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ABSTRACT 

Bluetooth IS a widespread technology for small wireless networks that permits 

Bluetooth devices to construct a multi-hop network called a scatternet. A large 

number of connections passing through a single master/ bridge device may create the 

problem of congestion in a Bluetooth scatternet. In addition, routing in a multi-hop 

dynamic Bluetooth network, where a number of masters and bridges exist, sometimes 

creates technical hitches in a scatternet. It has been observed that frequent link 

disconnections and a new route construction consume more system resources that 

ultimately degrade the performance of the whole network. As, Bluetooth specification 

has defined piconet configuration, scatternet configuration has still not been 

standardized. The main objective of this thesis is to provide an efficient combined 

protocol for scatternet congestion handling and route maintenance. The methodology 

contains three parts. 

I he tirst part consists ot an Ettlcient Congestion Handling Protocol tor Bluetooth 

Scatternct (ECHP J that solves the problem of Bluetooth network congestion. ECHP is 

further divided into two sub-parts, the first sub-part is based on intra-piconet 

congestion handling, while the second sub-part is based on inter-piconet congestion 

handling. In the second part of this research work, an Efficient Route Maintenance 

Protocol for Dynamic Bluetooth Networks (ERMP) is proposed that repairs the weak 

routing links based on the prediction of weak links and weak devices. The ERMP has 

two constraints of prediction; the first constraint is mobility and the second is energy 

based. The ERMP predicts a weak link through the signal strength and weak devices 

through the energy level of the devices. During the main route construction, routing 

masters and bridges keep the intlmnation of the Fall Back Devices (FBDs) tor route 

maintenance. On the prediction of a weak link, the ERM P activates an alternate link, 

and on the prediction of the weak device it activates the FBD bef(Jre the main link 

breaks. In the third part of the thesis, An Efficient Combined Congestion Handling 

and Route Maintenance Protocol for Dynamic Environment in 131uetooth Network 

Vll 



(CHRM) is proposed. The CHRM has merged both of the proposed ECHP and ERMP 

protocols and provides an improved solution for inter-piconet communication. 

For simulation, UCBT is used which is based on an open source simulator NS-2 

that presents an absolute simulation model for Bluetooth performance evaluation on 

different Bluetooth layers. The existing closely related protocols and the proposed 

protocols are implemented through simulation and then compared. The simulation 

results reveal that the proposed protocols efficiently solved the scatternet congestion 

and increased throughput 25-35%. Moreover, the proposed protocol repairs the weak 

routing links and reducing delay 30-40%. 
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ABSTRAK 

Bluetooth adalah sebuah teknologi yang meluas untuk rangkaian kecil tanpa wayar 

yang membolehkan peranti Bluctooth untuk membina satu rangkaian pelbagai-hop 

dipanggil scattemet. Sebilangan bcsar sambungan mclalui saijana I jambatan peranti 

tunggal boleh menyebabkan masalah kcsesakan di scattemet Bluetooth. Di samping 

itu. laluan di rangkaian Bluetooth multi-hop yang dinamik, di mana bebcrapa tuan

tuan dan jambatan wujud, kadang-kadang mewujudkan hitches teknikal dalam 

scattcmct. Ia telah dipcrhatikan bahawa kcrap link terputus dan pembinaan laluan 

baru menggunakan sumbcr-sumbcr sistem yang lebih yang akhimya mercndahkan 

prcstasi rangkaian kescluruhan. As, spcsiflkasi Bluetooth tclah ditakritkan konfigurasi 

rangkaian pi co, konflgurasi scattemet masih tidak seragam. Objektif utama projek ini 

adalah untuk menyediakan protokol digabungkan berkesan untuk pengendalian 

kesesakan scattemet dan penyelenggaraan laluan. Kaedah ini mengandungi tiga 

bahagian. 

Bahagian pctiama terdiri daripada Kcscsakan Cekap Protokol Pengendalian untuk 

Bluetooth Scattemet (ECHP) yang mcnyelesaikan masalah kesesakan rangkaian 

Bluetooth. ECHP dibahagikan kepada dua sub-bahagian, yang petiama sub-bahagian 

adalah berdasarkan pengcndalian kesesakan antara rangkaian pico, manakala yang 

kcdua sub-bahagian adalah berdasarkan pengendalian kesesakan antara rangkaian 

pico. Dalam bahagian kedua kerja-kcrja penyclidikan ini, Route Cckap Protocol 

Penyenggaraan Rangkaian Bluetooth Dinamik (ERMP) adalah dicadangkan 

pembaikan pautan laluan kmah berdasarkan ramalan hubungan yang lcmah dan 

peranti yang lcmah. ERMP mempunyai dua kckangan ramalan; kekangan yang 

pcrtama adalah mobiliti dan yang kcdua adalah berdasarkan tcnaga. ERM P 

meramalkan pautan yang lemah melalui kckuatan isyarat yang lcmah dan peranti 

mclalui tahap tenaga alat-alat. Semasa pcmbinaan laluan utama, laluan tuan dan 

Jambatan mcnyimpan maklumat daripada Devices Kembali Kcjatuhan (FBDs) hagi 
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penyelenggaraan laluan. Pada rarnalan link yang lemah, ERMP mengaktifkan link 

altematif, dan pada rarnalan peranti yang lemah ia akan mengaktifkan FBD sebelum 

rehat pautan utarna. Dalam bahagian ketiga tesis, Satu Gabungan Cekap Pengendalian 

Kesesakan dan Route Protocol Penyelenggaraan Alarn Sekitar Dinarnik dalarn 

Bluetooth Network (CHRM) dicadangkan. CHRM telah digabungkan kedua-dua 

ECHP cadangan dan protokol ERMP dan menyediakan penyelesaian yang lebih baik 

untuk komunikasi antara rangkaian pi co. 

Untuk simulasi, UCBT digunakan yang berasaskan sumber terbuka simulator NS-

2 yang membentangkan model simulasi mutlak untuk penilaian prestasi Bluetooth 

Bl uetooth lapisan yang berbeza. Protokol yang sedia ada berkait rapat dan protokol 

yang dicadangkan adalah dilaksanakan melalui simulasi dan kemudian dibandingkan. 

Keputusan simulasi menunjukkan bahawa protokol yang dicadangkan cekap 

menyelesaikan kesesakan scattemet dan peningkatan pemprosesan 25-35%. Selain 

itu, pembaikan protokol cadangan yang lemah laluan hubungan dan mengurangkan 

kelewatan 30-40%. 
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CHAPTER I 

INTRODUCTION 

This chapter covers the background, motivation, the critical research issues of 

existing Bluetooth scattemct protocols based on which this research work has been 

carried out. It also includes the objectives to be achieved and illustrates the research 

questions and their answers. The chapter continues the proposed research 

methodology that describes, an efficient congestion handling protocol for Bluetooth 

scatternet, an efficient route maintenance protocol for dynamic Bluetooth networks 

and a new combined protocol of congestion control and route maintenance for a 

dynamic Bluetooth scatternet. 

1.1 BACKGROUND 

The improvement in the capability of mobile devices has enhanced the usage of 

mobile digital devices like computer systems, cellular phones and Personal Digital 

Assistants (PDAs). These kinds of devices increase the usage of wireless 

communication technology every day. Wireless communication technologies can be 

classified into many factors. One of them is the communication range; mobile devices 

fi.lf example mobile computers or PDAs, usually require a short range tor wireless 

access because these devices norn1ally operate with limited battery power. These 

wireless devices also have high bandwidth capacity. This type of short range, low 

power and high data rate wireless technology is called a Wireless Personal Area 

Network (WPAN) (Movahhcdinia and Ghahfarokhi 20 II) that supports the operation 

of an ad hoc mode and the mobility of devices. Bluctooth technology is one of the 

short range wireless technologies. This technology has attracted the particular 

attention of users and vendors (Chen and Liu 2006: Kazcmian and Li 2006; Shck and 

Kwnk 2004). 



The Bluctooth Special Interest Group (SIG) was established in 1998 (Ka-Wai and 

Luong 2003; Lee and Lee 2010). Initially, it consisted of five big companies: IBM, 

Ericsson, Intel, Nokia, and Toshiba but now more than 16000 companies have joined 

SIG to improve the idea of the Bluetooth open standard (Jong Min et aL 2005). The 

main objective of Bluetooth technology is cable replacement and connection of the 

devices wirelessly within a short range in an ad-hoc manner. Bluetooth technology 

can be used in many applications which are categorized into several groups, such as, 

workplace applications, ad-hoc networking and access control applications (Chaudhry 

et aL 2008; Kiss Kall6 et aL 2007; McDermott-Wells 2004). 

Workplace applications: These applications are associated with the setting up of 

a wireless workplace environment. For example, by using a Bluetooth link, a mouse 

and a keyboard are connected with a computer, a Bluetooth enabled printer can 

connect many computers at a time and a Bluetooth technology can be used for the 

data synchronization between the Bluetooth enabled devices (Khan et aL 2009). 

Ad-hoc networking: Bluetooth enabled devices can make a large ad-hoc network 

commonly named the scattemct. As the devices in ad-hoc networks can connect and 

exist as long as required if they are within the radio range of each other. Currently, 

these applications are used to exchange the electronic business cards between 

users( Chaudhry et al. 200R). 

Access control applications: Bluetooth technology can be used in an access card 

for the purpose of having the right of entry in a building or accessing resources 

without using a swipe machine. This technology can be used for mobile payment 

(credit card) (Yunbo et al. 2007). 

L2 MOTIVATION 

The Bluetooth fundamental system consists of a Radio Frequency (RF) transceiver, 

protocol stack and Baseband (Chen et al. 2009). The Bluetooth RF function is 

internationally accessible with a 2.4 GHz Industrial, Scientific and Medical (ISM) 

band where hopping covers 79 channels with I MHz bandwidth. The time interval 
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between different frequencies is 625f.ls. The Frequency Hopping Spread Spectrum 

(FHSS) system is used to decrease the interference and increase the security in the 

Bluetooth network (Khan et al. 2009; Xin and YuPing 2009). The Bluetooth 

connection establishment procedure is controlled by four processes: 1) Inquiry: In this 

process a Bluetooth device broadcasts inquiry packets to find the IDs of other 

Bluetooth devices. 2) Inquiry scan: In the inquiry scan process, other Bluetooth 

devices listen for inquiry packets and broadcast inquiry response packets. 3) Page: 

Under this procedure, any Bluetooth device attempts to make a link with the device 

whose ID and clock are recognized. 4) Page scan: In the page scan process, Bluetooth 

devices listen tor page packets. The basic communication unit of Bluetooth is called 

piconct which consists of a maximum of eight active Bluetooth nodes/devices. 

13luctooth allows communication within multiple piconets where a relay or bridge 

device provides connections among different piconcts. A group of multiple, 

connected piconcts arc called a scattemet (Kapoor et al. 2004; Misic and Misic 2004; 

Vergetis ct al. 2005). 

The motivation of this thesis is to demonstrate that the efficient formation of a 

-.:c1ttcn1C't ~tnd routing tcchr.iquc:; \.:.111 ~u~ily h~.HiJk tlH..: l31uctuuth uetwurk. congeslion 

nnd route maintenance issues. Only few protocols have been proposed li.n net work 

congestion handling and for route maintenance but they still have some problems due 

to neglecting some main issues that leads the inefticient scattemct l(mnation. The 

existing protocols create more delay; increases control packets overhead and decrease 

the network throughput. The existing route maintenance protocols have been 

implemented to solve the routing issues after the main link failure. Theret(xe, an 

efficient congestion handling and route maintenance protocols have been proposed in 

this thesis which is based on the prediction of the signal strength and energy level of 

devices. The proposed protocols provide the solution tor congestion handling and 

route maintenance bcti.>rc the main link breakdown. As a result, it reduces the control 

overhead, minimizes the time required for route recovery and it improves the network 

throughput. 
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1.3 PROBLEM STATEMENT 

A lot of scattemet optimization techniques have been developed but each technique 

has its own benefits and limitations. It is analyzed that a combined (congestion and 

route maintenance) solution for scattemet has been neglected. Thus, there is still need 

for an efficient and optimized scattemet formation. Many researchers have proposed 

scattemet formation protocols to decrease the scattemet formation time or increase 

the probability of making a scattemet. The main purpose of this thesis is to propose a 

combined protocol for congestion handling and scattemet route maintenance. 

If Bluetooth devices communicate within a piconet, then all communicating links 

go through the master device, and if Bluetooth devices from other piconets 

communicate with each other, then all communicating links go through the 

intermediate device called a bridge/relay device. When a large number of connections 

pass through a single master or bridge device, it may cause congestion and delay in 

the Bluetooth scattemet. Within a piconet, direct slave to slave communication is not 

possible, all outgoing and incoming data traffic go through the master device so it is 

considered as a very important device. If a master device drains out its battery or 

moves, it will disconnect all of the linked devices. Similarly, within a scattemet, 

direct master to master communication is not possible so they always need an 

intermediate bridge device therefore, the bridge device is considered as the most 

significant device because it connects multiple piconets. If it fails or moves, then it 

can disturb the whole network. When the data is routed in a Bluetooth network for 

slave to slave communication, it follows the rule that the data will go through "slave

to-master- bridge-master-slave". 

In a piconet, any couple of source and destination is at most two hops away. A 

master device maintains the information about all of its slave devices and controls the 

incoming and outgoing data traffic. Whereas, in a scattemet, a couple of source and 

destination devices may be in different piconets so the data packets can go through 

multiple hops. A considerable amount of work has been done in the area ofBluetooth 

network routing. The most important Bluctooth inter-piconet communication issue is 

route maintenance for broken links which has not been considered comprehensively. 

Some Bluetooth routing protocols provide a solution for route recovery when they 
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predict the link breakage. The main disadvantages with these types of protocols arc 

they are more time consuming and cause extra resource consumption. 

1.4 OBJECTIVES 

To achieve an ct1icient communication within a well organized Bluetooth network, 

the following objectives are defined. 

1.4.1 Bluetooth network congestion handling 

The first objective of this research is to illuminate the problem of congestion in a 

Bluctooth network. This is because a large number of connections passing through a 

single master/bridge node may create the congestion problem in a Bluetooth 

scattemet. To overcome the problem of congestion, An Efficient Congestion 

Handling Protocol for Bluetooth scattemet (ECHP) is proposed in this thesis. The 

pwpu,ed pwlocol is oascd on the rail !:lack Oevtce (FBD) utilization and the 

operation uf the 11d work rcstrucwring. The proposed I::CH I' protocol has two parts~ 

the tirst part demonstrates how the congestion in an intra-piconet is handled. 

Whereas, the second pati demonstrates how the inter-piconel congestion can be 

handled. 

1.4.2 Bluctooth network route maintenance 

The second objective of this research work is to achieve the efficient route 

maintenance in a 'cattemet. As a main routing link in a multi-hop dynamic Bluetooth 

network has a number of master and bridge devices, this sometime creates technical 

hitches (link breakage etc.) that consume extra resources and ultimately degrade the 

performance of the whole network. In this thesis. an Efficient Route Maintenance 

Protocol t()r Dynamic Bluctooth Networks (ERMP) is proposed that repairs the weak 

routing links based on the prediction of weak links and weak devices. It predicts the 
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weak links and weak devices by determining the weak signal strength between the 

devices and the weak devices having the minimum energy leveL During the main 

route construction, the routing master and routing bridge devices keep the information 

of the FBD for route maintenance. On the prediction of a weak link, they activate an 

alternate link. While, on the prediction of a weak device, they activate FBD before 

the main link breakage. 

1.4.3 An Efficient Combined Congestion Handling and Route Maintenance 

Protocol for Dynamic Environment in Bluetooth Network (CHRM) 

The third objective of this research work is to implement a new protocol "An 

Efficient Combined Congestion Handling and Route Maintenance Protocol for 

Dynamic Environment in Bluetooth Network (CHRM)" that combines both of the 

proposed protocols (ECHP and ERMP). In this protocol, the problems of both of the 

protocols are considered and a combined solution is proposed. The simulation results 

are achieved by comparing the combined protocol CHRM with the previous DCC and 

ROMA protocols. 

1.5 RESEARCH QUESTIONS 

The following are the research questions which are based on the mentioned research 

Issues. 

a. How can the resources be utilised efficiently? 

As the Bluetooth technology has limited resources, therefore, the resources should 

be utilized etTiciently. Resources can be used efficiently if the scatternet 

formation is efficient. It should not contain the maximum bridge devices or extra 

piconets, and it does not waste the Active Member Address (AM Addr) because 

the inefficient utilization of AM_Addr creates the problem of data packet loss and 

delay. 
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b. How can Bluctooth network congestion be handled? 

Mostly, the problem of congestion arises on the master or bridge devices because 

of providing a large number of routing links. Some protocols have been proposed 

for congestion handling but they could not provide an efficient solution. They 

cannot allow the parallel transmissions either. The proposed protocol handles the 

problem of congestion by using the Fall Back Bridge (FBB) based on the role 

switch operations. The higher throughput of the proposed protocol shows that it 

delivers the maximum data packets by a device per unit time. 

c. How can the time required for route repairing in route maintenance be reduced? 

During transmission, if the main route breaks, then the route re-establishment 

procedure takes more time f(.>r route repairing. All of the previous protocols 

proposed fi.1r Bluetooth network route repairing arc based on the route re

establishment procedure or the prediction of the energy level. They totally ignore 

some important constraints and as a result they create more delay time. As the 

proposed protocol provides the route repairing solution on run time by the 

prLdi\_,liuJt ur Wl:<.tt... Devices, thcretorc, It does not require Inore time for route 

repairing. It updates the li't of FBDs during the mam route construction. 

d. How can control overhead be reduced in a Bluetooth network'' 

In a Bluetooth network. control overhead can he reduced if the scattemct 

formation avoids the frequent creation of extra piconets. Bluetooth technology 

utilizes the maximum number of control packets during the connection 

establishment procedure. 
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1.6 PROPOSED METHODOLOGY 

The proposed methodology of this research work is composed of the following main 

parts: 

1.6.1 An Efficient Congestion Handling Protocol for Bluetooth scattemet (ECHP) 

An efficient congestion handling protocol tor Bluetooth scattemet is proposed for an 

efficient Bluetooth network. This protocol handles the problem of congestion within 

intra-piconet and inter-piconet. This protocol consists of two scenarios; in the first 

scenario, role switching techniques are used to handle the problem of intra-piconet 

congestion which has two cases: Picone! Formation within Picone! (PFP) and 

Scattemet Formation within Piconet (SFP). Network restructuring is performed for 

the most frequently communicating pair of devices. In the second scenario, a Fall

Back Bridge (FBB) is used to share the traffic load on the bridge node that overcomes 

the problem of congestion in the inter-piconet. 

Master Slave Bridge 

Figure 1.\: Congestion handling by making PFP and SFP using the role switch 

operation 
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The proposed protocol is explained by an example in Fig.!.!, it is depicted that 

there are three piconets in a scatternct. Different devices in different piconets 

communicate through their master devices. After some time, the master devices (M 1, 

M 2 , M3) analyze from their tables that in piconet P 1 devices (i and j), in Picone! P 2 

devices (h and t) and in piconet P3 devices (a and b) are communicating very 

frequently and creating congestion on their respective master devices. Therefore, to 

handle the congestion, the master devices perform network restructuring by role 

switch operations. The master devices (M 1and M,) perform Picone! Formation within 

Picone! (PFP) by changing the role of the devices. Now, device (j) is the auxiliary 

master (AxM, a slave device that has potential to become a master device) for device 

(i) and device (a) is the AxM for device (h). In piconet P2, devices (h and f) are 

communicating very frequently but these are not within the direct radio range of each 

other so M2 has selected the device (g) as an intermediate device and performed SFP. 

In the new scatternet. devices (hand t) are auxiliary masters and device (g) is a bridge 

device. Now, the devices arc communicating directly and after a successful 

communication the devices will return in their original states. The proposed protocol 

handle,; !h~ ir:tcr pi.:vlid ._ullgc,llull by acnvatmg the FBB device. The foremost 

advantage pf using FBB is that it dbu alluws for parallel transmissions between 

multiple piconets. 

I .6,2 An Etlicient Route Maintenance Protocol for Dynamic Bluctooth Networks 

(ERMP) 

An Etlicient Route Maintenance Protocol (ERMP) for Bluctooth networks is 

proposed. Initially, all devices in Bluetooth seattcrnet create required links and start 

communication. As routing links pa,;, through mastcr(s) and bridge(s) devices 

thcref()rc, after the main route construction, each routing master and routing bridge 

device keeps the inf(mnation of all connected devices in their tables. They monitor 

the signal strength and energy level of all of the devices. The proposed protocol 

predicts the weak links and weak devices through the signal strength and energy level 

of the devices and repairs the weak links by activating FBDs. The ERMP provides 



solution for route breakage, if a weak routing link is predicted, then this protocol 

makes a new link before the main route breaks. 

b c'\J 
a 

0 M,tt 

P, eo 
(a) • 0 • --- ---- ---· ------. 

Master Slave Bridge Main link Weak link 

Figure 1.2(a): An example of predicting a weak link 

co go ho 
b (~.'~) 

a 

0 ro M2 

P, eo p2 
Jo 

B, fg) 

(b) • 0 fg) ----- ----- ·--------

Master Slave Bridge Main link Weak link 

Figure 1.2(b ): Route recovery by using ERMP 

This protocol is explained by an example in Fig.1.2. In Fig.1.2(a) two devices (b 

and i) in different piconets arc communicating through a main link (b-M 1-B 1-M2 -i). 

During transmission between (b and i), the bridge device B 1 starts moving downward; 
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in the meanwhile, the routing masters M 1 and M2 predict by the weak signal strength 

that the bridge device B 1 is moving so they look for the FBD as they already have the 

list for FBDs in their tables. Both of the routing master devices find device B2 which 

is also a subset of their piconets. Both master devices transmit a request packet to 

device B2 to make a new link between M 1 and M 2. This protocol has to make a new 

link before the main route breaks. As in Fig.l.2(b ), the new link between M 1 and M 2 

has been established and the data is going through the new route (b-M 1-B 2-M2-i). 

Similarly, during transmission, if any weak device is predicted, then ERMP activates 

the FBD and makes a new link with a new device. 

I .6.3 An Efficient Combined Congestion Handling and Route Maintenance 

Protocol for Dynamic Environment in Bluetooth Network (CHRM) 

The third part of the proposed methodology is to make a new combined protocol 

CHRM that combines the ECHP and ERMP protocols. The CHRM provides a 

combined solution tor congestion handling and route maintenance. It is observed that 

L'HRM provides an efficient solution for Bluetooth scatternct to overcome the 

congestion and route breakage problems. 

1.7 SCOPE 

This section has outlined the scope of this dissertation. An important aspect of this 

research work was to assess the existing protocols used in congestion handling and 

route maintenance and to select some of the most related studies to proposed work. 

The solution proposed t<.1r load handling and route maintenance in this study helped to 

improve the pcrtormancc of the Bluctooth scattcrnct. In this thesis. a Bluctooth intra

piconet and inter-piconct Congestion handling protocol has been proposed. For traflic 

load handling, ditlercnt role switching techniques and Fall Back Devices were used to 

on;rcomc the bottleneck problem. Furthern1orc. an efficient route maintenance 

protocol has been proposed which has been based on the prediction of weak devices 
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and weak links. To evaluate the system performance, the research work and existing 

protocols were simulated and compared. 

1.8 AN OUTLINE OF THE THESIS 

The remainder of this thesis is categorized as: 

Chapter 2 discusses the fundamentals ofBiuetooth communication technology. This 

includes the connection establishment process, piconet formation, scattemet 

formation etc. Moreover, this chapter discusses the related work and shortcomings of 

existing protocols. 

Chapter 3 demonstrates the methodology. In which the proposed protocols: the 

congestion handling protocol (ECHP), route maintenance protocol (ERMP) and a 

combined protocol (CHRM) have been discussed. 

Chapter 4 explains the results of the proposed protocols. The proposed protocols are 

implemented in the University of Cincinnati's Bluetooth (UCBT) based on the NS-2 

open source simulator. In this section different parameters are measured and 

compared with the existing protocols. 

Chapter 5 presents the contribution and conclusion that describes the summary of the 

performance of proposed protocols and this also contains the possible future work. 

A complete list of research publications throughout this research work is given at the 

end. 

Appendix A explains the terminologies used in the thesis. 

Appendix B explains the basic physical model of Bluetooth. 
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CHAPTER2 

LITERATURE REVIEW 

In this chapter, the fundamentals of Bluctooth communication technology arc 

presented, which cover the connection establishment process, piconet formation and 

scattemet formation etc. The chapter describes the Bluetooth applications and the 

comparison of Bluetooth with other wireless technologies. This chapter also discusses 

the role switching techniques and taxonomy of the Bluctooth network topologies. 

Finally, the closely related protocols and shortcomings of these protocols are 

discussed in detail. 

2.1 BLUETOOTH OVERVIEW 

!!~ !h-::~c d::!ys, :nany pc.:._1p!...: !ih. ... ~u ~vauy ;1auJbdU devices lu Keep In touch Wtth other 

people So they can easily share the data (text, vidc:u ami voice) with each other. 

Bluetooth is the most popular wireless technology to provide a connection between 

short-ranged devices (Le Sommer and Ben Sassi 2010; Yip and Kwok 2007). 

Wireless networks can be divided into two categories. infrastructure and 

infrastructure-less. The infrastructure networks are those networks which have 

immovable and wired access points like cellular network systems in which a base 

station is fixed that acts as a bridge to provide connections to the mobile devices. The 

other f(JmJ of network is wireless or infrastructure-less, which is also recognized as an 

ad hoc network. The infrastructure less networks has no fixed access points (Cordeiro 

ct a!. 2003; Jung ct al. 2008). 

In 1998, a cluster of companies familiarized an open standard ti.Jr squat range 

wireless connections named Bluctooth technology. Bluctooth technology IS a 

promising wireless technology that permits the moveable devices to make a short 

ranged network (AI-Jan·ah and Mcgdadi 2009). Its specification is specially designed 

ti.Jr the low power two-way radio communication to wirclcssly connect the nct\Vork 
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devices over short distances (BJorn et aL 2008). Bluetooth devices are unable to 

transfer data to each other until they create a Bluetooth network. If two Bluetooth 

devices want to communicate with each other, they first make a small network known 

as a piconet in which one device will become a master and the other devices will be 

its slaves. In the piconet, a maximum of eight Bluetooth devices connect with each 

other by sharing a common channel (Misic and Misic 2004; Ramana Reddy et al. 

201 0). The piconet supports point-to-point (master to slave) and point-to-multi point 

(master to slaves) links as in Fig.2.1 (Shek and Kwok 2004) . 

• Master Slave 

Figure.2.1: Bluetooth Piconet topologies 

Bluetooth technology works on the physical layer that uses the 2.4 GHz ISM 

frequency band. The key advantage of the ISM frequency band is that it makes the 

Bluetooth technology accepted worldwide (Ophir et al. 2004; Salonidis et a!. 2005). 

Each Bluetooth device uses 79 channels using a pseudo-random hopping sequence. 

The frequency (j) of a Bluetooth device for a given time slot (I) can be calculated by 

the equation 2.1: 

f~ 2402MHz +f(t) xJMHz wheref(t) = 0. I. 2 ... 78. (2.1) 

Each Bluetooth packet is transmitted at a different frequency. Bluetooth slave 

devices cannot communicate directly; they always send their data to the master 

device. The master device always assigns different time slots with different 

frequencies to the slave devices. Bluetooth equipment uses the Time Division Duplex 
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(TOO) scheme that breaks up a channel into 625 flS time slots. During transmission, 

the data packets take up I, 3 or 5 time slots and according to the frequency hopping 

sequence, all of the data packets are transmitted on different physical channels 

(Cordeiro et al. 2003; Lee and Lee 2010; Naik et al. 2008). For a packet that takes 

multiple time-slots f()f transmission, the frequency is not changed until the whole 

packet is transmitted. Fig.2.2 shows the example of multi-slot packets between master 

and slave devices. 

~--------------------------------------------------------------------------------------~ 

' :~.laster 
' : SlaYe 

' 
' ' ' 

' 

<1----+ 
£\1'} f\1-"--l'. ~k-2 ~1~3; £f,l~4~· ±:;1-S) ,;(l-6; fj;k--:: {(l-S} f(k-£<; :;J-1~'\ ~,1~:1: f(k-1~·; 

'---------------------------------------------------------------------------------------' 

Figure 2.2: Multi-slot packets 

A master device always transmits its data in even numbered time slots (CLK 1 = 0) 

and the slave device always transmits its data in odd numbered time slots (CLK 1 ~I). 

For some packet types that cover up more time slots, the transmission of the master 

device can be prolonged in odd numbered slots and similarly, the transmission of the 

slave device can be prolonged in even numbered slots. As each Bluetooth device uses 

a running clock, the slave devices stay synchronized to the pieonet from time to time 

adding a timing offset to their clocks from the clock of the master. All Bluetooth 

devices have a unique and permanent 48-bit Bluctooth Device Address (BD _Addr). It 

is converted into three parts; the first part is a 24-bit Lower Address Part (LAP), the 

second part is an 8-bit Upper Address Part (LIAP) and the third part consists of a 16-

bit Non-significant Address l'mi (NAP). The UAP and NAP identify the device's 

manufacturing company, whereas the LAP is a value assigned by the company (J ung 

ct a!. 200X; Moron ct al. 2009; Shek and Kwok 2004). In a Bluetooth network. each 

acll\C sla\ e de\ ICC IS also allocated a 3-blt AM Addr by the ma,tet de\ tee 
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2.2 BLUETOOTH PROTOCOL STACK 

The Bluetooth technology consists of a layered protocol architecture that completes 

the core part of the Bluetooth implementation. It helps the Bluetooth devices to find 

each other and setup a connection. This connection enables the devices to exchange 

different kind of data. Fig. 2.3 shows the Bluetooth protocol stack. 
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Figure 2.3: The Bluetooth protocol stack 
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The Bluetooth protocol stack consists of the following tour layers (Cordeiro ct al. 

2003): 
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2.2.1 Bluetooth Core Protocols 

Bluetooth uses many protocols. The Bluetooth core protocols are described by the 

Bluetooth SIG (Bluetooth _specitlcaiton 20 I 0; Peters and Heuer 2008). The following 

are the Bluetooth protocols. 

2.2.2 Baseband (88) 

Baseband is the component of the Bluetooth system that identifies the process of 

medium access and the physical layer to hold up the exchange of the voice, flow of· 

data information and ad-hoc networking among Bluetooth devices (Wei-Yi et aL 

2010). The 88 and link control layer pennit the Bluetooth RF connection between 

Bluetooth devices to make a piconet. The Bluetooth RF scheme is a Frequency

Hopping-Spread-Spectrum (FHSS) in which data packets are sent in clear time slots 

on distinct frequencies. Therefore this layer synchronizes the transmission hopping 

frequency and the clock of the devices by using the inquiry and paging process. It 

<'11"n nffpr-: tl:~ Synchronou:._: Cunnc(:tiort Ori..:nt~..-J (SCOJ a11J A~y11chronous 

Connectionless (A('!) packets on the same RF connection. SCO packeb contain 

audio data or a combination of audio and text data, whereas the ACL packets contain 

text data (Khoutaif and Juanole 2006 ). 

2.2.3 Link Manager Protocol (LMP) 

The Link Manager Protocol is used to manage the fi.mctions of the Bluctooth 

connections. This protocol is basically responsible ti.)r the link setup, control of 

logical transports, logical connections. the control of physical connections and 

security aspects between devices. In addition, it manages the power modes and the 

connection states of the Bluetooth devices. The LMP is used tor the communication 

between the I ink managers of two Bluetooth devices that arc connected through the 

ACL logical transport. Each LMP message can be applied exclusively to the physical 

connection, connected logical links and logical transports between source and 
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destination devices. The LMP messages are not directly transmitted to upper protocol 

layers (Khoutaifand Juanole 2006). 

2.2.4 Logical Link Control and Adaptation Protocol (L2CAP) 

The Bluetooth L2CAP adjusts the upper layer protocols on the BB. L2CAP supports 

only ACL links; it does not support SCO links. It permits upper layer protocols to 

broadcast and receive its data packets of 64kb, and it passes the connection-oriented 

and connectionless data services to the upper layer protocols. This protocol sends 

packets to the Host Controller Interface HCI or to the hostess system in a straight line 

to the Link Manager. Its link is setup after the ACL link has been established. L2CAP 

performs some actions: 

a) Data multiplexing between upper layer protocols. 

b) Segmentation and packet reassembly. 

c) Data Multicasting from one way transmission to a cluster of other Bluetooth 

devices. 

d) Quality of Service QoS, proviSIOn to the upper layer protocols but no 

execution of the flow control (Moron et al. 2009). 

2.2.5 Service Discovery Protocol (SOP) 

The Service Discovery Protocol executes on the top of the Bluetooth stack that 

handles the publishing and discovery tasks. The more critical services of the 

Bluetooth structure are discovery services. The SOP presents the foundation for all of 

the models. By using the SOP, device information services and the attributes of the 

services can be checked and after that a communication link between the Bluetooth 

devices can be created (Peters and Heuer 2008). 
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2.2.6 Cable Replacement Protocol 

The Serial Cable Emulation Protocol is used as the cable replacement protocol which 

is described below. 

2.2.6.1 Serial Cable Emulation Protocol (RFCOMM) 

RFCOM is a straightforward set of transport protocols and is placed on the top of the 

L2CAP protocol. This protocol is based on the ETSI standard TS 07.10 and it gives 

the emulated RS-232 serial ports. The RFCOMM protocol can provide up to 60 

simultaneous connections between two Bluetooth devices. The main function of 

RFCOMM is providing a consistent data stream to the user (Moron ct al. 2009; Peters 

and Heuer 2008). 

2.2. 7 Telephony Control Protocols 

lt1esc protocols are used to establish and control the data calls of Bluetooth devices. 

The following arc the telephony control protocols: 

2.2. 7.1 Telephony Control- Binary 

The Telephony Control protocol- Binary (TCS Binary or TCS BIN) is known as a bit 

oriented protocol. It describes the call control signaling tor the organization of speech 

and data calls among Bluetooth nodes. Furthennore, it describes the process of 

mobility management for managing Bludooth TCS. TCS Binary is mentioned in the 

Bluetooth Telephony Control protocol Specification Binary (Wei-Yi ct al. 20 I 0). 

2.2. 7.2 Telephony Control /1 I" Commands 

The Bluctooth SIG has described the group of the AT commands. A mobile phone 

and modem can be handled by using these commands. In Bluctooth technology, AT 
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commands are based on the ITU-T Recommendation version V.250 and ETS 300 916 

(GSM 07.07). These commands are also used for FAX services 

(Bluetooth _specificaiton 2010). 

2.2.8 Adopted Protocols 

Adopted protocols are Point-to-Point, TCP/UDP/IP, Object Exchange Protocol and 

Wireless Application Protocol which are described below. 

2.2.8.1 Point-to-Point Protocol (PPP) 

Point-to-Point Protocol executes on the RFCOM in order to achieve the point-to-point 

connections. PPP is the resource of taking IP packets from the PPP layer and inserting 

them onto the local area network (Moron et al. 2009). 

2.2.8.2 TCPIUDP/JP 

TCP/UDP/IP protocols are standard protocols and considered the most widely used 

protocols which are described by the Internet Engineering Task Force. These 

protocols are used for communication through the internet. The execution of these 

protocols in Bluetooth enabled devices permits the communication with other 

Bluetooth devices linked to the internet (Johansson et al. 2002). 

2.2.8.3 Object Exchange Protocol (OBEX) 

The Object Exchange protocol is a session protocol built up by the Infrared Data 

Association (IrDA) and it is executed on top of the Winsock over Bluetooth and IrDA 

transports. It is used to exchange the objects in an uncomplicated and unstructured 

way. The OBEX protocol also presents a model for presenting objects and operations. 
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2.2.8.4 Wireless Application Protocol (WAP) 

The Wireless Application Protocol is an open standard to offer mobile consumers 

access to telephony and information services. W AP works for many wide area 

wireless network technologies. The main objective of W AP is to transport the internet 

contents and telephony services to digital cell phones and other wireless devices. 

2.2.9 Link controller operation 

The link controller operation illustrates the establishment of an intra-piconet and 

describes how Bluetooth devices can join and leave the pi co net. Bluctooth technology 

has defined multiple states for Bluetooth devices which support the functions of the 

network formation. This section also discusses the scattemet fom1ation (Moron et al. 

2009). 

2.3 OVERVIEW OF BLUETOOTH DEVICE STATES 

The link controller operation contains three main states: STANDBY. CONNECTION 

and PARK; it also contains seven sub states: page scan, page, in4uiry scan, inquiry, 

master response, inquiry response and slave response. The sub states arc used for the 

device detection and connection establishment procedure. To switch from one state to 

another or from one sub state to another sub state, different commands arc used. 

Fig.2.4 shows the different states of link control. 
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Figure 2.4: Bluetooth device states 

2.3.1 Standby state 

I 

J 

It is the default and low power consumption state in which only the native clock 

(CLKN) runs. The Bluetooth clock monitors the timing and hopping sequence of the 

transceiver. It is typically executed as a 28-bit wrap-around counter. The least 

significant bit of the clock marks every 312.5[!s. The clock has special forms CLKN 

(native clock), CLKE (estimated clock) and CLK (master clock). There are four 

phases in a Bluetooth system, which are important in generating certain procedures. 

These periods are: 312.5[!s, 625[!s, 1.25ms, and !.28s as shown in Fig.2.5. These 
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clock periods are represented as CLKO, CLKl, CLK2 and CLK12 (Lo Bello and 

Mirabella 2006 ). 

In I. . .... llc 
ClK 

1_28s 

!l 

Figure 2.5: Bluetooth clock 
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Firstly, all Bluetooth devices are considered in the STANDBY mode which 

means that the devices are not connected with any Bluetooth network (Chakraborty et 

al. 201 0). 

2.3.2 Device detection sub states 

In order to detect the other Bluetooth devices, a device goes through the inquiry 

process. During this process, it frequently broadcasts the inquiry messages at different 

frequencies. A Bluetooth device that wants to be detected frequently perfonns the 

inquiry scan operation to respond to the inquiry message. Throughout the inquiry 

state, the discovering device gathers the Bluetooth node addresses and clocks that 

respond to the inquiry message. During this process of inquiry and inquiry scan, the 

native clock of the device is used (Chang et al. 2006). 

2.3.2.1 lnquirv scan 

The inquiry scan is a process where Bluetooth devices listen t(,r inquiry mcssugcs 

received on their inquiry scan physical channel. This inquiry scan sub state is the 

same as the page scan sub state. A Bluetooth device in the inquiry scan state 
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decreases its hopping frequency; this state consents to the inquirer to catch with the 

transmit frequency of the Bluetooth device which is in the inquiry scan state. As the 

frequencies match, the scanned devices behave like slave devices and transmit their 

ID and clock information to the master device (Mei et al. 2003). Any Bluetooth 

device can switch its state from the STAND BY or CONNECTION state to the 

inquiry scan state. If a device switches its state from the STAND BY state, then it can 

utilize the full capacity for carrying out the inquiry scan operation. The time interval 

between the starting of two consecutive page scan operations is considered as the 

scan interval time T;nqu;ry >can that should be less than or equivalent to 2.56sec (Cui et 

al. 201 0). 

2.3.2.2 Inquiry 

The inquiry sub state is the same as the page sub state. This state helps to detect the 

other Bluetooth devices. In this step, a master device sends the requests to the other 

Bluetooth devices to make a piconet. The devices which agree to make a piconet, 

reply to the master's request. The master device sends the ID packets on different 

frequencies and waits for the reply packets called Frequency Hopping Sequence 

(FHS) packets from the slave devices. The device sending a FHS packet also sends 

ifs ID and dock value. A Hopping Sequence contains two sets of frequencies called 

train A and train B (both are 16 frequencies long) (Gelzayd 2002). After getting the 

FHS packets, the master device carries out the next step called paging. Any node can 

enter into the inquiry state from STAND BY or CONNECTION state. For the inquiry 

hopping sequence, the inquiry hopping sequence collection is set as an inquiry. The 

native clock, CLKN, of the inquirer is used. The inquiry hopping sequence can be 

calculated through equation 2.2 as follows: 

X, ~ [CLKN,6-12 + kvffse1 + (CLKN4.2.o- CLKN,6.f2) mod 1 6} mod 32 (2.2) 

where X, is the inquiry hopping sequence of the X- input and clock-offset as 

follows: 

A- train 
B- train 
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2.3.2.3 Inquiry Response 

A device in the inquiry response sub state switches from the inquiry scan sub state 

when it replies to the master inquiry by transmitting its ID and clock status. The slave 

response for inquiries is completely different from the slave response for paging. 

During the inquiry scan sub state, when an inquiry message is received, then the 

receiver returns an inquiry response FHS packet that consists of the receiver's 

BD_Addr and other parameters. After getting the Inquiry response, a connection is 

setup tor the paging process (Chakrabarti ct al. 2004). For X-input, the hopping 

sequence tor the inquiry response is the same as in the slave page response hopping 

sequence. Equation 2.4 is used tor the inquiry response. 

X;,= fCLKNJr, 11 + NJ mod 32 (2.4) 

where, the X;, is the inquiry response hopping sequence of the X-input. The N has 

no start value because it is independent of the consequent value of the inquiring 

device. 

2.3.3 Connection setup sub states 

The paging process is used to setup a new connection between Bluetooth devices. For 

this purpose, the Bluetooth device address is required. The clock information can be 

obtained from the inquiry process. A device that wants to setup a connection wi II 

initially perform the paging process and tum out to be the master device (J ung et al. 

2007). 

2.3.3.1 Page Scan 

A Bluetooth device in the inquiry scan state decreases its hopping frequency; this 

state consents to the inquirer to catch with the transmit frequency of the Bluctooth 

device which is in the inquiry scan state. As the frequencies matches. the scanned 

devices behave like slave devices and transmit their lD and clock information to the 

master device (Chakrabarti et al. 2004; Mei ct al. 2003 ). In this state. a Bluetooth 
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device listens for its Device Access Code (DAC) and responds. The page hopping 

sequence consists of 32 paging frequencies where after 1.28s a new, different 

frequency is selected. Two parameters are used to describe the page scan: the scan 

interval time Tpage scan, and the page scan window Tpage_scan_window· The time interval 

between the starting of two consecutive page scan operations is considered as the 

scan interval time Tpage scan· Throughout a scan window, the device listens on one 

frequency. Any Bluetooth device can switch its state from the STAND BY or 

CONNECTION state to the page scan state. If a device switches its state from the 

STANDBY state then it can utilize the full capacity for carrying out the page scan 

operation (Ching Chu Chang et al. 2007; Kapoor et al. 2004; Mei et al. 2003). During 

this state, the average energy consumption can be calculated by the following 

equation 2.5. 

Eps = Tpage-scan-window (Erx_idle + (Tpage-scan- Tpage-scan-window) Esb I Tpage-scan) (2.5) 

For the scan phases, the energy consumption per time slot is denoted as Erx .. For 

the duration of the sleep phase, the energy consumption per time slot is denoted as E,b 

(Leopold et al. 2003 ). 

2.3.3.2 Page 

If any Bluetooth device needs to make a link with another Bluetooth device, it starts 

the paging process. The master device performs the paging process; the term paging 

means the transmission of an ID packet along with a Device Access Code (DAC) 

again and again until the transmitting device receives a response. The master device 

does not know on which hop frequency the slave device will wake up so that's why it 

broadcasts a train of the same DACs on different hop frequencies and listens for a 

reply. The master device utilizes the BD Addr and the clock of slave device to obtain 

the page hopping sequence. Once a master device receives the ID and clock values of 

the slave devices, then it can easily make a connection with slave devices and 

communicate (Chakrabarti et al. 2004; Chang et al. 2006). Though, the master and 

slave devices utilize the same frequency hopping sequence, they never choose the 

same frequency. 
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There are 32 page frequencies with l.28s interval. There are two frequency trains 

train A and train B mentioned in equations 2.6 and 2.7. 

A-train (j(k-8) ... f(k). .. f(k+ 7)) (2.6) 

B-train {f(k + 8), ... ,/(k + 15)J(k-16), ... ,f(k- 9)} (2.7) 

If the sequence selection is set to the page state, then the paging device uses the 

A-train (f{k-8) ... f(k) ... /(k+ 7), where .f(k) is the receiver frequency of the paged 

device, the key k indicates the input functions. As in equations 2.8 and 2.9, to get the 

8 otfset trom the A-train, a 24 constant is added to the clock bits that is equal to 8 due 

to the modulo 32 operation. Whereas, the S-train is achieved by using the 8 offset. 

X,,= jCLK£1r, I!+ komct + (CLK£4 2. o- CLKH1o 12) mod 16/ mod 32 (2.8) 

where 

[
24 

ko[(wt = B 

2.3.3.3 Page Rl!sponse 

A- train 
B- train 

(2.9) 

When a slave device successfully receives the page message, then the master and 

slave devices switch to the page response sub state. In order to carry on the 

connection, they exchange the very important information by using the same channel 

access code, the same channel hopping sequence and clocks. The channel access code 

and channel hopping sequence are obtained trom the BD _ Addr of the master device 

and the timing can be determined from the clock of the master device. An otlset is 

attached with the native clock of the slave device t(Jr the time being synchronised 

with the slave clock to the clock of the master device (Naik et a!. 2005: Whitaker et 

a!. 2005). The slave page response hopping sequence can be calculated by the 

following equation 2.10 for the X input: 

A.>, = jCLKN'1r, I' I Nf mod 32 (2.1 0) 
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The four bits, CLKN16. 12 , will be frozen and these frozen bits are denoted by the 

asterisk (*). Suppose N is a counter value that starts from zero and it increases by one 

for each time when CLKN1 is set to zero that matches to the initiate of a master TX 

slot. 

The master page response hopping sequence can be gained by the following 
equation 2.11 for the X input: 

* * * * Xprm=[CLKE 16-12 + koffM +(CLKE 4-2.o- CLKE 16 12) mod 16 + N] mod 32 (2.11) 

The master device freezes its predictable slave clock to the value that triggered a 

reply from the paged device. It is equal to using the clock value's estimation when 

receiving the slave response. The frozen clock value is used at the content where the 

recipient's access code is identified. Let N be a counter that starts from zero and it 

increases by one for each time when CLKN1 is set to zero that matches to the start of a 

master Transmitter (TX) slot. Fig. 2.6 shows the general block diagram of the hop 

selection scheme. The selection box uses clock, frozen clock, N, kof!Set, address, AFH 

(Adaptive Frequency Hopping) channel map and sequence selection as input. The 

address input contains 28 bits and it is selected as the UAP/LAP. In order to select the 

channel hopping sequence, the AFH channel map is used as an additional input that 

shows for the RF channels which will be used or unused. The RF channel index 

output represents a pscudu-ramlom sequence(Cordeiro ct a!. 2003). 
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Figure 2.6: Block diagram of hop selection scheme 

2.4 CONNECTION STATE 

The Bluetooth device in the connection state means that the device is connected with 

the Bluetooth network and data packets can be transmitted. Any Bluctooth device in 

standby or connection mode can move to the inquiry state if the device wants to 

locate another device. In the same way, any Bluctooth device in standby or 

connection mode can move to the inquiry scan mode if that device wants to be 

located and connected with another device. In this state the master device transmits a 

POLL packet to confirm its clock and channel frequency hopping and a slave device 

can reply by any type of packet. In case the slave device cannot receive the POLL 

packet and the master device also could not get any reply packet, then both devices 

will go back to page or page scan sub states (Chakraborty et al. 20 I 0; Kapoor ct al. 

2004; Vojislav et al. 2003). The connection states and modes arc shown in the 

following Fig.2.7. 
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Figure 2.7: Connection states and modes 

2.4.1 Active state 

During the active state, Bluetooth devices can actively contribute on the channel. In a 

piconct, a maximum of seven slave devices can be active in a given time. The master 

device schedules all the data traffic to and from the slave devices. Active slave 

devices listen for the packets from the master device and if the slave devices are not 

addressed then they sleep until the next transmission is received (Alkhrabash and 

Elshcbani 2009). 

2. 4.1.1 Park state 

A slave device goes into the park state if it does not want to contribute in the traffic 

transmission but wants to be synchronized. In this state, the slave device transmits its 

AM_ Addr but receives a Parked Member Address (PM_ Addr 8 bits) and Access 

Request Address (AR _Addr 8bits ). A parked slave device wakes up at all intervals 

and listens to the channel to be re-synchronized and to communicate (Yu et a!. 2009). 
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2.4.1.2 Sniffmode 

Bluetooth devices can save their battery power by using the sniff mode. To go into 

the sniff mode, the master device sends a sniff command through the Link Manager 

(LM) protocol that includes the sniff interval T,niff and an offset D.,ni/J· The sniff slots 

reserved for the master to slave will start if the clock satisfies one of the following 

equations, 2.12 or 2.13. 

(2. 12) 

Or 

(2.13) 

Sniff mode basically reduces the duty cycle of the slave device listening activity. 

It is the least power et1icient mode as compared to the other power saving modes 

(hold and park) (Blom et al. 2008). The sniff mode negotiation process can be started 

by a slave or master device. Fig.2.8 shows the snitlmode operation. 

Commun11:ate >>lth S 
and others 

Snitf11indPI\ 

.)!Jill IIIIU>JI 

I : 

Communicate •~ith other~ but not with S 

SmlfanchoJ puinl 

11111(! 

! i 

Communicate 1\ith S 
and othn~ 

.\[,wS ----------, ... ,.....-------

~--------------------------T PH.:onct rnemher -\gain picont:t mcmb~.:r ; 

Figure 2.8: The sniff mode operation 

2.4.1.3 Hold mode 

The master device has the ability to set the slave devices into the hold mode where 

only the internal clock runs. A slave device can also demand to he set into the hold 

mode. It is a medium power etlicient mode because of having an intermediate duty 

cycle (Yu ct al. 2009). For the duration of the hold mode, the ACL link to a slave 
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device is temporarily not supported. A device in hold mode keeps its AM_ ADDR and 

resumes the data transfer when the device is out of the hold mode (Ching-Fang and 

Shu-Ming 2008). In the hold mode, the master device does not transmit the POLL 

messages to the slave device for a specific time period known as a hold time out. The 

time period of the hold mode is consulted between the master and the slave devices. 

Any device (master/slave) can start this process. The device which initiates the 

process, suggests switching the hold mode and hold time out. The other device 

acknowledges it (Kapoor et a!. 2004). Fig.2.9 shows, how the messages are switched 

over between the devices. 

Consult for hold Hold interval Time 
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l
! : with S 

Slave _ _j i 
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Figure 2.9: The operation of hold mode 

2.5 BLUETOOTH PACKET STRUCTURE 

In order to exchange the information between devices, data packets are used on 

different hop frequencies. Fig.2.l 0 shows the Bluetooth packet structure that consists 

of the following three parts (Naik ct a!. 2005): 
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Figure 2.10: Bluetooth data packet structure 

2.5.1 Access Code 

All access codes arc obtamed trom the LAP ofthe 80 Addr. The access code is used 

in piconet f(mnation protocols as classthcatwn of the devices which are engaged in 

the piconet fonnation process. An access code of all of the packets will be identical in 

a pi co net. If the acct.:ss code is followed by a header, it consists of 72 bits or else it 

will consist of 68 bits. The access code supports bit and word synchronization. 

Moreover, the access code identifies the receiver device about the arrival of the data 

packets. As well, it is used for offset compensation and time synchronization. An 

access code consists of the following types: 

a) /Jerice /1ccf'ss Code (DAO 

The d.cvicc access code is used for the particular signalmg processes, e.g., paging 

and response to the paging. and tt is obtamed from the BD Addr of the paged 

device and is used for the duration of page scan, paging and page response sub 

states. 
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b) General Inquiry Access Code (GIAC) 

The GIAC is general to everyone's device and it is used to find out the other 

Bluetooth devices which are in the proximity of other devices. 

c) Dedicated Inquiry Access Code (DIAC) 

The DIAC is general for a dedicated cluster of Bluetooth devices that shares a 

common feature. The DIAC can be used to find out the dedicated Bluetooth 

devices which are in the proximity( Shih et al. 2006). 

d) Channel Access Code (CAC) 

The CAC is derived from the master's BD Addr and it contains the preamble, 

sync word and trailer. The CAC describes the piconet channel and structures the 

preamble of all of the packets switched on the channel. Its length is 72 bits 

(Misic et al. 2006). 

2.5.2 Header 

The header is also a part of a packet structure that describes the target device. When 

devices communicate then the header acknowledges the packet information between a 

pair of devices. The length of the header is 54 as shown in Fig.2.10. A header consists 

of the following six parts: 

a) Active Member Address (AM_ADDR) 

The AM ADDR stands tor a member address. It is used to differentiate the 

active members contributing in the piconet (Naik et al. 2005). As in a piconet, 

one or more than one slave devices can join to a master device so to recognize 

each active slave device individually, each slave device is allocated a 3-bit 

temporary address. All the packets exchanged between the master-slave or 

slave-master communication carry the AM_ ADDR of the slave devices. 
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b) Type 

The 4-bit Type field describes the form of that packet which is transmitted. The 

Type field defines the 16 different packet kinds. It specifies the packet slot 

figure (how many slots the current packet will reserve) and data type 

(Synchronous SCO or Asynchronous ACL) inside the payload field 

(Bluetooth _specificaiton 20 l 0). 

c) Flow 

Flow is used to control the packet flow over the ACL link. Flow zero indicates 

that the receiving buffer is full or prevents the transmission of the data, 

temporarily. The stop signal only related to the ACL data packets. The SCO 

packets or packets containing the link control information like ID, Null and 

POLL can be received. A GO indication (Flow= I) is returned if the receiving 

buffer is empty (Moron et al. 2009; Tekkalrnaz et al. 2006). 

d)ARQN 

The Automatic Repeat reQuest Number (ARQN) is a 1-bit acknowledge 

md1cation that reveals the achievement of the packet transtonnation. The 

acknowledge can be positive acknowledge (ACK) or negative acknowledge 

(NAK). An ACK (ARQN=l) will return if the positive response is received or 

else NAK (ARQN 0) will return. A NAK acknowledge is considered if no 

acknowledgement is received (Kleinschmidt et al. 2009; Ramana Reddy et al. 

20 l 0). 

") SEQN 

In order to stream the data packet. the SEQN bit gives a sequential numbering 

system. This is necessary to filter out the retransmissions of data to the 

destination. If the retransmission of the data packets happens because of a 

failure of the ACK. then the target device gets the same packet twice. By the 

comparison of the SEQN of repeated packets. retransmission of packets can be 

discarded. 
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f) HEC 

The Header-Error-Check (HEC) consists of an 8 bit word produced by the 

polynomial 647 (octal representation). The HEC ensures the header integrity. 

The slave Upper Address Part (UAP) is used for the transmission of FHS 

packets in a master page response state. The Default Check Initialization (DCI) 

is used for the transmission of FHS packets in the inquiry response state. The 

UAP of the master device is used for all other cases. After initialization, the 

HEC is considered for the I 0 header bits. Before the examination of the HEC, 

the receiver has to initialize the HEC check with the correct 8-bit UAP or DCI. 

The entire packet will be ignored if the HEC packet cannot be checked (Khan et 

al. 2009). 

2.5.3 Payload 

The payload fraction of a packet consists of two subparts: the data and the payload 

header. The payload header may consist of two sizes depending on the packet size 

(time slots that it reserves). The payload header will be one byte long for single slot 

packets; for the multi slot packets, the payload header length will be two bytes long. 

The payload header keeps the information of the data length (Ramamurthy et al. 

2007). 

2.6 TAXONOMY OF BLUETOOTH NETWORK TOPOLOGIES 

The Bluetooth standard permits the formation of the piconet, which contains one 

master device with seven active slave devices. Any additional slave devices must be 

in parked mode. They may create an overhead because of parking and un-parking 

them. Even though the Bluetooth standard penn its f()r the multiple connected piconets 

known as a scattemet, it does not provide any specific scattemet protocol. The 

following is the classification of the scatternets (Stojmenovic and Zaguia 2001 ). 
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2.6.1 Single hop Bluetooth scattemcts 

In a single-hop scattcmet, all Bluetooth scattemet devices are considered in a radio 

range of each other. It contains two important types: a centralized Bluetooth 

scattemet and a distributed Bluetooth scattcmet which have further sub types. 

2.6.1.1 Centralized 8/uetooth scatternets 

The centralized Bl uetooth scattemet protocols are categorized into the following 

protocols. 

a) Supper master selection based sca/ternets 

In this type of scattemet, firstly, the Bluetooth scatternct construction algorithm 

uses an inquiry process to gather the neighborhood infonnation. The sender 

device looks f(Jr receivers on randomly selected frequencies and the identified 

receivers reply a tier a random back-off time delay. During this process, a supper 

master is selected from the masters that gathers all network intonnation and 

"''it;'" llH:: la,J...s Lu the connected devices. Although, this technique is a 

centralized 1<2chni4uc, it dues not provide scalability (Salomdis ct al. 2001). 

b) Ring topology 

Ring shaped scattemets are defined for a single hop scatternet (Lin et al. 2003) 

where all of the master devices generate a ring. There may be some slave devices 

that can connect with the master devices outside of the ring. The ring shaped 

scattemet is a very simple network for routing that reduces the bottleneck 

problem. Ring topology can be a master/ slave ring or a slave/slave ring. 

Fig.2.ll(a) shows the master/slave ring and Fig.2.ll(b) shows the slave/slave 

ring. The problems with this topology are: it is centralized but not scalable and it 

uses the park mode that creates the delay (Persson et al. 2005). 
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Figure 2_ll(a): master/slave ring scattemet formation (b): slave/slave ring scattemet 

formation 

2.62 Distributed Bluetooth scattemets 

A distributed Bluetooth scattemet contains the following scattemet formats: 

a) Tree formation scatternets 

It is a tree shaped structure which illustrates the self routing scattemet for a single 

hop network. Bluetooth devices used in this network are arranged in a search tree 

format. The Bluetooth ID is used as a key. The tree formation scattemct presents a 

parent child structure between the devices as in Fig. 2.12. This structure contains 

one Blueroot device (randomly selected) known as the parent device that 

constructs a routed spanning tree. The Blueroot is considered as a master device 

and all of the one hop neighbor devices are considered as slave devices or 

children. Each internal device performs the function of the master/slave bridge. 

This scatternet type is useful for short routing links. The shortcoming with this 

technique is that if the parent device fails it disconnects the other devices (Lin and 

Wang 2010). 
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Master Slave mastcr\slavc bridge 

Figure 2.12: Tree fonnation scattemet 

h) Loop formation scattcrnets 

The fom1ation of the loop scatternet is proposed tor the smaller networks with a 

small network diameter. This scattcmet fonnation generates a loop in which the 

slave/slave bridges are used. This topology is used to minimize the number of 

piconets and it provides the protection to the connected devices (Stojmenovic and 

Zaguia 200 l ). 

2.6.3 Multi hop Bluetooth scattcmet 

The multi hop Rluetooth scattemct contains the li.>llowing: 

2. 6.3.1 Centralized Blue/oath scatternct 

For multi hop scattemets. a centralized approach is proposed that improves the whole 

network connectivity and overcomes the problem of congestion on the devices. This 

approach is helpful for two main reasons: 

o Locating the most excellent performance for a given visibility graph. 

o Gaining information on scatternct patterns and pcrfl.)fmance. 

i\ ccntrali.1ed approach which is based on the genetic algorithm chooses an 

arbitrary set of devices t()r the initial population. Each set contains the combination of 



master, slave or bridge devices. The main purpose of this approach is to reduce the 

number of piconets (Sreenivas and Ali 2004). 

2.6.3.2 Distributed tree formation scatternet 

A Bluetree scattemet formation for multi hop scattemets is proposed in which each 

device is assigned limited functions. The protocol of this topology selects a single 

device known as the Blueroot. This Blueroot performs the function of a master device 

where each one hop neighbor device becomes its slave device. When new devices 

join the piconet, then the slave devices (children) will perform the additional function 

of master. The intermediate device between new slaves and the Blueroot will become 

the master/slave bridge. This protocol repeats this procedure until all of the devices 

are assigned their functions (Basagni et a!. 2004 ). 

2.6.3.3 Clustering based scatternetformation 

In this scheme, a master device is selected as a cluster head. In order to provide the 

neighbor's information to other devices, this protocol completes the scattemet 

detection process before the network clustering (Petrioli et a!. 2003). In this technique 

when the device discovery stage completes, every Bluetooth device calculates its 

weight on the basis of its degree and other parameters and compares them with its 

neighbors for determining its role (master/ slave). A device that has a higher weight 

compared to the neighbors will become the master and the remaining devices will 

become slaves. The master device selects a bridge device to connect with the 

neighboring piconets. In the resultant, each piconet can contain more than seven slave 

devices; this can degrade the performance. 

2.7 ROLE SWITCHING TECHNIQUES OF BLUETOOTH NETWORKS 

The performance of a scattemet is extremely dependent on the efficient 

communication between Bluetooth devices. For efficient communication, many 
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researchers have used role switching operations. The role switching technique has 

di fterent types of role switching operations which can be used for di tTerent 

requirements (Klajbor et al. 20 10). 

2. 7.1 Merging role switching operation 

In this operation, the devices of two piconets (P 1, P2 ) can combine into one piconet. 

This type of operation reduces the number of bridges and piconets. As shown in Fig. 9 

(a), two piconets, P1 and P2• are connected through an intennediate node (b). Nodes 

(a, c, f~ d, and e) are in the range of node b; according to the role switch operation, 

node b can perfonn the function of master and merge two piconets into one piconct. 

In Fig. 2.13(b), the bridge node becomes the master and masters (c, e) change their 

roles from master to slave. 

a 

·······< p, 

c,' • b 
(h) 

'd 
e 

Master Slave Bridge 

Figure 2.13(a): BefiJre merging the role switching operation (b): After merging the 

role switching operation 

2.7.2 Splitting role switching operation 

A role switching operation can divide one piconet into more piconets related to a 

specific requirement. This operation increases the number of piconcts and bridges. 

For example in Fig.2.14 (a). hefilre executing the splitting role switch operation, there 

is one piconct having one master with 5 slave nodes. Fig.2.14(h) shows the role 
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switch operation that splits one piconet into two piconets P(l, 2) by changing the role 

of devices. 

----... _ 

() 
(a) \_ 

··--...... . 

Pc/ 
/ 

(b) 

Master Slave Bridge 

Figure 2.14(a): Before performing the 

splitting role switch operation 

2.7.3 Taking-over role switching operation 

..· 

a() 

(b): After performing the splitting 

role switch operation 

The role switch operation can be applied for any Bluetooth device to take-over the 

resource of another device. During this operation, devices can change their roles from 

slave to master, master to slave, bridge to master/slave and master/slave to bridge. For 

example, Fig. 2.15(a) shows that there is one piconet where b is master of five slave 

nodes. Fig.2.15(b) shows how different nodes can take over the roles of other nodes 

(Chang eta!. 2008b ). 

• e 
e 

{a) 

Master Slave Bridge 

Figure 2.15(a): Before the Take-over role switch operation (b): After the Take-over 

role switch operation 
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2.8 BLUETOOTH PROTOCOL PROPERTIES 

The properties of the Bluetooth protocol describe its capability of generating and 

maintaining Bluctooth networks. The following arc the main scattemet performance 

properties: 

2.8.1 Time complexity 

Time complexity is the total time required for the creation of a connected scattemet. 

The protocol time complexity regards how much time it will take to create a tully 

connected scattemct. In order to reduce the delay time, the scattemet should be 

created quickly (Vergetis eta!. 2005). 

2.8.2 Message complexity 

The message complexity is the total numhN of me"82<'' f'Y<:hangcd bct•.vccn the 

Bluetooth devices. As Bluetooth devices have limited battery power. it is very 

important that the maximum number of messages should be transmitted in the less 

amount of time (Whitaker et al. 2004 ). 

2.8.3 Environmental dynamism 

A dynamic Bluetooth network is similar to the ad hoc networks. In order to perform 

the ad hoc operations in the Bludooth network, efficient scattemet configuration and 

maintenance is required. In order to assign the device roles. the protocol should have 

the ability to make a decision dynamically and in a distributed manner. When 

Bluctooth devices enter and leave the scattcrnct at random times the protocol 

maintains it (Yip and Kwok 2007). 
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2.8.4 Bluctooth scattemet properties 

The scattemet performance can be analyzed by using traffic dependent or traffic 

independent procedures. The traffic dependent procedures define the source and 

destination, sequence of data packets, routing techniques and scheduling techniques 

etc. Sometimes, it creates assessment problems. Therefore, traffic independent 

procedures are considered (Whitaker et al. 2005). 

2.8.5 Lifetime of the Bluetooth network 

Bluetooth devices have limited battery power so the Bluetooth devices should be 

energy efficient because this constraint increases the life time of the Bluetooth 

devices. In order to handle the data traffic sequence across the scattemet, two power 

saving procedures\techniques are defined. One process uses the battery power based 

on the master slave communication and the other technique is based on the distance. 

An efficient scattemet formation can make an energy efficient scattemet (Tekkalmaz 

et al. 2006). 

2.8.6 Network reliability 

The connected scattemet should be reliable. If the protocol which is used to connect 

the scattemet reacts quickly against any failure of a device or link, then this protocol 

ensures the reliability of the scattemet. Flat scattemet formation protocols are 

considered to increase the network reliability. Network reliability plays an important 

role for efficient communication within the scattemet (Whitaker et al. 2005). 

2.8.7 Network diameter 

The longest path contains the maximum number of hops between a source and 

destination that ultimately creates the problem of delay and extra resource utilization. 

So, the protocol should follow the shortest and most efficient path (Xiang et al. 2009). 
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2.8.8 Less number of piconets 

The number of slave devices states the number of piconcts needed within the 

network. With fewer piconets, the communication within the scatternet can be 

handled easily. Since each piconet uses its own frequency channel, if more pi co nets 

communicate at the same time, then collisions can occur; this degrades the 

performance of the scatternet (Jingli et al. 2009). 

2.8.9 Number of roles per device 

After the device initialization, each device is assigned its role (master, slave or 

bridge). In some cases, due to specific requirements, a device can be assigned 

multiple roles. If a single device performs multiple roles, then it can degrade the 

performance of the network because of switching, losing energy etc (Whitaker et a!. 

2005). 

::>.8.1 0 Shortest path length 

The routing protocols should follow the shortest path for the communication of a 

source and destination. The longest path contains some extra devices which consume 

extra resource utilization that ultimately de;,>radcs the performance of the scatternet. 

An efficient routing technique should be adapted; if multiple routing paths pass 

through the same devices then they can create a bottleneck. In order to pass the light 

data traffic, the shortest path measurement is considered as a realistic measure (Xiang 

et al. 2009; Yip and K wok 2007). 

2.9 BLUETOOTH APPLICATIONS 

Bluctooth technology is used in many applications which arc categorized into several 

groups, like workplace applications. ad-hoc networking. access control applications, 

low bandwidth applications and real-time location systems. 
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2.9.1 Workplace applications 

These applications are associated to the setting up of a wireless workplace 

environment. For example, by using a Bluetooth link, the mouse and a keyboard are 

connected with the computer, a Bluetooth enabled printer can connect many 

computers at a time and a Bluetooth technology can be used for the data 

synchronization between the Bluetooth enabled devices (Rotaru et al. 2008). 

2.9.2 Ad-hoc networking 

Bluetooth enabled devices can make a large ad-hoc network commonly named the 

scattemet (Dunne et al. 2005). The devices in ad-hoc networks can connect and exist 

as long as required if they are within the radio range of each other. Currently, these 

applications are used to exchange the electronic business cards between users. 

2.9.3 Access control applications 

Bluetooth technology can be used in an access card for the purpose of having the 

right of entry in a building or accessing resources without using a swipe machine. 

This technology can be used for mobile payment (credit card) (Mei et al. 2003). 

2.9.4 Low bandwidth applications 

It can be used for the low bandwidth applications wherever high bandwidth is not 

needed and wireless connections are required (Chang et al. 2008a). 

2.9.5 Real-time location system 

The real-time location system is used to track the items and it can be used for the 

identification of the position of the objects in real time with the help of tags or 
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devices. Theses tags or devices are fixed m the objects that rece1 ve the wireless 

signals(Ka-Wai and Luong 2003). 

2.10 BLUETOOTH VS. OTHER TECHNOLOGIES 

In this section, Bluetooth is compared with the other wireless technologies like 

ZigBee and Wi-Fi. These are different standards used for wireless communication. 

They have different hardware requirements. lbe basic distinctions of these 

technologies make it impossible to use these technologies for the same functions 

because they have their own advantages and uses. 

Bluetooth technology is more helpful when two or more devices which are in the 

proximity of each other want to exchange data, like phones, modes, printers and 

headsets etc. Bluetooth technology is enabled in lots of devices and it has the ability 

to transfer any kind of data (audio, video and text). It is very easy to setup the 

Bluetooth devices for communication. After the initialization of the devices they can 

search and recognize cnch nther L\_.::: Biuctooth dc-;ic(:.:; ..:~lit JilLLtly LtHHJc:cl auJ 

communicate with each other. they can he used anywhere. 

Wi-Fi is the abbreviated form of ''Wireless Fidelity''. It has the ability to transmit 

data fast because of using wave f()rms. lt can be implemented into the computers and 

notebooks. A motionless access point is used to connect the Wt-Fi to the internet. An 

"access point" is additional equipment that the Wi-Fi usually needs to permit devices 

to connect and communicate. Mostly, the Wi-Fi works in fixed locations known as 

"hot spots". The speed of the Wi-Fi connection decreases if it connects to the 

multiple devices hy using the same "access poinf' (Kiajhor and Wozniak 2008). 

ZigBee is a low-cost and luw power wireless network standard. Its low cost 

pennits it to be used worldwide in wireless control and observing applications. 

ZigBees can sleep most of the time so they consume less energy. The low power 

consumption increases its battery lifetime. The ZigBee devices activate in ISscc 

hecausc they enter from sleep to active mode. 
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Table 2.1: Comparison of the wireless standards 

Standard IEEE 802.15 IEEE 802.11 IEEE 802.15.4 

frequency 2.4GHz 2.4GHz and 5 GHz 2.4GHz 

Cost Low High Low 

Range !Om 50m-100m !Om-lOOm 

Power consumption Low High Very low 

Latency 200ms !50ms 

Ease of use Simple, make connection Complex, it needs Coordinator 
between 8 devices at a hardware and software selection 
time configuration 

Network topology Ah-hoc (small networks) Point to hub Ad-hoc, star, mesh, 
or peer-peer 

Complexity High High Low 

Network size 8 32 2- 65,000 

Application focus Cable replacement Web, E-mail & video Control & 
monitoring 

Primary devices Mobile phones, mouse, Notebooks, desktop Input devices( mice, 
keyboards, otfice and computers, servers, TV, keyboard etc), 
industrial computer and Latest mobiles Remote Control-
devices etc equipped HDTVs 

2.11 EXISTING RELATED WORK 

Many research works have been carried out on Bluetooth inter-piconet 

communication (Jarrah O.M and Megdadi. 2009; Xiang. L, et al, 2009; Yu. C, eta! 

2009; Shafie. A et a!. 2008). The inter-piconet communication is still an open 

research issue as it is not mentioned in the Bluetooth specification. The Bluetooth 

node connection formation time is too long; therefore, dynamic source routing is 

preferred for scattcmet communication. Conventional ad hoc routing protocols can be 

used tor Bluetooth networks. BlucStar (C et a!. 2003) is a scattemct development 

technique, where each node, after the discovery stage, calculates its weight on the 
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basis of its degree and other parameters and compares them with its neighbors for 

determining its role as (master/ slave). 

The BlueStar protocol sets up its own separate piconets; a node that has a higher 

weight compared to its neighbors will become the master and the remaining nodes 

will become slaves. The master node selects a bridge node to connect with 

neighboring piconets. In the resultant BlueStar scattemet, each piconet can contain 

more than seven slave nodes. However, it is observed that having more than seven 

slave nodes in a piconct could degrade the performance. Another scattemct protocol 

called BlueMesh (C.F. Chisasserini et al. 2003) has been proposed for the 

improvement of the BlucStar protocol. BlueMesh activates in two stages; in the first 

stage, it determines one and two hop neighboring nodes and in the second stage, the 

Bluetooth nodes select their roles. BlueMesh defines a procedure for handling the 

topology variations based on the insertion and removal of Bluetooth nodes. When a 

new node wants to join the scattemet, it first broadcasts identity packets and then the 

receiving nodes reply with a FHS packet. New nodes can receive FHS packets trom 

more than one neighbor; in this case, a decision is required for connection 

establishment. Few researchers also proposed some techniques fix Congestion 

handlmg and route maintenance as discussed in detail as below. 

2.11 .l Dynamic Picone! Restructuring Protocol 

The Dynamic Picone! Restructuring Protocol (PRP) was proposed to share the 

congestion on the master device. PRP shares the master device congestion by forrning 

new piconets of slave devices that can communicate directly, where one slave device 

acts as master and others act as slave devices. During the restructuring operation, the 

slave device with light traffic flow will be selected as a new master device. For 

example, as shown in Fig.2.16 (a), devices (a, d), (e, t) and {c, b) arc communicating 

through a master device. According to PRP. when a master device detects congestion, 

it pcrf(mns pi co net restructuring by using the role switching operation. Fig.2. 16 (b) 

shows the piconet structure after the role switching operation. 
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Figure 2.16(a): Traffic flow analysis before restructuring (b): Picone! structure after 

role switching 

Although PRP solves the congestion problem on the master device through traffic 

load handling, it also creates some serious problems: 1) Loss of active member 

addresses because of link breakage as PRP makes direct communication links 

between a source and destination in new piconets and breaks the origina11inks of the 

devices with the original master. At the same time, if new Bluetooth devices arrive 

and join the piconet, the master device assigns the active member addresses to the 

new devices and reaches the limit. After t+ 1 time, when the devices come back in 

their original states, they cannot join the piconet. 2) Increasing guard time, as PRP 

makes unnecessary new piconets within piconets, it wastes synchronization time. PRP 

makes new piconets for all communicating pairs of source and destination without 

considering whether they are frequently communicating or not. More unnecessary 

piconets utilize the extra resources. 3) Increases delay when new devices arrive and 

join the piconct. If new devices want to communicate with the devices which have 

changed their roles during restructuring, they will have to wait for the devices to 

return in their original states. 
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2.1 1.2 Dynamic relay reduction and disjoint route construction protocol 

The authors in the dynamic relay reduction and disjoint route construction protocol 

(Yu ct al. 2007) optimize the number of bridges. In this protocol, each bridge device 

starts its transmission by transmitting a request packet known as a Relay lnfonnation 

Collection (RIC) to the master devices it connects for accumulating the information 

of all relay/bridge devices belonging to its piconets. A relay Connection Table (CT) is 

created after receiving the reply packets from the master devices. Once the CT is 

created, then the bridge devices choose the role of the bridge device; they decide if 

the role of bridge device should change trom bridge to slave or not. In Fig. 2.17(a), 

master Ml transmits a RIC packet to relays R(P 1,P2), R(P 1,P5), R(P 1,P3,P5), R(P1,P3), 

R(P 1,P3,P•) and R(P 1,P4) and atter receiving the RIC packet, each relay transmits a 

response packet to M 1. As Relay R(P1, P3 ) is connected to the master M 1 and M3, it 

continns the degree of the other relay devices and checks if any other relay device 

has a connection with M 1 and M3 . If one exists, then the role of that relay device will 

be changed trom relay to slave. Fig.2.17 (b) shows the scattcmet after executing the 

relay reduction protocol; according to this protocol the roles of R(P "P3), R(P 1 ,P s), 

R(P 1,P•) and R(P3,Ps) have been ehangerl frnm relay~ cG .;!<;,._~. 

(a) 

p, 

"·· ' M, 

&'. \'!. 
Master Slave Bridge 

P, 

Figure 2.17(a): A Scattcrnet hcf(Jre executing the relay reduction 
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• Master Slave Bridge 

Figure 2.17(b): A Scattemet after executing the relay reduction protocol 

Although relay reduction is fine for less traffic load, suppose R(P3, P s) has 

changed its status :from relay to slave because its function can be executed by R(P1, 

P3, P5), once the traffic load increases that creates bottleneck as this single relay node 

is in three different piconets. In another case, the relay R(P~, P3, P5) could be 

disconnected due to a power failure or mobility. Reducing the number of bridges also 

increases wngestion on the active bridge nodes. The active bridges may also change 

their status from a bridge to a slave that has a lower degree but is the most frequently 

used. The data traffic load on a bridge node may also increase the delay for the 

connected piconets because, multiple piconets cannot communicate at the same time, 

therefore, they have to wait for a bridge to become free. 

2.11.3 Dynamic Congestion Control through the backup relay m the Bluetooth 

scattemct 

Subsequently, the Dynamic Congestion Control (DCC) through the backup relay in 

the Bluetooth scattemet (Tahir Bakhsh et al. 2011) proposes a solution for avoiding 

the congestion problem in the scattemet. DCC has proposed a new protocol for 

Congestion handling by introducing a new device called the backup relay. When a 
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single bridge device contributes in the communication of multiple piconets, due to the 

congestion, it may create a bottleneck. The master device can determine the traffic 

load within the piconct and determine the delay from the bridge device. It maintains a 

relay connection table, which provides local information of the relay contribution in 

other connected piconcts and detcnnines the data traffic flow. When the tnastcr 

device senses congestion in the piconet, it activates the backup relay to share the data 

traflic from the same pi co net. For instance in Fig.2. I 8, in piconet P1, more devices 

are communicating through the master device, M3. so the data traffic load can be 

easily detcm1ined by the master device. As different piconets arc communicating 

through bridge device 8 1• when the master device ofP3 determines the traftic load, it 

activates the Backup Relay (BR) to share the tratlic load. DCC provides the solution 

for congestion handling only when more devices are communicating from the same 

piconet. DCC is good for intra-piconet congestion handling but it does not provide a 

solution for inter-piconet congestion handling. As multiple piconets are 

communicating through bridge device 8 1, if the master device of P3 does not find any 

congestion on bridge device 8 1 because load on 8 1 is not form P3, then the DCC 

protocol fails to avoid the inter-piconet congestion. 

P, 

\ / 

~./ 

l\ 

Ma:.h::r \Jan: Hridg.c 13R-Hackup R.cla~ 

Figure 2.18: Scatternet fonnation using DCC Protocol 
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The other problem with the DCC protocol is how the DCC protocol will 

overcome the problem of congestion when any master device monitors the congestion 

within a piconet, the piconet is connected with the other piconets through a single 

bridge device and parallel transmissions are also required. For example in Fig.2.18, 

devices in (P2 and P5) and devices in (P3 and P4) want to communicate with each 

other through B 1 at the same time; because of having congestion, it would be difficult 

so first P2 and P5 will communicate and at the same time P3 and P4 will wait for B1 to 

become free. In this case the DCC protocol does not allow the parallel transmissions. 

2.11.4 Enhanced AODV routing protocol for Bluetooth scattemet 

For Bluetooth scattemet communication, a core protocol "Enhanced AODV routing 

protocol for Bluetooth scattemet" was proposed (Jarrah O.M and Megdadi. 2009). 

This protocol enhances the main route discovery process of the Ad hoc On-Demand 

Distance Vector (AODV) (Al-Jarrah 0 and W. 2006). The Enhanced AODV protocol 

uses two types of algorithms; one is the traffic intensity calculation algorithm and the 

other is the power prediction algorithm. The traffic intensity algorithm is used for the 

congestion momtonng m a scattemet. The traffic intensity algorithm counts the 

number of received bits after every time second. So, the number of received bits 

incremented as a node receives the packets. For the power prediction algorithm, this 

protocol considers a Bluetooth device in one of the mentioned modes: Idle, Send and 

Receive. A Bluetooth device consumes energy when it transmits or receives data 

packets or control packets. It also consumes energy even in the idle state. For energy 

consumption, this protocol uses the bandwidth functions that release the node battery 

power depending on the existing device state and the transmitted/received packet size. 

It finds the main route by flooding the route request packets to all the devices (slave, 

master and bridge) in the scattemet. This protocol keeps all the incoming duplicated 

route request packets for the purpose of the best route selection. The route request 

packet of this protocol consists of the average traffic intensity, predicted power, 

expected reply time and Bluetooth ID list. This protocol floods the route request 

packets to all the devices (masters, slaves and bridges) in the network. As for the main 

route construction for any pair of source and destination, the routing link contains the 
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intennediate master and bridge devices. So, when it floods the route request packets 

in all of the intermediate pieonets, the slave devices consume extra energy and time. 

Another problem with this protocol is that it chooses the main route from the available 

routes but it does not mention any efficient protocol for route optimization. In 

Fig.2.19, suppose device B wants to communicate with the device J. It starts 

searching for the route by flooding the route request packets in the whole network and 

waits to get all of the possible routes. The problem with the longest route is, as it 

contains multi-hops and more intermediate devices, it consumes extra resources and 

time. Unnecessary intermediate devices sometimes arc predicted as weak and can also 

make the main link weak, which in tum can create more data loss. 
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Figure 2.19: Finding the main route by using the Enhanced AODV protocol 

2.11.5 Dynamic em:rgy aware network maintenance t()r Bluetooth 

In Dynamic Energy aware Network Maintenance for Bluetooth (DENM) protocol 

(Bakhsh et al. 2011), a master device maintains a table where it keeps the record or all 

connected slave devices. When the energy level of a master device reaches L 1 , it 

activates an Auxiliary Master (AxM) from its slave devices. In the same way, if the 

energy level of a bridge device reaches L 1• it sends a request message to the 
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connected master devices for backup relay activation. This protocol provides 

flexibility against frequent link disconnection based on energy level. The work of the 

DENM protocol is explained by a diagram. In Fig.2.20 (a), source device A transmits 

data to destination device E through the (A-M1-B 1-MrE) route. After some time, the 

energy level of M 1 starts decreasing and reaches the limit. In Fig.2.20 (b), as Mt has 

the list of backup devices, it activates F as a new master and starts transmission 

through the A-F-B 1-M2-E route. 
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F j B, . () 
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Master V Slave '"_) Bridge W Normal link-

Figure 2.20: Route maintenance by using DENM protocol 

The drawback with this protocol is that if the devices frequently communicate 

with each other, then they will lose their energy very soon and break the links. So, on 

the basis of energy level only, it cannot be determined as whether the device has 

moved away or the link has broken. 

2.11.6 Bluetrcc 

A Bluetree (Tekkalmaz M et a!. 2006) creates a tree like structure. In order to 

decrease the congestion and make the energy consumption of devices more efficient, 

a Bluetree transfers the devices from their origional positions. To overcome the traffic 

load problem of the Bluetree, another protocol "An efficient reconstruction approach 

for improving Bluetree scattemet formation in personal area networks" was proposed 

(Lin J.W, ct a!, 2010). This protocol utilises the Bluetree model where it transfers 

the whole piconet instead of just transferring a single node. The piconet movement 
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uses tree traversal procedures (post order traversal and level order traversal).The post 

order traversal is used to visit each piconet from the bottom to the top. Whereas, the 

level order traversal approach visits each piconet from the top to the bottom. The tree 

traversal procedure is used to monitor each piconet to findout its best location. There 

is only one piconet on the top of a Bluetrcc scattemet called the root piconet. Other 

piconets are given their level numbers according to their distance from the root 

piconet. The piconct based Bluetree scattemet formation is explained by an example 

in Fig.2.2l (Lin J.W ct al. 2010). Suppose node a from piconet P 1 and node d trom 

piconct P 4 are communicating. The link is passing through piconet P2 . On the other 

side, node g from piconct P 1, and node i from piconet P7 arc communicating. The 

routing link is passing through piconet P3 . 
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Figure 2.21: Picone! based Bluctree scattcmet 

Fig.2.22 sho\\s the scattcmd traversing and picond movement, where t.Oach 

piconet is represented by a circle. f'ig.2.22 (a) represents the piconcts by single 

nodcs(circlcs). Fig.2.22(b) shows how the piconets move and change their position. 

As P, and P4 arc communicating, it moves P4 upwards, and piconets 1'6 and 1'7 are 

communicating so it moves P7 downwards. 
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Figure 2.22(a): Picone! Bluetree scattemet (b): Picone! movement 

The problems with this protocol are that as it moves the whole piconet, thus it 

increases control overhead. In addition, as it traverses the network for communication 

between piconets, which increases delay. It also increases probability of route 

breakage; in case devices from P 5 and P 4 start communication at that time when P 4 

starts moving upwards during this situation, it can break the link between P 4 and P5• 

2.11. 7 A Novel route maintenance protocols for the Bluetooth ad hoc network with 

mobility 

The other relevant protocol is the Novel route maintenance protocols for the 

Bluetooth ad hoc network with mobility (ROMA) (Sahoo et al. 2008). Firstly, a 

routing path of Bluetooth scatternet is maintained with ROMA. If devices are added 

or removed from the network, ROMA decreases the number of hops by adding new 

devices and reconstructs the routing path. ROMA follows the following procedures 

for route maintenance: 

a) Algorithm for Node Add Procedure: In the routing path of the Bluetooth 

scattcmet, if a new slave device enters into the network, the respective 

master device verifies whether this device can reduce the routing path or 

not. For the device verification, a respective master device executes the 

route optimisation algorithm. 

b) Algorithm for device leaving procedure: Within the routing path of the 

Bluctooth scatternet, if a device moves away from its original position, the 
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device leaving algorithm is used. This algorithm contains the sub procedures 

for the route maintenance. 

1. Device Replacement Procedure: This procedure is used to find out the 

device to replace the damaged device. 

11. Link Replacement Procedure: This procedure is used to reconstruct the 

sub route by replacing the link. 

In the ROMA protocol, if a new device joins or leaves the scattemet it maintains 

its routing link by considering the number of the hop count. The respective master 

device checks the new device as to whether it can reduce the number of the hop count 

and make the routing path shorter; then it changes the role of the new device and 

creates new piconct(s) within the routing path. Although this protocol works well, but 

it docs not consider the changes of device's role once the communication has ended. 

Moreover, ROMA docs not provide any solution in the routing path for the devices 

that want to communicate with their original master device or slave device in the 

network. According to the ROMA protocol, if a Bluetooth device moves away from 

the piconet it informs its master device for the device leaving procedure which takes 

..::xtru til1IL dr1J ~..-ui1:,u.ttn . .-::.. HlvlL \.:ll~1gy. Iu aJJjtiun, lhe RO.Nlr\ ptulucui Joes noL 

consider how it will infonn to the routing master if a device suddenly faib or gu<.:s out 

trom the radio range of routing master. Once the link breaks or device fails, the 

ROM;\ protocol finds another device to repair the broken link; in the case where no 

such device exists that can connect the path then it will take more time to find out 

another way for connecting the broken links. 
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Figure 2.23(a): Routing in a scatternet through the ROMA protocol 
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Figure 2.23(b): Problems in the ROMA protocol 

As an example shown in Fig.2.23 (a), source device A is transmitting data to 

destination device d through the (A-B-C-D) route and data is also routed from source 

device E to H through the routing path (E-F-M 3-H). To reduce the number of hop 

counts, the ROMA protocol changes the status ofB, C and F from a slave to a master-
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slave (M/S) bridge. According to the Bluetooth rules, one bridge device can be rnaster 

for only one piconct but it can be slave for more piconets. 

Fig.2.23 (b) shows that during data transmission, a new device (I) enters into the 

piconet of M 1• As M 1 is the routing master, it checks that this device can provide the 

shortest path. As devices I and D arc directly within the radio range of each other, the 

routing master breaks the existing link and makes a new link (A-I-D). Meanwhile, 

device F starts moving and goes out from the range of routing masters M 2 and M 3 

When it starts moving, it informs the routing masters so they can find another device, 

J, which can re-establish the route (E-J-MrH). Device E is now transmitting data 

through a new route but suddenly device J fails and it could not inform its routing 

master. During this situation, the ROMA protocol does not provide any solution to 

overcome the problem. 

The problems in the existing works provide an opportunity to propose a new 

protocol for efficient scattcmct communication to overcome the inefficiencies of 

existing protocols. Although, many researchers have proposed ditlcrcnt ideas for 

Bluctooth network but in this research. the authors have considered only the most 

relevant protocols. 

2.12 SUMMARY 

This chapter has completdy illustrated the literature review. The first part of' this 

chapter described the full overview of the Bluetooth technology. Furthermore, the 

Bluetooth protocol stack, device states and packet structure is discussed. This chapter 

also categorized the Bluctooth network topologies as different Bluctooth protocols 

use different scatternet topologies. The applications of the Bluctooth technology 

demonstrate its usage in different organizations. The Bluetooth short range 

communication is more beneficial because it helps the devices to connect with each 

other and exchange data easily. Finally. the last part described the explanation of the 

existing protocols and it also pointed out the shortcomings in the existing protocols. 
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CHAPTER3 

METHODOLOGY 

The literature review was presented in Chapter 2 where the research issues were also 

identified. In this chapter, on the basis of research issues, the methodology is included 

in this research work that briefly discussed the congestion handling, route 

maintenance and a new combined protocol of congestion and route maintenance. 

Finally, this chapter concludes the methodology. 

Proposed Protocols 

In this part the first section based on network congestion handling and the second 

section is related to the route maintenance of the dynamic Bluetooth networks. 

Whereas the last section contains a combined protocol, that is combination of both the 

congestion handling and route maintenance protocols. 

3.1 AN EFFICIENT CONGESTION HANDLING PROTOCOL FOR 

BLUETOOTH SCATTERNET (ECHP) 

This sub-section discusses some basic definitions and the ECHP protocol for intra

piconct and intcr-piconet congestion handling. The protocol consists of two scenarios; 

in the first scenario, role switching techniques were used to overcome the problem of 

intra-piconet congestion handling which had two cases Piconet Formation within a 

Piconet (PFP) and Scattcmet Formation within a Picone! (SFP). In the second 

scenario, a Fall-Back Bridge (FBB) was used to handle the traffic load on the bridge 

device that overcomes the problem of congestion in the inter-piconct. 
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3.1.1 System model forECHP 

The system model including the proposed system and an explanation and the symbols 

related to the proposed work are as follows: 

3.1.1.1 Traffic Flow Table (FFT) 

The proposed protocol maintains two types of TFT. one for the master node and the 

other tor bridge node called the Master Traffic Flow Table (MTFT) and the Bridge 

Traffic Flow Table (BTFT). To avoid congestion on the master node through the role 

switching operation. the MTFT is maintained that keeps the information of all of the 

incoming and outgoing data traffic going through the master node within the piconct. 

Congestion can be easily determined on the master node by the MTFT; while, each 

bridge node maintains a BTFT that keeps the information of all of the connected 

masters. This table shows the infonnation of all of the communicating links going 

through the bridge node, thus, the bridge node can detect congestion tor the inter

piconet through the BTFT. 

3.1.1.2 Node Information Fable (NIT) 

Each master node maintains a Nude Information Table (NIT), which contains the 

node ID, Clock-ot1sct etc. 

3.1.1.3 ;\4os/ Frcquentlv used Nodes (MFN) 

During transmission, some devices contain heavy data to share with the other devices 

therefore they transmit data again and again (frequently) until the complete data 

exchange. The proposed ECHP protocol perfonns the role switching operation only 

on the MFN(s) to overcome the congestion problem. 
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3.1.1.4 Auxiliary Master (AxM) and Auxiliary Bridge (AxE) 

An Auxiliary Master (AxM) is a slave node in an original piconet but becomes the 

master node in the new piconet, whereas any intermediate node between the source 

and destination can be selected as an Auxiliary Bridge (AxB). During the role switch 

operation, the proposed protocol selects a source node as an AxM; if any intermediate 

node is required it would be selected as an AxB. 

3.1.1.5 Park Mode (PM) 

During the role switch operation, the proposed protocol uses the park mode for those 

nodes which will change their status in new piconets. The purpose of using the park 

mode is saving active member addresses. 

3.1.1.6 Threshold 

The threshold value is used for congestion handling on the master and bridge nodes. 

When MF communicating nodes reach the limit of the threshold value, the proposed 

protocol performs network restructuring. 

3.1.1. 7 Received Data 

The incoming data is called the Received data (Rx), where the master device of a 

piconet records each data packet it sends to any device in the piconet. The first 

subscript(/) in a11 corresponds to the first row, that master records all incoming data; 

the second subscript (j) corresponds to the column. Whereas, n represents total 

number of columns. 

The Rx is calculated by the following equation 3 .I: 

n 

Rx = I a 11 for j = 1, 2, 3, ......... n where n < 8 (3.1) 
J~1 
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3.1J8 Transmit Data 

The outgoing data is called the Transmit data (h), where the master device of a 

piconet records each data packet, when any device sends a data packet within or 

outside the piconct. The first subscript (i) in ail corresponds to row, that master 

records all outgoing data; the second subscript (/) corresponds to the first column. 

Whereas, m represents total number of rows. 

The Tx is calculated by the following equation 3.2: 

m 

Tx = L ail fori = 1. 2, 3, ......... m where m < 8 (3.2) 
i=l 

3.1.1.9 Total Data Flow 

The sum of the received and transmitted data is the Total Data Flow (TDF) that can 

be calculated by the f()llowing equation 3.3, where i refers the row and j refers the 

column. 

n lfl 

Rx + Tx = L a; 1 + L a 1J (3.3) 
i=l j=l 

3.1.2 Analytical model tor the connected congested scattcrnet 

Suppose N is the total number of Bluetooth devices (slaves, masters and bridges) in a 

scattcrnct as in equation 3.4. 

(3.4) 

where S denotes the number of slaves. lvf denotes the number of masters and B 

denotes the number of bridges. The master device connects the maximum of 7 

devices within its piconct (!') and the maximum distance between the master and 

slave devices is I Om. 
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where s = {1, 2, ....... 7} (3.5) 

If P1 ~ {(m1 is the master of piconet (P1) and S1, J indicates the slave with the 

maximum distance of I Om, where P1 is the /' piconet and S1J is/'' slave in i"' piconet. 

A connected scattemet has intermediate devices (bridge/relay) to provide 

communication in multiple piconets. Equation 3.6 represents an intermediate device 

relay, where P1 and P1 are any two piconets and nb is an intermediate device between 

these piconets. 

Suppose P1 & P1are connected--. then P, n Pi = nb where i * j (3.6) 

The Congestion on a Master device (CM) can be calculated by analyzing the 

outgoing and incoming traffic as follows in equation 3.7, where i and} correspond to 

row and columns respectively. 

n m 

CM =I I a11 fori &j = 0,1,2 ... 7 (3.7) 
i=1 j=l 

As the bridge device receives/transmits data from the master devices, if the bridge 

device receives the data from the master device it is considered as Bridge Received 

data, BRx; similarly, if the bridge device transmits data to the master device it is 

considered as the Bridge Transmit data. BTx. 

The Congestion on a Bridge device CB can be calculated by the following 

equation 3.8, where i and) corresponds to the row and columns respectively. 

n m 

CB = BRx + BTx =I a 11 +I a11 fori &j = 0, 1, .. 7 (3.8) 
i=1 )=1 

3.1.3 Intra-piconet congestion handling through the dynamic role switching 

operation 

In this section, intra-piconet congestion handling 1s presented; the intra-piconet 

congestion is handled through the PFP and SFP. 
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3.1.3.1 Intra-piconct congestion handling through the Picone/ Formation within a 

Picone/ (PFP) 

Passing large numbers of connections through the master node within a piconet may 

create the congestion. As a master is always involved with all incoming and outgoing 

data traffic, it can easily determine the data traffic load. When a master node 

detennines the higher traffic load, it perfonns the role switch operation by sending a 

request packet to the pair of MFN within the piconet. According to the proposed 

protocol. initially all master nodes maintain a Traffic Flow Table (TFT). When a 

master node encounters the congestion in the piconet. it sends the role switch request 

to the pair of source and destination nodes. When the source and destination nodes 

receive the master node· s request, both nodes change their status. In the next step, the 

master node changes its mode (into park mode). Once the communication ends, the 

nodes come back into the original states, and send requests to re-join the master node. 

As the master node maintains the list of nodes for temporary connections thus, the 

original active member addresses are reserved by the master node. Hence, the nodes 

can come hack to the original state without losing their connections. 

3. 1.3.2 Ana(vtical analysis o{PFP 

As shown in Fig.3.1 (a), nodes (i, j) and (a, b) are most ftequently communicating 

pairs so M 1 and M, perform the piconet restructuring. Therefore, a request is sent to 

the slave nodes by the master nodes. As a result, after the piconet restructuring, the 

slave nodes (j and a) became auxiliary masters. The new connections of the Most 

Frequently MF communicating nodes are shown in Fig.3.1 (b). Table 3.1 explains the 

data t1ow (receive and transmit data) of M,_ where I represents the link between 

nodes and VJ represents that there is no connection between nodes. The MF represents 

that the link is most frequently used link. 
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Figure 3.l(a): Before the role switching operation (b): After the role switching 

operation 

Algorithm 1: Picone! Formation within a Picone! 

Notations: 
N: total number of nodes 
n:node 
Tr ld: Traffic load 
Src: Source node 
Dst: Destination node 
AxM: Auxiliary Master 
MF: Most frequently communication 
pmr 

Input: Node Information Table 

Functions: 
Disconnect ( ): Break link 
Req_role swch ( ): Request for role 
switch operation 
Park_mode ():Assign park mode 
Inq ( ): Inquiry 
Inq_ sen ( ): Inquiry scan 
Pg ( ): Page mode 
Pg_scn ():Page scan mode 
Update_NIT ():Update node 
information table 
Role ():Node role 

Start comm ( ): Start communication 

Output: Create direct link between mostfrequent communicating devices 

Begin 

I. foreach n; E N do 
1.1. ifis_slave (n;) ~true then 

1.1.1. Inq_scn (n;) 
1.2. else 

1.2.1. lnq (n;) 

end if 

_ endforeach 
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2. foreach n; E N do 
2.1. if is_ master (n;) =true then 

2.1.1. Pg(n;) 
2.1.2. Update_NIT (n;) 

2.2. else 
2.2.1. Pg_scn (n; ) 

end if 
endforeach 

3. foreach n; E M do 
3.1. if Tr_ld < 0 then 

3.1.1. Start comm () 
3.2. else 

3.2.1. select MF 
3.2.1.1. if node= Src then 

3.2.1.1.1. Rcq_role swch (AxM) 
3.2.1.1.2. Park_mod (Src) 
3.2.1.1.3. Park_mod (Dst) 

end if 
end if 

endforeac!t 

4. do 
Transmission 

JF/zilc (Con11l.lliEi~lltivit) 

'i. disconnect (Src & Dst) 
5.1. Rcq_role _ swch (Src) 
5.2. Req rolc_swch (Dst) 

End 
'------· .. ·-- ·--· 

Table 3.1: Data trattic t1ow analysis on the master M2 

a b c d e f B, 

()) MF 0 0 0 0 0 

MF {.) v> (-) (.-) (.) 

(') (~ 0 (j 0 

(.) 0 0 {.) 0 

0 0 0 0 0 

0 (-) () (-) 0 (-) 0 

(.) (') () {) () 0 0 

{) 
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Table 3.2: Node Information Table NIT for Picone! Pz 

Transmit data 

a AxM 

b 

Mz 

C-offset (a) 

C-offset (b) 

C-offset (Mz) 

s 

M 

500 

600 

1100 

600 

500 

1100 

The concerned steps of Picone! Formation within the Picone! PFP are as follow: 

I. In the first step, the master node enters into the inquiry state and the slave 

nodes enter into the inquiry scan state. 

2. In the second step, the master node performs pagmg and the slave nodes 

perform page scan operation for synchronisation. Finally, all of the active 

Bluetooth nodes are in their original piconets and communicating through 

their master nodes. 

3. In the third step, the master node sets a threshold value for monitoring the 

congestion. The master node maintains the NIT and monitors the congestion 

by the threshold value; if it finds congestion within the piconet: 

a) Master node selects MF communicating pair of the source and 

destination slave nodes. 

b) Master node sends a request packet of the role switching operation to 

the pair of the source and destination. 

c) Master node updates the record of the source and destination as in the 

park mode. 

d) Source node is selected as an auxiliary master. 

4. Once the new piconet is constructed, the Bluetooth nodes can directly 

communicate. 

5. Finally, when the communication ends successfully, all Bluetooth nodes return 

to their original states. 
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3.1.4 Intra-piconet congestion handling through the Scattemet Fonnation within a 

Picone! (SFP) 

When a master node senses the congestion and finds that the MF communicating pair 

of the source and destination nodes is not directly within the radio range of each 

other, then it performs the role switch operation by making a scattemet within a 

piconet. During this operation, an intcnnediate node is selected as an auxiliary bridge 

and a pair of source and destination nodes is selected as an auxiliary master. 

3.1.4.1 Analytical Analvsis o{SFP 

The SFP operation is explained through Fig.3.2. As nodes (h) and (f) arc MF 

communicating nodes in the same piconet, but both arc not within the direct radio 

range of each other, thus, node (g) is selected as an AxB and node (h) and (f) are 

AxMs. The Table 3.3 shows the data traffic tlow analysis on the master node M 1• 

where 1 represents the link between nodes and 'J represents that there is no 

connection between nodes. The MF represents that the link is most frequently used 

imk. In l able .l.4, accordmg to Fig.3.2, the master node of P2 updates the NIT for the 

MF communicating nodes whrch arc in the same piconets but cannot communicate 

directly so they need an intermediate node. 
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Figure 3.2: handling of congestion hy making a scatternct within the piconet 
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AI orithm 2: Scattemet Formation within the Piconet, SFP 
Notations: 
N: Total number of nodes 
n;: node 
Src: Source 
Dst: Destination 
AxM: Auxiliary Master 
AxB: Auxiliary Bridge 

Tr ld: Traffic load 

Input: Node Information Table 

Functions: 
Inq ( ): Inquiry 
Inq_ sen ( ): Inquiry scan 
Pg ( ): Page mode 
Pg_scn ():Page scan mode 
Req_role_swch ():Request for role switch 
operation 
Park mod ( ): Assign park mode 

Disconnect ( ): Break link 

U date NIT ( ): U date node info table 

Output: Activate the new route between frequent communication devices 

Began 

l. foreach n; E N do 
1.1. if is slave (n;) =true then 

!.!.I. Inq_ sen (n; ) 
1.2. else 

!.2.!. lnq (n;) 

end if 
endforeach 

2. Joreach n; E N do 
2.1. if is master (n;) =true then 

2.1.!. Pg(n;) 
2.1.2. Update_NIT (n;) 

2.2. else 
2.2.1. Pg_scn (n;) 

end if 
endforeach 

3. Joreach n; E M do 
3.1. if Tr_ld < 0 then 

3.1.1. Start_comm (Src, Dst) 
3.2. else 

3.2.1. select MF 
3.2.1.1. if nodes can communicate directly then 

3.2.1.1.1. Req_role _ swch ( Src) 
3.2.1.1.2. Req_role _swch (Dst) 

3.2.!.2. else 
3.2.1.2.1. select intermediate node 
3.2.1.2.2. role= AxB, 
3.2.1.2.3. Infonn source and destination about AxB 
3.2.1.2.4. if node= Src then 

3.2.!.2.4.1. role= AxM 
3.2.1.2.4.2. Park_mod (AxM) 
3.2. 1.2.4.3. Park mod(AxB) 
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3.2.1.2.4.4. Park mod(Dst) 

3.2.1.3. 
3.2.1.4. 
3.2.1.5. 

end 
Req_rolc_swch (Src) 
Req_role_sweh (Dst) 
Req role swch (AxB) 

- -

4. do 

end if 

end if 
endforeach 

4.1. Transmission 
4.2. While (communication) 

5. Disconnect (AxB ) 
5.1. Req_role _swch (Src) 
5.2. Req_role _ swch (Dst) 
5.3. Req_role_swch (AxB) 

End 

Table 3.3: Data traffic flow analysis on the master node. M 1 

ID 

f 

a 
b 

h 

k 

f 

0 

MF 

B 1 0 

g 

0 

h j k 

MF 

0 

0 

0 

{1 

vJ 0 0 0 0 

0 {1 M 1 0 

Table 3.4: Node Int(mnation Table NIT f(Jr 1' 1 atier SFP 

ID Clock-offset Device-role Received data Transmit data 
·---···-------·-

f C-oftsel (f) AxM 700 ROO 

g C-ofL,ct (g) AxB 1500 1500 

h C-olEe! (h) AxM ROO 700 
-- -·-

The concerned steps of the Scattcrnct Formation within a Picone!. SFP: 
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1. In the beginning, the master node enters into the inquiry state and the slave 

nodes enter into the inquiry scan state. 

2. In the second step, the master node performs the paging and the slave nodes 

perform the page scan for the synchronisation. 

3. When a piconet is constructed, then the devices may communicate with each 

other. 

3.1 The master node monitors the threshold value, if it exceeds the threshold. 

Then the master node checks the MF communicating pair of the source 

and destination if the nodes are not in the direct radio range of each other 

in the same piconet. 

3.2 The master node checks an intermediate node between the source and 

destination. 

a. The master node sends a request packet of the role switching operation 

to the intermediate node and the pair of the source and destination. 

b. The master node selects an intermediate node as the AxB in the same 

piconet. 

e. The source and destination of both of the nodes are selected as AxMs. 

d. The master node updates the record of the AxB and the pair of AxMs 

as in the park mode. 

4. Now an efficient scatternet within a piconet ts created and the nodes are 

communicating. 

5. Once the communication ends successfully, the nodes return into their original 

states. 

3.1.5 Intcr-piconet congestion handling on the bridge node through a Fall-Back 

Bridge (FBB) 

It has been analyzed that when a single bridge node participates in multiple piconets, 

it causes inter-piconct congestion. Inter-piconet congestion mostly occurs due to the 

unavailability of a bridge node. Therefore, the proposed protocol solves the inter

piconet congestion problem through the FBB. According to the proposed protocol, 
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each active bridge node maintains a Bridge Traffic Flow Table (BTFT) that contains 

the information of all of the connected masters and the traffic load that has passed 

through the bridge node. If a bridge node detects congestion, it transmits a request 

packet to the connected master nodes for accumulating the infonnation of their bridge 

nodes. On receiving the bridge request, each master searches in the NIT for a FBB; if 

any master node has a FBB, then it sends a reply to the bridge node to activate its 

connection with the required master node. Meanwhile, the master node sends the 

active bridge node into the park mode. 

3.1.5.1 Analytical Analysis ofFBB 

As shown in Fig.3.3 (a), multiple piconets arc communicating through B 1, and they 

create congestion on B 1 due to the heavy data traftlc load. The heavy trattic flow docs 

not allow the parallel transmission in the scattcmet, thus, B 1 creates a bottleneck. As 

one master node sends data through B 1, at the same time others wait for B 1 to become 

free. 

P, 

- _c 

~:B, 

"'"' 

d 

1', M~· 

I' 

Figure }.3(a): Scattcrnct communication bcfixc using the F!3B 
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Figure 3.3(b ): Scattemet communication after using the FBB 

The FBB concept is used when: a single bridge node is not sufficient for an 

efficient communication between piconets and when parallel transmissions are 

required between the piconets for well organized and smooth communication. In 

Fig.3.3 (b), different piconets are communicating through 8 1 and due to the 

congestion, node (a) is selected as the FBB for P2 and P3 and node (d) is selected as 

the FBB for P 1 and P2. When multiple bridges are available a higher degree node is 

selected as the FBB. The purpose of selecting higher degree bridge node (as the FBB) 

is for providing more connections among the different piconets. As shown in Fig.3.3 

(b), the dotted lines show the temporary links where the traffic is shared and the 

bottleneck is resolved. When the master nodes update their status for the FBB, they 

set the FBB in park mode. After successful communication, the FBBs return to their 

original states. 
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Algorithm 3: Inter-piconet congestion control through_<l_Fall-Back~ridgc_ 

Notations: 
N: Total number of nodes 
n: Node 
Tr ld: Traffic load 
Src: Source 
Dst: Destination 
FBB: Fall-Back Bridge 

Functions: 
Inq ( ): Inquiry 
Inq_ sen ( ): Inquiry scan 
Pg ( ): Page mode 
Pg sen ( ): Page scan mode 
Park_mod ():Assign park mode 

Connect ( ): Create link 
Disconnect ( ): Break link 

-~_J_-=U--"p-=d=ate NIT (LUpdate node ini(} table __ 
Input: Bridge Traffic flow Table 

Output: Activates the Fall-Back Bridge 

Begin 

I. foreach n; E N do 
1.1. ifis_slavc (n,) =true then 

1.1.1. Inq_ sen (n, ) 
1.2. else 

1.2.1. Inq (n; ) 

end if 
endforeach 

2. foreach n, E N do 
2. 1. if is _master (n;) = true then 

2.1.1. Pg(n,) 
2.1.2. llpd"t~ _ NTT (n:) 

2.2. else 
2.2.1. Pg sen (n;) 

end if 
endforeach 

2.2.2. foreach n, EM do 
2.3. if Tr_ld < 0 then 

2.3.1. Start comm() 
2.3.2. else 

2.3.2.1. 
2.3.2.2. 

Request all connected masters 
select FBB 

3. FBB reply to connected masters 
3.1. Update Table 

4. if role= FBB then 
4.1. Req_roleswchsend (FBB) 
4.2. park_mod (FBB) 
4.3. Connect (FBB) 

end if 

5. do 
5 .I . Transmission 
5.2. while (communication) 

6. Disconnect (FBB) 

End 
--- - --
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Table 3.5: Bridge Traffic Flow Table for B1 

0 

MF 

I 

I 

I 

MF 

I 

I 

I 

0 

0 

I 

0 

The steps for congestion control on the bridge node through the Fall-Back Bridge 

are as follows: 

I. Firstly, the master node enters into the inquiry state and the slave nodes enter 

into the inquiry scan state. 

2. In the second step, the master node performs the paging and the slave nodes 

perform page scan for the synchronisation. 

3. Now, all of the active piconets are communicating through bridge nodes. Where 

the bridge node maintains a BTFT. The bridge node sets a threshold value for 

monitoring the congestion. If the value of the data traffic exceeds the value of 

the threshold, then the bridge node transmits a request packet to the connected 

master nodes for the activation of the FBR. 

4. In this step, all of the connected masters check the intermediate node that can be 

used as the FBB. The master nodes having the FBB replies to the bridge node. 

The master nodes update their status. The master nodes transmit a request packet 

to the intermediate node to become the FBB and go into the park mode. 

5. The FBB makes temporary links between the piconets. The piconets can 

communicate through the FBB. 

6. After a successful communication, the temporary links are disconnected and the 

FBB returns to its original state. 
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3.2 AN EFFICIENT ROUTE MAINTENANCE PROTOCOL FOR 

DYNAMIC BLUETOOTH NETWORKS (ERMP) 

In this sub-section, An Efficient Route Maintenance Protocol for Dynamic Bluetooth 

Networks (ERMP) is proposed that predicts the route breakage before it breaks. In a 

scattemet, when any Bluetooth device needs to communicate with the other Bluetooth 

devices it first creates a transmission link between the source and destination. As 

mentioned in the previous section, the Bluetooth technology does not allow direct 

slave to slave or master to master communication so, whenever, the Bluetooth devices 

need to communicate with each other, they must follow the communication rules 

(slave-master) and (master-bridge-master). In the proposed ERMP. once the mam 

link is established each routing master and routing bridge updates their tables and 

they must keep the information of the available Fall Back Devices (FBDs). During 

transmission, if a weak link or weak device is predicted, the proposed protocol makes 

a new link and overcomes the frequent link disconnection problem by using the 

FBDs. In case there is no FBD available, then the proposed protocol perfonns a role 

switch operation for route maintenance. 

3.2.1 System model of ERMP 

The system model of ERMP consists of the f()llowing basic concepts and definitions 

which were used in the proposed protocol. 

3.2.1.1 Blucloolh Routing devices 

Whenever a Bluetooth device wants to communicate with another Bluetooth device, 

first of all, a communication link is established known as a routing link and the 

intermediate devices which arc used to make the routing link arc called routing 

devices. These devices can be slave. master or bridge. 
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3.2.1.2 Bluetooth Routing Inter-Piconet 

Whenever a routing link is established within a scattemet, it may pass through 

multiple piconets; therefore, the routing link consists of several routing master 

devices. So, a piconet that holds the routing master device is known as the Bluetooth 

Routing Inter-Piconet. Whenever a new device enters into the routing piconet, it must 

send its complete information to the routing master device. 

3.2.1.3 Threshold for Signal-to-Noise Ratio (SNR) 

The ratio of the signal power to the noise power is called as the Signal-to-Noise Ratio 

and it is abbreviated as SNR (Wei-Yi eta!. 2010). Fig.3.4 shows that the received 

power signal strength can be utilized to estimate distance as all of the electromagnetic 

waves show the inverse square relationship between the distance and the received 

power. The equation 3.9 is as below: 

P, co lief (3.9) 

The received power between the transmitter and receiver is indicated by Pr and d is 

considered as the distance. 

Signal strength 

Figure 3.4: Distance V.s. the received signal strength 
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3.2.1.4 Weak Routing Link 

A routing link between two directly connected devices is considered as a weak link if 

the devices have weak signal strength or they arc out of the radio range of each other 

and cannot communicate properly. Fig.3.5 (a) shows the normal link while Fig.3.5 (b) 

shows the weak link between a master and a slave device and Fig.3.5 (c) shows two 

weak links between the source and the destination devices because of having a weak 

bridge device. 

Ma~tcr e Sla\c ( 

(a) 

(b) 

(c) 

·_f). 

Weak device ., 
J!ridg:e Z-T'!/ Weal.,. link Normal link 

Figure 3.5(a): Example ofthe normal link between the source anrl destin;tti''", (b); 

Example of a weak link between the source and destination and (c): Example <>fa 

weak device between two weak links 

3.2.1.5 Weak RoutinR Device 

UCBT (F.J. Gonzalez-Castano and J. Garcia-Rcinoso 2003) presents four levels of 

energy, i.e., L11, L1, L2 and L3. The proposed ERMP detines a threshold value for the 

energy level, if the energy level of any device gets to L 1 and the master device 

predicts that the energy level of the device has decreased to the critical kvel (L1 ), it 

selects a FBD from the table and makes a ne\V link. In the routing path, a device 

which has the minimum energy level and weak signal strength is considered as a 

weak routing device. or a device whose energy level is normal but has weak signal 

strength is also considered as a weak device_ It can he a sender or receiver. 
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3.2.1.6 Device Information Table (DIT) 

According to the ERMP, within a scatternet, when a new link is established then the 

routing master and bridge devices maintain their information tables. The routing 

master device maintains a Routing Master Information Table (RMIT) that contains 

the list of slave devices, clock offset, device ID, device status (active/inactive), 

energy level, signal strength, Fall Back Masters (FBM) and Fall Back Bridges (FBB). 

Each routing bridge device maintains a Routing Bridge Information Table (RBIT) 

that contains the list of the connected master devices, device status (active/inactive), 

signal strength, energy level, list ofFBBs, list ofFBMs and the degree. 

3.2.2 Route Maintenance Protocol 

The proposed protocol ERMP is implemented in the dynamic Bluetooth network that 

forecasts the mobility of the devices because it needs to improve the network 

stability. In a dynamic network, devices can move any time so the Random Walk 

Mobility Model (RWMM) has been used for the network of the proposed protocol 

because it considers the speed and direction of the devices. When a device starts 

moving then ERMP monitors the device mobility through the RWMM. The RWMM 

is a simple mobility mudd based on the random directions and speed from a 

predefined range. In this model, any mobile device can move from its present position 

to a new position by randomly selecting the directions and speed. Suppose for each 

attached n = 1, 2, 3 ... , an area is divided into n x n sized units. From Fig.3.6, each n2 

area is known as a unit which is recognized by a pair. 

(x. y) x, y E {0. I, 2 ... n- 1} (3.1 0) 

The time is divided into time slots t = 0, 1, 2 ... where at first, the t = 0 device is 

considered to be in any n2 (x, y) unit where it can choose one of four adjacent units 

{(x+ 1. y), (x-1. y), (x, y+ 1). (x, y -1)} with the same probability of l/4 independently 

of the previous, and moves to the chosen unit at time slot t = 1. The node then 

replicates this procedure in every subsequent time period. The position of a device at 
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timcslot t = 0, I, 2 . .. is denoted by C(n) (t), which basically shows the unit where the 

device exists (Emre and Oznur 2006). 

0 I 2 n-2 n-l 

0 (0, 0) (0, l) 

l (L 0) (1. I) 

......... 
n-2 

n-1 l l .,. ,.,. 

Units 

Figure 3.6: The Random Walk Mobility Model 

The proposed protocol has two constraints of prediction: 

3.2.2.1 Mobilitv prediction 

The proposed ERMP starts by finding a communicating pmr of source and 

destination. It makes a route between source and destination called the main route. 

Once the routing links have maintained, then the devices can communicate through 

their main routes. In the next phase, each routing master and routing bridge device 

maintains their tables. During transmission, a link breakage is predicted if any 

intennediate device between any pair of source and destination starts moving or fails. 

When an intennediate device starts moving from a piconet, then at the same ti1ne a 

routing master device can predict by its weak signal strength that the device is going 

out of its radio range. 



The equation used for calculating signal strength is explained below. 

PRe = PTr * GRe * GTr* (1 I (4 * 1r *d)) 2 (3.11) 

where 

GTr = Transmitter antenna gain 

GRe =Receiver antenna gain 

PTr = Transmit power 

d =distance 

where 

d = -.} (x2- x1) 2 + (y2- y1) 2 (3 .12) 

The proposed protocol has been implemented m NS-2 (Network Simulator) 

because this simulator executes many propagation models to forecast the signal 

strength between the devices. The signal strength was used to monitor the successful 

tt·amc transmission. The proposed protocol used the threshold value for the prediction 

of the signal strength as the simulator also had the ability to set a threshold value for 

monitoring whether the transmitted frame was received correctly. 

According to the proposed protocol, all of the routing master devices and routing 

bridge devices keep the information of other connected devices in their tables. Each 

routing master device maintains its table in which it must keep the information of the 

signal strength (from the master device to the connected slave device), device status, 

energy level, clock ofT-set and the role of the device (Fall Back master, Fall Back 

Bridge). The routing bridge device keeps the information of the device ID, device 

status, signal strength (from the bridge device to the connected master devices), 

energy level and the role of the device (Fall Back master, Fall Back Bridge) in its 

table. As a threshold value is defined for the signal strength, if any intermediate 

device between the routing link starts moving, then the signal strength between the 

routing master and moving device is gradually decrease so the routing master device 

can easily predict, by its weak signal strength, that the device is moving and it can 

choose an appropriate routing device to make a new link before the main route 
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breaks. This protocol also has the ability to change the role of the devices. For 

example, a routing bridge device is moving so the routing master device checks for a 

FBB device; if it is available, then the routing master device chooses it and maintains 

the routing link otherwise the routing master device chooses another device (that may 

be a slave device) and changes the role of the device as required. The new device 

must be within the radio range of the next and previous device so it can maintain the 

routing link efficiently. 

Any routing device slave, master or bridge can be weak. If a device becomes 

weak and at the same time there arc slave, master and bridge devices available as the 

FBDs, then the ERMP gives the highest priority to the bridge device because it can 

connect multiple devices from the scatternet. The second priority is given to the 

master device because it can connect multiple slave devices from its piconet. The 

third priority is given to the slave device ifthere is only a slave device available. 

3.2.2.2. Analytical analysis o/ERMP 

1 h1s protocol has the ability to change the role of the devices due to a specific 

requirement. 1 he l::KMP has been explained by the example in Fig.3.7 (a); device A 

(source) and C (destination) arc communicating through the route A-M 1-B2-M2-B4-

M5-C and the other link is between device D (source) and E (destination) which are 

communicating through the route D-M4-B3-M 2-B,-M,-E. During transmission 

between A and C, the bridge device 8 2 starts moving upward; in the meanwhile, the 

routing masters, M 1 and M2, predict that the bridge device 82, is moving so they 

search for the FBD as they already have the list of FBDs in their tables. Both of the 

routing master devices find device 8 7 which is also a subset of their piconcts. Both 

master devices transmit a request packet to device 8 7 to make a new link between M 1 

and M2. This protocol has to make a new link before the main route breaks. As in 

Fig.3. 7 (b), the new link between M 1 and M2 is established and the data will go 

through the new route. 
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Figure 3.7(a): An example of predicting weak links 
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Figure 3.7(b): Route recovery by using the ERMP 
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Table 3.6: Routing Master Information Table (RMIT) for M3 

I!~\>1<:~ ··•··· eirn;l< oft$ef • • •• .. J:>.wi6e ~!litfi§-8; 
ID ··.·(~#vel~~tive) 

E c-olfset(E) Active S\.,13.f = -70 Ll Slave 

F c-of(,ct(F) Inactive StM3-F= -65 L, Slave 

G c-offset(G) Inactive S\..n-cr = -76 L, Slave 

H c-offset(H) Inactive s'i\u-11---=- -66 L, Slave 

Bs c-off,et(B5) Inactive S\.lJ-B:'- -40 L, Bridge 

B,, c-off,et( B,) Active s l \·1 ~-llh -- -40 L; FBM (MIS 
bridge) 

--·-- --- ----- ------- . ------------.. 

Table 3.7: Routing Bridge Information Table (R81T) t<x 8 2 

Device Device status Signal strength (dBm) Energy Device role 
ID 

(active/In active) 
Level 

M, Active S\11-R2 --~ -45 L, master 

M .. Active S 1 ~n_H7 =-so T " rn:l.;;ter 

-·--· .. -- .--- ·-- .. --.----

On the other s1de ot the same Fig.3.7 (b). when device D and device E are 

communicating, the Energy level ofM3 is gradually decreasing. Device M3 checks for 

the destination device E as whether it is within the range of bridge device B6 or not. 

Since device E is within the range of 8 1, M 3 sends a request packet for the role switch 

operation to 8 6. As in Fig.3. 7 (b), 8 6 switched its state from bridge to master/slave 

bridge. Now, B6 has made a new link between 8 6 and E. Through the prediction of the 

weak routing link and weak routing device, the ERMP does not require more time for 

re-establishing the link. Table 3.6 and Table 3.7 arc the examples of the RMIT and 

the RBIT that give an idea about how the routing master and routing bridge devices 

maintain their tables. From Fig.3.7 (a), M3 is the routing master device and 8 2 is the 

routing bridge device. Whenever a weak link or weak device is predicted, then their 

corresponding routing master and bridge devices must update their tables. 
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3.2.2.3. Energy level prediction 

The other constraint of predicting link breakage is the energy level which shows the 

fraction of the remaining energy (Roger M et a!. 2005). The proposed ERMP is also 

an energy efficient protocol. During the main route construction, the master device 

must attach its available battery level to the route request packet and forward it to the 

connected bridge devices. The bridge devices also attach their battery level to the 

route request packet and forward it to the connected master devices. This procedure 

carries on until the route request packet arrives at the final destination. 

The ERMP considers the general formula of the Master's average Power, MPavg, 

given below: 

MP = irxx 
avg 

l/ZTsniff + iRx XljZTsniff XV 
Tsniff 

(3.13) 

(3.14) 

where Tx and Rx are the transmission and receiving slots. The voltage of the 

Bluetooth specific chip is indicated by V, and Tmiffis the sniff mode interval. 

The slave device's Rx uses the average power SPavg: 

_ ( Nsniff attempt X tslot ) X iRx X V S P Rx - "----"'-"-LL~=""----="----.:__-= 
Tsniff 

The slave device's Tx uses the average power SPavg: 

Sp _ iTxX tslot +(( 
Tx -

Nsniff attempt-l)x 

Tsniff 

(3.15) 

iTx idle XV (3.16) 

where ih is a task of slave device when it transmits and iTx_idle is a task of a slave 

device when in idle mode or not transmitting. 

Each routing master and bridge device updates its table after the mam route 

construction. If the energy level of any intermediate routing device is gradually 

decreasing and reaches the critical limit, then the routing master device updates its 

status as a weak device and chooses another appropriate FBD to maintain the routing 

link between the source and destination. If data is coming from the bridge device to 
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the weak master device and the master device has to forward this data to the slave or 

bridge device, then a weak master device will check if the next device is within the 

radio range of the bridge device or not. If the next device is within the radio range of 

the bridge device, then the weak master device sends a request message to the bridge 

device to switch the role from bridge to master/slave bridge and make a direct link to 

the next device before the weak master device dies. 

G G 

[ E 
II M. 

[) 
[) 41)'· 
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\ A 

Ia) (~) 

'hmnallin~ 

Figure 3.8(a): Prediction of weak link and weak device (b): Role switch operation fix 

route maintenance 

As shown in Fig.3.8 (a), devices, M 1 and M 2 predict that device B starts moving 

from its position and it is also predicted that the energy level of M 1 is gradually 

decreasing so that the routing link between M 1and M2 becomes weak. In this case, 

when a master device itself becomes weak, it first of all finds a device that will 

become the master device; so, from its table it selects device C and sends a request 

f()r the role switch operation from slave to master. Now, the device C becomes a new 

master device so it updates its table. The master device C finds device D within its 

radio range and also within the range of M2 so, device D works as a bridge between 

these piconets. For route maintenance. devices C and D make new links. In Fig.3.8 

(b), the new routing link is A-C-D-M 2-E and data is going through the new route. 

This protocol recovers the weak links efficiently and at the same time it achieves 

various advantages: increasing scatternet reliability. increasing packet ddi\uy rate. 

reducing the number of control messages, reducing the time required f(>r link 

repairing and improving throughput. 
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Algorithm 4: Route Maintenance Protocol 

Notation: 
Src: Source node 
Dst: Destination node 
N: Total number of nodes 
n:node 
B: Bridge 
M: Master 
RBIT: Routing Bridge Information Table 
RMIT: Routing Master Information Table 
RSP: Route Search Packet 
RRP: Route Reply Packet 
RR: Route request 
SNR: Signal-to-Noise Ratio 
EL: Energy Level 

Procedure: 
Connect( ): Activate new link 
Transmission( ): Activate 
communication 
Req_role_swch ():Change device 
role 

Input: Routing Master and Routing Bridge Information Table 
Output: Activate the new route 
I. foreach n; E N do 

1.1. Network Connectivity (Define Master and Slaves) 
endforeach 

2. Src Initiate RR andforward RSP to Master 

3. do 
3 .!. foreach n; E B do 

3 .1.1. RSPrw. Role) 

endforeach 
3.2. foreach n; EM do 

3.2.1. RSP1m. lloie) 

endforeach 
while (!=Dst) 

4. Send RRP to Source 
5. Routing Master and Routing bridge update RMIT and RBIT. respectively 
6. do 

6.1. if SNR < 8 or EL=L~, then where 8 =- 45db 
6.1.1. Select FED 
6.1.2. if (Send activation request( )=Null) then 

6.1.2.1. Req_role_swch() 

end if 
7. Update (RMIT) 
8. Connect() 

end if 
9. while (transmission()'"~--------~--------------

In the first step, a fully connected Bluetooth network is established. In the second 

step, routing links arc defined for the pairs of source and destination nodes, where the 
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source node initiates the route request for the destination node. The source node 

forwards a RSP to the master node and the master node forwards the received packet 

to the connected bridges in the third step, until the RSP reaches the destination node. 

Once the destination node receives the RSP it sends the unicast RRP to the source 

node in step 4. Hence, the transmission starts, if the routing master receives any 

packet that the SNR is less than 8, in step 6, or the energy level of the device reaches 

L1• The master declares the link as a weak link and activates the FBD in line. If there 

is no FBD, the master performs the role switch operation and establishes a new link in 

step 8. Finally, the routing master activates a new link and forwards data through the 

new link. 

3.3. AN EFFICIENT COMBINED CONGESTlON HANDLING AND 

ROUTE MAINTENANCE PROTOCOL FOR DYNAMIC 

ENVIRONMENT IN BLUETOOTH NETWORK (CHRM) 

In this section, proposed congestion handling and route maintenance protocols were 

merged mto a new combined protocol CHRM. Many scatternet optimization 

protocols have been nnplemented but during transmission sometimes they created 

some serious problems of congestion or route maintenance. These problems 

ultimately degraded the overall network performance. The main problem with 

previous protocols is that once the main link broke then they presented the solution 

for route maintenance that apparently consumed more time, more energy and more 

control packets. Fig.3.9 clarifies these problems in detail. 
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Figure 3. 9: Example of scatternet congestion and route maintenance problems 

Suppose piconets, P 1 and P5, are considered as congested because the devices 

inside the piconcts are communicating more frequently and ultimately creating the 

intra-piconet congestion. Piconets, P 1, P2, P3, and P7, are communicating through a 

single bridge device B 1• B 1 is used more frequently so it has congestion known as 

inter-piconet congestion. Devices having congestion decrease the network life time 

and cannot communicate efficiently. 

In the same Fig.3.9, two routes (src-M3-B 3-M4-B4-M6-dst) and (sr-M7-B6-Ms-dt) 

have problems of route maintenance. During transmission, the bridge device B3, starts 

moving and the link between M3 and M 4 becomes weak. On the other side, the energy 

level of M 7 starts decreasing and reaches the critical level. In both of these cases, the 

mobility and minimum energy level of the devices can break the routing link and 

create major routing drawbacks. Many techniques have been proposed for solving the 

problem of congestion and route maintenance but they still have to be improved. 

In this thesis, to overcome the problem of intra-piconet and inter-piconet 

congestion the ECHP protocol has been proposed and the ERMP protocol has been 

implemented to solve the problem of route breakage. After initializing these 

protocols, they maintain tables for the master and bridge devices. So, the CHRM also 
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maintains the tables tor the master and bridge devices. This is a first protocol that 

provides the solution tor congestion handling and route maintenance in the same 

protocol. This protocol was implemented because during transmission some time 

when congestion is handled then problem of route maintenance occurs and when 

sometimes route maintenance is handled then the problem of congestion occurs. 

Therefore we implemented a new protocol that considers the both problems of 

congestion and route maintenance at the same time and provide solution. 

3.3.1. Analytical analysis ofCHRM 

From Fig.3.10, as the devices in P 1 and P5 arc communicating more frequently with 

each other, the proposed CHRM shares the intra-piconet traffic load by using two 

techniques PFP and SFP; as welL it also shares the inter-piconet traffic load on device 

B 1 with the help of the FBB. The CHRM protocol predicts the weak routing links and 

the weak routing devices on the basis of mobility and energy level. When it predicts a 

weak link or weak device it activates the FBD before the main route breakage. 

lab! d.~ IS the example of master information table and Table3.9 is the example of 

bridge mtormat10n table. 

p_, 
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Figure 3.10: handling of congestion and route maintenance by using CHRM 
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Table.3.8. Master Information Table for M7 

sr C-offset(sr) active S
1

M7-sr~ -70 L, Slave 300 200 

h C-o!Tset(h) active s' M7-h~ -67 L, Slave 200 100 

k C-offset(k) active s' lvl7-k= -66 L, Slave 200 289 

J C-offset(j) active s'M7-i- -so L, FBM 200 50 

B, C-offset(B 1) active S1M7-BJ~- 85 L, Bridge 100 400 

B, C-offsct(B2) active s1
M7-B2- -75 L, FBB 50 156 

B6 C-o ffset(B6) active s1
M7-B3= -85 L, Bridge 200 40 

Table.3.9. Bridge Information Table for B 1 

DeviceiD Device Si~l .. >Energy Device role . Transmit Rbcei'l'<ltf< 
status strength( dBtn) level data Data 

M, active s1
1\.-ll-Bl= -so L, Master 300 270 

M, active S'M2-BJ- -70 L, Master 80 90 

M, active S'M3-BJ-- -69 L, Master 40 50 

M, inactive S\.17-BJ- -78 L, Master 500 497 

J active st_sJ-- ss L, FBM 400 200 

The CHRM performed the role switch operation for the most frequently 

communicating pairs. For example, (b, a), (d, e) and (t, v) are communicating, 

repeatedly. The proposed CHRM used the slave devices (a, d, t, and v) as auxiliary 

masters and the device u as the auxiliary bridge to share the congestion on M 1 and 

M 5• In piconet P1 it performed the PFP and in piconet P5 it performed the SFP to 

overcome the congestion problem on the master devices. The bridge device B2, had 

congestion and it did not allow the parallel transmissions between the piconets so the 

proposed protocol has started the transmission by using the FBB, B2• By activating 

the FBB, it allowed the parallel transmissions between the piconets and shared the 

congestion on a single bridge device. In case there was no alternate bridge device, 

then this protocol could perform the role switch operation to make a new bridge. 

During transmission, the CHRM monitored the mobility and energy level of the 
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devices so when it predicted the critical level it activated alternate devices to prevent 

the route breakage. For example, in the same Fig.3.1 0, during transmission between 

source device (src), and destination (dst), the intermediate routing bridge device start 

moving from its position; when it reached the critical level, the master devices, M 3 

and M4• predicted their mobility and the weak link from their tables and at the same 

time, they activated the device, i, as a bridge and made a new link between M 3 and 

M4 . On the other side, during transmission between the source (sr), and destination 

(dt), the energy level of the routing master, M 7 in P7. was gradually decreasing which 

made it as a weak device; when it predicted its energy level is decreasing, at the same 

time it activated the FBM device and started transmission through the FBM device. 

The main purpose of the CHRM is to prevent the route breakage and activate a new 

link before the main route breakage; therefore, it predicts the device energy level and 

mobility. 

The combined CHRM protocol was implemented and compared with the previous 

protocols (DCC and ROMA). Aticr getting the simulation results, it was observed 

that the CHRM protocol outperformed the previous DCC and ROMA protocols. 

3.3.2. Steps ofCHRM protocol 

I. Firstly, the master node enters into the inquiry state and the slave nodes enter 

into the inquiry scan state. 

2. Secondly, the master node executes the paging and the slave nodes execute the 

page scan operations t()r the synchronisation. 

3. In the third step, a constructed and connected scattemct is considered. 

4. In the t(Jrth step, the master and bridge devices maintain their tables . 

. ~. [n the fifth step, the threshold value t()r the traffic load, energy level and signal 

strength arc deli ned. As well, the routing links are established. 

6. In the sixth step, monitoring of the MF communicating pmrs, congestion, 

energy level and mobility of the devices are pcrltlrmcd. 

[f congestion is predicted on a master device. then it perf(mns PFP or SFP: 
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a) The master node finds the MF communicating pair of the source and 

destination. 

If they are directly within the radio range of each other then CHRM 

performs PFP. 

b) The master node sends a request packet for the role switch operation to 

the pair of the source and destination. 

c) The master node updates the record of the source and destination as in 

the park mode. 

d) The source node is selected as an auxiliary master. 

e) An efficient PFP is created for direct communication between devices 

that shares the congestion on a master node. 

7. If the devices are not within the radio range of each other then CHRM 

performs SFP. 

a. The master node checks an intermediate node between the source and 

destination. 

b. The master node sends a request packet of the role switch operation to 

the intermediate node and to the pair of the source and destination. 

c. The master node selects an intermediate node as AxB in the same 

piconet and both the source and the destination nodes are selected as 

AxMs. 

d. The master node updates the record of the AxB and the pair of the 

AxMs as in the park mode. 

e. Both the AxMs make connection with the AxB and start efficient 

communication without increasing delay. 

8. If congestion is predicted on a bridge node, then it activates a FBB. 

a) Firstly, the bridge node sends a request packet to the connected masters 

for the FBB. 

b) The master nodes reply with the information of the FBB that can be 

used for congestion handling. 

c) In this step, master nodes update their status and transmit a request 

packet of activation to the FBB. Now, the FBB enters into the park 

mode. The FBB makes temporary links between the piconets. 
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d) Finally, the piconets can communicate through the FBB and efficiently 

shares the congestion. 

9. After successful communication, the temporary links will be disconnected and 

the devices will return to their original states for further use. 

I 0. During transmission, if a device having a critical energy level or a device 

mobility is predicted, and then the CHRM replaces the weak device or weak 

link. During transmission, the mobility of the devices can be predicted by their 

weak signal strength and the energy level through critical energy level. If 

weak links or weak devices are predicted, then: 

a. The routing master device selects a FBD that already exists in its table. 

b. The routing master device transmits a request packet to the FBD for the 

new route activation. 

c. The FBD has to make a new link before main route breakage. If the FBB is 

not available, then the CHRM pertonns a role switch operation. 

d. The master device disables the weak links between the devices and 

updates the table. 

c. Finally, data start going through the new route. 

I I. In case a master device stmis moving, then, first of all, it will inform all of the 

connected slave devices and activate its FBM. On the other hand, if the energy 

level of the master device starts decreasing to L 1, then the master device sends 

a request message to the FBM device to become a new master and cstabl ish a 

new link before the weak link breaks. 

The Fig.3.11 shows the system model ofCHRM. 
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In this chapter the proposed protocols have been explained. The first protocol is An 

Etlicient Congestion Handling Protocol for Bluetooth scatternet (ECHP) that shows 

how the congestion can be handled. This is because of an inefficient Bluetooth 
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topology may create a bottleneck and delay in the network when data is routed. The 

PRP frequently performs network restructuring which creates more control overhead. 

ln contrary, the DCC protocol docs not consider real network restructuring it depends 

on a backup node; it has been observed that in many cases the backup node is hard to 

find. Moreover, the DCC protocol uses the centralized approach; therefore, it does not 

truly identify the congestion on the bridge node. The proposed ECHP protocol shares 

the traffic load on the master node by network restructuring and shares the traffic load 

on the bridge node by creating a FBB. During the piconct restructuring, the ECHP 

protocol performs the PFP and SFP. The PFP reconstructs a new piconet in the same 

piconet for the source and destination which are directly within the radio range of 

each other. On the other hand, the SFP reconstructs the scattemet within the same 

piconet if the source and destination nodes are not within the radio range of each 

other. The ECHP protocol creates a FBB within the scattcmet; this reduces the data 

congestion on bridge node and provides an efficient way for parallel transmission. 

Analytically, the ECHP has efficiently shared the network traffic load and increased 

the network throughput. 

dynamic Bluctooth networks (ERMP). lnitia[]y, an active and connected Bluetouth 

scatternet was considered and maintained the routing links. After the main route 

construction. each routing master m1d routing bridge device kept the infonnation of 

a[] the connected devices. The proposed protocol predicted the weak links and weak 

devices through the signal strength and energy level of the devices and repaired the 

weak links by activating the FBDs. It was analyzed that the ERMP was more efficient 

than ROMA and DENM because both of the protocols provided a solution tor route 

breakage only when the main route has been broken. On the contrary, the proposed 

protocol predicted the weak routing links and weak devices and if a weak routing link 

was predicted. then this protocol made a new link before the main route broke. The 

simulation results revealed that the ERMP outpcrtonned in terms of average healing 

delay, control packet overhead, energy consumption. data packet loss, number of 

successful repaired links and throughput. 

At the end. these two proposed protocols were combined into one new protocoL 

'"An Efficient Combined Congestion Handling and Route Maintenance Protocol for 
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Dynamic Environment in Bluetooth Network" (CHRM), which considers the existing 

scatternet congestion and route maintenance problems and their solutions in a same 

protocol. The CHRM protocol was simulated and the results were compared with the 

previous protocols. 
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CHAPTER4 

RESULTS AND ANALYSIS 

This chapter covers the detailed evaluation of the methodology. The proposed ECHP, 

ERMP and CHRM protocols have been implemented using simulation; therefore, the 

simulator and its parameters are described at first then the comparison results of the 

proposed and previous protocols arc discussed. The result part contains futiher three 

parts: the first part contains the results of the ECHP protocol which has been 

compared with the previous PRP and DCC protocols, the second part contains the 

results of the ERMP which has been compared with the previous ROMA and DENM 

protocols and the third part contains the results of the CHRM protocol that is a 

combined protocol of the ECHP and ERMP protocols. The results of the CHRM have 

been compared with the results ofthe existing DCC and ROMA protocols. 

4.1. SIMULATOR 

This section briefly discusses the simulation architecture that was used for the 

evaluation of the previous and proposed protocols. Simulation is defined as "the 

method of designing a real system model and carrying out experimentation for the 

purpose of understanding and evaluating the performance of the system'". A 

simulation is considered as a combination of science and art. The proficiency m 

mathematics and computer programming is considered for the science part, whereas 

the proficiency in the conceptual model tonnulation shows the art portion (Teerawat 

and Ekram 2009). 

The proposed protocols, ECIIP, ERMP and CHRM were implemented in NS-2 

using the Bluctooth simulation model of the University of Cincinnati Bluetooth 

(lJCBT) . The UCBT is an open source that provided an absolute simulation model 

t(Jr the Bluetooth pert(mnance evaluation. The UCBT has the built-in Bluetooth 
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functions of inquiry, inquiry scan, page, page scan etc. It also supports the device 

mobility through the "setdest" . 

OTCL (topology &traffic 

i\naly ~:er programs 
(AWK & grep) 
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·L 
~I 

~I 
' ~---J 

.... 

-----

-

UCBT (protocol stack) 

NS-2 (OTCL & C++) 

---

Plotting programs 
(gun plot) (x-gmph) 

Figure 4.1: Simulation structural design 

Visulation 

• Graphs 

Fig.4.1 shows the simulation structural design. NS-2 generates the OTCL file for 

the simulation of a network because it defines the traffic and topology patterns. After 

a successful execution, it generates two output files Trace and Nam Trace. A Trace 

tile generates analytical results while the animation is generated in a Nam Trace tile. 

The A WK and grep commands are used for the desired data separation. After getting 

the results, graphs (gun plot or x-graph) can be plotted. 
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4.1.1. Simulation setup 

The proposed and base protocols were implemented in the UCBT based on the NS-2 

simulator. This section evaluates the simulation results by comparing numerous 

performance metrics: total delay, control packet overhead, energy consumption, data 

packet loss, successful recovered links, healing delay and throughput etc. We run the 

simulation ten times and then graphs were plotted. 

In order to manage a simulation environment parameters were used as are listed in 

Table 4.1. The four-sided area of 80m x 80m was taken in which the Bluetooth 

devices were scattered randomly. During simulation, a total of 90 Bluetooth devices 

were used and 84 pairs of source and destination devices were selected randomly. The 

Random Walk Mobility Model (RWMM) was used as a mobility model. Data packet 

types DH3 and DH5 were used and the Round Robin, RR, algorithm was selected for 

scheduling. For performance estimation, the Constant Bit Rate (CBR) traffic model 

was taken to generate the data traffic for each routing link. The Maximum Distance 

Rendezvous Point was selected tor bridge scheduling algorithm because it supports 

the mesh topology. The whole simulation run time was set for I 000 sec. 
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Parameters 

Network dimension 

Number of devices 

Traffic model 

Mobility direction 

Scheduling algorithm 

Mobility speed 

Packet size 

Packet interval 

Queue length 

Number of device pairs 

Data packet type 

Communication range 

Energy consumption 

Inquiry time 

Paging time 

Bridge scheduling algorithm 

Simulation time 

4.2. RESULTS 

Table 4.1: Simulation parameters 

80mx 80m 

15- 90 

Constant Bit Rate (CBR) 

RWMM 

Round Robin 

I m/s 

358 kb 

0.15 s 

50 packets 

84 

DH3. DHS 

!Om 

o.o763 x 1 o·' Jib it 

10.24s 

1.28s- 2.56s 

Maximum Distance Rendezvous Point 

1000 

In this sub-section, the simulation results are discussed in three parts; the first part 

contains the results of An Etlicient Congestion Handling Protocol for Bluetooth 

scatternet (ECHP) which was compared with the previous PRP and DCC protocols. 

The Second sub-section contains the results of An Efficient Route Maintenance 

Protocol which was compared to the simulation results of the previous ROMA and 

DENM Protocols. The third sub-section shows the results of An Efficient Combined 

Congestion Handling and Route Maintenance Protocol for Dynamic Environment in 
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Bluctooth Network. For getting desired result, the simulation was run ten times. After 

getting the comparison results, it was observed that the proposed protocols 

outperformed the previous protocols. 

4.2.1. An Efficient Congestion Handling Protocol for Bluetooth scattemet 

(ECHP) 

An Efficient Congestion Handling Protocol for Bluetooth scattemet was designed for 

the congestion handling of a Bluetooth network (piconct, scattcmct). To share the 

congestion on a master device, the PRP perfi:>rmed piconet restructuring, whereas the 

DCC protocol activated the backup device. When congestion arose on a bridge 

device. then DCC did not activate the backup device. The ECHP considered the 

congestion on a master device as well as on the bridge device, and it provided the 

solution for both the intra-piconct and inter-piconct congestion. To check the 

performance of the ECHP protocol, it was simulated and compared with the previous 

protocols. The protocols were compared in tcnns of total delay, energy consumption, 

packet loss; control overhead, Average number of links passing through a node and 

network throughput. The comparison results show that the ECHP protocol 

outperformed the previous PRP and DCC protocols. To evaluate the ECHP. DCC and 

PRP protocols, the pcrtonnancc is measured from pertonnance parameters as listed in 

Table4.2. These parameters were selected because these parameters explain the 

efficiency of protocol. As ECHP protocol allow the parallel transmission between 

pi co nets so trom parameter "average number of links passing through a node" shows 

the number of links passing through trom each bridge. 
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Table 4.2: performance parameters 

Total delay ' ' ' ' 
Total energy consumption y y ' 
Packet loss percentage ' ' ' ' 

Control packet overhead ' ' ' 
A vcragc network ' 
throughput 

Average number of links 

passing through a node 

4.2.l.l.Total delay 

The total delay stipulates how long it takes for a data bit to travel from a source 

device to a destination device. It is normally measured in fractions of seconds and 

may vary depending on the position of the exact pair of communicating devices. The 

total delay of the ECHP protocol was compared with the PRP and DCC protocols. 

More incoming Bluetooth devices in a scattcmct prolong the polling time of the 

master nodes. According to the PRP, it performed pieonet restructuring for all pairs of 

source and destination nodes. As it provided the solution for Congestion handling on 

the master node, therefore, it increased the network delay. On the other hand, the 

DCC protocol did not provide any solution when congestion occurred on a bridge 

node. When a single bridge node participated in multiple connections, it might have 

created the problem of congestion and delay. Whereas, the ECHP protocol shared the 

traffic load on the master node as well as the traffic load on the bridge node; this 

minimized the delay. Fig.4.2 shows the total delay of protocols and it is observed that 

the ECHP protocol had less delay as compared to the PRP and DCC protocols. The 

total delay can be calculated by using the following formula, where total numbers of 

received packets are 1 to 11. 

Total delay= I?= 1 ( packet received time- packet transmitted time) (4.1) 
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Figure 4.2: Total delay vs. number of nodes 

4.2.1.2. Total energy consumption 

The total energy consumption of the ECHP, PRP and DCC protocols was calculated 

;;:~d ~omp"'"J. /,o "ulllJ.ldlt:U lO tht: Pk.P and UL'L protocols, the proposed ECHP 

protocol consumed less cnctgy because the ECHP protocol ettictently shared the 

tratfic load of the master and bridge devices. For intra-piconet Congestion handling, it 

perf()rrncd network restructuring on those nodes which were comn1unicating more 

fi·equently. Whereas, it handled the inter-piconct congestion through the FBB, which 

shared the traffic loads on the bridge node. As shown in Fig.4.3, it is observed that the 

DCC and PRP consumed more energy than the ECHP protocol because it avoided the 

extra guard time utilization; therefore, it consumed less energy. When PRP performed 

the network restructuring frequently, it consumed more guard time tor 

synchronization. In the case of the DCC protocol, it did not allow the parallel 

transmissions bc:twecn the piconcts so the devices had to wait !(Jr the availability of 

the intermediate device. During wait time the devices consumed extra energy. Mostly, 

the Bluctooth devices consumed energy during the inquiry and the inquiry scan 

process. The energy consumption can be calculated by the f(Jilowing ti.mnula. 

f:'ncrg_1/ consunzprion - (number f?(recci\'Cd hit.\ i numhcr (~(trans,nittcd 

bits) x {J.(J736x!O'' (4.2) 
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Figure.4.3: Total Energy consumption vs. number of nodes 

4.2.1.3. Packet loss percentage 

Packet loss happens when one or more data packets are travelling across a network 

and fail to reach their destination (Chung-Hsin and Yun-Mou 2009). The PRP made 

new piconets frequently within the piconet and if other devices wanted to 

communicate with the devices which had changed their roles, they could create the 

packet loss. Whereas, the DCC protocol did not support the congestion handling on 

the bridge node so during the communication chances were high for more packet loss. 

The ECHP protocol is an efficient protocol which created efficient links for intra

piconet and inter-piconet communication so it decTeased the rate of the packet loss. 

When the ECHP protocol performed network restructuring, it changed the mode of 

the device into the park mode. After successful transmissions, it changed the mode of 

the devices into the original states. From Fig.4.4, it is perceived that the ECHP 

protocol performed better than the PRP and DCC protocol. The percentage of packet 

loss can be achieved by the following formula. 

Packet loss =Number of received packets !number o(transmitted packets *100 (4.3) 
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Figure 4.4: Packet loss percentage vs. number of nodes 

4.2.1.4. Control packet overhead 

The <..:mn nf tht• cnntrnl p<H:ket~.: 1..1sed fc:': ~he cotnn1unicJ.tion nr the si:.-:c vf th(, ~011trv! 

information is known 3S control overhead (Sheng-Wen ct al. 2009). It can be 

computed as the sum of (MAC + bb + Null + POLL) packets for the received data 

packets. The control packet overhead of the PRP and DCC protocols was compared 

with the ECHP protocol. As the ECHP protocol utilized the resources efficiently and 

it did not perform the network restructuring frequently within the piconet, therefore, it 

used a lower number of control packets. As mentioned in Fig.3.1, suppose there are 

two piconcts in a scatternet. During the communication, the masters (M~, M 2) predict 

that devices (i andj) from P1, devices (hand f) from P 1 and from P2 devices (a and b) 

are communicating very frequently and creating intra-piconet congestion. Therefore, 

to reduce the congestion, the ECHP protocol performs the network restructuring by 

using the role switching operations. The PRP frequently creates new piconets within 

the piconet and makes new links so that each time during synchronization, the 

Blut:tooth devices use extra control packets. \Vhcreas. in the DCC protocol to 

overcome the problem of delay within the piconet it finds a backup device by 
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utilizing extra control packets. Fig.4.5 shows that the PRP and DCC protocols utilize 

more control packets compared to the ECHP protocol. 
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Figure 4.5: Control overhead vs. number of nodes 

4.2.1.5. Average Network throughput 

Network throughput is the rate of successful delivery of data packets per unit time 

over a network. Throughput is normally measured in bits per sec (bits/s) (Hassan et 

al. 2008; Pasolini and Verdone 2005). The throughput of the ECHP, PRP and DCC 

protocols was compared and it was observed from the comparison results that the 

ECHP protocol showed better results than the PRP and DCC protocols. The PRP and 

DCC protocols created delay, consumed more control packets and their packet loss 

rate was also higher than the ECHP protocol. It was observed that ECHP approach 

increased the number of data packets delivery and increased the network throughput. 

The ECHP allowed the parallel transmission because it could improve the network 

performance. The FBB was used when a single bridge node was not sufficient for an 

efficient communication between the piconets and when the parallel transmissions 

were required between piconets for a well organized and smooth communication. In 

Fig.3.3 (b), different piconets were communicating through B 1and due to the 

congestion, node (a) had been selected as the FBB for P2 and P3, and node (d) had 
II 0 



been selected as the FBB for P1 and P2 . From Fig.4.6 it has been predicted that the 

throughput of the ECHP protocol was higher than the previous PRP and DCC 

protocols but it decreased the throughput with the increase of the number of hops. 

The throughput can be calculated by the following formula: 

Throughput ~ total number of received packets by the receiver device I total 

simulation time (4.4) 
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Figure 4.6: Throughput vs. number of connections 

4.2.1.6. A\'!:ragc number of/inks passing through a bridge node 

During the communication it was observed that. when the number of passing links 

increased through a single bridge node, the proposed ECHP protocol activated a Fall 

Back Bridge that shared the traffic load. It allowed the parallel transmission between 

the piconets that reduced the wait time of the other nodes. Whereas, when the same 

numbers of links arc passed through a single bridge node by using the PRP and DCC 

protocols. they did not activate any device that could share the congestion on a bridge 

node. During this situation. when one pair of devices transmitted data at that time 

another pair could not transmit data. Devices of other pairs had to wait f(lr the bridge 
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node to become free. Since the DCC and PRP are both congestion handling protocols, 

the DCC has been proposed for the intra-piconet congestion handling. When 

congestion arose on a master node, then it activated a bridge node for load balancing, 

whereas the PRP solved the piconct congestion by creating more piconets within the 

piconet. The PRP created new piconets for all of the communicating pairs. From 

Fig.4. 7, it is observed, that the ECHP shared the congestion more efficiently than the 

DCC and PRP. As the total number of available bridges is 18 and the total number of 

connections is 84, the PRP used fourteen bridges, the DCC fifteen and the proposed 

ECHP used seventeen bridge nodes. Hence, the total traffic load has been efficiently 

shared; this improved the overall network performance. The average number of links 

can be calculated by the following formula: 

Average number of links= number of connections I number of bridges used (4.5) 
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Figure 4.7: Average links passing through bridge nodes vs. number of bridges 

4.2.2. An Efficient Route Maintenance Protocol for Dynamic Bluetooth networks 

For route maintenance, an efficient route maintenance protocol, ERMP, has been 

proposed that repairs the weak routing links. This protocol is considered as efficient 

because it predicts the energy level and mobility of devices. During the transmission, 
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the devices having critical energy levels can break the routing link anytime, whereas 

if a device starts moving from its original position, then there are chances for link 

breakage. So, the purpose of this protocol is to repair the routing link before its 

breakage. The ERMP was implemented and compared with the previous relevant 

protocols, ROMA and DENM. To evaluate the ERMP, DENM and ROMA protocols, 

the performance is measured from perfonnance parameters as listed in Table 4.3. The 

protocols were compared in tenns of the number of successfully repaired links, 

control overhead, energy consumption, data packet loss, healing delay and 

throughput. These parameters were chosen for route maintenance because the number 

of successful repaired links shows the overall repaired link, control overhead was 

chosen because it shows that during routing and route maintenance how much the 

control overhead occurred. The less energy consumption, less packet loss, minimum 

healing delay and higher throughput shows that how much the protocol is efficient. 

Table 4.3: Perfmmancc parameters 

Parameters ERMP ROMA 

C\llllnll \l\<.::r!Kad 

Fncrgy con~umptiun v 

H<:aling dday \ 

Thruughpul \' 

4. 2. 2.1. Sucassjullv rcpairr:d links 

lhc successfully repaired links demonstrated how many weak links/devices had been 

repaired. The proposed ERMP was compared with the previous DENM and ROMA 

protocols and it is observed from Fig.4.8. that the proposed ERMP successfully 

repaired more links as compared to the ROMA and DENM protocols. As the 

proposed ERMP predicted the weak links it activated a new link on run time hcforc 

the main link hrokc. An example, shown in Fig . .1.7h, shows how the ERMP repaired 
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the weak routing links before the mam route breakage. In this way, the ERMP 

overcame the problem of the extra resource utilization. On the other hand, ROMA did 

not provide a solution for the route recovery on run time when an active routing link 

broke or failed. It started to find a new link from the inquiry scan process which 

consumed more time. The DENM protocol just predicted the energy level of the 

devices. When it predicted a lower energy level, it activated a backup device but it 

did not provide any solution when a link broke because of mobility. Therefore, 

DENM has a lower number of successful route repairs as compared to ERMP. On the 

other hand, it can be observed that it repaired more failed links as compared to 

ROMA. 
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Figure 4.8: Number of successfully repaired links vs. Number of weak links/devices 

4.2.2.2. Total control overhead 

For synchronization, Bluetooth devices use control packets for network 

establishment. It has been analy;ced that due to the limited battery power and 

mobility, Bluetooth frequently performs network restructuring and utilizes extra 

control packets that ultimately degrade the network performance. Therefore, if a 

critical battery level and mobility of a node is predicted, it can reduce frequent link 

disconnection that can ultimately reduce control overhead. From Fig.4. 9, it is 
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observed that the proposed ERMP has less control packet overhead compared to the 

DENM and ROMA protocols because both of these protocols do not perform network 

restructuring f()r route maintenance. Whereas, the proposed protocol keeps the 

information of the FBDs and whenever, a weak link because of mobility, or a weak 

device having a critical energy level is predicted, it activates a FBD tor route 

maintenance and prevents the extra resource utilization. Although, ROMA is a route 

maintenance protocol, it changes the overall network structure for the reduction of 

hop counts when a new device joins or leaves the routing piconet. ROMA performs 

the extra resource utilization and creates the control overhead. It has been analyzed 

that the control packet overhead increased in all three protocols with the increase of 

the received packets. 
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Figure 4.9: Control overhead vs. number of nodes 
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4.2.2.3. Total energv cunstunption 

During the simulation, it was analyzed that when the data was routed between a 

source and a destination through the ROMA. each device updated its status to the 

connected master. When devices let\ or joined the network, they inf(mned their 

respective master devices about their activities and waited for the reply. Therefore, 

ROMA consumed extra energy and other resources. On the other hand, the DENM 
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protocol monitored the energy level of the devices. If it predicted a device having a 

critical energy level, it maintained a new link by activating a backup device. In case 

the link failed due to the mobility of any routing device, then this protocol did not 

show any action. As compared to the ROMA and DENM protocols, the ERMP 

consumed less energy because during the transmission it monitored the mobility and 

energy level of the devices. The master device replaced the device having a low 

energy level with the device having the maximum energy level to reduce the chance 

of the network partitioning. Fig.4.1 0 shows the energy consumption of the ERMP, 

ROMA and DENM protocols . 
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Figure 4.10: Total Energy consumption vs. number of nodes 

4.2.2.4. Data packet loss percentage 

Packet loss occurs, when data packets across the network fail to reach their final 

destination (Chih-Yung and Hsu-Ruey 2006). The main purpose of the proposed 

protocol is route maintenance which is based on the prediction of weak links. 

Therefore, it activates the alternate link as the weak main link is predicted. The 

proposed ERMP reduces data packet loss. From Fig.4.11, it is observed that the 

ROMA and DENM protocols lose more data packets. The reason is that, the DENM 

protocol provides the solution for route recovery if a low energy level of any device is 
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predicted but it does not provide the solution if any routing device moves away and 

breaks the link. When devices are disconnected due to mobility between the main 

routing links, the DENM protocol loses more data packets. On the contrary, ROMA is 

also a route maintenance protocol but it does not provide the best solution for broken 

links. As during most of the situations, source and intermediate devices are unable to 

forward the data to the destination device because of the link failure but the ERMP 

protocol prevents the packet loss by maintaining new routes before links fail. From 

Fig.4.11, it has been analyzed that the proposed ERMP reduces the packet loss 

percentage compared to the previous DENM and ROMA protocols. It has also been 

observed that as the number of nodes increase it also increases the network size, 

which increases the path length. For the longer path, more numbers of intermediate 

devices arc used. which increases the chances of link breakage. Therefore, it is 

observed that when the number of devices increases it also increases the packet loss 

in the network. 
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4.2.2.5. Healing dclar 

Fig.4.12 shows the healing delay of the protocols. A tier getting the simulation results, 

it was observed that the proposed ERMP utilized the minimum route recovery time as 
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compared to the ROMA and DENM protocols. The reason behind this is that the 

proposed ERMP is based on the prediction of weak links and weak devices and it 

always keeps the information of the FBDs for the route maintenance on run time. The 

work of the ERMP has been explained by an example in Fig.3.8 which shows how it 

prevents the link breakage and maintains the routing links. When the ERMP repairs 

the weak links, it starts from the paging process that takes maximum time (2.56sec) 

for each link. The DENM protocol takes more time as compared to the ERMP 

because it predicts the devices based on the energy level; if a device having a critical 

energy level is predicted, it activates a backup device. When it repairs the links by 

activating the backup device, it starts from the paging process that takes 2.56 sec for 

each link. In case a link fails due to the mobility, then it starts to re-establish the link 

and performs the inquiry, inquiry scan, page and page scan processes; that takes time, 

accordingly. The inquiry and inquiry scan takes I 0.24sec, whereas the paging process 

takes the maximum 2.56 sec for each link. Route recovery caused by mobility takes 

the total time for a link of (2.56 + I 0.24) sec. Therefore, it takes more time than the 

ERMP. On the contrary, the ROMA protocol requires the maximum healing time for 

route maintenance because it maintains the routing link if any device joins or leaves 

the network, or for the device or link replacement; however, it does not perform any 

action if suddenly a link breaks or devices fail. It reconstructs the routing paths if the 

communication between the networks stops; it starts from the inquiry, inquiry scan 

and paging processes that takes (2.56 + 10.24) sec for each link. Therefore, the 

ROMA creates more healing delay than the DENM and the ERMP. 
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4.2.2.6. Net>wrk throughput 

6 

Throughput can he dcfinPd <l'-' the "'JCCP'-'Sful dPlivt->ry nf rht~ p:lrk-t:..f<;: per 11n-it t-ime 

across the network (Bong-Soo et al. 2004). It is observed from Fig.4.11 that the 

overall throughput of the proposed ERMP was higher than the ROMA and DENM 

protocols. During the simulation. the same number of data packets was routed across 

the network by using the ERMP. ROMA and DENM protocols. It was noted that the 

total number of received packets through the ERMP was more than the other 

protocols because it prevented the main routing link being broken and it always 

maintained the network transmission by predicting the status of the routing devices. 

Whereas. the throughput of the ROMA protocol was less than the proposed protocol. 

because once the main links broke it created all new links for the existing devices. 

Thus. ROMA increased the number of piconets which degraded the network 

pcrf(mnanc<:. It was also analyzed that the throughput of the DENM protocol was also 

kss than the ERMP. Due to the mobility; if the main link broke, it did not perform 

any action so it could not receive all of the data packets. Therefore. the proposed 

ERMP is consider<:cl as a more efficient protocol than the previous ROMA and 

DENM protocols. 
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4.2.3. An Efficient Combined Congestion Handling and Route Maintenance 

Protocol for Dynamic Environment in Bluetooth Network (CHRM) 

In this sub-section, the comparison results of the new CHRM protocol are discussed. 

The results of this protocol have been compared with the results of the previous DCC 

and ROMA protocols. The DCC and ROMA protocols arc seleded for the 

comparison with CHRM because these protocols are advanced protocols of 

congestion handling and route maintenance. The CHRM protocol has the combined 

properties of the ECHP and ERMP protocols. The ECHP protocol handles the 

scattemet congestion and the ERMP gives an efficient solution for the route 

maintenance. Therefore, the CHRM is a combined protocol that gives the combined 

solution for the scattemet congestion and route maintenance. To assess the CHRM, 

DCC and ROMA protocols, the performance is measured from performance 

parameters as listed in Table 4.4. The protocols were compared in terms of the total 

delay, control overhead, network throughput, and data packet loss percentage. As, at 

the same time CHRM protocol monitors the energy level of devices, mobility and 

network congestion so these performance parameters were chosen to show that how 

much the protocol is efficient in terms of congestion handling and route maintenance 

compared to the other protocols. 
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Table 4.4: Performance parameters 

Parameters CHRM DCC ROMA 

Total delay ' 

Control overhead 

Network throughput 

Packet loss perCl-'ntag.c· 

-------

4.2.3.1. Total delay 

The total delay of the CHRM was compared with the delay ofthc DCC and ROMA 

protocols. When the congestion arose on the master device, the DCC protocol 

handled the congestion by activating a backup device. The DCC protocol created 

more delay because when the congestion occurred on a bridge device, it did not 

activate backup devices. When one transmission ended, only then it allows the other 

also created m0re delay because it did not provide the route recovery solution on run 

time. In this case, when an active link broke, then the ROMA protocol started to find 

a new link which consumed more time. The CHRM protocol consumed less time 

because if it predicted the traftlc load on the master device or on the bridge device it 

performed the role switch operation. The CHRM protocol performed the role switch 

operation for most frequently communicating pairs. If it predicted that a single bridge 

device was providing multiple connections, then it activated the FBB to handle the 

load. During the transmission. the CHRM recovered the routes when it predicted the 

weak links and weak devices. It activated the FBDs before the main link breakage. 

The CJJRM protocol took less time for the new connection activation which reduced 

the overall transmission delay. On the other hand. the ROMA protocol did not 

provide a solution ft1r route recovery on run time. Once an active routing link broke. 

it started to tlnd a new link which consumed more time as compared to the proposed 

protocol. From Fig.4.15. it was analyzed that the total delay of the CIIRM was less 

than the pre\ious DCC and ROMA protocols. 
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Figure 4.14: Total delay vs. number of nodes 

4.2.3.2. Total control overhead 

The control overhead of the CHRM was compared with the control overhead of the 

DCC and ROMA protocols. The previous DCC and ROMA protocols consumed 

more control packets as compared to the CHRM. The CHRM did not perform 

network restructuring very fre4uently; when congestion occurred, it only performed 

network restructuring for the most frequently communicating nodes. From Fig.4.15, it 

was observed that the control overhead of the CHRM was less than the DCC and 

ROMA protocols because both of the protocols did not provide a solution for the 

route maintenance on run time. Whereas, the proposed protocol kept the information 

of the FBDs, and whenever a weak link or weak device was predicted, it activated the 

FBD on run time and saved the extra resource utilization. It also prevented the link 

breakage. Although, the ROMA is a route maintenance protocol, it changed the 

overall network structure which created unnecessary control overhead. It can be 

analyzed that the control packet overhead increased in all three protocols with the 

increase of the received packets. 
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Figure 4. 15: Control packet overhead vs. number of nodes 

4.2.3.3. NC'twork 7'hroughput 

compared to the ROMA and DCC. The reason is that th~ CIIRM "'""Y' kept the 

information of the FBDs for the route maintenance. It repaired the link before the link 

breakage. By using this way, it prevented the extra resource utilization. On the other 

side, the ROMA protocol required more time f(Jr route maintenance because it 

maintained the routing links if any device joined or left the network, and for device or 

link replacement but it did not pert(Jrn1 any action if a link suddenly broke or devices 

failed. It reconstructed the routing path if the communication between the networks 

stopped; therefore, the ROMA took a higher route recovery time. The DCC only 

monitored the traffic load on the master node and neglected the bridge node traffic 

load that incr<.?ascd dday. Fig.4.16 shows the throughput of the CHR!\1, DCC and 

ROMA protocols. From Fig.4.16. it was predicted that the throughput of the CH RM 

was higher than the DCC and ROMA. 
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Figure 4.16: Throughput vs. number of hops 

4.2.3.4. Packet loss percentage 

------' 

The packet loss percentage of the CHRM was compared with the packet loss 

percentage of the DCC and ROMA protocols. In the case of the DCC protocol, the 

packet loss rate was higher because it did not support the congestion handling on the 

bridge node. ROMA is a route maintenance protocol but it did not provide the best 

solution for the broken links. It maintained a routing link only when a new device 

joined the piconet or left the piconet. During the transmission, most of the situations 

occurred when the source and intermediate devices were unable to forward the data to 

the destination device. Suppose an intermediate link between devices suddenly fails 

and the data is coming from the source device but an intermediate failed link is 

unable to forward the data to the destination device. During this situation, more data 

packets will not reach the destination. The CHRM protocol overcame the problem of 

data packet loss. It performed route maintenance based on the prediction of the 

energy level and the mobility of the devices. Therefore, it activated an alternate link 

as it predicted a weak routing link. By using this method, the proposed CHRM 

overcame the problem of data packet loss. From Fig.4.17, it is observed that the DCC 

and ROMA protocols lost more data packets compared to the CHRM. 
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Figure 4.17: Packet loss vs. number of hops 

In this chapter, the results of the proposed methodology have been discussed. It 

described the following: 1) the simulator and simulation setup used for the 

implementation of the proposed protocol. 2) Comparison results of An Efficient 

Congestion Handling Protocol li1r Hluetooth scatternct, ECHP. It has been compared 

with the previous DCC and PRP protocols. 3) The comparison results of An Efficient 

Route Maintenance ProtocoL ERMP. 1t has been compared with the previous ROMA 

and DENM protocols. 4) An Efficient Combined Congestion Handling and Route 

Maintenance Protocol for Dynamic Environment in Bluetooth Network CHRM. This 

protocol has been compared with the previous ROMA and DCC protocols. After 

getting the comparison results. it was observed that the proposed protocols 

outpertonn the previous protocols. The congestion handling ECHP considered the 

congestion on a master and bridge device at the same time and provides the et11eient 

solution. The route maintenance ERMP protocol based on the prediction of mobility 

and energy levd of devices: whenever a route breakage is predicted it activated its 

FBDs before the main route breakage. Thcrd(lre ERMP prevents the route breakage 

very efficiently. The third CHRM is a new protocol that combines the features of 
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ECHP and ERMP protocols. This protocol handles the problem of congestion and 

route maintenance in a single protocol. 
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CHAPTERS 

CONCLUSION AND FUTURE WORK 

This chapter emphasizes the conclusion of the ""An Efficient Combined Congestion 

Handling and Route Maintenance Protocol for Dynamic Environment in Bluetooth 

Network''. This is followed by the details of the achievement completed throughout 

this research work. The novelty of the research work is also presented. Lastly, the 

chapter discusses the future work. 

5.1. CONCLUSION 

In summary, this research work has developed An Efficient Combined Congestion 

llandling and Route Maintenance Protocol for Dynamic Environment in Bluctooth 

contained An Efficient Congestion Handling Protocol tor 13luctooth scattcrnct 

(ECHP). An inetlicicnt Bluctooth topology may create a bottleneck and a delay in the 

network when data is routed. As the PRP frequently perf(mns network restructuring 

which creates more control overhead. In contrary, the DCC protocol does not 

consider real network restructuring so it depends on a backup node, it has been 

observed that in many cases the backup node is hard to find. Moreover. the DCC 

protocol uses the centralized approach: therefore, it does not truly identity the 

congestion on a bridge node. The proposed ECHP protocol handles the traffic load on 

the master node by network restructuring and handles the trat11c load on the bridge 

node by creating a 1'1313. During the piconct restructuring. the ECHP protocol 

performs the PFP and SFP. The PFP reconstructs a new pi co net in the same piconet 

f(lr the source and destination which arc directly within the radio range of each other. 

and the SFP reconstructs the scattcrnet within the same piconct if the source and 

destination nodes arc not within the radio range of each other. lf congestion occurs on 

a bridge device. the ECIIP protocol creates a FBB within the scatternct that handles 
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the congestion on the bridge node and provides an efficient way for parallel 

transmission. Analytically, the ECHP has efficiently handled the network traffic load 

and improved the network performance. 

The second part consisted of an Efficient Route Maintenance Protocol (ERMP) 

for the dynamic Bluetooth network. Initially, an active and connected Bluetooth 

scattemet was considered and maintained the routing links. After the main route 

construction, each routing master and routing bridge device kept the information of 

all of the connected devices. The proposed protocol predicted the weak links and 

weak devices through the signal strength and energy level of the devices and repaired 

the weak links by activating the FBDs. It was analyzed that the ERMP was more 

efficient than the ROMA and DENM protocols because both of the protocols 

provided a solution for route breakage only when the main route had been broken. On 

the contrary, the proposed ERMP predicted the weak routing links and weak devices, 

and if a weak routing link was predicted then this protocol made a new link before the 

main route broke. Through the simulation results, it was observed that the proposed 

ERMP performed route maintenance, efficiently. 

The third part of the research work consisted of An Efficient Combined 

Congestion Handling and Route Maintenance Protocol for Dynamic Environment in 

Bluetooth Network (CHRM). The new CHRM protocol is a combination of both of 

the proposed protocols, ECHP and ERMP, into one protocol. The CHRM protocol is 

an efficient protocol that has been observed to reduce the congestion in a scatternet 

and it also performs the route maintenance for weak links. It has been seen to repair 

the weak routing links based on the prediction of the energy level and mobility of the 

Bluetooth devices. This protocol has been implemented and compared with the 

previous ROMA and DCC protocols. From the comparison results it has been 

observed that the CHRM protocol performed better in terms of total delay, control 

overhead, packet loss, route recovery time etc. 
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5.2. CONTRIBUTION AND NOVELTY 

The contribution of this research work is significant for Bluctooth technology but it is 

more helpful as it provides the solution tor the scattemet congestion handling and 

route maintenance. 

The proposed An Efficient Combined Congestion Handling and Route 

Maintenance Protocol for Dynamic Environment in Bluetooth Network is an efficient 

protocol that handles the network congestion and provides the optimum solution tor 

route maintenance. During transmission. when congestion occurs on a master device, 

it perfonns pi co net restructuring by using role switch operations. If congestion occurs 

on a bridge device as the cause of heavy data traffic load trom multiple connected 

piconets, then the proposed protocol activates a FBD that shares the congestion as 

well as allowing for the parallel transmission. During the transmission, if it predicts 

devices having critical energy levels such that can break the routing link or if it 

predicts that a device is moving away. which can also break the routing link, then it 

activates alternate devices to recover the link before it breaks. The proposed protocols 

have been implemented and it has been observed trom the simulation results that this 

protocol outperforms the other protocols. 

The main novelty is listed below: 

1. Our protocol eftlciently handles the congestion and problem of route 

breakage. Therefore it minimises the healing delay, as it predicts the traffic 

load on the master device or on the bridge device; then it perfi.mns the role 

switch operation only tor most frequently communicating pairs. If more 

piconcts are communicating through a single bridge device, then it 

activates the FBB to share the load. During transmission, it recovers the 

route when it predicts a device having a critical energy level or mobility. It 

activates the FBDs bdi.)re the main link breakage. It takes less time f()[ 

new connection activation which reduces the overall transmission delay. 

11. It reduces the control packet overhead. For congestion handling, it does 

not perfi.)nn network restructuring very frequently. only when the 

congestion occurs then it executes the network restructuring only f(x the 

most frequently communicating nodes. It updates the table and keeps the 
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list ofFBDs for route maintenance. It prevents the link breakage so it does 

not allow the extra resource utilisation. For route maintenance, our 

protocol predicts the weak links and weak devices when any weak link or 

weak device is predicted it immediately activated FBD to prevent the link 

breakage. 

111. The other novelty of this research work is that it repairs the maximum 

links, successfully. As it predicts a weak link, it activates a FBD. In case 

there is no alternate device available, then this protocol performs the role 

switch operation. 

IV. The CHRM protocol is developed which is the first protocol that provides 

the solution for congestion handling and route maintenance in a same 

protocol. This protocol was implemented because during transmission 

some time when congestion is handled then problem of route maintenance 

occurs and when sometimes route maintenance is handled then the 

problem of congestion occurs. Therefore we implemented a new protocol 

that considers the both problems of congestion and route maintenance at 

the same time and provide solution. 

v. After getting the simulation results, it was observed that ECHP, ERMP 

and CHRM increased the network throughput by receiving more data 

packets. Within the scatternet, parallel transmission can increase the 

network performance; therefore, it allowed the parallel transmission when 

a single bridge device was providing multiple connections to multiple 

piconets. It also increased the throughput by preventing the link breakage. 

Therefore, it always maintained the network transmission by predicting the 

status of the routing devices. 
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5.3. FUTURE WORK 

The future directions of this research work are given below: 

I. As the proposed protocol was implemented in a dynamic environment. In 

future, Heterogeneous technology (TV White Space) can be used in a static 

environment to check the network performance. 

2. The proposed protocol shares the congestion of the master device and bridge 

device by network restructuring or role switch operations. In future network, 

congestion can be shared by reducing the hop count based on the role switch 

operations. 

3. It performs route maintenance by predicting the mobility and energy 

consumption of devices. In future, routes can be maintained by allocating time 

slots to each route for communication based on stable nodes. 
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APPENDIX A 

DEFINITION OF TERMINOLOGIES 

Auxiliary Master (AxM) and Auxiliary Bridge (AxB): 

An auxiliary master is a slave node in an original piconet but becomes the tnaster 

node in the new piconet, whereas any intermediate node between the source and 

destination can be selected as an auxiliary bridge. 

Bluctooth Routing devices: 

Whenever a Bluctooth device wants to communicate with another Bluetooth device, 

then first of all, a communication link is established known as a routing link and the 

intermediate devices which are used to make the routing link are called routing 

devices. These devices can be slave, master or bridge. 

Bluetooth Routing lntcr-Piconet: 

Whenever a routing link is established within a scattcmet, it may pass through 

multiple ptconets: theretore, the routmg lmk consists of several routing tnaster 

devices. So, a piconet that holds the routmg master devtce IS known as the Bluetooth 

Routing lnter-Piconet. 

Device Information Table (DIT): 

According to the ERMP, within a scatternct, when a new link is established then the 

routing master and bridge devices maintain their information tables. The routing 

master device maintains a Routing Master Information Table (RMIT) that contains 

the list of slave devices. clock offset, device ID, device status (active/inactive), 

energy level, signal strength. Fall Back Masters (FBM) and Fall Back Bridges (FBB). 

Each muting bridge device maintains a Routing Bridge lnfonnation Table (RBIT) 

that contains the list of the connected master devices, device status (active/inactive), 

signal strength, energy leveL list of FBBs, list of FBMs and the degree. 
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Most Frequently used Nodes (MFN): 

During transmission, some devices contain heavy data to share with the other devices 

therefore they transmit data again and again (frequently) until the complete data 

exchange. 

Node Information Table (NIT): 

Each master node maintains a node information table (NIT), which contains the node 

ID, Clock-offset etc. 

Park Mode (PM): 

During the role switch operation, the proposed protocol uses the park mode for those 

nodes which will change their status in new piconets. The purpose of using the park 

mode is saving active member addresses. 

Received Data: 

The incoming data is called the received data (Rx), the master device of a piconet 

keep records each packet it transmits to any device in the piconet. 

Threshold: 

The threshold value is used for congestion handling on the master and bridge nodes. 

When MF communicating nodes reach the limit of the threshold value, the proposed 

protoco I performs network restructuring. 

Traffic Flow Table (TFT): 

The proposed protocol maintains two types ofTFT, one for master node and the other 

for the bridge node called the Master Traffic Flow Table (MTFT) and the Bridge 

Traffic Flow Table (BTFT). The MTFT keeps the information of all of the incoming 

and outgoing data traffic going through the master node within the piconet. The 

BTFT keeps the information of all of the connected masters. This table shows the 

information of all of the communicating links going through the bridge node. 

Transmit Data: 

The outgoing data is called the Transmit data (Tx), the master of a piconet records 

each packet, when any device sends a data packet within or outside the piconet. 
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Total Data Flow: 

The sum of the received and transmitted data is the Total Data Flow (TDF). 

Threshold for Signal-to-Noise Ratio (SNR): 

The ratio of the signal power to the noise power is known as the Signal-to-Noise 

Ratio and it is abbreviated as SNR. 

Weak Routing Link: 

A routing link between two directly connected devices is considered as a weak link if 

the devices have weak signal strenf,rth or they are out of the radio range of each other 

and cannot communicate properly. 

Weak Routing Device: 

In the routing path, a device which has the minimum energy level and weak signal 

strength is considered as a weak routing device, or a device whose energy level is 

nonnal but has weak signal strength is also considered as a weak device. It can be a 

sender or receiver. 
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APPENDIXB 

BASIC PHYSICAL MODEL 

In order to understand the configuration and wireless communication procedure of 

Bluetooth technology for this research work, a basic physical model is developed that 

validates the basic model. Different kinds of equipment are available for a physical 

model; Bluetooth Telecomm Trainer is one of the famous physical devices. 

BLUETOOTH TELECOMM TRAINER (BTT) 

The Bluetooth Trainer (BTT) is a piece of experimental equipment of Bluetooth 

technology. The step by step experimental procedures are shown in Fig. I. The BTT 

performs the following functions: 

a. Protocol Analysis and Simulation I Emulation. 

b. Demo function to simulate the Bluetooth operation. 

c. Data communication experiment by using different interfaces, I.e. USB, 

Universal Asynchronous Receiver/Transmitter (UART). 

d. Bluctooth hardware experiment. 

e. Bluetooth host programming. 

f. Multipurpose usage like Education, Research and Development. 

The experiments were conducted on FTP. 

Figure. I: Bluetooth Tclccornm Trainer 
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I. Hardware function 

1. RF Module: The Bluetooth RF module is used for the communication of 

Bluctooth mobile devices. This module consists of a BlueCorc02 chip, flash 

ROM, external memory, crystal oscillator, a Low Noise Amplifier (LNA) and 

an antenna. 

11. HCI interface: The transmission between the HCI controller and the HCI host 

is attained by the UART or USB interface (Kazemian and Meng 2006). 

a) UART: A Universal Asynchronous Receiver/Transmitter is a sort of 

asynchronous receiver/transmitter and a part of a computer hardware 

that interprets data between parallel and serial structures. With the help 

of UART. Bluetooth technology gives an interface for communication 

with the 1-IC I controller of a Bluetooth module. It can connect a PC 

with the UART serial cable. Rx, Tx, RTS, and CTS arc marked n, the 

basis of the Bluetooth RF unit standard; the Rx specifies from the PC 

to the RF unit data and the Tx from the RF unit to the PC data 

con vcrsei y. ~ unhermore, K I~ and L.: I~ can be used t()[ conversation 

between Bluetooth devices. 

b) USB: The BT technology presents a USB interface to hold the HCI 

controller and the high speed Bluetooth RF module. The USB 

interface can also be used for the power supply to the tenninals. 

c) SPI connection: The SPI interface can be used to adjust the Persistent 

Store (PS) value of the flash memory. The SPI interface can make a 

link with the CON3. 

2. Software 

BTT is used to observe packet analysis programming and emulation programming for 

Bluctooth protocols like RFCOMM, SOP, L2C AP. and HCI. The VC+ t 

programming covers the operations of Reset, Inquiry. HC I. Connection etc. 
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2.1. Analysis Mode 

The analysis mode provides the general progress of the Bluetooth protocols. At each 

layer, keys are connected in a special order to activate the Bluetooth module. 

a. The Bluetooth device's role is checked by pressing the Master Role or Slave 

Role key in the analysis Tab. 

b. It is necessary to click the HCI CON key of that device in which a Master 

Role has been activated. After the Master Role selection the Master Indication 

System requests information and a device having the Slave Role Indication 

System receives the communication. If there are multiple devices then one of 

them is selected as a slave device. 

c. The reset key is used to switch the role of devices from Master Role to Slave 

Role or Slave Role to Master Role. 

The packet structure is monitored by the analysis mode; Fig.2 shows that this 

mode is specially structured to study the details of the sequence, conditions and 

organization of the Bluetooth protocol layers. 

Figure.2: Protocollaycrs 
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3. Usage of Program 

We used to connect the 9-pin female connector of the UART cable to the COMl port 

of the PC and connect the other 9-pin male connector to the UART connector of the 

BT. In the next step we opened a protocol window; choose the H4 from the protocol 

box, as shown in Fig.3. 

11: Bluetooth ~ 

Figure.3: Protocol window 

After that we selected RF Test Mode and select the RADIO STATUS to execute 

as shown in Fig.4 . 

. 
:),fo¥;, ;'; ' 

Figure.4: Bluetooth RF test 

4. Bluetooth Telecommunication Setup 

This step is concerned with the commands, event execution process and 

analysis of the Bluctooth systems. How to execute the protocol monitoring 

program by transmitting commands and receiving any event'' 
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a. Data transmission 

In the first step, the command is passed from a PC to the BT and the 

event is transmitted from the BT to the PC. Now, ACL and SCO data 

packets are exchanged between the BT and the PC. The reset command is 

used to initialize the Bluetooth Host controller, Link Manager, and the 

radio unit as the software is running on the PC and will not send out any 

data with RF. As a response, the Bluetooth device transmits a Command 

Complete Event to the PC. 

b. Inquiry of the Surrounding Bluetooth system 

As the Bluetooth devices always communicate wirelessly, therefore a 

protocol is needed that discover the devices which are in the proximity of 

other devices. Bluetooth devices use a technique called inquiry for 

discovering other devices within the radio range of I Om (Jung et a!. 

2007). An inquiry command is used to enter the Bluetooth devices in the 

inquiry mode that helps to discover the other Bluetooth devices which are 

in the proximity of each other (Wang et a!. 2009). 

c. Communication between PC and BT 

The PC and the BT communicated through the UART method. Packets are 

sending or receive through these methods. 

d. Command for slave role 

First of all, a Bluetooth device has to verify its own Bluetooth Device 

Address (BD _Addr) and then executed the inquiry procedure. All 

commands used for the communication of HCI hold a packet header and 

hexa code (OxoOl in the UART communication). 

e. Ready for Paging Response 

The slave device is set for getting the response from the master device tor 

paging mode (Chakrabarti et al. 2004). In this step, device roles (master or 

slave) arc apparently selected to the Bluetooth devices. If it starts without 
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selecting a master/slave role, then this command will be implemented on 

both Bluetooth systems. The device which is given the role of the master 

should also execute the Inquiry Command. 

f. Ready for Inquiry Response 

The command to allow the Bluetooth device is set for an Inquiry Response 

must write the Inquiry Scan command. This command is like the 

parameter setup of the paging response. The Inquiry Response time shows 

how long it takes ti.Jr an Inquiry Response and the total Inquiry Response 

standby time. 

g. Command f()f Master Role 

A master device finds the Local BD Addr. Master device send out a 

signal to access the !Tee space from slave buffer. When a BT slave device 

receives this signal, it transmits its available buffer space back to the Host. 

In this way, it stops the host for transmitting more data so that the data loss 

from the Buffer Overt1ow can be blocked. 

5. Bluetooth I elecommunication Experiments 

The analytical execution of experiments consists of the following three steps: 

Step I: To understand the HCI Protocol Data Unit (PDlJ), hold the t1ow by entering 

the data. 

Step 2: Keep the HCI command and event packets in a buffer and arrange an absolute 

protocol packet form. 

Step 3: Write a program to observe the process m which the Bluetooth system can 

communicate successfully. 

1. Step I Experiment 

In this step. a command ts entered and checked the output events. The 

command value contains the Op-code with some parameters. To initiate a 
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command with different parameters, the following procedure is executed that 

refers to the above detailed description. 

a) We Run the Bluetooth and selected the monitor key. The COM port is at this 

time connected to the UART cable and now clicked on the OK button, as 

shown in Fig.5. 

Port Setting IJ lit Bluetnoth ~ ~ 

Port· 
Bluetnoth 

Monitor Emulation 
(' ' r Practice Practice 

r. USB 
OK 

Monitor Emulation 

Figure.5: Mode selection and port 

b) In the next step we opened the practice tab and clicked on the Practice 6 

button. The following screen is displayed as shown in Fig.6. 

Step 1 Step 2 Step 3 Cancel 

Basic Step High Step Monitor Main 

Figure.6: Dialog selection 

c) Selected Step I, the following screen is opened as shown in Fig. 7. 
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High Step I M;m 
~,~,- --~~~-'-~--~'--"-~-l 

Oi:>cida OCF V.alue 0 K 

l..ool;jth En:cr 
Lcr~ Value E rrot 

Figure.7: Reset command selection 

d) The decimal number is entered as parameter value. We ticked the Next button, 

the reset command is passing from the PC to the BT and an lAC command 

window is opened. This command generates the same results as clicking the 

reset button, as shown in Fig.8. 
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Cancel 

Figure.8: lAC command selection 

e) An Inquiry command window is opened after entering the correct values. As 

all required values are entered and pressed the Finish key. Then the BT shows 

the same results as the Master role. Analysis tab is used to check the event 

response. 

11. Step 2 Experiment 

HCI creates a complete understanding of the command and the event packet 

parameters. We selected the practice 6 button in the practice tab and choose 

step 2, as shown in Fig.9. 
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Figure.9: HCI Reset 

OK 

OK 

En or 

We selected an item, and then clicked the result button. In the present event 

window, the practice is executed in order and then clicked the Finish button. 

111. Step 3 Experiment 

The objectives ot step I and step 2 arc used to realize the Bluetooth protocol 

data and the commands are used to check their results. whereas step 3 

generates a monitoring program tor the flow of the data processing. Many 

routines are used to swap the HCI commands, HCI events and HCI data 

packets f(x the communication of a Biuetooth practical program between the 

PC and the BT. Wht:n click on the Master Role Select key, the subroutines or 
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the AnalysisTxDll and AnalysisRDll are called on. At the same time, the 

AnalysisTxDll is called on by sending a command from the host to the host 

controller (PC to BT). The AnalysisRxDll is called on by sending an event 

from the BT to the PC. During this process, protocol observation is planned 

based on the following parameters. 

a) Run the Bluetooth; choose the Monitor key and the COM port. 

b) Choose the practice 6 key from the practical tab and click the Step 3 monitor. 

It executed programming cpp automatically, as shown in Fig. I 0. On the first 

time it runs the program Bluetooth EDU.exe. 

AnalysisTxDll is the command or the data sent out through the UART cable 

from the PC to the BT, and the AnalysisRxDll is the Event of the data received from 

the BT to the PC. 
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Figure.IO: Programming window 
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We compiled and executed the program, and selected the Reset button in the edit 

menu of the Analysis tab. The Reset command and the event results arc monitored on 

the window. Finally, we record the monitored results in the Report. 

6. Physical model performance study 

This section presents a complete quantitative evaluation of the basic physical model 

and basic simulation model. In order to setup the physical network Bluetooth 

Telecommunication (BT) devices were used, and for the simulation, UCBT was 

used. UCBT was based on an open source simulator NS-2 that provided an absolute 

simulation model for the Bluetooth performance assessment on Bluetooth layers. 

UCBT directly approximates Bluctooth protocols; it is an open source that can be 

utilized for the implementation of new ideas. UCBT provided a simulation capacity 

on different layers of the baseband and above, like LMP, BNEP and L2CAP. The 

Bluetooth functionality was defined in the BT package, which used the basic 

functionality of the Bluetooth. Output tiles were generated after the successful 

execution of the experiments. A total four tixed devices were used. The energy 

consumption for the transmit and receive was assumed to be 0.0763 x I 0-6 J/bit (Cui 

et a!. 20 I 0). The source and destination were selected; each device could participate 

in multiple connections. The experiments were implemented five times and the results 

were taken by averaging of those five times. 

7. The validation of Basic Simulation model 

To verify the basic simulation model, the results of the basic simulation model and 

the results of the physical model arc compared as below. Four physical Bluetooth 

devices arc used to calculate the throughput, energy consumption and delay. Data are 

transmitted fi·om one device to the last device. An average I GB data are trans1nittcd 

from the first device to the second device. once date arc received successfully the 

same data are transmitted to the next node. Simulation data are also transmitted from 

the source node to the destination. 

7. I . A vcrage throughput 
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The throughput was considered as the successful rate for the delivered packets across 

the network or the number of successful data bytes received by a node per unit time. 

Average I GB data are transmitted from one Bluetooth device to the last Bluetooth 

device. It was analyzed total transmission time from one Bluetooth device to next 

Bluetooth device was 20min. Total transmitted data are converted to kilobytes and 

divided by total time from one hop to next hop. It was observed that when the number 

of hops increased, it decreased the throughput in the network as shown in Fig. II. The 

reason is that each device required some synchronization time and en-queued and de

queued the received packets. From the comparison of both results, it was analyzed 

that the throughput of the simulation and the physical model were almost same. 

Physical Model 111 Simulation 
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Figure. II: Number of hop counts vs. Average throughput 

7.2. Control overhead 

Control message overhead is considered as the sum of (MAC+ bb +POLL+ NULL) 

packets for the received data packets. It is analyzed that an average each hop used 500 

control overhead packets, as an average each packed size was 12Kb. lt was observed 

that when the number of hops increased it also increased the control packets as shown 

in Fig.l2. Whenever a new route request came or a new device activated it increased 

the control overhead. From the comparison results, it was analyzed that the physical 

model had a bit higher control overhead, due to the retransmission of missing packets. 
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Figure.l2: Number of hop counts vs. Control overhead 

7.3. Total Delay 

The network delay indicates how much time is required tor transmitting a bit from a 

source device to a destination device. The total end-to-end delay is the sum of (packet 

received time - packet transmitted time). Other aspects may have an effect on the 

delay, like queue length, executing time, transmission time and distribution time. 

Since the number of hops increased, the delay time increased as well. During data 

transmission between physical devices, it is analyzed that total delay per hop was 

1200s. From Fig.l3, it was analyzed that the delay of the physical model and the 

simulation was almost the same for a different number of hops. 
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Figure.l3: Number of hop counts vs. Delay 

8. Summary 

The validation of basic physical model is presented in this section. In general, as a 

longer route utilizes the maximum resources, it create maximum amount of control 

overhead in the network. On the other side, a short route utilizes the system resources 

efficiently. For Bluetooth communication, the physical model and the basic 

simulation performances were compared. Through the comparison of the basic 

simulation model and physical model, it was observed that both of the methods had 

almost the same results of delay, message overhead, energy consumption and 

throughput. 
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