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ABSTRACT

Modern science and engineering are based on applying first-principle models in

order to describe physical, biological and social systems. It is an approach starts with a

basic scientific model such as Newton's Law of Motion or Maxwell's equations in

electromagnetism and it leads to building various applications in mechanical and

electrical engineering. However, in many domains that underlying first principle is

unknown and unable to elaborate or the systems developed are too complex to be

mathematically formalized. Thus, there is currently a paradigm shift from classical

modeling and analyses based on first principles to developing models and the

corresponding analyses directly from data.

The necessitate to understand large, complex, information-rich data sets in

widespread to virtually all fields of business, science and engineering as in the business

world, corporate and customer dataare treated as a strategic assets. The ability to extract

useful knowledge hidden in these sets of data and to act on that knowledge is becoming

increasingly important in today's competitive world. The entire process of applying

computer-based methodologies including new techniques for discovering knowledge

from raw data is known as data mining.

Data mining is the process of identifying and analyzing data from diverse

perspectives and summarizing it into constructive and useful information which it can be

utilized as revenue increments, costs reductions and input productions. Technically, data

mining application orsoftware isbeen treated as one ofanalytical tools for analyzing data

and input gathered from various sources. Furthermore, it also allows users to scrutinize

data from different dimensions and angels in order to categorize it before summarize the

possible relationship identified. In addition, data mining is the process of identifying

correlations orpatterns among dozens of fields in large relational databases.



As from business perspectives, data mining is used by business practitioners

with strong consumer focus such as retail, communication, financial and marketing. It is

believed to assist these companies to determine relationship among internal factors for

instance; price, product positioning or workforce skills and external factors like economic

indicators, competition and consumer demographics. It enables them to decide on the

impact on company's sales, customer satisfactions and corporate profits. It also facilitates

them to drill down into concluded information in order to view transactional data.

Based on stated definition on data mining, the report performs as the detailed

provisional report for Final Year Project Part I namely Real Estate Value Forecasting

System using Data Mining and Neural Network Approach (REVFOS). The project will

be developed in data mining environment and neural network (NN) will be treated as

major platform in dealing with several crucial issues identified from the affected

industries. Several models will be developed in order to test and train gathered data from

the industry practitioner whereby all these data plays crucial impacts in determining

precise possibleresults as final outcome.

Historical data will be gathered from the industrial practitioners mainly property

agents or analyst on their manual prediction on property future value. To test the extent of

identified datasets, neural network models will be constructed to predict accurate results

on possible increase on value using only numbers ofbedrooms, present value estimations,

interest rates and locations as major inputs. All these data captured will be segregated

into calibration, verification and test subsets after going through several important phases

acquired in data-mining environment and model development. Furthermore, various

mathematical calculations will be used in developing neural models in order to support

any justifications made from the findings on the final predictive results.

As the result, all the predictions and models involved will bepresented and

demonstrated visually with some justifications in order toconfirm accurate predictive

results. The system is believed toprovide precise value estimation on real estate price for

its user based on the historical data used in the neural network models.
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CHAPTER 1

INTRODUCTION

1. Introduction

Data mining is an iterative process within which progress is defined by discovery

through either automatic or manual processes. It also defined as a process ofdiscovering

various models, summaries and derived values from a given collection of datasets. Data

mining is most useful in an exploratory analysis scenario in which there are no

predetermined concepts about what will represent an interesting outcome. It is the search

for new, valuable and nontrivial information in large volumes of data which is a

cooperative effort of humansand machines.

In practice, the two primary goals of data mining (DM) tend to be prediction and

description. Prediction involves using some variables or fields in the dataset to predict

unknown or nature values of other variables of interests. Description focused on finding

patterns describing the dataset that can be interpreted by humans. The goals ofprediction

and description can be achieved after completing the primary DM tasks such as

classification, regression, clustering, summarization, dependency modeling and change or

deviation detection.

The successes of data mining engagement into certain projects depend

fundamentally on the amount of energy, knowledge and creativity that the designer or

developer puts into it and one of its greatest strengths which is wide range of

methodologies and techniques plays the crucial parts in determining the triumph of

managing host of problem sets.

The system will apply most of the techniques in data mining in order to achieve

its goals to offer most reliable and accurate predictive results from historical data

gathered from the industry for industrial practitioners and property buyers.



All the knowledge in data mining and its concept will help the application to

accomplish its missions by providing further assistance to real estate buyer. Thus, the

system is believed can be successfully implemented for massive usages.

1.1 Project Background

REVFOS is an abbreviation for Real Estate Value Forecasting System using Data

Mining and Neural Network Approach whereby it will be developed using Artificial

Neural Network (ANN) methodologies. It will be served as solutions for property buyers

topredict their property possible value in future without consulting the real estate agents.

REVFOS is developed by creating network modules or diagram as shown below

in order to test and train all possible data collected before the author decided on default

weighted values and possible functions to be used throughout the system and its hidden

layer or neural network (NN).

Figure 1.1: Exampleof Neural Network Diagram
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All thepredictions will be estimated by comparing historical datagathered from

several property analysts from various locations nationwide. All these data will betested

using mathematical models created byunderstanding project's algorithms and the

outcomes will be displayed in graphical representations.
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Figure 1.2 : Sampleof Data Visualization of the System

1.2 Problem Statement

After several observations on current consumers' issues particular in property

transaction, the author decided to develop REVFOS which can help not only real estate

developers and property agents but also it will assist consumers in determining possible

predictive values on respective properties. The selection ofthe topic as major focus in the

project was based on several factors which are:
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a) Manual calculation of property rate which can be lead to potential data

redundancy

The author was informed by industrial practitioners in real estate

industries that the forecast values on certain land properties are been calculated

manually by agents or banks based on figures captured on interest rates (IR) and

other variables which have not been standardized throughout the country. Each

agent may acquire diverse values based on dissimilar calculation methods.

Therefore, REVFOS will serve as crucial solutions for industrial practitioners to

avoid potential data redundancy on identical properties which share same decisive

factors.

b) Inaccurate estimation derived from numerous crucial factors such as human

errors, incorrect data gathered and erroneous value evaluation by property

analysts

The likelihood of inaccurate value estimations on real estate property to

happen is moderately high due to several factors as mentioned previously. Thus, it

will be an advantage to property analysts to acquire REVFOS that will provide

them standardized value estimations nationwide since it will obtain data from

major development places such as Klang Valley, Penang and Ipoh as its main

preliminary target audiences.

c) Lack ofawareness on real estate value estimation by real estate's proprietors

It is believed that most of the land owner and property buyers are not fully

aware with the potential market increase on their real estate possessions and they

are solemnly dependent to property agents and bank land analysts to do the

estimations on prospective analytical value of their property. Due to this attitude,

it will straightforwardly increase the number of data redundancy on potential

value estimation and the author do believe that REVFOS will not only provide

better understanding on how to forecast property value but also avoid data

redundancy from happening.

12



1.3 Objectives and Scope of Study

1.3.1. Objectives

The project is believed to achieve several objectives and goals based on potential

implementation in the real estate industry such as:

a) To assist real estate analysts in measuring andforecasting the property's value

more efficiently and effectively

By applying REVFOS in the industry, the author do believe that it will be

able to assist property analysts in computing and predicting real estate's value in

effective methods. Furthermore, it will directly avoid result and data redundancy

in determining forecast market rate on respective properties. REVFOS also will

served as alternative approach for real estate analysts in calculation potential

increase on price rate for preferred property without any clashes on possible

values decided.

b) To create awareness to property developers andpotential buyers on prospective

value on theproperty basedon respective criteria assigned

REVFOS is capable in forming understanding and awareness to industry

practitioners so that they will not be cheated or use inaccurate prediction for any

properties since all the forecast values will be done based on specific

characteristics and features.

13



1,3.2. Scope of Study

There are various knowledge and expertise required for further understanding

before developing the system so that it will meet the functional andnon-functional

requirements as expected bythe industrial practitioners and it fulfills the business needs

of the organizations.

a) Identifyingprocesses andprocedures in data mining environment

It is crucial for the author to master the concept of developing the

application in DMenvironment since REVFOS will solemnly developed by using

processes and procedures in DM practices. Therefore, all the requirements on the

system will be followed as proposed by DM experts and author's FYP supervisor.

b) Gatheringpotentialdata andadditional information from the industry

As part of business requirements in predicting accurate potential property

values, the author will gather all the data from the real estate industry and actual

interest rate from banking sectors. All these raw data will be analyzed and

classified into several clusters before the test and train phase take place. REFVOS

will scrutinize these data before determining possible weighting value on selected

nodes in DM models and the predictive result will be shown in graphical

representations.

c) Selectingpossiblemechanisms andtools to be used

DM tools will be used in testing and training the data before the author

continue in developing the application. Tools such as NeuroLab, NuMap &

NuClass, Weka Projects will be applied as supportive software for REVFOS's

development and as for system creation, the system will be developed on Java

platform collaborated with Matlab for result representation.

14



d) Determining system requirements based on business needs

The purpose of the system to be developed is to be main alternative for the

industry in predicting property future value. Thus, most of the requirements will

be based on feedbacks gathered from the industrial practitioners such as property

agents & buyers, consumers and mortgage personnel in banking sectors.

Nevertheless, as for educational purposes in achieving FYP's objectives,

REVFOS will be developed based on theories learned in class and platform used

in developing group projects in respective courses.
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CHAPTER 2

LITERATURE REVIEW AND THEORY

2.1. Literature Review

Mehmed Kantardzic (2003) claimed that data mining is one of the fastest growing

fields in computer industry. Once a small interest area within computer science and

statistics, it has quickly expanded into a field of its own. One of the greatest strengths of

data mining is reflected in its wide range of methodologies and techniques that can be

applied to a host of problem sets. In business community, DM can be used to discover

new purchase trends, plan investment strategies and detect unauthorized expenditures in

the accounting system. It can improve marketing campaign and the outcomes can be used

to provide customers with more focused support and attention. DM techniques can be

applied to problems of business process reengineering, in which the goal is to understand

interactions and relationships among business practices and organizations, (p.3).

Wittenand Frank (2000) are very definite: "Data mining is defined as the process

of discovering patterns in data. The process must be automatic or (more usually) semi

automatic. Thepatterns discovered must be meaningful in that they leadto some

advantage, usually an economic advantage. The data is invariably present in substantial

quantities. DM isabout solving problems by analyzing data already present in databases.

Suppose, to take a well-worn example, the problem is fickle customer loyalty ina highly

competitive marketplace. Behavior patterns of former customers canbe analyzed to

identify distinguishing characteristics ofthose likely to switch products and those likely

to remain loyal. As the world grows incomplexity, overwhelming uswith the data it

generates, DM becomes our only hope for elucidating the patterns thatunderlie it as

intelligently analyzed data is a valuable resource which can lead to new insights and

competitive advantages", (p.3).
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Sushmita Mitra and Tinku Acharya (2003) stated that data mining tasks can be

descriptive, (i.e. discovering interesting patterns or relationship describing the data), and

predictive (i.e. predicting or classifying the behaviors of the model based on available

data). In other words, it is an interdisciplinary field with a general goal of predicting

outcomes and uncovering relationship in data. It uses automated tools that (a) employ

sophisticated algorithms to discover mainly hidden patterns, associations, anomalies, and

/ or structure from large amount of data stored in data warehouses or other information

repositories and (b) filter necessary information from this bigdataset. (p.4)

Ian H. Witten and Eibe Frank (2005) said that data mining is a practical topic and

involves learning in a practical, not a theoretical, sense. We are interested in techniques

for finding and describing structural patterns in data as a tool for helping to explain that

data and make predictions from it. The data will take the form of a set of examples -

examples of customers who have switched loyalties, for instance, or situations in which

certain kinds ofcontact lenses can beprescribed. The output takes the form of predictions

about new examples - a prediction of whether a particular customer will switch or a

prediction ofwhat kind of lens will be prescribe under given circumstances, (p.7)

17



2.2. Theory

As one of major features in data mining, ANN has been treated as important

technique in developing prediction models for forecasting accurate results. Hinton (1992)

points out that ANN "is a mathematical structure designed to mimic the information

processing functions of a network of neurons in the brain. ANN is particularly well suited

for problems in which large datasets contain complicated nonlinear relations among

many different inputs. ANN is able to find and identify complex patterns in datasets that

may not be well described by a set of known processes or simple mathematical

formulas."

In addition, "artificial neural networks, with their remarkable ability to derive

meaning from complicated or imprecise data, can be used to extract patterns and detect

trends that are too complex to be noticed by either humans or other computer techniques.

A trained neural network can be thought of as an "expert" in the category of information

it has been given to analyze. This expert can then be used to provide projections given

new situations of interest and answer "what if questions." (Stergiou & Siganos, 2001,

p. 16).



CHAPTER 3

METHODOLOGY / PROJECT WORK

3.0. Methodology / Project Work

3.1. Data Mining Process

As stated before, REVFOS will fully developed using data mining as it main

backbone or field of studies, therefore it is important to realize that the predicament of

discovering or predicting dependencies from datasets or discovering totally new data is

only one part of the general experimental procedure used by scientists, engineers and

industry practitioners who apply standard steps in drawing conclusions from the raw data

itself. It will follow several processes and procedures stated in DM references as

guidelines for plan, design and analyze the proposed system. The general experimental

procedure adapted to DM issues in developing REVFOS involves the following steps

which are :

3.1.1. State the problem and formulate the hypothesis

Most data-based modeling studies are performed in a particular application

domain. Domain-specific knowledge and experience are usually necessary in order to

happen with a meaningful problem statement. A modeler usually specifies a set of

variable for the unknown dependency anda general form of this dependency as an initial

hypothesis and in practice; it generally means a close interaction between the DM expert

and the application expert.

In REVFOS's perspective, real estate industry will be treated as core domain-

specific model in order to solve any issues related to the industry. As for its problem

statement, data redundancy and inaccurate value predictions are major drawbacks to be

solved by the author in providing the proposed system. Hypothesis soon to be built up to

support the findings from the data gathered within the industry.
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3.1.2. Collect the data

This particular step is concerned with how the data are generated and collected as

it will be divided into two distinct possibilities which are designed experiment and

observational approach. Typically, the sampling distribution is completely unknown

after the data are gathered or it is partially and implicitly given in the data-collection

procedure since it has been treated as crucial factor for determining priori knowledge and

final interpretation of the results.

Data will be gathered from several locations nationwide in order to acquire

precise value and interest rate before determining ANN models to be used. All these

crucial data will be collected from interviews and observations with property valuers such

as Henry Butcher and real estate developers like YTL, Worldwide Holding, Platinum

Victory and others.

3.1.3. Preprocessing the data

In the observational environment, data are generally collected from the existing

databases, data warehouses and data marts. Data preprocessing includes at least two

common tasks which area outlier detection and scaling or encoding.

Outlier detection and removal is a method of classifying unusual data values

resulted from measurement errors, coding and recording errors and natural or abnormal

values. There are strategies in dealing with outliers such as detect and remove outliers as

a partof the preprocessing phase or develop robust modeling methods that are insensitive

to outliers.

Scaling, encoding and selecting features are used in scaling data or variables and

bring both features to the same weight for further analysis. Furthermore, application-

specific encoding methods usually achieve dimensionality reduction byproviding smaller

number of informative attributes for subsequent data modeling.

20



Data congregated from these sources will be processed and analyzed using

methods as stated above. Data with missing values will be either eliminated or filled with

default value using outlier detection and removal in order to obtain meaningful data

prediction. In the other hand, some of the data will be scaled and encoded to attain

dimensionality reduction in data preprocessing.

3.1.4. Estimate the model

The selection and implementation of the appropriate DM technique is the main

task on estimating the particular model as implementation will be based on several

models and selecting the best model is an additional goal to be achieved.

As for REVFOS, neural models will be created based on the data gathered so that

accurate predictive result can be generated. The model will obtain some mathematical

calculations and statistic functions in order to provide accurate predictive results on

property value. The sample of the model will be shown in Chapter 4 : Results and

Discussion.

3.1.5. Interpret the model and draw conclusion

From the reported developed by experts, it is believed that DM models should

help organizations in making decisions. Hence, such models need to be interpretable in

order to be useful throughout the organization. The problem of interpreting these models

is considered as separate task with specific techniques to validate the possible results.

Based on the model(s) created for REVFOS, severaljustifications supported with

mathematical equations will be made to support the findings so that any reasonable

doubts can be reduced and the goals of the system can be accomplished. The ANN model

developed will be interpreted via graphical representations.

21



State the problem

Collect the data

Perform preprocessing

Estimate the model (mine the data)

Interpret the model & draw conclusions

Figure 3.1 : The data-mining process
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3.2 Data Preparation Process

When gathering the data samples from multiple sources such as databases or data

warehouses, the author needs to categorize them into groups before further analysis to be

conducted. Basically, the data will be divided into two common types which are numeric

and categorical. In REVFOS' data preparation, numeric values include real-value

variables or integer value such as present value, interest rate and number of bedrooms

and it contains two crucial properties line an order relation and a distance relation.

In contrast, categorical or symbolic variables have neither of these properties

because it only supports value either equal or not equal in its result interpretations; for

instance of symbolic variables in REVFOS will be location of the property. Habitually in

DM models, categorical variables can be converted to a numeric binary variable with two

values: 0 and 1.

Most of the data-mining problems arise because there are large amounts of

samples with different types of features. Moreover, these data samples are very often

high dimensional which means they acquired extremely large number of measurable

features and it causes the problem known as the curse of dimensionality. The properties

of high dimensional spaces appear counterintuitive to DM practitioners and DM experts

have developed guidelines for these issues in the interpretation of the input data. The

guidelines provided are if a dataset yielding the same density of data points in an n-

dimensional space increases exponentially with its dimensions, a larger radius is needed

to enclose a fraction of the data points in a high dimensional space, almost every point is

closer to an edge than to another sample point in a high-dimensional space and lastly,

almost every point is a outlier.

23



3.2.1 Transformation of Raw Data

In the REVFOS project, all the data gathered will be analyzed and transformed

into groups or clusters based on various obtainable techniques depending on types of

data, amounts of data and general characteristics of the DM task. These possible schemes

will help the author in obtaining problem-dependent data and improving DM results.

3.2.2 Normalization

Some methods in DM process may require normalized data for better and accurate

outcomes especially techniques based on distance computation between points. It is

because if the values are not normalized and standardized, the distance measures between

two points of data gathered for REVFOS will overweight those features that obtained

average or larger values.

a) Decimal scaling

This normalization method moves the decimal point - for instance present value

and interest rate - but it still preserves most of the original digit value. The typical scale

will be used in the data normalization is in range of -1 to 1 based on the following

equation.

v'(i)=v(i)/l(f

The above equation describes decimal scaling where v(i) is the value of the

feature v for the case / and v'(i) is a scaled value for the smallest k such that max (\v'(i)\)

< 1. For instance, if the largest value in the set for present value of the property is

455,000 and the smallest value is -38,000, therefore the maximum absolute value of the

feature becomes 0.38 and the divisor for all v(i) is 100,000 (since fc=6).

24



b) Min-max normalization

This technique will be used for normalizing selective data in REVFOS

particularly those data with interest rate as provided by banking industry on property

loans. The automatic-computation of min and max values requires an additional search

through the entire dataset but computationally, it will caused unintentional accumulation

of normalized values based on below equation to be used :

v '(i) - (v(i) - min(v(i))) / (max(v(i)) - min (v(i)))

Suppose that the data for a feature v are in range between 85,000 and 1,500,000.

In that case, the previous method of normalization will give all normalized data between

.0085 and .15 but it will accumulate the value on a small subinterval of the entire range.

In order for us to obtain better distribution of values on a whole normalized interval, min-

max formula works best.

c) Standard deviation normalization

Normalization by standard deviation often works well with distance measures but

it might be possibly transforms the data into an unrecognizable from original data. The

value for this normalization will be computed using stated equation :

v '(i) = (v(i) ~ mean (v)) / sd (v)

For example, if the initial set of values of the attribute is v = {1, 2, 3}, then mean

(v) = 2, sd(v) = 1 and the new set of normalized value is v* = {-1, 0, 1}. This type of

normalization can works best for interest rate but since the possibility for it to transform

the data into an unrecognizable format, the author decided to disregard this technique for

result accuracy issue.
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Normalizations are very useful for several diverse methods of data mining

especially for REVFOS which will be dealing with enormous number of raw data. If a

method requires data to be normalized, available data will be transformed and prepared

for the selected DM technique but an identical normalization must be applied in other

phases with new and future data will applicable solution(s) in order to circumvent

incorrect predictive results for the final outcome.

3.2.3 Data smoothing

The method used to standardize random variations of same underlying values in

order to avoid insignificant values or performance degradation on methods and final

results. For instance, data captured in F with its own real value is {0.93, 1.01, 1.014, 3.02,

2.99, 4.95, 5.11, 5.0}, then it can be smoothed to be Fsmoothed {1.0, 1.0, 1.0, 3.0, 3.0, 5.0,

5.0, 5.0}. As for the system, some of the data captured will be undergo this simple

transformation so that it will not losing any quality in its dataset and it is believe to

reduce the number of different real values for the feature to four variables.

There are DM experts quoted that some of these smoothing algorithms are more

complex when they are used in reducing the number of distinct values for a feature which

lead to reduction of the dimensionality of the data space at the same time. Nevertheless,

they also believed that smoothers can be used in the DM systems in order to discretize

continuous data or features into a set of features with binary true-false values.
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3.2.4 Differences and ratios

It is believed that even small changes in data / features can produce significant

improvement in DM performance especially when using two types of simple

transformations such as differences and ratios for output features application. These

transformations - sometimes - produce better results than the simple, initial goal of

predicting an output as for many data-mining methods, a smaller number of alternatives

will or can improve the efficiency of the algorithms and will be giving better outcomes.

As for REVFOS, ratios transformation will be used for some of the data gathered

which it is a method of using s(t+l) / s(t) as the output of the DM process instead of

absolute value s(t+l). It means that the level of increase or decrease in the value may also

improve the REVFOS's performance of the entire data mining process for accurate

results.
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3.3 Missing Data

For many knowledge-based applications particularly in DM areas, although there

are massive amounts of data, the subset of cases with complete data may be relatively

small. It is believed that available samples and future cases may obtain missing values in

its datasets. Some of the DM methods do accept missing values and satisfactorily process

data in order to reach final conclusion but there are some methods require all values to be

available.

Thus, it is very crucial for the author as system developer to treat this issue as

major drawback when gathering all important data for REVFOS's development. It is true

which some of the data obtained from the industry have missing values in them. As

recommended by experts, the simplest solution for arise problem is the reduction of

datasets or the elimination of the affected samples with missing values because if the

author does not eradicate the samples with missing values, then the author has to locate

default value for these missing value.

Firstly, a data miner - the author - need to manually examine data samples

gathered which have no values and the author need to put reasonable or expected value

based on domain experience of the system developed. Then, as a second approach, the

author need to provide simpler solution for eliminating of missing values which is based

on a formal and automatic replacement of missing values with some possible constants

such as replace all missing values with single global constant ( a selection of a global

constant is highly application-dependent), replace a missing value with its feature mean

and replace a missing value with its feature mean for given class which this approach is

only possible for classification problems where samples area classified in advance.
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Although these solutions area tempting, their main flaw that needs to be

considered by applying these elucidations in REVFOS's development is the substituted

value is not the exact or accurate value. By replacing the missing value with a constant or

changing the value for a few different features, the data are biased. The replaced values

will homogenize the cases with missing values into a uniform subset directed towards the

class with most missing value or artificial class.

Based on the observations made and clarification from DM experts, one possible

interpretation of missing values is they are "don't care" values. In other words, DM

practitioner suppose that these missing values do not have any influence on the final

result. For example, if one three-dimensional sample X is given X = {1, ?, 3}, where the

second feature's value is missing, the process will generate five artificial classes or

samples for the feature domain [0, 1, 2, 3, 4].

Xi = {l,0,3},X2 = {l,l,3},X3 = {l,2,3}.X4={l,3,3}andX5-{l,4,3}

Finally, the data miner will generate a predictive model to predict each of the

missing value. For instance, if three features A, B and C are given for each sample, then

based on samples that have all three values as a training set, the author can generate a

model of correlation between these features. Different techniques such as regression,

Bayesian formalism, and clustering or decision-tree induction will be used in the system

depending on data types. Once the author has a trained model, the author can present a

new samplethat has missingvalues and generate a "predictive"value.

In general, it is speculative and often misleading to replace missing values using

simple and artificial schema of data preparation. It is best to generate multiple solutions

of data mining with and without features that acquire missing values before analyze and

interpret them.
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3.4 Outlier Analysis

In large datasets, there are samples that do not comply with the general behavior

of the data model. Such samples, which are significantly different or inconsistent with the

remaining set of data, are called as outliers. Outliers can be caused by measurement error

or result of inherent data variability. The value captured could be typographical error or it

could be correct and represent real variability for the given attribute.

Many data-mining algorithms try to minimize the influence of outliers of the final

model or to eliminate them in the preprocessing phase. Some of the data-mining

applications are focused on outlier detection due to it is an essential result of data

analysis. For instance in the real world, while detecting fraudulent credit card transactions

in a bank, the outliers are typical examples that may indicate fraudulent activity and the

entire data-mining process is concentrated on their detection.

Outlier detection and potential removal from a dataset can be described as a

process of the selection of k out of n samples that are considerably dissimilar, exceptional

or inconsistent with respect to the remaining data. Thus, the problem of defining outliers

is nontrivial particularly in multidimensional samples. Data visualization methods that

are useful in outlier detection for one to three dimensions are weaker in multidimensional

samples or data because of lack of adequate visualization methodologies for these spaces.

The simple approach to outlier detection for one-dimensional samples is based on

statistics. Assuming that the distribution of values is given, it is necessary to find basic

statistical parameters such as mean value and variance. Based on these values and the

expected number of outliers, it is possible to establish the threshold value as a function of

variance but the main problem with this methodology is a priori assumption about data

distribution. For example, if the given dataset represents the feature Age with twenty

different value:

Age = f3,56,23,39,156,52,4U2,9t28J39,31,51,20,-6Z37,ll,55,45,37}
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Then, the corresponding statistical parameters are :

Mean

Standard deviation

39.9

45.65

Ifwe select the threshold value for normal distribution of data as

Threshold = Mean ± 2 x Standard deviation

Then, all the data that are out of range [-54.1, 131.2] will be treated as potential outliers.

Distance-based outlier detection is a second method that eliminates some of the

limitations imposed by the statistical approach. The most important difference is that this

method is applicable to multidimensional samples while statistical descriptors analyze

only a single dimension or several dimensions separately. In other words, distance-based

outliers' area those sample which do not have enough neighbors whereby neighbors are

defined through the multidimensional distance between samples. The table of Euclidian

distance, d = f(xl -x2)2 + (yl -y2)2] , for the set S is given in Table 3.1 and based on

this table, the author can calculate a value for a parameter p with the given threshold

distance (d = 3) for each sample.

Si S2 S3 S4 Ss Sfi S7

Si 2.236 3.162 2.236 2.236 3.162 2.828

S2 2.236 1.414 4.472 2.236 1.000

S3 3.605 5.000 4.472 3.162

S4 4.242 1.000 1.000

Ss 5.000 5.000

S6 1.414

Table 3.1 : Table of distance for dataset S
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3.5 Data Reduction

For large datasets, there is likelihood that an intermediate and additional step

which is data reduction should be performed prior to applying the data-mining

techniques. Whereas large datasets have the potential for better mining results, there is no

guarantee that it will yield better knowledge than small datasets. More commonly, a

general solution is deducted from a subset of available features or samples and.it will

remain the same even when the search space is enlarged.

The choice of data representation and selection, reduction or transformation of

features is probably the most important issue that determines the quality of DM solutions.

Besides influencingthe nature of DM algorithms, it can determine whether the problem is

solvable at all or how powerful the resulting model of DM is. Performing standard data-

reduction operation operations such as deleting rows, columns or values as a preparation

for data mining, the author needs to be acquainted with what the author gains and lose

with the activities performed. The overall comparison involved the following parameters

for analysis which are:

a) Computing time

It has been stated that simpler data - a result from data reduction process - can

hopefully lead to a reduction in the time consumed for data mining. In most cases, DM

practitioners cannot afford to spend too much time on the data-preprocessing phases

including a reduction of data dimensions although the more time we spend in preparation,

the better the predicted outcome.
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b) Predictive or descriptive accuracy

This is a dominant measure for most DM models since it measures how well the

data is summarized and generalized into the DM model. DM experts generally expect that

by using only relevant features, a DM algorithm cannot only learn faster but also with

higher accuracy. Irrelevant data may mislead a learning process and a final model, while

redundant data may complicate the task of learning which cause unexpected DM results.

c) Representation ofDM models

The simplicity of representation obtained with data reduction, often implies that a

model can be better understood. The simplicity of the induced model and other results

depends on its representation. The need for a balanced view between accuracy and

simplicity is necessary and dimensionality reduction is one of the mechanisms for

obtaining the balance.

Algorithms that perform all basic operations for data reduction are not simple

especially when these algorithms are applied to large datasets. Recommended

characteristics of data-reduction algorithms that may be guidelines for DM model

designers of these techniques are measurable quality, recognizable quality,

monotonicity, consistency, diminishing returns, interruptability and preemptablity.

In feature reduction process, the author should obtain the result in terms of less

data so that the DM algorithm can learn faster, higher accuracy of DM process so that the

model can generalize better from the data, simple results of DM process so that they are

easier to understand and use; and fewer features so that in the next phase of data

collection, a saving can be made by removing redundant or irrelevant features or samples

of data.
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3.5.1 Entropy Measure for Ranking Feature

A method for unsupervised feature selection or ranking based on entropy measure

is a relatively simple technique but with large number of features, its complexity

increases significantly. The approach is based on the observation that removing any

irrelevant features from REVFOS's gathered data but it may not change the basic

characteristics of the dataset. The basic idea is to remove as many features as possible but

yet maintain the level of distinction between the samples in the dataset as if no features

had been removed.

All the data gathered for testing and training in REVFOS will be analyzed using

several entropy measure algorithms. For instance, the algorithm is based in a similarity

measure S that is inverse proportion to the distance D between two n-dimensional

samples of data. The distance measure D is small for close samples - close to 0 - and

large for distinct pairs (close to 1). When the feature are numeric, the similarity measure

S of two samples can be defined as

gij = e -aDij

Where Dyis the distance between samples xi and xj and a is a parameter mathematically

expressed as

a = -(ln0.5)/D

If the features area not numeric, the similarity for nominal variables is measured

directly using Hamming distance :

Su =(Z |Xik =Xjk|) /n
k=i

Where |Xjk = Xjk| is 1 if Xjk = Xjk, and otherwise. The total number of variables is

equal to n. For mixed data, we can discreatize numeric values and transform numeric

features into nominal features before applying this similarity measure.
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Entropy is a globalmeasure and it is less for orderedconfigurations and higher for

disorder configurations. The proposed technique compares the entropy measure for a

given dataset before and after removal of feature as fordataset of N samples, the entropy

measure is

E=-E2(SuxlogSij +(l-Sjj)xlog(l-Sij)

where S^ is the similarity between samples xi and xj. The measure is computed in

each of the iterations as a basis for deciding the rankingof features. The steps of the

algorithm area based on sequential backward ranking and they have been successfully

tested on several real-world applications and it also will be implemented in REVFOS

development in pseudocodes as stated below :

1. Start with the initial full set of features F.

2. Foreachfeature f G F, remove one feature f from F and obtain a subset Ff Find

the difference betweenentropyfro F and entropy for all Ff as in REVFOS

environment, the author will compare the differences (Ef- Ef-fi), (Ef- Ef-f2) and

(Ef-Ef-f3).

3. Let fk be a feature such that the difference betweenentropy for F and entropy for

Fft is minimum.

4. Update the set of features F = F - { fk}, where- is a difference operation on sets.

5. Repeat steps 2-4 until there is only one feature in F.

3.5.2 Feature Discretization : Chimerge Technique

ChiMerge is one automated discretization algorithm that analyzed the quality of

multiple intervals for a given feature by using x2 statistics. The algorithm determines

similarities between distributions of data in two adjacent intervals based on output

classification of samples. It the conclusion of the x2 test is that the output class is

independent of the feature's intervals, then the intervals should be merged; otherwise it

indicates that the difference between intervals statistically significant.
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Chimerge algorithm consists the three basic steps for discretization :

1. Sort the data for the given feature in ascending order.

2. Define initial intervals so that every value of the feature is in a separate interval.

3. Repeat until no x2 of any two adjacent intervals is less than threshold value.

The x2 test or contingency-table test is used in the methodology for determining

the independence of two adjacent intervals. When the data are summarized in a

contingency table, the x2 test is given by the formula :
2 k

*» =ES(AS-ES)>/EIJ
i-l i-1

Where

k = number of classes

Ay = the number of instances in the i-th interval, j-th class

Ey = the expected frequency ofA^ which is computed as (R,. Cp / N

Rj = the number of instances in the i-th interval = SAjj, j = 1, ... k,

Cj = the number of instances in the j-th class = ZA^, i = 1,2 ..

N = the total number of instances = 2 Rj, I = 1,2.
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CHAPTER 4

RESULTS AND DISCUSSIONS

4.0 Results and Discussions

After all data gathered have been analyzed and transformed using data-mining

methods and techniques, a model will be developed in order to train and test all the data.

The purpose of the model is to identify any possible error and determine weighted for

each neuron for accurate prediction of results. All the neuron nodes in respective model

will be interacted with each other in order to predict accurate and reliable value for

potential result as requested by users. In order to test and train the data, several

applications available from the WWW such as Tiberius, NNClass datasets and NeuroLab

will be used so that the finding of the REVFOS predictive result can be accomplished.

As for the project, the entire datasets gathered will be tested using below models

with unique criteria specified. The derived NN model is developed based on observations

of data gathered from the industry and it will be used throughout the system widely. All

clustered data will be saved in .dll format which compatible with DM applications before

it will be analyzed using available learning tasks in data mining environment.

After the gathered data undergo several analytical phases, all the analyzed data

will be compiled and transform in graphical representation so that the comparison on

result accuracy with some mathematical justifications can be made. The predictive result

generated from the REVFOS will be an excellent solution for property analysts in

determiningpotential property value in the market, plus it will help consumers in

deciding which property is worth to their money.
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4.1 Project Updates

4.1.1 Alteration of Project Title

Prior to the responses received from internal examiners - Dr. Dominic and Mdm.

Rohaiza - on irrelevant title for the project during FYP 1 Oral Presentation, the author

had decided to change the project title from Real Estate Value Forecasting System

(REFVOS) to Real Estate Value Forecasting System using Data Mining and Neural

Network Approach. It will represent the area covered to develop the system and to ensure

the users aware of the application's platform.

4.1.2 Data Gathering

As part of project requirements, data has been gathered from several industrial

practitioners through interviews, sales pamphlets, and informal surveys. All data has been

analyzed and categorized using data mining techniques as mentioned in previous reports.

The finding of the data gathered is illustrated in Appendix A.

During the interviews with several real estate agents and valuers, they clarified

that there are some key factors need to be considered in determining the weighted value

of the nodes in the project's neural network architecture. The author has been advised to

consider various locations in Klang Valley as benchmark in deciding possible increment

of forecast value on respective property. The survey has been conducted to 100

respondents in order to monitor customers' preferences on locations and the result is

displayed in table below.
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Location Predilections

City Center 0.78

Damansara - Penchala 0.88

Wangsa Maju - Maluri 0.61

Bukit Jalil - Seputeh 0.53

Bandar Tun Razak - Sg. Besi 0.49

Others 0.11
* predilections is measured from scale 0 to 1

Table 4.1 : Location branding for weighted value

Respondent's Preferences on Property

Locations

22%

16%

30%

H City Center

• Damansara -

Penchala

D Wangsa Maju -
Maluri

D Bukit Jalil -

Seputeh

• Bandar Tun

Razak - Sg. Besi

• Others

Figure 4.1 : Respondent's preferences on property locations
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4.1.3 Data Testing and Training

After all the data has been gathered from various sources, it will be trained and

tested in order to minimize errors so that accurate preditions can be generated. As for

testing and training the data, the author decided to use NNClass and the findings are as

stated below.

») Neural Network Architecture Patterns

Network ArchitectureOptions

Number of Inputs (beAiiwen Zand 50} 4

Number of Hidden Layers ()orZ) 2

Learning parameter (between 0 and1) 0.5

Momentum (between 0 and1) 0.5

Training Options
TotaltfrowsinyourdatafMw'mwmlO,} 40

PresentInputs inRandom orderwhile Training ? NO

Saving Network Weights

Training / Validation Set

Hidden Layersizes ( Maximum 20)

Initial VrtRange(0 +7- w): w =

Hidden! Hidden2

5 5

0.5

No. of Training cycles (Maximum 500) 150

Training Mode (Batch orSequential) Sequential

With least Training Error

Partition data into Training / Validation set
Build Model

Ifyouwant to partition, how do you want to select the Validation set ?
Pleasechooseone option 1 Option1: Randomly select 25% of data as Validationset (between1%and50%)

Please fill uptheInput necessaryfor the selected option Option2: Use last 10 rows of the dataas validation set

Save model in a separate workbook? NO
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b) Sample of data gathered

Start Entering your data from ce
Make sure that the row 104 is

AC105. Specify variable name in row 103.
Enter your Data in this sheet
instructions:

Specify variable type in row 102.
bfank.

Coiit- for continuous Input,
Cat - for Categorical Input,
Output -for Output var.
Omit - ifyoudont want to usetjievariable intlSpecify variable names inrow 103

For each continuous Input, there will be 1 neuron in Input Layer.
For Each categorical Input with ff levels, there willbe ff neurons in Input Layer
Please make sure that there are no more than 50 neurons in Input Layer.
There should be exactly 1 Output variable - application willtreat it as Categorical
There should be no more than 40 Categorical Variables.

far Tjpe Omit Orrct

far Name SpeciesJD Project name
1 Magna Ville Condominium
2 Putra Avenue

3 Taman Desa Mas

4 Amansiara

5 Parklane Heights
6 Jelutong Heights
7 Taman Sulera

8 Data Suria

g Unipark Condominium
10 Taman Putra Prima

11 Cahaya Permai Apartment
12 Changkat View Condominiun
13 Timur Enstek

14 Taman Tasik Prima

15 Andari Townvilla

16 Bayu Permai Acadia
17 Anggunpuri Condominium
18 Taman Cheras Idaman

19 Taman Pinggiran Mahkota
20 Riana Green East

21 Asmara Condominium

22 Marine Height
23 Taman Perak Setia

24 Damansara Suria

25 Parklane Avenue

26 Segambut Heights
27 Taman Perdana Mewah

26 Puchong Suria
29 Plerish Condominium

30 Taman Putra Perdana

31 Damai Permai Apartment
32 Setapak Lake Condominium
33 Timur Enstek

34 Taman Prima

35 Asmarinda Townvilla

36

37

Bayu PermaiSutera
Taman Desa Condominium

38 Taman Cheras Perdana

39 Taman Pinggiran Botton
40 Wangsa Melati Heights

Output

Tjpe

Condominium

Link

Semi-D

Duplex Terrace
Duplex Terrace

Seml-D

Apartment
Semi-D

Condominium

Semi-D

Apartment
Condominium

Link

Link

Link

Link

Condominium

Link

Duplex Terrace
Condominium

Condominium

Semi-D

Semi-D

Duplex Terrace
Duplex Terrace

Semi-D

Apartment
Semi-D

Condominium

Semi-D

Apartment
Condominium

Semi-D

Duplex Terrace
Link

Condominium

Condominium

Link

Duplex Terrace
Condominium

Corn

SquareFeet

1261

796

1800

1749

1313

1650

3600

850

3200

1088

2110

930

1385

1580

2065

1679

1190

1945

1400

850

1100

1500

1640

1533

1200

1700

850

1250

1130

1390

930

1109

1655

2065

2065

1679

1050

1945

1750

990
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Cat

Location

City Center
Milai

Subang Jaya
Damansara

Subang Jaya
City Center
Damansara

Nilai

Nilai

City Center
Nilai

City Center
Nilai

Damansara

Nilai

City Center
City Center
City Center
City Center
City Center
City Center

Nilai

Subang Jaya

Damansara

Subang Jaya
City Center
Damansara

Nilai

Nilai

City Center
Nilai

City Center
Nilai

Damansara

Nilai

..City„Centex..
Nilai

City Center
Damansara

City Center

Cont

Min Piice

180000

398888

149800

169880

276870

1098144

87420

988800

193800

265500

100000

225556

272600

359290

160800

72000

194800

238000

228900

187800

180000

265000

149800

169880

276870

1098144

87420

988800

193800

265500

100000

225556

272600

359290

160800

72000

""194800"'
238000

228900

187800

Cat

Amenities

Transportation
Education

Commercial

Commercial

Commercial

Transportation
Commercial

Education

Education

Transportation
Education

Commercial

Education

Commercial

Education

Commercial

Commercial

Transportation
Transportation
Commercial

Transportation
Education

Commercial

Commercial

Commercial

Transportation
Commercial

Education

Education

Transportation
Education

Commercial

Education

Commercial

Education

Commercial

Commercial

Transportation
Transportation,
Commercial

Omit Dm:

JUNK

Or



c) Neural Network Model for Classification

Neural Network Model for Classification

% MissClass.fJrainlng) 6.67;*

Number of Hidden Layers 2

Layer Sizes 9

Created On: 24-NUN

% MissClass.CValidation)

True Output (if available)
Model Output

Raw Input

Transformed Input
Hdn1 _bias

Hdn1_Nrn1
Hdn1_Nrn2
Hdn1_Nrn3
Hdn1_Nrn4
HdnlJMrnS

Hdn2_bias
Hdn2JMrn1
Hdn2_Nrn2
Hdn2_Nrn3
Hdn2_Nm4
Hdn2_Nrn5

Op_bias
Op_Nrn1
Op_Nrn2

Op_Nrn3
Op_Nrn4
Op_Nrn5

TRUE

condominium

link

semi-d

duplet terrace
apartment

link

Cont Cat Cont Cat

Bias SquareFee Location Min Price Amenities^ EnW i0lll lri?llts in ,he
1 3319.6001 citycentei 289095.1875 uaraportalion •"" -range AQ112AJ112-the

cells marked in green, nenities.
SquareFee Looattorioi Location.nila

Bias t ty center i

f 0.8389 tOOQO 0.0000

Location.: L
ubang jaya a[_

0.0000 0.0000

nsportat Amenities,
ion education Amenities.commercial

1.0000 0.0000 0.0000

0.0000

21.3026

-11.5541

-5.1058

-1.4258

19.3357

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

-3.0818 28.1738 -1.0211 -6.5454 5.2583 -1.0132 14.3285 -3.0011 0.6271 -0.1089

4.0479 •3.5673 -8.1480 •1.1956 10.2019 4.6329 -31.6712 2.4586 4.2782 •2.3644

•3.6152 •2.1283 2.3530 1.8487 5.8860 -14.3159 27.5417 -7.7567 -1.4197 52273

•3.5966 •2.1267 -8.8523 •1.7315 11.5387 -6.1676 45.6809 1.2705 1.SS63 -6.8253

•2.9537 35.7473 5.2142 8.4137 -3.5764 •132445 -20.8244 -10.0880 5.7438 1.4131

1.0000 1.0000 0.0000 0.0060 0.1338 1.0000

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

-1.5286 -1.0285 •4.2307 3.1347 -1.7335 -0.1942

1.0287 -4.7501 •3.2818 2.0625 -0.1894 14735

1.6267 •7.21BG 1.7498 -1.7324 -6.9082 4.4258

-2.2622 0.0865 8.3503 -2.0087 -17571 •6.2534

0.1441 -1.6567 1.3161 5.8030 5.78S8 -6.8063

1.0000 0.0444 O.093* 0.0748 0.0002 0.0007

0.0000 0.0000 0.0000 0.0000 0.0000 0.0000

•3.3485 1.9150 3.1S32 0.3312 •2.3081 0.0422

2.3039 •0.7521 -1.7G35 •2.7300 •3.0357 -5.4152

•1.1510 0.4064 -13380 •3.2438 •8.7536 3.8333

-2.8223 •2.2570 •2.0290 •5.1442 5.4640 0.3731

-3.4250 •4.1848 -1.8800 7.1158 2.1592 -4.3172

0.03711.0000 0.0522 0.8695

2

Category Table
Tjpe Location Ame nit its

5 4 3

condominii oitucenter transportation
link nilai education
seml-d subang jaya commercial
duplexterra damansara
apartment

0.0000

•3.0630

•2.2723

•2.5150

•8.7817

•72601

0.0000

-2.8986

1.8968

•1.4990

•3.4959

•3.2589

Confusion Matrix - Training set

Predicted

eondominii link semi-d duplex teriaei apartment

8 1 0 0 0

0 6 0 0 0

0 0 7 0 0

0 1 0 4 0

0 0 0 0 3

Confusion Matrix - Validation

TRUE Predicted

condominii link semi-d duplex teira apartment

condominh 1 1 0 0 0

link 0 0 2 0 0

semi-d 0 0 3 0 0

duplex tens 0 i 0 1 0

apartment 0 0 0 0 1
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d) Profile plots for fitted model

Profile plot for the fitted model Create Profile

Generate profile for each of the Class categories
Generate 10 data points
byvarying SqaarcFtct between T36 and 3600
keeping the other predictors fixedat the specified values
Notes:

For each of the Class category one profile is created
Xaxis is the predictor you have chosen to vary
Yaxis is the Score - the scaled output of the network for that category
fixanyvalue of X- the category having the highest score is the precicted Class category.

Predictor SquarcFect Location Min Price Amenities
Fixed Vahc 1523.600 city center 283035.138 transportation

Min/ Manin Original Data (for user's reference only)
Min 796.00 72000.00

Max 3600.00 1098144.00

' Class condominium

Profile Data

Number of Class Categories

SquareFeet
796

1076.400024

1356.800049

1637.199951

1817.599976

2188

2473.399802

2753.800048

3039.189951

3318.600088

Class condominiur

0.2797372+

0.147701171

0.038392519

0.038957056

0.046288437

0.048810505

0.049562054

0.050356547

0.051250308

0.052222398

• Ckss link Class semi-d

Class link

0.01022547

0.01883835

0.06742375

0.35035058

0.88376306

0.88474598

0.83187837

0.87855095

0.87436278

0.86950714

Class semi-c

0.78602557

0.83668403

0.86473332

0.86755746

0.22130853

0.20887128

0.20337439

0.18719486

0.13017611

0.18257688

Class duplex
0.01488202

0.0297557

0.07770348

0.06355521

0.04273864

0.03873134

0.03670868

0.03443048

0.03186284

0.02943048

43

Class duplex terrace

Class apartment
0.00014186
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e) Output from Training Set / Validation Set

Epoch Missd.iKKififd
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f) Lift Chart for the Fitted Model

_ift Chart for the Fitted Model
3enerate Lift Chart for the Class Category
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4.1.4 Neural Network Variables

Below is the model developed using NN environment that will be the backbone of

the REVFOS system which it will be supported in several ways of DM techniques.

Hidden Layer

Input Layer

Square Feet

Locations

Amenities

Developments

Features of nodes in NN hidden layer :

a) Accessibility *
b) Features
c) Future Development *
d) Tenure of Land
e) Property Type
f) Location Branding
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Output Layer

Prediction / Resu

Figure 4.1 : REVFOS
Neural Network Algorithm



CHAPTER 5

CONCLUSION AND RECOMMENDATIONS

5.0 Conclusion

Data mining has emerged to be very important research area that it is believed to

help organizations makeuse of the tremendous amount of available data. As we know, in

the past, it was almost impossible to gather information from large databases, datasets or

data marts but due to technology advancement and efficient manpower, data mining has

unlocked these limitations as with the combination of many other research disciplines,

datamining has turns rawand unprocessed data into useful and valuable information.

Data-mining application will be developed slightly different with common

software development process which it will be solemnly based on data gathering and

preprocessing before proceed with result prediction. For instance, REVFOS is developed

using techniques available in DM environment since it required the author to gather all

historical databefore developing NN model for testing and training the samples obtained.

Byusing several crucial elements from the industry such as number of bedrooms, interest

rate, present value and locations, REVFOS will be able to predict potential value in

property market based on some mathematical justifications that will directly support the

findings. Therefore, it will be crucial to the author in ensuring that REVFOS will be

ultimate solutions for real estate industry in predicting property value.

REVFOS will be implied several techniques from SDLC processes as for minimal

requirements for system development and all the weighted values assigned to respective

criteria will be stored, updated and generated from the databases.
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5.1 Recommendations

Since the project serves as a solution of property agents and consumers in

forecasting the market price in real estate industry, thus there exist many other possible

patches or extension to this project in order to make it reliable and powerful application.

Firstly, due to time constraint in gathering data from various sources, the project

had limited its scope to Klang Valley areas whereby it can be covered larger areas with

additional features to be added in future patches. It will help the author to acquire larger

market and generate more accurate predictive value. Secondly, more artificial intelligence

interactionbetween the system and the databases in order to update and capture values in

computing mathematical formulas in the system.

Lastly, more preprocessing features such as scaling data, data regression using

various data mining tools can be implementedto allow for higher quality data that

believed can contribute more accurate weighted value in predicting real estate price.
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APPENDICES

Appendix 1. Kuala Lumpur Residential Area Distribution

LMtt Cost Hotisinj

Madum Cttt Housing

Htft Cost Mousing

Twngswary Housing

Figure 12.3 : Distribution of housing by type, 2000
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Appendix 2. System Interfaces

•;• KofirThtiite IaiccostingSystem usin^UdtTHitiingH Nciiinl Network A|i|)iQ<icfr '"' "

Landing Page
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Property |.)rt;ej]Ib —

Yeanlsl to Forecast

Residential Type

Date of Purctiase

Buyiny Pricts

Tenure of Land

Square Feet

Ser.umy

Renovations

Real Estate Value Forecasting System
using Data Mining ami NHursI Network Approach

[Semi Detached

ICity Centre

-Recent Developments [1 Km radius]

Amenities ! H Schools IColleges

J3 Kindergarten IHungry

f3 Kelirjious Centers

Accessibility

O Freehold % Leasehold | HiurrHiiys will] Tolls

S2J Highways without Toils

Q Guard House EJ Setess Card

3 In-house CCTU H Alarm

SI Recreation (Pools, Cym etc.)

E3 Eiileitaimnent {Lounge etc.j

Public Access

Fisinii'H neyelupiiients [1km radius]-

Transportation

Commercials

Main Page
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Real Estate Value Forecasting System
n^ing Data Mining onrl Neurol Network Approach

Particulars Input received Forecast Increased [%1

[ Buying Price [RM] 25066Q
-

| Location City Centre 026853

I Residential Type Semi Detached 0.0409

1 Facilities Recreation (Pools, Gymetc.) 0.0203

Amenities Schools / Colleges 0.07077

AccBBsiblity Main Roads 0.0924

J Future Development Hypermarkets 0.1439

j Safety / Security Guard House 0.01927

| Tenure of Land Freehold 0.075

Period of YearCs] ForecastedValue Marginal Increased (%)

411272 64.0756403095827

REW0S/F7P U1'l>toism U)

Forecasting page
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