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ABSTRACT

Electromyography (EMG) signals are the measure of activity in the muscles. The
motion of the muscles will be generated and recorded using skin surface electrodes.
EMG signals can be found from anywhere on the exterior of human’s body such as
biceps, triceps, shoulder, arm, hand, leg. The aim of this project is to identify the
neuromuscular diseases based on EMG signals by means of classification. The
neuromuscular diseases that have been identified are healthy, myopathy and
neuropathy. The signals were taken and analyzed from EMG lab database to become
datasets for classification system. The classification was carried out using Artificial
Neural Network. In this project, there are two techniques that used to classify three
different types of muscular disorders such as Multilayer Perceptron (MLP) and
Wavelet Neural Network (WNN). And the input that applied to these systems using
feature extraction from EMG signals. In time domain, five feature extraction
techniques that used to extract the sample of signal such as Autoregressive (AR),
Root mean square (RMS), Zero Crossing (ZC), Waveform length (WL) and Mean
Absolute Value (MAV). The comparison between different techniques will be
included based on the accuracy of the result. The input data has been used in
Multilayer Perceptron (MLP) to train the classification system. Besides that,
frequency domain was used for extracting the useful information from EMG signal
for Wavelet neural network (WNN) such as Power Spectrum Density (PSD), both

systems were trained and the test performances were examined after training to
provide the best result.
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CHAPTER 1
INTRODUCTION

1.1 Background of the study

Automation and Control is one of the important field in Electrical & Electronic
Engineering and this major covers all about the algorithms about controlling system
that are being used in real industry such as robotics, oil and gas, medical and etc.
Therefore, to understand and learn about this major, can help the engineers adapt

easily during doing projects. There are millions of research papers about automation

and control and it is increasing day by day.

As we are in the final year student in Electrical & Electronic Engineering
department and get the major in Automation and Control, our task is try to study and
understand all the knowledge that related to the modern control and automation so

that we can get an opportunity to become a professional engineer and work into the
real industry after graduating.

1.2 Problem Statement

Stroke is always a major cause for long term disability worldwide. In the last few
decades, there are more than fifty percent of stroke survivors in the USA and fifteen
million people worldwide suffer from stroke while one third of them are
permanently disabled [1]. This is the main reason why all scientists all over the
world try to do research for inventing a machine that can assist the stroke patients

get more rehabilitation on their own.

The project is about classification of Neuromuscular Disorders based on
Electromyography (EMG), Multi-Layer Perceptron (MLP) and Wavelet Neural



network (WNN). The task is to search and find the algorithms to develop the
classification system that can detect the Neuromuscular Disorders. This project
requires of the basic knowledge about neural network, the human body, the
biomedical field and the control algorithm. All this knowledge is not easy to
understand because it is concerned with the medical field and human body; however

that is really a challenge to get an opportunity to work with the new project about

control system.

1.3  Objective

The main objective in this project is about the Electromyography (EMG) signal; this
is a technique for evaluating and recording the electrical activity produced
by skeletal muscles. To develop a classification system in order to classify three
types of neuromuscular disorders by using two different techniques, Multi-layer
Perceptron (MLP) and Wavelet Neural Network (WNN).

1.4  Scope of study

The main scope of this project consists of research, simulation, and analysis. The
research in this final year project help student to understand about the new
technology used in biomedical with control algorithm. Furthermore, the basic
knowledge will be applied to improve the testing and analyzing, the simulation to be
done by using MATLAB software.



CHAPTER 2
LITERATURE REVIEW

2.1 Electromyography signal

Electromyography (EMG) is one of the important techniques in clinical applications;
EMG is a biomedical signal that is used to measure electrical currents generated in
muscles during its activities. EMG signal is a complicated signal and is dependent

on the anatomical and physiological properties of muscles.

There are many methods to detect EMG signal, and surface EMG is the most
common method to get the input signal because it is non-invasive and can be
managed by personnel. A number of factor and the amplitude are two important
elements that affect to the surface EMG signal vary from the pV to the low mV
range. The amplitude of the signal can range from 0 to 10 mV (peak-to-peak) or 0 to
1.5 mV (RMS). The usable energy of the signal is limited to the 0 to 500 Hz
frequency range, with the dominant energy being in the 50-150 Hz range [1]. The
raw of the EMG signal will be shown as Figure 1.

Figure 1: The figure showing a raw EMG signal



The surface EMG signals are measured by using surface electrodes. Silver chloride
(AgCl) surface electrodes are placed on the biceps brachii which measures the
myoelectric activities during the flexion and extension of the elbow and the flexor
carpi ulnaris which assists in the flexion and extension of the wrist. A third electrode

placed at the elbow joint serves as a ground reference for the system.

2.2  Recording and storing EMG data

Generally, the EMG signals are obtained from many subjects (healthy subjects,
subjects suffering from neuropathy, subjects suffering from myopathy) with
different of mean age (range 2 months to 60 years old). Before EMG measurements,
the skin sites were abraded and cleaned with alcohol. Myolelectric control, which is
used the surface EMG signals as a system input, Silver chloride (AgCl) surface
electrodes are placed on the biceps brachii, the flexion and extension of the elbow
and wrist will be captured and analyzed, a third electrode placed at the elbow joint
serves as a ground reference for the system. The Figure 2 shows the step how to put
the electrode placement on the biceps brachii, flexor carpi ulnaris and the Ground

Electrode. The signal will be processed step by step before the output is stored on
hard disk [1].

Figure 2: Electrode placement on the biceps brachii, flexor carpi ulnaris and the
Ground Electrode "



A differential amplifier is being used with the arrangements of the bipolar electrode
which function to suppress the signals common into both electrodes. The main task
of this method is to subtract the potential between two electrodes and then amplifies
the difference. At the moment the best Common-Mode Rejection Ratio (CMRR)
that can be achieved is about 120 dB/Octave [2]. The signal is then filtered by using
the many filters method such as high-pass, low-pass and notch filter. The typical
band-pass frequency ranges are from 10 and 20 Hz for the high pass filtering to
between 500 and 1000Hz for the low-pass filtering. The high pass filter is necessary
in this case because the movement of artifacts will comprise of low frequency
components (less than 10Hz) and low-pass filter is used to remove high-frequency
components to avoid signal aliasing. However, see Figure 3 below, there are
problems when the notch filtering is used to remove power-line (A/C) noise
components because the EMG signal has large signal contributions at these and
neighboring frequencies so that the result of notch filtering will be the loss of the

important EMG signal information, therefore this filter should be avoid as a general
rule [4].

Figure 3: Schematic representation of a typical EMG power spectrum and the notch

filtering caused loss of information as the shaped area “

A direct interface between the circuits and the computer is accomplished using the
National Instruments DAQ board (PCI-MIO-16XE-10). Signals are digitized in A/D
conversion with 16-bit resolution. The sampling rate set to 100 kHz may be chosen

5



as required [2]. The data at the output of A/D converter is stored on hard disk of
computer. The Figure 4 will show the block diagram of measuring system from step

to step and store data into the computer.

o
~Z
| .

EMG electrode Ampiifier Fiter AD Conversion

Computer

Figure 4: Block diagram of measuring system *)

After the EMG signal is stored in the computer, the feature extraction using for
development of classification system, the variety methods of spectral analysis such

as Fast Fourier Transform (FFT), Auto Regressive (AR) are common method to
apply in this extraction.

2.3 Feature extraction

Feature extraction is an important step to better classification results. Feature
extraction are needed in order to extract the useful information from the signal , the
data that taken from feature extraction will become input to the classification result.

2.3.1 Time domain

Time domain features such as Mean absolute value, zero crossings, and waveform

length are commonly apply in EMG feature extraction:

2.3.1.1 Zero crossings

The frequency that provided from the signal is counted by the number of times the
waveform crosses to zero [1] . A threshold (o) is included to reduce noise induced

6



zero crossings. Let’s get the two consecutive samples x; and x41, the increase of

the zero crossing count, if :

{x;, > 0and x;4, <0}or {x, <0and x;,, > 0} .1

And |xk —xk+1| = 0

2.3.1.2 Mean Absolute Value

The mean absolute value (abbreviated MAV) is calculated using a moving window

[1] . The MAV of the signal x in segment i that has N samples will be given by
equation (2.2)

1
% =7 Il 22)

2.3.1.3 Mean Absolute Value Slope

Mean Absolute Value (MAYV) is the difference between the mean absolute values of
adjacent segments pass through the entire sampled signal [1]. The Mean Absolute
Value can be described as equation (2.3)

Ax; =X — X (23)

2.3.1.4 Slope Sign Changes

A measure for the frequency content of the signal is provided by a change in the
slope sign. Given three consecutive samples x; and x;,, the slope sign count is

incremented [1], if

{xx > X1 and x;, > xp4qy} 0T {xk < Xg-q1 and x;, < xk+1}} 24
And |x), — xk+1| = oor ka-l —xkl =0
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2.3.1.5 Waveform Length

Waveform Length is a feature which provides information on the waveform

amplitude, frequency and duration. The length of the waveform is the accumulation

of the over each analysis can be described as equation (2.5).
b = Zf—l(xk = Xg-1) (2.5)

Feature extraction is a very interesting area of research. Many mathematical tools
have been developed to extract the waveforms. And the common mathematical tools

are Fast Fourier Transform (FFT) and Auto Regressive (AR).

2.3.2 Fast Fourier Transform based methods

The spectral analysis should be applied to create the meaningful of EMG signal. In
this reason, Fast Fourier Transform can be used because this method is not complex.
During taking FFT of a finite EMG signal, it must be framed with the power of 2
such as 64 or 128 [2]. And Windowing technique is used to evaluate the frequency
spectrum for the corresponding frame. Fourier analysis is extremely useful for data
analysis since it breaks down a signal into sinusoidal function of different
frequencies. For another sample vector data, Fourier analysis is performed using the

Discrete Fourier Transform (DFT). The formula of FFT can be described by
equation (2.6) below:

X[m] = TN_§ x[n]eJom (2.6)

Since @ ==L and f = mF, /N, we have the equation (2.7) -

X[m] = N1 x[nle 7" @7



The inverse of DFT is defined as equation (2.8) :

j2
N—1 j2mmn

x[n] = LENZb X[mle™ w @8)

where X is a length N discrete signal sampled at times t with spacing.
By using Euler’s relation in equation (2.9)

e’* = cos(x) + jsin(x) 2.9

DFT can now be expressed as equation (2.10)

X[m] = EN=3 x[n] cos (*5) — j ZN3 x[n] sin (222 2.10)

From the equation above, it can be seen that DFT now consist of a real part and an

imaginary part for every frequency number m. Therefore, the magnitude and phase
spectra can be expressed as equation (2.11)

|X[m]] = JRe(X[m])? + Im(X[m])? @.11)
And

Im(X[m])

8(m) = arctan D (2.12)

The equation (2.13) and (2.14) will show the characteristic of real and imaginary of
signal m

Re[m] = ¥ N-1 x[n] cos (2";"") (2.13)



im[m] = — £N23 x[n] sin (25) (2.18)

However, when the amplitude of EMG signal is very low, Artificial Neural Network
(ANN) is used to test a dianosed spectral curve that estimated from the result of FFT
analysis. That is the reason why the choice of frame length is an important factor in
EMG spectral analysis. In this study the fram length will be choen is 128 and the
FFT coefficient of EMG signal are required to generate ANN as training and testing
inputs [2]. The next method will be explained in this study is about Auto Regressive
(AR) that give the clearly information about feature extraction.

2.3.3 Auto Regressive model

An Auto Regressive (AR) model is a type of random process which is used to shape

and predict different types of natural phenomena. The AR model of a signal is given
by the equation (2.15) :

x(k) = IM, a;x(k — i) + e(k) (2.15)

where x(k) is the signal we wish to shape , a; is the coefficient of the AR model of
the signal, M is the number of order, and e(k) is white noise. We have chosen the
Burg method since it offers good performance to spectral leakage by its recursive
structure [2] . For some method, we can combine the AR and DFT together to
improve the EMG signal modeling in which training and testing.

24 Artificial Neural Networks

Neural Network is the large number of interconnection nodes that perform
summation and threshold. Most of neuron network connected into the brain, which
consists of millions cell to transfer the signals to the whole human body [3]. The

Figure 5 will show a group of neural network in human brain.

10



Figure 5: A group of neural network '

Artificial Neural Networks (ANN) is one branch of the field known as “Artificial
Intelligent” (AI) which comprises Fuzzy logic and Genetic Algorithms. The ANNs
structure is based on the function of the human brain with capability of
generalization [3]. By using the training, ANNs can identify and learn correlated

patterns between the input data sets and target output to get the prediction outcome
of new independence input.

From the structure of the human brain, an ANN consists of interconnection
processing unit (called nodes and units) that perform summation and threshold. Each
unit is designed to copy its biological properties, the neuron. There are 10"’ to 10"
neurons inside the human nervous system which can store numerous bits of
information [3]. A neuron is composed of a nucleus, cell body, dendrites which
provide input connection from other neurons and an axon trunk which carries the

output actions to others neuron and terminal links.

ANNSs have gained a lot of success over the previous years as a powerful technique
to solve many problems from the real worlds. Furthermore, ANNs can be used in
different field of science such as biomedical, medicine, chemistry and also in

finance. The purposes of using ANNs in solving problems related to prediction,
classification, control and identification.

11



The most widely used learning algorithm in ANNs is the Back-propagation
algorithm. There are various types of ANNs like Multilayer Perceptron (MLP),
Radial Basic Function (RBF) and Kohonen network [5]. There is the correlation
between the majority of the network and traditional mathematical such as non-

parametric pattern classifiers, clustering algorithm and non linear filter.

2.5  Application of Artificial Neural Networks

The application of ANNs can be divided into the following categories [3]:

e Forecasting and prediction: ANNs can be shown the high efficiency and
powerful tool for prediction based on the database from previous information and
predict what is going to happen in the future which mostly used in weather forecast.

* Classification and diagnostic: In many field of medical, ANNs have been
applied as a useful tool in order to diagnostic and classify between the input pattern
representing forms of abnormal type with the corresponding disease group.

* Pattern recognition: the recognition of complex pattern such as handwritten,

speech recognition and also in the area of image processing can be successfully done
with ANNSs.

 Estimation and Control: the application of ANNS in this field can be applied in

system identification, parameter estimation and optimization.

2.6 The architecture of ANNs

The architecture of ANNSs can be defined as the number of layers and the number of
nodes in each of the layer [6]. See as Figure 6, Neural network (NN) can be
illustrated by using a graph G and ordered (V,E) consisting of E of edges and
vertices V' = {12,.n} and arcs A={i,jli>1,j<n} with the following
restrictions:

12



- V is divided into a set of input nodes ¥}, the hidden node Vy and output
node Vo .

- The vertices are also divided into various layers.
- Any arc {i,j} must have node i in layer {h-1} and node j in layer {A}.

- Arc {i,j} is named with the numeric value of w;;.

fput Layer Hiddon Layer Outpan Layer

Figure 6: Architecture of neural network )

The graph of neural network is directed when each edge is allocated an orientation
in the network which called directed graph. There is one way to transfer from input
layer to hidden layer and from hidden layer to output layer that named feed forward
network [6]. The vertices graph represented neurons between input and output and
the edges is the synaptic links. There are various different classes of the network,
they are single layer feed-forward network , multilayer feed-forward network and
recurrent network... which will be deeply explained on the next part :

2.6.1 Single layer feed-forward network

output layer
Figure 7: Single Layer Feed-forward network !
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Based from the Figure 7, the single layer feed-forward network is the simplest
network from neural network, it consists only input layer and output layer (no
hidden layer). The input layer will receive the input signals and output layer will
receive output signals. Each node from input layer can connect with all output layers
in the one dimension but not vice-versa, that is the reason why this network has
named as feed-forward. And the signal will be transmitted directly from input layer
to output layer that called single layer feed-forward network [6].

2.6.2 Multilayer feed-forward network

INPUT LAYER HIDDEN LAYER

o B 3%
3-O%. o
> =

@

Figure 8: Multilayer feed-forward network ')

As per the name of this network that has been shown in Figure 8, it is made of multi
layers. The different between multilayer network and single network is about the
hidden layers between the input layers and output layers. The computational units of
hidden layer are known as hidden neurons. The hidden layers play important role of
computations before directing the input to output layers. The signals will transmit
from input to hidden layer and the weights on these links are preferred to as input-
hidden layer weights. Similarly, the weights from hidden to output layers are
preferred as hidden-output layers weights.

14



2.6.3 Recurrent networks

INPUT LAYER
HIDDEN LAYER

@0 0

3,

Figure 9: A recurrent neural network !

The different between recurrent network shown as Figure 9 and feed-forward
network shown as Figure 8 is the feedback loop from the hidden input. In this
network will have one more layer with feedback connection. There can be neurons
with self-feedback links. This network is good at making predictions; a sequence is
presented to the network one at a time [6].

2.6.4 The learning methods of ANNs

The learning methods of ANNs can be divided into two basic categories [6]:

e Supervised learning: In this method, the target or desired output pattern will
be set at the beginning of training and every input pattern will be trained the network
that associated with a desired output pattern. A teacher is assumed to present during
the process of learning when a comparison is built between the computed output and
correct expected output, the error is determined in each comparison .The Pattern

Recognition and Regression are tasks in this category.

e Unsupervised learning: There is little bit different between this method and
supervised learning as above, the target output is not presented to the network. The
system need to learn of itself by discovering and adapting to the structure of features

15



in the input patterns because no teacher is available in the desired patterns. Tasks

that deeply related to this category is Clustering, Compression and Filtering.

2.6.5 Activation function

The activation function is used to limit the output of a neuron in network to a certain

value. The range of output may be from -1 to 1 or from 0 to 1.An activation function

for a back-propagation should be continuous. There is various type of activation

function such as:

Linear :
fi(§) =cS
Threshold or step :
o f TS
fi$) = { 0 otherwise
Ramp :
1lif S>T,
s-1
fi($) = -,2_71.1 fi<S<T,
0ifS<Ty
Sigmoid:
fi($) = (1T-CS)
Hyperbolic Tangent:
fi) = $=d
Gaussian:
-s2
fiS) =€
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2.7  Back-propagation Algorithm

Back-propagation algorithm is one of the important methods of training multilayer
neural network which based on the procedure of supervised learning. An error signal
is generated during learning algorithms and compared with the obtained output.
Based on the error signal, neural network will improve the system performance by

modifying its synaptic connection weights [7].

The multilayer network will consist of 3 layers, the input layer have 7’ nodes,
hidden layer have ‘m’ nodes, and output layer have ‘»’ nodes. The activation

function will be considered as sigmoid function for the hidden and output layers, the

activation function for input layer will be linear.

The algorithm concerns with the following steps :

Step 1 : The inputs and outputs are column normalized regarding to the
maximum values. So the range of input and output is between 0 and 1. For each
training pair, the assumption that ‘I’ inputs will be given by {I};=([ % 1 ) and ‘n’
output will be given by {O}o={n X 1} in a normalized form [6].

Step 2 : The number of neuron from hidden layer are assumed to lie between
I<m<2l.

Step 3 : [K] represents the weights of synapse that connect between input
neurons and hidden neurons and /77 is the weight of synapse that connect between
hidden neurons and output neurons. The value of the weights will be random from -1

to 1. For the general problems, the values of threshold are taken as zero.

We have the equation (2.22):
[K]o = [random weights]
[T]o = [random weights]
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[KJo= [T]o = [0] 2.22)

Step 4 : The set of input and output will be presented for the training data.
The patterns to the input layer {I}; is presented as inputs. The output of input layer
may be measured by using linear activation function as equation (2.23)
{0} = {1} (2.23)
Ix1 1x1

Step 5 : The inputs to the hidden layer will be calculated by multiplying
weights of synapse as the equation below

Ba = [Klr x {O} (2.24)
nX]l nXm mx1
Step 6 : The activation function between hidden and output will be sigmoid
function , so we have the equation

{0}y = {GTZ;{} (2.25)

Step 7 : The inputs to the output layers are calculated by multiplying weights
of synapse as the equation below
{o = [Tlr x {O}x (2.26)
mX1 mx1l 1x1

Step 8 : Assume that the output layer units evaluate the output using sigmoid
function, the equation will be shown as equation (2.27) below

{O}o= {(l—;;}r} @27
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Step 9 : The error between network output and expected output is calculated

for the i” training set as equation (2.28)

1
_ B0-04)%)?
n

EP

Step 10 : {d} is calculated as equation (2.29)

{d} = {(Vk e ook) X Ook X (1 e Ook )}

Step 11 : The matrix [Y] will be calculated as
[Y] = [Ola x {d}

mXnmXl1l [1Xn

Step 12 : We find
[AT]*H = « [AT]'+ &[Y]
mxn m*xn mx=n
where a : momentum

é: learning rate

Step 13 : We find
{e} = [T] x {d}

mXlmXn nXl1

{d"} = {e;(0y) X (1 — 0}
mx1 mXxl1

The [X] matrix will be calculated

[X] = {Ohx<d™> = {I}} x<d™>

Step 14 : We find
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(2.30)

(2:31)

(2.32)

(2.33)
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[AK]*"'= [K]+ S[X] (2.35)

Step 15 : After we get the result for [AK]**! and [AT]**! , The matrix of
[K]**! and [T]**! will be calculated as two equations (2.36) and (2.37) below:
[K]*'= [K]'+ [AK]**! (2.36)
[T*+'= [T+ [aT]**? (2:37)

Step 16 : The error rate will be measured as the equation (2.38)

TE
Error rate = ;s—e% (2.38)

Step 17: The repeat step 16 will be continued until the error rate convergence

is less than the tolerance value.

2.7.1 Multilayer Perceptron

A neural network is a massively parallel distributed processor that has a natural
propensity for storing experiential knowledge and making it available for
classification. The term neural network was traditionally used to refer to a network
or circuit of biological neurons. Multilayer Perceptron (MLP) is a type of feed-
forward network. The algorithm used in this method is back-propagation. The feed-
forward network comprises three layers: the input layer, hidden layer and the last is
output layer [8] . The hidden layer is between the input and the output layers.

A simple of feed-forward network is shown is Figure 10 , the system has an input
layer , one hidden layer in the middle and one output layer on the right hand side.
Weights are the unit that incorporated into the connections from input nodes to
hidden nodes and from hidden nodes to the output node.
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vInpm’ Layer | _l

e Lot >

Figure 10: The three layers of a MLP [8]

* Input layer: A vector of predictor variable value (from x, to xp) is
represented as the input layer . The input layer standardizes these values so that the
range from each value is from -1 to 1. There will be a constant input of 1.0 that
called bias, the bias is fed to each of hidden layer in the middle side, which is
multiplied by a weight and added to the sum going into the neuron [8].

e Hidden layer: The value from each input neuron is multiplied by a weight
(w;) and the resulting weighted values will be added together producing a combined
value of #;. This weighted sum #; is fed into a transfer function, &, which output a
value A;. The output from hidden layer are distributed to the output layer .

e Output layer : The value from each hidden layer neuron will be multiplied by
a weight (wy) and the resulting weighted values are added together producing a
combined value v;. The weighted sum (v)) is then fed into a transfer function o,
which outputs a value of y;. The y values are the outputs of the network.

The weights of the MLP are trained by using the error back-propagation
method .This method is one of the common method that use in many case related to
the neural network [2]. One of the most popular activation function for this method
is the sigmoid, a real function s.: IR — (0, 1) defined by the expression :

i



3
Sc(X) = (239)

The constant ¢ can be selected arbitrarily and 1/c is called the temperature
parameter in stochastic neural networks. The MLP requires no offline training,
during online training, the MLP will be started with the random initial values for
each weight, at each time step k, its then computes a one-pass back-propagation
algorithm, which consists of a forward-pass propagating the input vector through the
network layer by layer, and then the backward-pass will be used to update the
weights by the gradient descent rule.

2.7.2 Radial Basis Function

Like the MLP, the Radial Basis Function (RBF) also consists of three layers, the
most different between MLP and RBF is about the input values of the RBF are each
assigned to a node in the input layer and passed directly to the hidden layer without
using weights. The hidden layer nodes that are called RBF units will be determined
by a parameter vector called center and a scalar called widih. In this network, the
Gaussian density function is used in the hidden layer as an activation function same
as sigmoid function using in MLP [8]. The linear weights w; between hidden layers
and output layers are solved or trained by a linear least squares optimization
algorithm. The overall input-output mapping f: X € R"™ - Y € R™ is shown as
equation (2.40).

y; = wo + z};l wie ‘i (2.40)

Where X in the input vector, C; € R™ is the ;™ center of RBF unit in the hidden layer,
h is the number of RBF units, wy and w;; are the bias term and weight between the
hidden and output layers, and y; is the i output in the m-dimensional space. Once
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the center of RBF are proven, the width of the i center in the hidden layer is found
by the equation (2.41).

B = [1Eh Zhoallow — aylIf @41)

Where ci and cy, are the K value of the center of i* and / RBF units. There are four
different ways of input and output mapping using the RBF, depending on the type of
input data is fed to this network.

2.8  Wavelet neural network (WNN)
2.8.1 Wavelet neural network Architecture

Wavelet Neural Network (WNN) have been successfully used for tasks involving
classification. During the training mode, the different between MLP and WNN is the
replacement to wavelet from the global sigmoid activation units from classical feed-
forward neural network [12].

The wavelet transform will be used as a preprocessor whereby the feature extraction
are extracted from the input signal and fed to a classical ANN for nonlinear
classification. Wavelet is used to replace the sigmoid hidden node of ANN that will
be shown as Figure 11.

Oviput
Figure 11: Structure of WNN architecture [11]

23



From the Figure 11, X will represent as input mode vector and Y will represent as
output mode vector of the network. w; represents the connection weights between
input mode and hidden mode, and wj represents the connection weights between
hidden mode layer and output mode layer [9]. The output of the WNN will be shown
as equation (2.42).

Ye(®) = [ZF=1 Wik @ap (B Wi xi(0)] (k = 1,2, ....n) (2.42)

2.8.2 Wavelet neural network training algorithm

There will be many algorithms have been applied to wavelet neural network such as
gradient descent, conjugate gradients... however, the advantages of wavelet neural
network architecture is that it can be trained in stages using linear optimization

algorithms, this will allow for improving convergence and the training faster

compared with nonlinear alternatives.

Same as MLP, the back propagation algorithm is used in this training, in which the
weights and bias will be modified so as the minimum error will be minimized with

an average quadratic error function of the equation (2.43) :

x
E =35 ZNald} —»F] @43)

Where d?, is the expected output of WNN. The back-propagation algorithm actually

adopts gradient descent to minimize E, the corresponding formula will be shown as

follows :

5% = = TP ¥ (1 = i)y — YidPap (T]eq Wiy x:(8)) (2.44)

24



2y TNy =y ) — V) Pap (B Wy xi(t)  (245)

aw}k
_a_E_ g ZP Zﬁ:l )'k(l".Yk)(dk—}'k)ij ‘p'a,b(zﬂi wij xi(t))x?
ow ji e p=1 aj (2.46)
oE :
b, Zp=1 Zi=1 Yk (1 = )k = Y)Wk @ %5 (B wyxi(t) /g 2.47)

(B wij x((©))—b;

A Xy BN CEA AN N A O)] ) /e @48)

= o
wy (¢4 1) = wy (8) = n g+ phw;; (£) (2.49)
wy (£ + 1) = wy (t) — "ﬁ% + pdwy (t) 2.50)
q(t+1) =a,-(t)—n§f;+#Aa,-(t) (2.51)
b(t +1) = b () - n% + pAb; (£) 2.52)

Where n refers to wy;, wi , @; and b; learning rate parameter, u prefer to momentum

their own factors.
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2.9 Main characteristics of the muscular diseases

In this research, there are three types of muscular diseases can be classified

separately in healthy, myopathy and neuropathy [13].

® Healthy: a person who is not affected by a disease nor damaged muscle so that
he or she is able to move freely at anytime. Most of the people from the age 15 to 30

years old can get normal muscle and do not depend on any medical devices.

® Myopathy: is a muscular disease in which the muscle fibers do not function for
any one of many reasons, resulting in muscular weakness. Other symptoms of
myopathies can be included muscle cramps, stiffness, and spasm and different type
of myopathies such as muscular dystrophies, mitochondrial myopathies,
dermatomyositis, polymyositis.

® Neuropathy: is damage to a single nerve or nerve group, which results in loss of
movement, sensation, or other function of that nerve. Nowadays, with the high
technology in medical, more than 100 types of neuropathies have been found and
identified into three categories: Mononeuropathy, multiple mononeuropathy and
Polyneuropathy.
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CHAPTER 3
METHODOLOGY

3.1 Procedure Identification

The objective of this research is to design the algorithm for classification method.
The EMG input signal will be taken from the many subjects, the signal is then
process and store into the computer, later the algorithm will be designed to analyze
them and get the output signal to control the prototype.

Literature review is the initial thing in order to do in this project; all the important
information will be evaluated carefully to get the correct direction to design the
control algorithm. MATLAB software was used to do the simulation about control

system.

Several main procedures have been identified towards accomplishing the project.
Base on the Gantt chart from the Appendix A. The process for planning and
selecting techniques from feature extraction and classification system will be
summarized in the flowchart below followed by detailed explanation as F igure 12:
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Figure 12: The flow chard of the design and mnplunmmonofm' : —1
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32 EMG measurement and recording

Generally, different subjects will be chosen to obtain the EMG signal by using the
medical machine. However, the EMG signals were obtained from the database
source from EMGlab [14] to apply in this research. There are three types of EMG
signal such as healthy, myopathy and neuropathy. All these RAW signals are
already recorded from different patients with different age (from 25 to 75 years old).
Then the filters will be used to filter all these signals to reduce noise and approach
the clearly signals before they can be used to do the feature extraction in the next
step. The suitable frequency range for EMG signal is 20 Hz to 450 Hz , therefore,
we use band-pass filter with Butterworth method to apply into the EMG signal .

The code for the raw signal is developed using code from MATLAB
software will be shown in Figure 13:

sk ok ok ok ok ok 3k o ok 3 ok ok ok e e ok ok ok ke ok ok ok ok ok ok ok ok ok ok ok ok ok ok sk ok dkok ke sk ok skok ok skl ok sk sk dkok sk sk ok ok ok ok

clear;

fid = fopen('C\normal dat, '), % Read the data from the source

EMGnor = fread(fid, [1,5000], 'nt16', 'b"); % Choose the sample with 5 seconds
felose(fid),

[b,a}=butter(4,[0.04 0.9], 'bandpass’), %Range from 20Hz to 450Hz
EMGout = filter(b,a. EMGnor);

s ok ok o ok ok ok o sheok sk sk sk ok ok ok ook sk sk ok kol okok b ok sk ok sk sk sk sk sk ok kR okok sk ok sk ko sk sk ok ok ok ok ok ok ok

Figure 13: MATLAB code for reading data and filtering

33 Feature extraction

There are many techniques that can be used to do the feature extraction such as

Fourier Transform (FFT), Auto regressive (AR) and Cepstral analysis . In this
project, there are five different methods will be chosen to apply as to extract the

useful information and become input for classification system.
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3.3.1 Time domain
3.3.1.1 Auto regressive (AR)

Autoregressive (AR) model is another popular linear feature extraction method for
biological signal. AR complex process, in a non-stationary context, is given by

equation (3.1) below:

x(n) = Xh_ arx(k — i) + e(k) (3.1

Where
p : model order
x(n) : data of the signal at point n
ay : the real valued AR coefTicient

e(k) : the white noise error term independent of past sample.

Before the choice of Auto-regressive (AR) to perform feature extraction, the
selecting model order of AR need to be done first [15,16]. A model order which is
too high will over fit the data and present too much noise ,however, a model order
which is too small will not sufficiently represent the signal. There are many methods
to choose the model order, and the Akaike Information Criterion (AIC) is one of the

most common will be explained at the equation below :

AIC(p) = In(0?) + 2 32)

where p is the model order, N is the length of the signal and ¢ is the variance of

the error sequence at order p. by using MATLAB software, the diagram below will
show the result in Figure 14 :
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Figure 14: AIC of EMG signal from healthy patient

Based on the AIC above, it can be seen that AIC value do not change too much after
model 6 , so order 6 can be chosen as the model order . However, the order 8 can get

the best result in this case, so it will be chosen for the next step.

The second step after choosing the model order of AR is find the coefficient as
feature to discriminate the different of three stages: normal, myopathy and

neuropathy [16]. In this, the AR parameters are estimated using a constrained least
squares minimization procedure.

3.3.1.2 Root mean square (RMS)

The root mean square (abbreviated RMS), also known as quadratic mean, is
a statistical measure of the magnitude of a varying quantity . The RMS value of a set
of values is the square root of the average of the square of the original values. The
RMS for a set of n values such as {x;, x> ... x,} will be given by equation (3.3):

1
Xrms = J;(xf + x5 + -+ x2) (33)
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o 3 ke ok ok ok e ok ok ok ok ok ok ok ok ok ok ok e ok ok ok ke ok ok ok sk ok kol ok ok ok ok sk ok ok ke k ok sk sk sk ok ok sk ok sk sk ok sk ok sk ok
for i = l:number_win

datainfor = x(start:en,: ). *repmat(datawindow, 1 );

feature(i,:) = sqrt(mean(datainfor.”2));

start = start + window_inc;

en = en + window_inc;

end
Fkkkkkkkkhkkkkkkkkkkkkkkkkkkkkkkkkbkkhkb bbb bk kkhhkkkkkr®

Figure 15: MATLAB code for choosing RMS

3.3.1.3 Mean absolute value (MAYV)

The mean absolute value (abbreviated MAYV) is calculated using a moving window

[1] . The MAV of the signal x in segment i that has N samples will be given by
equation (3.4) and the code in Figure 16 :

o 1 <N
X =—
=~ Il (.4)
3 3k 2k ok o e o ok ok ke ke ok sk ok ok e ok s ok ok o ok ok 3 o e ke ok 3 3 ok ok ok ok ool ok ok ok ok ok ok ko ok o ok ok ok ok ok ok ok
for i= l:number_win

datainfor = x(start:en,:). *repmat(datawin, 1);
feature(i,:) = mean(abs(datainfor));

start = start + window_inc;
en = en + window_inc;
end

kkkkokkkkokkkkkkkkkkkkkkkkkkkkkkkkkkk ko kk ko k %

Figure 16: MATLAB code for choosing Mean Absolute value

3.3.14 Zero crossing

The frequency that provided from the signal is counted by the number of times the
waveform crosses to zero . A threshold (o) is included to reduce noise induced zero

crossings [1] . Let’s get the two consecutive sample x; and X1, the increase of the
zero crossing count, if :

{x >0and x;,41 <0}or {x, <0andx;,; > 0} 3.5)

and X% =xeqql2 06 (D)
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e s s ook o ok ok sk ok skokok skok ok ok ok sk ok ok sk ok skok sk ok ek ok sk ok ok ok ok ok ok ok sk sk sk ok sk ok sk sk ok ko

for i = I:number_win
y = x(start:en,: ). *repmat(datawin, 1);
y=(y>1)-@<-1)
a=1,
b=exp(-(1:window_size/2));
fil = filter(b,ay),
fil = ( fil > 0)- ( fil <-0);
datafil = diff{ fil);
feature(i,:) = (sum(abs(datafil)==2)),
start = start + window_inc;
en = en + window _inc;
end

Fokok dkokokokokokokokok ok kR ok dokkkokkkokkokkkokkokkkk kb kkkkkkokkdkkkkkkkkkkkk

Figure 17: MATLAB code for choosing Zero crossing

3.3.1.5 Waveform length (WL)

A feature by using waveform length can approach the information on the waveform
amplitude, frequency and duration [1]. The length of the waveform is the
accumulation of the over each analysis that is given by equation (3.6) and MATLAB
code in Figure 18:

ly = Zl’:’-l(xk - Xg-1) (3.6)

deok deokok dkok ok ook kokok ok ko ok ok kol kok ok sk kok ke kk sk kkkk ok k ok ok kok ok sk sk ok kok ok ok ok ok

fori= 1:number_win
datainfor = x(start:en,:).*repmat(datawin, 1);
feature(i,:) = sum(abs(diff{datainfor,2)));

start = start + window_inc;

en = en + window_inc;
end
II.IllIII..lll.llIIII'II....I.II--II.II.-..I.II...--.-I.I'-II.....I--

Figure 18: MATLAB code for choosing Waveform Length

3.3.2 Frequency domain
Besides time domain, there will be another technique for feature extraction called

frequency domain with include many methods based on frequency domain to extract
the data from EMG signals.
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3.3.2.1 Wavelet transform

Wavelet transform use two dimensional time-frequency representation. This is an
important feature extraction technique for local analysis of non-stationary and fast
transient response. The main reason of using this method is to generate the subset of
the frequency components of the interested signals. The noise and unwanted parts
will be reduced effectively through the selection of the valuable frequency
components [17,18].

Wavelet are generated from a single basic wavelet ¥ (t), which is known as
mother wavelet , the algorithms of this wavelet will be shown as equation (3.7)
below :

Yap(t) = 71—;¢ (Ez—b).a.b €R;a#0 (3.7

where a,b are the scale and translation factors, % represents the energy

normalization across the different scales.

There are two different types of Wavelet transform, they are Discrete Wavelet
Transform (DWT) and Continuous Wavelet Transform (CWT) [17,18]. The
continuous wavelet transform used to divide a continuous-time function into
wavelet. And Discrete wavelet transform used to overcome the redundancy of
continuous wavelet transform by scaling and translating in discrete steps which

shown as equation (3.8):

dis = {Fr W10 yx = @, 2 (@, — kb,) 38)

where j, k are integers, a, > 0 is fixed dilation step ,b, is the translation factor is

dependent on a,.



The discrete wavelet transform often used in real time engineering application. This
is useful technique that interactively transform as signal into multi-resolution subset

of coefficients.

34 Cross validation

Cross validation (CV) is the method that used to compare the number of leaming
ANN models to estimate the best performance. [17] The combination between
training and validation dataset are divided into N non-overlapping subsets, the
training will be repeated N times and after finish each time, one of the N subsets will
be used as the validation set and the other N-1 subsets will become the training set.
And the average of classification error will be computed when the training finish.

In this classification, the 60% of data will be selected randomly for the dataset of
training the network and 20% of the data for validation after each training epoch.
The best network from training session will be applied to the remaining 20% of the
data as the test set, the Figure 19 will show the graphic of train, validation and test
data.

— T

1000 Epochs.
Figure 19: Graphic of train, validation and test data.
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3.5 Classification using Artificial Neural Networks

3.5.1 Multilayer Perceptron

ANNs are widely used in the biomedical field for modeling, data analysis and
diagnostic classification. The most frequently used training algorithm in
classification problems is the back-propagation (BP) algorithm, and in this project,
this algorithm will be used to train the data , and the EMG signal data will be
employed for designing classifiers, namely Multilayer perception (MLP) [19].

We used MLP to classify the feature into three classes: Normal (NOR), Myopathy
(MYO) and Neuropathy (NEU) that will be shown in Figure 20. The input will be
ten and the output will be three, while the hidden unit can have ten or more than
nodes, and we could only use a few values such as 10,20,30,40,50...

10 inputs
xy— O

Figure 20: MLP with 3 layers [19]

Assume that we have 150 patterns with 50 pattern from each class. Dividing this
data into two equal set, 75 for training and 75 for testing data. In order to make the
neural network training more accuracy, the input feature vectors were normalized so
that they fall in the range [0,1.0]. And the output of the training will be divided into
3 groups code as shown in Table 1.
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Table 1: Group of three stages of Normal, Myopathy and Neuropathy

Group/Types Normal (NOR) Myopathy (MYO) | Neuropathy (NEU)
Group 1 0.9 0.1 0.1
Group 2 0.1 0.9 0.1
Group 3 0.1 0.1 0.9

After training, the testing data will be used again to test the classification, each

pattern input is fed to the classifier and the resulting output are computed [19,20].

The maximum output is assumed to be the predicted class. We use the group of data

to use for testing data after training. Each group represent to different data from

normal, myopathy and neuropathy patient.

3.5.2 Wavelet neural network

Wavelet can offer many attractive features for the signal analysis and joint input-

space localization. The EMG signals maintain a combination of slow variations over

long period so that Wavelet neural network can be a suitable choice than other

mainstream neural networks.

A multidimensional wavelet ¥(zjk) can be caused from a scalar wavelet ¥(z) via an

affine vector—matrix transformation of the input x . The structure of wavelet neural

network model can be shown as Figure 21 below:

Output Layer

Ja5iY
L,
Layer of wavelets e

Figure 21: Wavelet neural network model
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There are three layers from wavelet neural network, the input layer consists of the
frequency inputs that taken from feature extraction in frequency domain. The next
layer of wavelets include a multidimensional wavelet ¥ (zjk) and the output layer
can become an output [17,18] . The structure of wavelet neural network is almost
same with Multilayer Perceptron (MLP) with input layer, hidden layer and output

layer.

Wavelet analysis now becomes a common method for analyzing variations of power
with a time series. Time series is composed into time-frequency space; the
determination can be caused in both the dominant modes of variability in time.
Wavelets based on ANNs have been developed and used for function approximation
and can be called WANNSs. The used of WANNs can overcome the problem that
conventional ANNSs had.

In WANNSs, a wavelet function in hidden layer was utilized to approach better
performance with neural network. In this research, Morlet wavelet function was used
in hidden layer. The training data set has been used to train in wavelet neural
network [18]. Based on Figure 22, the Morlet wavelet function and sigmoid function
were used as hidden layer and output layer activation function of WNN.

Frequency domain ., Output
Input nodes nodes Output

Healthy

feature 1

feature 2
Myopathic

Neuropathic

.I'culurc n
Figure 22: Block diagram of wavelet neural network

The different between ANNs and WANNS is that the replacement of sigmoid
function in the MLP of ANNs with nonlinear wavelet basic function, p('—'i
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where a and b are the scale factor and translation factor of the wavelet function. And

the function of the nonlinear wavelet can be shown in equation (3.9).

y(® =T, wio (5 (3.9)

Unlike in the standard of Back-propagation algorithm, by using Newton’s method it
can be derived that the parameter updating equations in training can be followed as
equation (3.10)

Aw; = X, [d(@®) - y(©)] ¢ (S 'b‘) (3.10)

With the value of Aa; and Ab; will be shown as equation (3.11) and (3.12)
Ba; = E[d(0) - YOI 3 ¢ = e’ (52) @G.11)

8b, = = Sl -y @1 2o’ () (3.12)

The form of ¢(t) and ¢ (t) depend on the selected wavelet function. In this
research, the used of Morlet wavelet function can be derived as equation (3.13) :

@(t) = cos(1.75t) exp (— ;) (3.13)

And the first derivative can be shown in equation (3.14) :

@ (t) = —1.75sin(1.75t) exp (— 322-) —tcos(1.75t)exp (- %) (3-14)

After training network, test data set were used to test the result. In classification of
neural network, the optimum values for number of hidden node need to be done at
first, and then to determine optimum learning rate
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CHAPTER 4

RESULT & DISCUSSION

4.1 EMG signal

Figure 23, 24 and 25 show the EMG signals for Myopathy, Neuropathy and Healthy
condition that was obtained from the EMGlab [14] . All the signals were taken from
three types of EMG signals with the first 500 samples.

Figure 23: Myopathy EMG signals
b. Neuropathy

Figure 24: Neuropathy EMG signals

c. Healthy
2 v i f
| | | |
U |
2 f
e
Figure 25: Healthy EMG signals



4.2 Feature extraction

For each channel EMG taken from different patients, the signals are processed in
order to extract important features from them. By using a sliding analysis window, a
window of 256ms in length with space in 32ms is used to produce a single feature

vector. The Figure 26 will show the sliding analysis window from signal.

256 ms -

32ms

Figure 26: Sliding analysis window

Feature extraction method that have been applied include feature for: Autoregressive
coefficient, Root Mean Square, Mean Absolute Value , Zero Crossing and
Waveform Length. Each of them will show a different method to use for extract the
signal into each column in the matrix of training and testing data.

4.3 Classification

In this research, the use of EMG signals in order to perform the comparison using
MLP classification. The objective of the modeling phase was to develop classifiers
that are identified as three different types. For developing neural network classifiers,
300 examples were randomly taken from the database to become training data,
validation data and testing data that will be shown as Table 2.

Table 2: Group of number of Training and validation data

Group/Types | Training | Validation | Testing data Total
data data

Healthy 60 20 20 100

Myopathy 60 20 20 100

Neuropathy 60 20 20 100

Total 180 60 60 300
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The MLP was designed with Auto regressive of EMG signal in the input layer,
output layer consisted of three nodes representing three different types of
classification. The number of hidden layer will be chosen in this training is one
because it was found that only one hidden layer can solve the problem [21, 22, 23].
A training rate of 0.01 and momentum coefficient of 0.95 was found optimum for
this training network by using modified error back-propagation algorithm training.
The mean of square error (MSE) representing the mean square of deviation of MLP
output from the target values for both training and test sets was used for estimating
the optimal network. Using the MATLAB software, the develop of the training
session can be used by the toolbox neural network. The error of the network on the
validation data is calculated after every pass or epoch.

Table 3: Neural network training parameters

Sum square error (SSE) 0.00001
Total Epoch 10,000
Initial learning coefficient 0.01
Momentum coefficient 0.95

Table 3 shows all the procedure of training MLP, this included time, number of
epoch, the performance and the gradient of mean square error. The training will stop
once the mean square errors reach the target value (le-5). This training used by
MATLAB toolbox to reduce time and memory of the computer can be shown in
Figure 27 (a) and (b).

T T T o e Y VN W W— C—" ——— |
1000 2000 3000 4000 SDOD 600D TOOD B000 SO0 Y000
0000 Epochs

Figure 27: (a) Neural Network Training toolbox  (b) Mean square Error
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The computed of Auto-regressive (AR) [24] was used as the input of MLP and the
classification results of MLP were displayed on the chart as Figure 28.

; BMyopathic
O Neuropathic

c BB 8888388
i

Figure 28: The classification result between three different groups

Based on the chart from Figure 28, 11 healthy subjects were classified incorrectly in
the healthy class , they were classified as the suffering subjects (7 myopathy and 4
neuropathy subjects), 14 myopathy subjects were classified as healthy (8 subjects)
and neuropathy (6 subjects), and 16 neuropathy subjects were classified as a healthy
(7 subjects) and myopathy (9 subjects).

By using the computational of the following values, the percentage of accuracy
were determined by following the equations from (4.1) to (4.4):

number of normal subjects classified correctly 4.1
number of total normal subjects @.1)

* Accuracy (NOR) =

number of correct myopathy subjects

s Accuracy (MYO) esy number of total subjects suffer ing from myopathy (4'2)
s number of correct neuropathy subjects
* Accuracy (NEU) = number of total subjects suffering from neuropathy (4.3)
3 . f classifi
« Total classification accuracy = ““m"e:m:l:::':cftw = sub:::b"“ (4.4)

43



The statistical values are calculated by the equation above is shown in Table 4 , the

accuracy between healthy , myopathy and neuropathy are 89% from healthy , 86%
from myopathy and 84% from neuropathy.

Table 4: The percentage of specificity and sensitivity

Statistical Accuracy Accuracy Accuracy Total Class
(Healthy) (Myopathy) (Neuropathy) Accuracy
MLP 89% 86% 84% 86.3%

The testing performance of the neural network by using MLP classification is found
to be satisfactory; the accuracy of classification is about 86.3 % with a single hidden
unit as a classifier. The classification using learning algorithm (MLP) could be

trained faster to another classification method.

4.4  Classification by using another feature extraction

After using Auto-regressive, there will be four methods from feature extraction that
can be applied into classification system, moreover, to increase the percentage of

high accuracy, there will be five different datasets are created and labeled as Table 5

Table 5: Five different datasets divided into five groups

Group Description

Group | healthy / unhealthy (abnormal)
Group 2 healthy / myopathy
Group 3 healthy / neuropathy
Group 4 myopathy / neuropathy
Group 5 healthy / myopathy / neuropathy

To obtain best classification, 5 different methods from feature extraction will be
used as the input of the training [25]. They are:

Autoregressive

Root mean square
Mean absolute value
Zero crossing
Waveform length.



The result of accuracy for each datasets based from each feature extraction is used to

compare with other results is shown in Table 6.

Table 6: The classification result based on different techniques

Classifaction of | Number of Classification accuracy (%)
group data per
class Auto Root mean | Mean absolute Zero Waveform
regressive square value Crossing length
(AR) (RMS) (MAV) (ZC) (WL)
healthy / 1007100
unhealthy 81.75% | 82.5% 80.5% 81.75% | 82.5%
healthy / 100/100
myopathy 83% 77.5% 82% 79.5% 81%
healthy / 100/100
neuropathy 83.5% 83.5% 75% 82.5% 80.5%
myopathy / 100/100
neuropathy 82.5% 78.5% 77.5% 77% 77%
healthy / 100/100/100 | 86.3% 78.7% 82% 76.3% 75.7%
myopathy /
neuropathy

All the data above will be shown as the bar chart on Figure 29 to show up the result
of classification accuracy.

88.00%

86.00% |
84.00% |
82.00% .
80.00% |
78.00% |
76.00% |
74.00% |
72.00% |
70.00% |

68.00% |

healthy /
unhealthy

healthy /
myopathy

healthy /
neuropathy

myopathy /
neuropathy  myopathy /
neuropathy

healthy /

¥ (AR)
 (RMS)
i (MAV)
u(zq)
s(wy)

Figure 29: The chart on classification result from different techniques
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Based on the Table 6 , the classification accuracy result between each different
groups using different feature extraction are shown clearly with the percentage and
the best feature extraction will be highlight to demonstrate the highest accuracy in
each group. From the group 1 with healthy subjects and unhealthy subject , we can
realize that the Root mean square (RMS) and Waveform length (WL) can get the
highest result of classification accuracy (82.5%), group 2 with healthy and myopathy
subjects, the Auto regressive from feature extraction give the top result in this case
with 83% , similarly, from group 3 with healthy and neuropathy subjects, there are
two techniques from feature extraction can get the highest result from classification,
they are Auto regressive (AR) and root mean square (RMS) with the same result
83.5% . And from group 4 and group 5, the highest result comes from Auto
regressive also with the percentage is 82.5% (myopathy and neuropathy) from group
4 and 86.3% from group 5 (healthy , myopathy and neuropathy). The highest
success from two classes are from healthy and neuropathy with 83.5% , this shows
that healthy and neuropathy groups are the most distinguishable when comparing
with the other group such as healthy and myopathy, myopathy and neuropathy. The
other groups are difficult to get the good result in classification.

Most of the highest result of classification is from Auto regressive methods, four
over five groups are classified as the best result from feature extraction techniques.
The Root mean square can get the two over five of highest result. The mean absolute
value and zero crossing can show that they are hard to give the better result than
others. This is important result to determine where is the best technique that mostly
used in feature extraction before they can be used to classify all the different groups.

4.5 Wavelet Neural network

There are different types of using classification system that we can use Wavelet
neural network (WNN) to train and test data for neural network. When MLP used
feature extraction in time domain, WNN used frequency-time domain to extract

feature of neural.



4.5.1 Feature extraction using frequency domain

Based on the MLP feature extraction, Autoregressive coefficient can be used to
become an input to MLP training system, and also with WNN, the use of Power
spectrum density (PSD) can become an input to WNN training system.

Power Spectrum Density (PSD) values are also used as feature for EMG signal.
There are many methods to obtain PSD such as Welch and Burg functions. In this
research, Burg method can be used to obtain the value of Auto regressive (AR). It is
also to use AR to obtain Power Spectrum Density (PSD). Afier obtaining the ay
coefficient and o using arburg function and with some suitable model order chosen

by AIC, we can compute the PSD using the formula (4.5)

P(f) = e @4.5)

boy 2
|1+25’ ap[e—jZl'ﬂ At'

Where ay=1. By using MATLAB, we can compute the PSD and sketch the
diagram as Figure 30.

\,'/2 ¥ \/\ "" \ [ R

] 200 400 500 800 1000 1200

Figure 30: AR burg of PSD for healthy subjects

We have chosen the Burg method since it offers good performance to spectral
leakage by its recursive structure. Burg algorithm is one possible method to estimate
the autoregressive coefficients from equidistant data. The Burg algorithm is a
recursive algorithm. Specifically, the pth step of the algorithm reflection coefficient
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is estimated while the previous coefficients kj ... k,_;remain fixed. This algorithm
can get easily adapted to evaluate the reflection coefficients from multiple segments
of data. Spectrum cstimation of AR method does not suffer from frequency problem,

and it is very useful for signals to have a narrow bandwidth.

4.5.2 Classification of Wavelet neural network

The computed of PSD from feature extraction becomes an input to the WNN
training system, there are 20 signals taken from database will be divided into 900
samples to perform training and 300 samples to perform testing data, the dataset
from the input will be shown as the Table 7.

Table 7: Number of training and testing data from three different groups

Group/Types | Training data | Testing data Total
Healthy 300 100 400
Myopathy 300 100 400
Neuropathy 300 100 400
Total 9200 300 1200

There will be 40 nodes from hidden layer of WNN, Morlet wavelet neural network
will be used to become an active function in this training system [26]. The equation
of Morlet function can be derived as equation (4.6)

¢ (t) = cos(1.75t) exp (— -t-zi) 4.6)

Morlet wavelet function will be used to apply the training from the hidden layer of
WNN, each input will be put with this function and the training will be started
immediately until the last input ended.

Sigmoid function will become the activation function from the output, there are 3
nodes of output layer to show the result of Normal, Myopathy and Neuropathy. In
order to make the wavelet neural network training more accurate, the input feature



vectors are normalized so that they fall in the range [0,1.0]. And the output of the

training can be divided into 3 groups code in Table 8.

Table 8: The three output result based from three different groups

Group/Types Normal (NOR) Myopathy (MYO) | Neuropathy (NEU)
Group | 0.9 0.1 0.1
Group 2 0.1 0.9 0.1
Group 3 0.1 0.1 0.9

After training all the data, the test data will be performed to test the result. Same as
MLP, there are five different groups from table 8, and the result of the percentage of

accuracy will be shown as Table 9.

Table 9: The percentage of accuracy from WNN

Classifaction of group Number | Number of Classification accuracy (%)
of class data per
class Number of Power spectrum
samples Density (PSD)
corrected
classified
healthy / unhealthy 2 100/100 92/89 90.5%
healthy / myopathy 2 100/100 91/90 90.5%
healthy / neuropathy 2 100/100 92/86 89%
myopathy / neuropathy 2 100/100 91/92 91.5%
healthy / myopathy / 3 100/100/100 |  92/89/87 89.3%
neuropathy

Based on the result from test data, all the percentage of accuracy is around 90% .
this can be considered that Wavelet neural network can produce better results than
MLP based from the feature extraction Power Spectrum Density (PSD). The highest
result from table 9 is from the group 4 with myopathy and neuropathy, the accuracy
is 91.5% , the lowest result is come from group 5 with three different classes is
89.5% .

When compared all these result from WNN to MLP, the Figure 31 will represents all
the result of accuracy from two different classification system, MLP used Auto
regressive (AR) as the feature extraction in time domain, and WNN used Power
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Spectrum Density (PSD) as feature extraction in frequency domain. The comparison
will come from five different groups of healthy, myopathy and neuropathy also.

 94.00%
92.00%
90.00%
88.00%
86.00%
84.00%
82.00%

80.00%

78.00%

Groupl Group2 Group3 Group4 Group5

S ——————

Figure 31: The comparison between MLP and WNN accuracy

The result from the Figure 31 shows that the accuracy when using WNN can get
higher percentage than MLP classification system. It can be clearly checked that the
test data from WNN can approach high accuracy. Based on group 1 (healthy and
unhealthy), each class got 100 data sample for testing, and 92 samples were
correctly classified as healthy subjects and 89 samples as correct as unhealthy
subjects. The 90.5% from group 1 is come from the total of corrected subject
divided by number of total samples using for testing and can be shown on equation
(4.7):

92489 o
T x 100% = 90.5% 4.7

Same as with the result for the other groups, especially in group 5 with three class
of healthy, myopathy and neuropathy, 92 samples of healthy, 89 samples of
myopathy and 87 samples of neuopathic are correctly classified. And the percentage

of accuracy can be calculated as equation (4.8) :

92489487 i
m x 100% = 89.3% (4.8)
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The comparison between MLP and WNN in the group 5, it can be seen that MLP
gets 86.3% for accuracy and WNN get 89.3% for accuracy. It can be shown that
WNN classification techniques based on the input from PSD can produce better
result than MLP when using Auto regressive.

The testing performance of neural network that found in this project is satisfied and
this system can be upgraded to become a useful system to be used in clinical system.
The strength of this method is its strict discipline in training procedure relating
cross-validation, early stopping and a large number dataset of training repetitions.
There are various techniques such as: Wavelet Neural Network (WNNs), K-nearest
neighbor (Knn), Support Vector Machine (SVM). All these techniques can be used
to compare the speed and the accuracy of classification during training and testing
dataset. Each has different advantage and its limitation. However, the use of all these
methods in general and MLP in particular are most practical to achieve better result

during its application.

The result can be improved when other feature extraction techniques has been
applied in this project. Power Spectrum Density is just only one of many techniques
from frequency domain. There are lot of techniques that can help get the exact
feature extraction from EMG signal, then the classification system can get better

result than before.
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4.6  The advantages and disadvantages between MLP and WNN

4.6.1 Advantages

4.6.1.1 Multilayer Perceptron (MLP)

e Adaptive learning: This is one of the important thing to make the advantage
for MLP, a skill to learn how to perform works that based on the data and weights

given for training or beginning experience.

e Self-Organization : The organization of information can be created by an

ANN to receive during learning time .

e Real Time Operation : The computations from ANN can be hold in parallel
in order to design a special hardware devices which take advantage of this.

e Structure : MLP with three layer black-propagation network with sufficient
hidden nodes can be an universal approximation to yield the required decision

function directly through training.

4.6.1.2 Wavelet Neural Network (WNN)

e The combination between time and frequency characteristic of wavelet

transformation can approach high accuracy of classification.

e Wavelet neural network inherits all the characters from wavelet analysis so
that it has stronger approximation, tolerance and classification capacity than

conventional neural network.

e The use of nonlinear Morlet wavelet at the basic function combines with
error back-propagation algorithm to train the network may overcome the defect of
conventional back-propagation neural network.
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4.6.2 Disadvantages

4.6.2.1 Multilayer Perceptron (MLP)

e Overfitting: An extreme potential for overfitting occur during training data ,
there will be excellent result accuracy on training data but poor accuracy on unseen

data.

e Local minimum: During training data, there will be error surface that make
more than one local minimum , the system may converge to a local minimum and

stuck from there. The Figure 32 will represent the local minimum error.

Figure 32: The show of local minimum and global minimum

o Starting search space : Because the training data depend on the weight , so
that different initial weights can deeply effect to the result.

4.6.2.2 Wavelet Neural Network (WNN)

e Because the wavelet frames can be linearly correlated so when wavelet has
been used at time-frequency domain, there will be the interception of the frame of
wavelet bases function as the neuron function of the hidden layer node. So that it
will effect to the result.
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4.7 E-class system user interface

The name of E-class comes from “Electromyography Classification”, E-class is an
automated system that used to perform classifying three different types of Healthy,
Myopathy and Neuropathy based on Electromyography signals.

There are two techniques that have been used in E-class system such as: Multilayer
Perceptron (MLP) and Wavelet Neural Network (WNN), by applying training data
file and testing data file to the system, there will be two options to choose how to
perform the classification. After finish performing, an error analysis will be used to

show the percentage of accuracy between three different types of Neuromuscular

Disorders.

Based on the Appendix B , the Graphical User Interface (GUI) of E-class will be
shown to help user get easily perform and use the system correctly. All the steps will

be explained as below

Step 1: Choose training data and testing data from the outsource file such as Excel
(* xls or * xIsx) and MATLAB file (*.mat)

Step 2: Choose the cotrect group that need to perform in this case , there are five

different groups button to give user more options to choose.
Step 3 : Normalize the training and testing data using normalize button.

Step 4 : Choose different technique to perform classifying such as MLP and WNN

Step 5: Choose Error analysis button to perform the percentage of accuracy after

finish classifying.



CHAPTER 5
CONCLUSION

ANN architecture is successfully developed for identification of EMG signals.
Furthermore, three different groups of EMG signal such as Healthy, Myopathy And
Neuropathy were used in order to analyze and diagnostic performance of this
system. For faster computation, coefficient with their specifications has been
extracted from EMG signals with various feature extraction methods, and Multilayer
Perceptron (MLP) is useful tool to classify the EMG signal with the Back-

propagation algorithm.

MLP is useful to classify the EMG signal with the algorithm back-propagation.
There are many kind of method such as: Fuzzy logic, PID... However, MLP method
still get the a good result for training input signal. The development of the project
will take more time to do research in order to improve the algorithm and can be used
in purposes. However, the accuracy of this method maybe not high compared to
other methods, so that’s why it needs to do more research and find another methods

to increase the accuracy of the classification.

By using different feature extraction techniques, the classification can give the
different results; Autoregressive is still the good method that can be applied in
feature extraction to get high accuracy for classification. The other methods such as
Root mean square, zero crossing, wavelength, mean absolute value still are suitable
methods to use in feature extraction and then apply in classified system.

Wavelet Neural Network (WNN) can be shown that the better technique when
compared to MLP, this technique based on the feature extraction in frequency
domain. Based on the result of accuracy from the result and discussion, WNN can
approach higher result than MLP. In the future, this technique can be updated to
improve the percentage of accuracy by using different feature extraction to approach
higher accuracy and use widely in different industry.
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APPENDIX A

GANTT CHART FOR THE 2 SEMESTERS OF FINAL YEAR PROJECT

I. Timeline for FYP I

Week
Number
Activities

FYP Title selection

Literature Review

10

11

12

13

14

15

Methodology

Submission of Extended
Proposal

Signal Acquisition

Proposal Defense

Project work continues

Submission of Draft Report

Submission of Final Report

II. Timeline for FYP 11

D: Task has been done

Week
Number
Activities

MLP and Wavelet Classification

Submission of Progress Report

10

11

12

14

Wavelet classification continue

Submission of Draft Report

Project work continues (data)

Pre-SEDEX

Submission of Final Report
(soft cover)

Submission of Technical paper

VIVA

Submission of Final Report
(hard bound)
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