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ABSTRACT 

There has been growing interests in using optical code division multiple access 

(OCDMA) systems for the next generation high-speed optical fiber networks. The 

advantage of spectral amplitude coding (SAC-OCDMA) over conventional OCDMA 

systems is that, when using appropriate detection technique, the multiple access 

interference (MAI) can totally be canceled. The motivation of this research is to 

develop new code families to enhance the overall performance of optical OCDMA 

systems. Four aspects are tackled in this research. Firstly, a comprehensive discussion 

takes place on all important aspects of existing codes from advantages and 

disadvantages point of view. Two algorithms are proposed to construct several code 

families namely Vector Combinatorial (VC). Secondly, a new detection technique 

based on exclusive-OR (XOR) logic is developed and compared to the reported 

detection techniques.  Thirdly, a software simulation for SAC OCDMA system with 

the VC families using a commercial optical system, Virtual Photonic Instrument, 

“VPITM TransmissionMaker 7.1” is conducted. Finally, an extensive investigation to 

study and characterize the VC-OCDMA in local area network (LAN) is conducted. 

For the performance analysis, the effects of phase-induced intensity noise (PIIN), shot 

noise, and thermal noise are considered simultaneously. The performances of the 

system compared to reported systems were characterized by referring to the signal to 

noise ratio (SNR), the bit error rate (BER) and the effective power (Psr). Numerical 

results show that, an acceptable BER of 10−9 was achieved by the VC codes with 120 

active users while a much better performance can be achieved when the effective 

received power Psr > -26 dBm. In particular, the BER can be significantly improved 

when the VC optimal channel spacing width is carefully selected; best performance 

occurs at a spacing bandwidth between 0.8 and 1 nm. The simulation results indicate 

that VC code has a superior performance compared to other reported codes for the 

same transmission quality. It is also found that for a transmitted power at 0 dBm, the 

BER specified by eye diagrams patterns are 10-14 and 10-5 for VC and Modified 

Quadratic Congruence (MQC) codes respectively.  
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ABSTRAK 

Ada telah berkembang kepentingan dalam menggunakan kode divisi optik multiple 

access (OCDMA) sistem bagi generasi selanjutnya berkecepatan tinggi jaringan serat 

optik. Keuntungan dari spektrum amplitudo pengkodean (SAC-OCDMA) atas sistem 

OCDMA konvensional adalah bahwa, bila menggunakan teknik deteksi yang tepat, 

campur tangan multiple access (MAI) benar-benar dapat dibatalkan. Motivasi dari 

penelitian ini adalah untuk mengembangkan keluarga kode baru untuk meningkatkan 

kinerja keseluruhan sistem OCDMA optical. Dua algoritma yang diusulkan untuk 

membangun keluarga beberapa kode yaitu Vector Kombinatorial (VC). Kedua, teknik 

deteksi baru berdasarkan eksklusif-OR (XOR) logika dikembangkan dan 

dibandingkan dengan teknik deteksi dilaporkan. Ketiga, sebuah simulasi perangkat 

lunak untuk sistem OCDMA SAC dengan keluarga VC menggunakan sistem optik 

komersial, Virtual Foton Instrumen, "VPITM TransmissionMaker 7,1" dilakukan. 

Akhirnya, sebuah penyelidikan yang ekstensif untuk mempelajari dan mencirikan 

VC-OCDMA dalam jaringan area lokal (LAN) dilakukan. Untuk analisis performa, 

efek dari fase-akibat intensitas kebisingan (PIIN), suara tembakan, dan kebisingan 

dianggap termal secara simultan. Kinerja sistem dibandingkan dengan sistem 

dilaporkan adalah ditandai dengan mengacu pada sinyal ke rasio noise (SNR), tingkat 

kesalahan bit (BER) dan kekuasaan efektif (Psr). Hasil numerik menunjukkan bahwa, 

sebuah BER 10-9 diterima dicapai oleh kode VC dengan 120 pengguna aktif 

sedangkan kinerja yang lebih baik dapat dicapai jika daya efektif yang diterima Psr> -

26 dBm. Secara khusus, BER dapat ditingkatkan jika saluran VC jarak optimal lebar 

dipilih dengan cermat; kinerja terbaik terjadi pada bandwidth jarak antara 0,8 dan 1 

nm. Hasil simulasi menunjukkan bahwa kode VC memiliki kinerja yang unggul 

dibandingkan dengan yang lain melaporkan kode untuk kualitas transmisi yang sama. 

Hal ini juga menemukan bahwa untuk daya yang ditransmisikan pada 0 dBm,    BER 

yang ditentukan oleh pola mata diagram adalah 10-14 dan 10-5 untuk VC dan 

Dimodifikasi Kuadratik kongruensi (MQC) kode masing masing. 
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CHAPTER 1 
INTRODUCTION 

  

1.1    Background  

In recent years, the demand on optical communication systems has been rapidly 

increasing due to the large bandwidth offered by the optical fibers. This demand is 

fueled by many different factors. Multimedia services promise to integrate moving 

images, statistic images, text, and sound in an interactive environment. At the same 

time, businesses are relying increasingly on internet for day to day operations. This is 

because the internet provides an immediate and accessible set of information, 

resources and services.  The tremendous growth of the Internet has brought enormous 

number of users consuming large amount of bandwidth since data transfers involve 

videos, database queries, updates and images [1-7]. These demands have driven the 

need to replace conventional low-capacity copper access links to higher-capacity 

connections. To realize the demands for bandwidth and new services, a new 

technology must be deployed and fiber optic is one such key technology [8]. Optical 

fiber offers many advantages over conventional media (e.g. coaxial cable and twisted 

pair). It offers unlimited bandwidth and is considered as the ultimate solution to 

deliver broadband access to the last mile. It also offers a much lower attenuation 

factor where optical signals can be transmitted over very long distances without signal 

regeneration or amplification [8-11]. In addition, many channels can be multiplexed 

to share the same fiber optic medium and thus reducing the number of links required 

and the cost to end users [12]. 

 A single mode optical fiber can support transmission capacity in the range of Terabits 

per second [6]. Optical multiplexing techniques have to be employed to exploit full 

system transmission capacity [8-11]. In optical communication network, due to the 

usage of light as a carrier, several wavelengths can be multiplexed on the same fiber 



 

2 

 

in order to increase the overall bandwidth.  Therefore, fiber optic systems could be the 

answer to many urgent needs of the telecommunication systems, as they could 

provide the necessary bandwidth for the transmission of broadband data to the end 

users. 

1.2    Telecommunication Networks  

In general, telecommunications networks can be divided into four classes [13]. Figure 

1.1 shows four generic categories of telecommunication networks. 

 

 

City B

City A LAN in a 
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MANWAN
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City C
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Individual 
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Figure  1.1 Broad categories of network ranging from LANs to WANs.  

 

1. A wide area network (WAN) spans a large geographical area. The links can range 

from connections between switching facilities in neighboring cities to long-haul 

terrestrial or undersea transmission lines running across a country or between 

countries. WANs are usually owned and operated by either private enterprises or 

telecommunication service providers.  

2.  A metropolitan area network (MAN) spans a smaller area than that spanned by a 

WAN. This could range from interconnection between buildings converting several 
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blocks within a city or could encompass an entire city and the metropolitan area 

surrounding it. MANs are owned and operated by many organizations.  

3. A local area network (LAN) interconnects users in a localized area such as a room, 

a department, a building, an office or factory complex, or a campus. LANs usually are 

owned, used, and operated privately by a single organization.  

4. An access network encompasses connections that extend from a central 

communication switching facility to individual businesses, organizations, and homes. 

One of its functions is to collect and concentrate the information flows from customer 

locations and then send this aggregated traffic to the central office. In the other 

transmission direction, access networks allow carriers to provide voice, data, video 

and other services to subscribers. Such access networks typically are owned by 

service providers.   

1.3    Multiple Access Techniques 

A multiple access communication system is a communication system where a number 

of users share a common transmission medium to transmit messages to a number of 

destinations. Optical fibers provide vast bandwidth for multiple access operations 

which allows multi users to simultaneously access the shared medium. Therefore, we 

need to find a way to share the vast bandwidth of the optical medium in a manner 

which is fair and fast. A multiple access is required for combining and separating 

traffics on a shared physical medium when the users are not at the same place.  A 

more detailed discussion on the differences between multiplexing and multiple access 

techniques will be provided in Chapter 2. 

There are three major multiple access schemes available; Time Division Multiple 

Access (TDMA), Wavelength Division Multiple Access (WDMA) and Code Division 

Multiple Access (CDMA). TDMA and WDMA are traditionally used in fiber optic 

communication systems to allocate the available bandwidth among the different users. 

In a TDMA system, each channel occupies a time slot, which interleaves with time 

slots of other channels. In a WDMA system, each channel occupies a narrow 

bandwidth around a center wavelength or frequency. However, both of them present 
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significant drawbacks in local area systems requiring large number of users [12]. In 

optical CDMA systems, a data bit is typically encoded by sub-dividing it into many 

smaller chips. Each user is assigned a unique signature code that specifies the chips 

that must contain optical power. In a particular technique, a CDMA user inserts its 

code or address in each data bit and asynchronously initiates transmission. In optical 

CDMA, the field of the optical signal carrying the data exhibits a set of signal 

processing operation. Hence this modifies it’s time and/or frequency appearance, in a 

way distinguishable only by the intended receiver. At the receiver, the complement 

decoder is used to correlate the incoming chip stream, thus reproducing the desired 

signal. The signature codes have good auto-correlation and cross-correlation 

properties that enable each user to differentiate its own data. Other users in the 

network will produce multiple-access interference (MAI), but as long as the MAI is 

less than the autocorrelation peak, the desired data is detected correctly [21].  CDMA 

offers unique features such as flexibility, high security, enhanced privacy, 

asynchronous nature, plug and play functionality, and provides differentiated service 

at the physical layer. The advantages and disadvantages of these three schemes are 

discussed in more details in Chapter 2.  

1.4    Problem Statement 

 CDMA was invented and used as the first technique for wireless communication. It 

gives the best results compared to other wireless multiple access techniques. This fact 

has led many researchers to study if the advantages of CDMA could also be utilized 

in optical communication systems for the sake of accommodating a large number of 

users simultaneously.  

Optical CDMA started almost around two decades ago [11]. In the beginning, 

communication community tried to apply the same CDMA techniques already 

established in wireless communication. The results they achieved were far from 

comparable to the success of that in wireless [22-23]. This is mainly due to the 

fundamental difference between the radio frequency (RF) and optical fiber 

communication environments.  For instance, the output characteristics of an optical 

source, such as phase and polarization are not controllable as of a microwave source. 
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The optical fiber exhibits phenomena that are either not present or insignificant in RF 

channel. Also the photo-detector senses incident power only, the phase and 

polarization cannot be easily detected. A complex architecture is required, in order to 

control and detect such parameters and this becomes inappropriate for an access 

communication system.  To overcome the stated problems, researchers have been 

trying to establish newer encoding and decoding techniques in order to achieve the 

CDMA objectives. Another limitation is optics to electronics and electronics to optics 

conversion which limits the transmission speed and increased the overall system cost. 

A modern approach is to use an all optics processing scheme (Optical signal 

processing) [24-25]. The encoding and decoding operations that occur in the optical 

domain are desirable which leads to avoidance of an ultra-fast electronics.  

Interest in optical CDMA is always high due to increasing demand for networks with 

higher capabilities at low cost. This demand is fueled by many different factors. 

Business and government applications are relying increasingly on the Internet. 

Multimedia services promise to integrate moving images, statistic images, text, and 

sound in an interactive environment. The tremendous growth of internet has brought 

huge number of users consuming large amount of bandwidth since data transfers 

involve videos, database queries, updates and images [9-11]. The conventional 

bandwidth, such as twisted wire pairs and coaxial cables is limited and for this reason 

it will not be able to integrate these broadband services sufficiently. 

 In a TDMA system, users are assigned time slots during which they can transmit their 

data. Since only one user can transmit at a time, the receiver must operate at the 

aggregate of the system which is roughly equal to the number of nodes connected 

product the data rate per node. TDMA systems also introduce significant latency 

penalties because of the coordination required to coordinate and grant requests for 

time slots from users by the central node [13-14].  

WDMA systems allocate the available optical bandwidth into distinct wavelength 

channels that are sent simultaneously by different users to permit multiple access. It is 

difficult to construct a WDMA system for a dynamic set of multiple users because of 

the significant amount of coordination among the nodes required for successful 

operation. To build  a WDMA network with a dynamic user base, control channels 
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and collision detection schemes would need to be implemented that would waste 

significant bandwidth [15]. 

Optical CDMA communication systems require neither the time nor the frequency 

management systems of the previous techniques. The three major factors that affect 

the performance of optical CDMA are code design, detection technique and 

transmitter-receiver structure. 

Many code families have been proposed for various OCDMA technologies. Different 

families can be categorized based on the coding scheme [7-9, 26-37]. For example, 

for time-spread systems [7-9, 26], Optical Orthogonal Code (OCC) [8-9] and Prime 

Codes [7] have been proposed. For the wavelength-hopping time-spreading OCDMA 

system, fast-frequency hopping [27], Carrier hopping [7], and Extended Carrier 

Hopping prime codes [28]. For the spectral-amplitude coding (SAC) OCDMA 

systems [29-37], Hadamard [29], Integer Lattice code [30-31], Balance Incomplete 

Block Design (BIBD) code, Modified Quadratic Congruence (MQC), Modified 

Frequency Hopping (MFH) code [32-33], Double Weight (DW) code [35, 60], 

Enhance Double Weight (EDW) code [36] and most recently the Random Diagonal 

(RD) [37]. However, some of these codes have much poorer cross-correlation (e.g. 

Hadamard code [29], RD code [37]), or the  number of available codes is quite 

restricted (e.g. integer lattice exists for m and k where m and k need to be a co-prime 

(it is enough if one is an even and the other is odd) [30], a prime number for modified 

quadratic congruence  (MQC) [32-33], a prime power for Modified Frequency 

Hopping  (MFH) [32-33], an even natural numbers for Modified Double Weight 

(MDW) [35], and an odd natural numbers for Enhanced Double Weight (EDW) [36]).  

Also it is not very clear if any of the codes has been tested on the actual fiber or even 

on the software-simulated environments. In this thesis, we propose new codes for 

Optical CDMA namely Vector Combinatorial (VC) Code families. It will be shown 

principally by extensive theoretical studies and comprehensive simulations that the 

transmission performance of VC code families is significantly better than that of 

existing codes such as Modified Quadratic Congruence, (MQC), Modified Frequency 

Hopping code (MFH) and Hadamard code. The detailed review of the OCDMA and 

their implementation in local area networks is given in Chapter 6.  
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1.5     Objectives 

The main goal of this research is to develop a new code family for the spectral-

amplitude coding (SAC) optical CDMA. The objectives of this research can be 

summarized as follows: 

• To develop new optical CDMA codes known as VC code families. 

• To develop a new detection scheme based on XOR subtract technique. 

• To develop transmitter and receiver structure for proposed system. 

• To apply and study the performance of a new CDMA code families in local 

Area Networks (LAN) environment.  

1.6        Scope of Works 

In this thesis, multiple access and multiplexing issues are focused on through studies 

performed at the physical layer. At the physical layer, the standard parameters usually 

involved are the bit-error rate (BER), signal-to-noise ratio (SNR), transmitted power, 

received power and loss. Figure 1.2 illustrates the study structure of this research and 

also the scope of work. Optical spectrum CDMA is a new technique of multiplexing 

and multiple access in optical communications. For code development, the study 

focuses on theoretical modeling and code structure construction. It is important to 

note that, almost all current research works in OCDMA focus on these two activities. 

Nevertheless, in this thesis we also include the applications to make the study more 

complete. The scope of focus in code application is on local networks as these are the 

areas that are predictable to be better ready for the implementation of OCDMA 

technology.  

Besides theoretical model development, extensive studies are also conducted through 

software simulation, an approach that is generally lacking in other recent works in this 

field. Even so, as far as the scope of work of this study is concerned, the experimental 

results are expected to be adequate to prove the feasibility and viability of the new 

codes (as theoretically expected) and their outperformance compared to other existing 

codes. 
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As shown in Figure 1.2, there are three main subjects that will be considered in this 

thesis; which are the code development, transmitter-receiver structure with respect to 

detection technique and OSCDMA code applications with more emphasis given to the 

former. The more detail structure of study is provided in the respective chapter 

according to specific issues under study. The issues in devices will be addressed only 

as they are required, especially when discussing the encoders and decoders structure.  
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Figure  1.2: A general study model of this research work. 
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1.7        Methodology 

A general methodology is adopted in this research. As mentioned in Figure 1.2, one of 

the main challenges and potential advantages of the proposed system is to develop 

and implement new code families that are well beyond the capability of current codes. 

Therefore, extensive studies from literature review point of view for reported optical 

CDMA systems will be addressed in Chapter 2. A comprehensive treatment of the 

theoretical and simulation studies will be detailed in Chapters 3, 4 and 5. In the form 

of anticipation, we would expect the new optical CDMA codes would lead to many 

design configurations such as new encoder, decoder and new detection scheme. Four 

stages are covered in this research.   

In the first stage, a comprehensive theoretical analysis for the VC code families and 

the existing optical codes such as Modified Quadratic Congruence (MQC), Hadamard 

code, Modified Frequency Hopping (MFH) code and Double Weight (DW) code has 

taken a place. The choices of these codes are made because Hadamard is originally 

the basic and widely familiar code; MQC and MFH are the famous codes reported in 

spectral amplitude coding whose performance have been shown to outperform that of 

others while RD code is the latest code mentioned in the literature.  At this stage, all 

the mathematical relations between the number of users, code length, weight and their 

performances are developed and discussed comparatively. Moreover, an algorithm to 

generate the code patterns has been developed using C++ tools.  

 

In the second stage, after the completion of all the mathematical models, an optical 

system simulator is used to study the performance of the code in CDMA systems. 

Simulation tools can offer a powerful method to assist in analyzing the design of an 

optical component, circuit, or network before costly prototypes are built.  

VPItransmissionMakerTM WDM, version 7.1 has been used to accomplish this work. 

Optimization and characterization are needed at this stage to get the best combination 

of codes that are suitable for the applications in LAN and MAN. This simulation 

software considers all possible practical effects during implementation, such as 

dispersion, non-linear effect of the fiber, and attenuation of the fiber.  The bit error 

rate, chip spacing, signal received power, and eye opening, are simulated with 
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different values of input optical power of the light source and bit rate of the system for 

various fiber links. 

 

In the third stage, although the main focus of this thesis is the feasibility of VC code 

families for communication systems, it is to be appreciated to study and characterize 

the input and output powers for the LEDs and Laser Ring as optical sources for 

OCDMA systems. Therefore,   an experiment test for a laser ring for the proposed 

code is conducted. 

 

 In the final stage of this research, the experimental setup for the implementation of 

the new optical code is proposed. In addition, an experimental test for the input and 

output powers is conducted. Comparisons are then made between simulation and 

theoretical results. Moreover, the implementation of VC code in a local access 

network (LAN) is addressed in this stage as well.  

1.8      Contributions of this research 

In this thesis, new code families for spectral-amplitude coding OCDMA systems to 

enhance the performance of optical CDMA systems have been proposed.  We can 

summarize the added values to the spectral-amplitude coding field of optical code-

division multiple access (OCDMA) systems by this work as follows: 

 

•  New code families with no restriction of choosing the code weight and 

number of users (free cardinality). 

•  A new balance detection technique based on exclusive OR logic. 

• A new transmitter-receiver structure for spectral-amplitude coding. 
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1.9        Thesis Overview 

This thesis is organized into 7 Chapters.  Chapter 1, an introduction chapter, discusses 

the need for high speed networks and the main reasons for using fiber optic in these 

networks.    

The main problems faced in the implementation of the spectral-amplitude coding 

system, the objectives and scope of study are also outlined. The background 

information required here are important in following through the presentation, result 

and discussion in the subsequent chapters. 

 Chapter 2 introduces time-spread, frequency-hopping and spectral-amplitude coded 

OCDMA, providing a comprehensive literature review of the historical development 

of these techniques. More details about the multiplexing and multiple access 

technologies, as these are the main focus in this study, also will be addressed in this 

chapter. This starts with discussion on various existing multiplexing and multiple 

access techniques, advantages of OCDMA against other techniques, various Optical 

CDMA codes properties and strengths and weaknesses. 

Chapter 3 concentrates on the core works of this thesis whereby a detailed discussion 

on the proposed families of VC codes is provided. The code structure and theory are 

constructed here. The existing technique is studied as well. 

Recent studies show that, an OCDMA system cannot be designed by considering the 

properties of the code only, the detection technique also plays an important role and 

should be addressed as well. Therefore, this issue is highlighted in a chapter by itself, 

Chapter 4. This chapter also highlights a newly proposed detection scheme based on 

XOR subtraction. The influence of noise is also detailed in this chapter. 

Chapter 5 concentrates on the performance of the proposed optical CDMA code based 

on the theoretical development.  The basic design issues such as types of modulation 

and types of optical source are first verified and optimized in this chapter. Thus 

Chapter 5 functions as an initial verification stage before further simulation and 

experimentation are performed. 

Chapter 6 then focuses on the implementation of the new codes (beside other codes 

for comparative analyses purposes) in local network. Then, finally Chapter 7 discuses 
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the whole study and summarizes the important findings and contributions. 

Suggestions on the future works are also provided in this chapter. 
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CHAPTER 2 
OPTICAL CODE DIVISION MULTIPLE ACCESS SYSTEMS 

 

2.1    Introduction 

Fiber communication systems are gaining attention as a solution of providing high-

bandwidth connection in the local area network (LAN) and metropolitan area network 

(MAN), where a large number of subscribers within a relatively small area require, 

from time to time, to communicate with others in the network at the rates of Gbit/s.  

Unlike the situation in the wide area network (WAN), the data flow in LANs could be 

more bursty and the control of the network more complex.  One important 

requirement of the potential LAN technologies is to allow the users to have easy 

access to the network and effectively share the bandwidth with others in a fast and fair 

manner. In this chapter, we first address the operating principles of multiplexing, 

multiple access and their applications in details. The next topic includes the use of 

CDMA in optical domain and the operational concepts. It starts with a discussion on 

various existing multiplexing and multiple-access techniques, followed by the 

classification of the OCDMA systems, the most studied codes for Optical CDMA 

codes and their properties, and concluded through highlight the advantages of 

OCDMA in LANs and MANs networks.  

2.2    Multiplexing and Multiple Access Techniques 

There is no big difference between multiplexing and multiple access techniques. 

Multiple access techniques are often used to allow a transmission medium to be 

shared between different users (all users have equal access). The basic multiple access 

techniques mainly used in communication systems are: Frequency Division Multiple 
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Access (FDMA), Time Division Multiple Access (TDMA) and Code Division 

Multiple Access (CDMA).  

Multiplexing is the combination of multiple signals into a single signal transmission. 

Multiplexing technique which makes possible to pad a number of logical channels 

(each capable of supporting an independent connection) into the same physical 

channel or line. The advantage of multiplexing is to reduce costs by better utilizing 

the capacity of the line. There are three main types of multiplexing techniques in 

communication systems namely Time Division Multiplexing (TDM), Frequency 

Division Multiplexing (FDM) and Wavelength Division Multiplexing (WDM). 

According to the definition of the multiple access and multiplexing, multiplexing is 

more suitable for metro and long distance networks, while access is more suitable for 

shorter distance access networks. Due to this, our study will deal substantially with 

multiple access since the focus application is on local area networks.  

2.3     Fiber Optic Multiple access Techniques 

If there is more than one independent user trying to share some resources, the need for 

a multiple access techniques arises. In the absence of such techniques, conflicts can 

occur if more than one user tries to access the resources at the same time. Therefore, 

the multiple access schemes should avoid or at least resolve these collisions. Optical 

fiber offers vast amount of bandwidth for multiple access operations, permitting many 

users to simultaneously communicate on the same transmission medium. Three 

multiple access approaches are often considered to make the system bandwidth 

available to the individual user as illustrated in Figure 2.1. Traditional fiber optic 

communication systems use either TDMA or WDMA schemes to allocate bandwidth 

among multiple users. Unfortunately, both present significant drawbacks in local area 

systems requiring large number of users.  
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Figure  2.1: Multiple access schemes. 
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2.3.1    Time Division Multiple Access (TDMA) 

In TDMA scheme [13-14], the bandwidth is divided into frames of equal duration, 

and each frame is divided into the same number of time slots. All time slots have 

equal duration.  Each slot position within a frame is allocated to a different user. This 

means a particular user transmits in specific time slot in each transmitting frame. The 

length of the transmission frame is determined by the data bit period and is subdivided 

into a number of time slots according to the width of optical pulse. 

 In TDMA, the total system throughput is limited by the product of the number of 

users and their respective transmission rates since only one user can transmit at a 

time. For instance, if 100 users wish to transmit at 1Gbit/s, at a minimum the 

communication hardware would need to be capable of sustaining a throughput of 

100Gbit/s, which is very hard to achieve this requirement at the present time. In 

addition, TDMA systems require strong centralized control to allocate time slots and 

maintain synchronous operation [13]. 

2.3.2    Wavelength Division Multiple Access (WDMA) 

Unlike TDMA, a WDMA system allows each user to transmit at the peak speed of the 

network hardware since each channel is transmitted on a single wavelength of light 

[15-18]. WDMA systems allocate the available optical bandwidth into unique 

wavelength channels that are sent simultaneously by different users to permit multiple 

accesses. A WDMA system could easily support a bandwidth of 1 Terabit/s, ideal for 

the needs of a local area network. The problem with using WDMA in LANs is the 

need for a significant amount of dynamic coordination between nodes [13]. A 

dedicated control channel can be used for pre-transmission coordination. However, 

this wastes bandwidth that could otherwise be used for data transmission and 

introduces latency as nodes attempt to negotiate a connection [13].    

2.3.3    Code Division Multiple Access (CDMA) 

A CDMA is a spread-spectrum multiplexing technique by which the users access a 

common channel simultaneously and asynchronously [11, 19-20]. CDMA schemes do 

not achieve their multiple access property by division of the transmission of different 
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users in either time or frequency, but instead make a division by assigning each user a 

different code. Before a transmission is carried out, a CDMA user needs to insert its 

code or address in each data bit and asynchronously initiates transmission. As such, 

the system only allows those who hold the code used in the transmission to decode the 

message.  Those users without the specific code will not be allowed to collect the 

desired data. Thus, this modifies its spectrum appearance in a way recognizable only 

by intended receiver. Otherwise, only noise-like bursts are observed.     

A comparison between the advantages and disadvantages of these three schemes are 

given in Table 2.1. 

Table  2.1: Comparison of Common Optical Multiple Access Schemes. 

Multiple Access  
Schemes  

Advantages Disadvantages 

1. TDMA 1. Dedicated channels   
provided. 

2. High throughput. 

3. Deterministic access. 

 

1. Accurate synchronization 
needed. 

2. Not efficient in bursty 
traffic. 

3. Bandwidth wasted. 
4. Channel not efficiently 

used. 
5. Performance degrades with 

the number of simultaneous 
users. 

2. WDMA 1.Dedicated channels 
provided. 

 

1. Channel crosstalk. 

2. Channel idle most of the 
time. 

3. Low bandwidth efficiency. 

4. Non-linear effects. 

3. CDMA 1. Simultaneous users allowed. 

2. Asynchronous access. 

3. No delay or scheduling. 

4. High bandwidth efficiency. 

5. Efficient for bursty traffic. 

6. Dedicated channels 
provided. 

1. Performance degrades with 
the number of simultaneous 
users. 
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2.4    Optical Code Division Multiple Access Systems 

Recently there has been growing interest in applying CDMA technique in optical 

domain [19-20] to support the increasing bandwidth demands of multimedia 

applications such as video conferencing and internet browsing. By utilizing CDMA in 

optical networks, we can achieve link capacities on the order of multi THz ideal for 

the local communication channels because CDMA offers the flexibility needed in the 

burst LAN environment. Therefore, the additional bandwidth required by spread 

spectrum can be accommodated by using a fiber-optic and incoherent optical signal 

processing [11].  In addition, OCDMA allows many users to access the same optical 

fiber channel asynchronously through the assignment of unique signature sequence.   

OCDMA has many attractive characteristics when compared to its wireless 

counterpart, such as nearly perfect power control, fixed user positions and high signal 

to noise ratios [9, 11]. Moreover, it connects large number of asynchronous users with 

low latency and jitter, permits quality of service guarantees to be managed at the 

physical layer, offers strong security and has simplified network topologies. The key 

advantage of using CDMA is that, CDMA can be encoded and decoded in optical 

domain without converting the signal to electronic unless required. This is extremely 

important because the electronic processing is much slower than the optical 

transmission rate. Due to these, OCDMA has been recognized as one of the most 

important technologies for supporting many users in shared simultaneous media, and 

in some cases can increase the transmission capacity of an optical fiber [8-9]. 

OCDMA is an exciting development in short hauls optical networking because it can 

support both wide and narrow bandwidths applications on the same network.  The 

code design plays an important role due to its ability to reduce the total received noise 

powers to total received powers. However, for improperly designed codes, the 

performance of OCDMA is known to be limited by the Multiple Access Interference 

(MAI) originating from other users trying to use the medium simultaneously [9] or 

crosstalk from other users. Many Optical Code Division Multiple Access codes have 

been proposed, which can also be implemented as multiplexing systems in point to 

point links. 

Figure 2.2 illustrates how this system works. As stated in [8-9, 38], an encoder 

structure in the optical CDMA network is employed in every transmitter to encode 
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every modulated data bit with the specific code to each intended user.  A broadcast 

architecture, using a passive star coupler, is used to connect all users to all the 

receivers.  Then, the star coupler combines the signals from all users and these are 

sent to all of the matched filter receivers in the network (From Figure 2.2, we assume 

all components such as star coupler, multiplexer, etc, exist in OCDMA domain) .  

When a particular signal reaches the receiver, a decoder will match the code used in 

individual data bit with the receiver code. The fundamental task of the decoder is to 

retrieve the data bits encoded with the local code and discard the rest of the signals.    
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Figure  2.2: Optical CDMA networks. 

 

In fact, these encoded bits which do not match the codes are not totally rejected by the 

encoder and some noises or also known as interference may also pass through the 
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decoder. However, for large number of users, the performance of OCDMA is known 

to be limited by the Multiple Access Interference (MAI) originating from other users 

trying to use the medium simultaneously.  

 

2.5    Classification of Optical Code Division Multiple Access Systems 

There have been growing interests in the coding schemes and enabling technologies in 

the area of optical code-division multiple-access (OCDMA) [39]. Three different 

categories can be used to specify optical CDMA systems as shown in Figure 2.3. 

Based on different choices of optical sources (e.g., coherent vs. incoherent, 

narrowband vs. broadband), detection schemes (e.g., coherent vs. incoherent), and 

coding techniques (e.g., time vs. wavelength, amplitude vs. phase), coding schemes 

can be classified into six main categories: (1) pulse-amplitude coding, (2) pulse-phase 

coding, (3) spectral-amplitude coding, (4) spectral-phase coding, (5) spatial coding, 

and (6) wavelength-hopping time-spreading (or simply wavelength-time) coding. 

The first two techniques involved coding in the time domain.  

 

 

Figure  2.3: Classification of Optical CDMA systems. 

Nevertheless, these two time-domain techniques are not inherently suitable for dense, 

high-speed, long-span optical networks because ultra short pulses are required, 

making the systems susceptible to fiber dispersion and nonlinearities. 
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 In spectral-amplitude coding and spectral-phase coding, coding is performed in the 

wavelength domain [39]. The spectral nature of the codes is decoupled from the 

temporal nature of the data so that code length is now independent of data rate. 

Spectral OCDMA systems are code synchronous, on the condition that coded spectra 

must be linked to a common wavelength reference plane. An ultra short pulse is first 

dispersed in multiple wavelengths by a grating in free space, spectral coding is 

performed by passing spectral components of the pulse through a phase or amplitude 

mask, and the coded spectral components are finally recombined by another grating to 

form a code sequence.  

The scheme in spatial coding requires the use of multiple fibers or multi-core fibers 

with two dimensional (2D) optical codes in the time and space domains 

simultaneously [39]. Similarly, the wavelength-hopping time-spreading scheme 

requires 2D coding in the time and wavelength domains [39]. The wavelength-time 

schemes provide lower probability of interception and offer scalability and flexibility. 

Probability of interception is enhanced because the pulses of each code sequence are 

transmitted in different wavelengths, making eavesdropping more difficult. This 

feature in the physical layer can be useful for time-sensitive secure transmissions, 

such as in strategic or military systems, where encryption delay is critical [39].  

The optical CDMA (OCDMA) system consists of two basic categories, namely 

coherent and non-coherent, which is also known as positive OCDMA, while the all-

optical CDMA system is referred to as an incoherent system. 

2.5.1    Coherent OCDMA Systems 

Coherent OCDMA [40-44] requires the exact knowledge of the carrier phase. This 

means the phase plays an important role in coding design for such systems. Since 

coherent system is phase sensitive, the use of such techniques will of course be more 

complex than that of incoherent ones, because of the need to provide adequate optical 

phase control. On the other hand, if the phase can be controlled adequately, then it 

should add new dimensions to the design of OCDMA networks, potentially bringing 

very useful results. The coherent OCDMA system may be partly optical or all-optical. 

In the partly optical system the chip sequence is generated electronically. The optical 

receiver gives out the electrical chip sequence which is recognized electronically. 
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Example of coherent OCDMA systems are the delayed line based coherent direct 

sequence OCDMA and time spread OCDMA. 

2.5.1.1    Delay Line Based Coherent Direct Sequence OCDMA 

In Coherent Direct Sequence Optical CDMA as shown in Figure 2.4 [45], each pulse 

is modulated by the value of the on-off keyed data, and then split into sub-pulses 

along different optical paths [45]. All pulses are gathered through combiner or passive 

coupler then coupled into the same fiber.  The received signals will be decoded to 

distinguish the desired signal from others. Detection and decision circuits are used to 

compare the decoded signals with the threshold value. The main disadvantages of this 

technique are that it needs synchronization and is costly because of the laser source. 

 

 

Figure  2.4: Delayed Lines Based Coherent Direct Sequence Optical CDMA. 

 
2.5.1.2    Time Spread Optical CDMA  

The idea of using the frequency axis as an encoding resource for time spreading 

optical CDMA is promising; first it was proposed by Winer et al [46-48]. Figure 2.5 

shows an example for time spread Optical CDMA. This system requires a Mode 



 

23 

 

locked Loop Laser with a broad coherent bandwidth. The output of the laser is 

modulated with On-Off keyed (OOK) modulation by the binary data. Laser light is 

focused on a Brag grating that separates the frequency or wavelength components of 

the light. A Programmable Liquid Crystal (PLC) phase mask then shifts the phase of 

each of the spectral components according to the assigned bipolar code. Finally, the 

other Brag grating recombines the separated spectral components and gathered light is 

rejected into the fiber. Unfortunately, this system is too complicated to implement. In 

addition, the use of lenses suffers from high splitting or insertion losses.  

 

 

Figure  2.5:  Time Spread Optical CDMA. 

2.5.2    Incoherent OCDMA system 

While coherent detection refers to the detection signals with knowledge of the phase 

information of the carriers, incoherent detection [49-52] refers to the case without 

such knowledge. In other words, a system consisting of unipolar sequences in the 

signature code is called incoherent system. Incoherent detection has gained more 

attention by optical communication community around the globe because such system 

does not require phase synchronization. As a result, the hardware complexity of the 

system is extremely reduced.  Many versions of incoherent systems have been 
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proposed and the main effort has been targeted on the codes and its encoder/decoder 

structure. There are three main systems that have been proposed which are: Direct 

Spreading, Spectral Amplitude Coding and Frequency Hopping systems.  

2.5.2.1    Incoherent Direct Spreading optical CDMA system 

This system depends on direct spreading with unipolar codes [8-9]. Figure 2.6 

illustrates an incoherent direct spreading optical CDMA system. Previous systems 

have used tap delay lines for the encoder/decoder structure. However, programmable 

ladder are more attractive today. As shown in Figure 2.6, the receiver decoder is 

identical to encoder except that it performs the inverse function. Chip-pulses that 

arrive in advance are delayed; this means all the chip-components of the signal pass 

through an equivalent path. The pulses arriving from the desired transmitter will hold 

up in the same chip duration, thus requiring a fast time-gate. 
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Figure  2.6: Incoherent DS-OCDMA Encoding/Decoding (a) Tapped Delay lines, (b) 
Ladder network, (c) Programmable Ladder network. 
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2.5.2.2    Incoherent spectral intensity optical CDMA System   

In this type [29, 53-58], each code channel uses a spectral amplitude encoder either to 

selectively block or transmit certain frequency components as in Figure 2.7 below.  

Also, there is a balanced receiver which contains two photo detectors.  This balanced 

receiver is used as a part of the receiver, which filters the incoming signal with the 

same spectral amplitude filter also called the direct filter, being used at the transmitter 

as well as its complementary filter [59]. Then the two photo detectors detect the 

output from the complementary filter. These two photo detectors are connected in a 

balanced fashion. For unmatched transmitters, half of transmitter spectral components 

will match the direct filter and the other half will match the complementary filter. The 

output of the balance receiver represents the difference between the two photo 

detectors, with unmatched channels being cancelled, while the matched channel is 

demodulated. It is possible to design codes with the full orthogonality in the 

incoherent spectral intensity OCDMA system, since there is a subtraction between 

two photo detectors.  

 

 

Figure  2.7:  Incoherent Spectral Intensity Encoded Optical CDMA System. 

 

The advantages of this technique are, it does not require system clock, uses LED and 

with no tapped delay lines. And the disadvantages of these techniques are, loss of 
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perfect orthogonality   between the users due to Gaussian shape of LED spectrum and 

it needs tunable filters to reshape the spectrum. Bipolar technique is also achieved 

through phase shifting which is optically complex. 

2.5.2.3    Optical Spectral CDMA (OSCDMA) System 

In OSCDMA, there are N users with optical transmitters and receivers [35, 60]. The 

system uses incoherent broadband light source to derive its channel by selectively 

blocking out part of the light, giving it the appearance of a bar code as shown in 

Figure 2.8. The architecture of the OSCDMA can be seen in Figure 2.9. The encoder 

and decoder of OSCDMA are implemented using any type of optical filtering 

technology, including thin-film filters, fiber Bragg gratings, or free space diffraction 

gratings.  

 

 

Figure  2.8:  OSCDMA Transmitter Encoding. 

 

The Optical Spectral (OSCDMA) system has many advantages compared to other 

techniques such as using an LED as an optical source which makes the system 

cheaper, no requirement for synchronization and simplicity of encoder/decoder 

structure design.  
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As shown in Figure 2.8, OSCDMA system consists of a common optical source 

(LED, Laser, etc) connected to a fiber strand that provides energy spanning all points 

on the network. Individual transceivers tap into this energy at any point, allowing 

information to be transmitted and received from anywhere on the network. At the 

receiving end, the receiver with the matching bar code connects to the transmitter and 

takes the signal destined for it to recover the transmitted messages.  

 

 

 

Figure  2.9:  The system architecture of OSCDMA. 

2.6    Construction of coherent OCDMA Codes 

In this section to simplify the concepts of OCDMA system, some comparisons need to 

be made. Several examples of coherent codes will be given in this section, while 

incoherent codes will be addressed in the following section. The bipolar [+1, -1] 

codes for coherent OCDMA originated from radio spread-spectrum technology in the 

1940s [39]. The technology was aimed at avoidance of jamming and eavesdropping in 

military communication systems. The bipolar codes used in wireless CDMA are 

designed to have close-to-zero cross correlation functions to minimize MAI. The most 

popular codes are the Walsh (Hadamard) code, maximal length sequence and Gold 

sequence.  
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2.6.1    Walsh (Hadamard) code 

Walsh codes are employed to improve the bandwidth efficiency of wireless CDMA 

since they have zero cross correlation functions when they are all synchronized in 

time [39]. Hadamard codes have length of N= 2n, denoted by Hj
N where n is a positive 

integer, j  [0, N-1] is the jth row extracted bipolar sequence of HN. 
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where H  represents the complement of 2nH . The cross correlation of any two code 
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2.6.2    Maximal-Length Sequence 

The maximal-length sequences are of great interest in cellular spread spectrum 

networks because the correlation functions between different shifts of the sequences 

are always equal to –1 and, thus, they can be used as different code sequences with an 

excellent correlation property. The code sequences can be expressed as: 
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......   

For a length 2m-1 where c (-i) represents the ith cyclic left-shift of c, and T the vector 

transpose.  For a code sequence c= [+1+1-1+1-1-1-1], c (-1) = [+1-1+1-1-1-1+1] ... etc 

[39]. 
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2.6.3    Gold sequences  

Gold Sequences belong to an important family of bipolar codes that can be used in 

asynchronous wireless CDMA. Gold sequences not only provide a large cardinality 

but also have a good periodic cross correlation property for asynchronous operations 

[39]. The set of gold sequences is then given by  
TNi

gold yxyxyxyxyxS ⎥⎦
⎤

⎢⎣
⎡ ⊕⊕⊕⊕=

−−−− ))1(()()2()1(
......    

where y(i) = [ ]11011 ...,... +−+ iNii yyyyyy  is the ith cyclic left-shift of [ ]Ni yyyy −110 ,... , 

yi={+1, -1} and “⊕ ” denotes an exclusive OR operation. These gold sequences have 

a three-valued cross correlation function given by –tm, -1, and tm
-2 where tm=1+2(m+1)/2 

for odd m, tm=1+2(m+2)/2 for even m. 

Take N=7 as an example, the preferred pair of gold sequences of length 7 are 

represented by x, y, x ⊕ y= {+1+1+1+1-1+1-1} etc [39]. 

2.7    Construction of incoherent OCDMA Codes 

In OCDMA with incoherent optical signal processing, the signature code is a family 

of unipolar (0, 1) sequences. This type of system mainly depends on the amplitude in 

code design. Optical Orthogonal Code (OOC) and Prime codes are two well-known 

families suitable for time-spreading system [7-9]. Many codes have been proposed for 

the wavelength-hopping time-spreading OCDMA system such as, fast-frequency 

hopping [27], Carrier hopping [7], and Extended Carrier hopping prime codes [28]. 

While for the spectral-amplitude coding (SAC) OCDMA systems [29-37], Hadamard 

[29], Integer Lattice code [30-31], Balance Incomplete Block Design (BIBD) code, 

Modified Quadratic Congruence (MQC), Modified Frequency Hopping (MFH) code 

[32-33], Double Weight (DW) code [35, 60], Enhance Double Weight (EDW) code 

[36] and most recently the Random Diagonal (RD) [37]. 
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2.7.1    Time-spreading systems codes 

There have been many codes proposed for time-spreading systems. The most popular 

of them are OOCs and Prime codes which will be discussed in detail in the following 

section. 

2.7.1.1    Primes Codes 

The number of code sequences in the prime code over Galois field GF (p) of a prime 

number p.  The minimum Hamming distance of the prime code is p-1 and the code is 

a kind of maximum distance separable cyclic code [39]. The Prime codes are of 

length  N = p2 and are derived from prime sequences of length p  obtained from a 

Galois field GF(p), where p is a prime number. The code size and weight is equal to p. 

The number of users and weight of the code can be any prime number p [7, 39, 61]. 

The codes can be constructed as follows. 

 

1. Starting  with  GF(P) = (0, 1,2, …., p-1), a Prime sequence  

),......,,( )1(10 −= PXXXX SSSS  is constructed by multiplying every element j   of  

GF(p)  by an element X of   GF(p) modulo p. Therefore, 

                             PjXS Xj mod).(= for 1,...,2,1,0. −= pjX                                   (2.3) 

 p distinct prime sequences can be obtained. 

2. The obtained prime sequences are mapped into a binary code sequence    

])1[],......,1[],0[( −= ncccC XXXX  by assigning ones in positions  jPSi Xj +=   for, 

j = 0, 1, 2,…,p-1   and zeros in all other positions. Therefore,  
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PjjPSifor
iC Xj

x 0
1,....,1,0,1

][                               (2.4) 

                               For X = 0, 1, …., P-1. 

Since the number of coincidences of one’s is at the most two, the maximum cross 

correlation of the prime code is bordered to two.  However, the function of 

autocorrelation side lobes do not go beyond one, but the autocorrelation function peak 
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is equal to the prime number p (examples of the prime sequences for p = 5 are given 

in Appendix A.1). 

 

2.7.1.2    Optical Orthogonal Codes (OOC) 

An optical orthogonal code (OOC) [8-9, 39, 62-63] which is characterized by (L, w, 

λa, λc) is a family of [0, 1] with length L and weight w (number of ones) and good 

properties of autocorrelation and cross correlation (high autocorrelation and low cross 

correlation). The good autocorrelation facilitates the detection of the desired signal 

and low cross correlation minimizes MAI influence in the network. From 

mathematical point of view, the correlation properties can be expressed as follows. 

a. Autocorrelation property: for any  CX ∈  and any integer N≤≤ττ 0,  

                                 ∑
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att XX λτ                                                                        (2.5) 

             b.  Cross correlation property for any CYX ∈≠  and any integer τ   
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The relations between number of user |C|, code length N and code weight W is given:                       

)1-(
1-

WW
NC =                                                                        (2.7) 

The size of an optical orthogonal code C is the total number of code word. The 

sequences of OOC are designed to satisfy two conditions: 

(i) Each sequence can be easily distinguished from a shifted version of itself. 

(ii) Each sequence can be easily distinguished from every other sequence in the set. 

The codeword length N increases with increasing number of user and weight. The 

OOC code sequence for 7 users is listed in Appendix A.2. 

There are many techniques to construct optical orthogonal code (OOC) which are: 

1. The Iterative Construction Technique. 

2. The Greedy Algorithms and general lower bounds.  

3. The Projective Geometry Technique. 
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The projective geometry technique is the most popular construction method. The 

disadvantages of the OOCs are that they have very large code sequence to support 

even a moderate number of clients. Moreover, all mentioned methods used in code 

construction are complex and require extra system memory to store constructed codes 

beforehand. In addition, all OOC families are designed following the requirement for    

aλ = cλ 1≤ . 

2.7.2    Wavelength Hopping/Time Spreading Codes 

To provide large cardinality in DS-OCDMA systems, codes with very long code 

length are needed to give good correlation properties. In other word, a very large 

bandwidth is required, creating a stringent requirement for encoding and decoding 

hardware speed. Two dimension codes have been proposed for frequency hopping 

systems. The most popular codes are the Carrier Hopping Prime code, the Multilength 

Carrier Hopping and Extended Hopping Prime code. The development of Carrier 

Hopping Prime Code will be discussed in detail in the following section.  Figure 2.10 

shows Incoherent Frequency Hopping/Time spreading OCDMA system. 

 

 

 

 

 

 

 

 

 

 

 

Figure  2.10: Incoherent Frequency Hopping/Time spreading OCDMA system. 
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2.7.2.1    Carrier Hopping Prime Code (CHPC) 

The carrier hopping prime code (CHPC) uses a two-dimensional approach. In which 

the code sequences are represented both in time and wavelength. The CHPC has a 

general representation of w×p1p2...pk binary matrices of length p1p2...pk, weight w and 

a cardinality of p1p2...pk, where pk≥pk-1≥...≥p2≥p1≥w. The weight w is the number of 

rows, and it is related to the length of the carrier hopping matrices. Because each 

matrix has a single pulse ‘1’ per row and each pulse is assigned to a different carrier, 

the CHPC has autocorrelation side lobes of zeros and a maximum cross correlation of 

one.     

2.7.3    Spectral Amplitude Coding Codes 

This approach was first proposed by Zacarrin and Kavehrad [29, 52, 54]. Spectral-

amplitude-coding systems have been proposed to minimize the multi access 

interference in DS-OCDMA system. The most popular of them are Integer Lattice 

code [30-31], Balance Incomplete Block Design (BIBD) code, Modified Quadratic 

Congruence (MQC) code, Modified Frequency Hopping (MFH) code [32-33], Double 

Weight (DW) code [35, 60], Enhance Double Weight (EDW) code [36] and most 

recently the Random Diagonal (RD) code [37]. The development of Hadamard, MQC, 

MFH, DW, MDW, and RD codes will be discussed in detailed in the following 

sections. 

2.7.3.1    Hadamard code 

 Hadamard code is constructed based on a matrix. Hadamard matrix is an orthogonal 

nn×    matrix of the entries +1 and -1 with the property that any row differs from any 

other row in exactly n/2 position. One row of the matrix contains all +1s, while the 

other rows contain evenly the +1s and -1s of n/2 each. Furthermore, all the entries in 

the first row and the first column of nH  have all +1s. The  nn×  Hadamard matrixes 

can exist only if n is a power of 2 meaning that mn 2= . 

 The nn×  is Hadamard matrix nH , where  mn 2=  is generated by the cone matrix. 
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For M=2 the Hadamard matrix will be  
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The Unipolar Hadamard matrix MH  has the following properties; 

1. M should be greater than 2. 

2. Code length N = M2 . 

3. Code Weight W = 12 −M . 

4. User K= 12 −M . (The case  K= 1 has been excluded since the row of the 

unipolar Hadamard matrix is all ones). 

5. The ratio of  2=λ
W  (i.e λ  is cross correlation properties). 

Example of Hadamard code sequence for 6 users is listed in Appendix A.3. 

 

2.7.3.2    Modified Quadratic Congruence Code (MQC) 

The MQC is defined as )1,1,( 2 ++ ppp , and the followings are the steps of its 

construction: 

Step 1: A sequence of integer numbers, which are the elements of the Galois field 

)( pGF over an odd prime number p, is constructed using the expression given by, 
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Where, { }1,,2,1 −∈ pd K  and { }1,,2,1,0,, −∈ pb Kβα .  Every constructed sequence 

has (p+1) elements, and thus the p2 different sequences can be generated for each pair 

of the fixed parameters of d and b by changing the parameters α and β .  These 

distinguished sequences are from a code family; therefore, there is a p (p-1) code 
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family when d and b change. 

Step2: The following mapping expression is used to generate a binary sequence from 

the created sequence of numbers, 
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Where i = 0,1,2,....,p2-1, and k is the largest integer less than or equal to pi / . 

p2 is the size of the MQC code and each code consists of pp +2  elements, with each 

p+1 group consists of one “1” and p-1 “0s”.  Always the in-phase cross correlation 

between any two codes is equal to one. 

2.7.3.3    Modified Frequency Hopping Code (MFH) 

The MFH is defined as )1,1,(
2

++ qqq , and the followings are the steps of its 

construction. 

Step1: Let GF(q) be a finite field of element and β  a primitive element of GF(q). 

 We can construct a number sequence ( )kY b,α  with the elements of GF (q) using the 

following formula:  
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 where α and b are elements of  GF(q) expressed by  { }2,....,2,1,0 −∈ qα  and 

{ }1,....,2,1,0 −∈ qb  .  

The parameters α  and b  are fixed for each specified number sequence. This number 

of sequences can be constructed as follows: 

 

                
⎩
⎨
⎧

=−
−=

=
.,1

1,......,2,1,0,
)('

qKq
qKb

Ky                                                         (2.13) 

 



 

36 

 

Step 2: Based on generated number sequence )(ky , a sequence of binary number S (i) 

can be constructed by using the mapping method as follows: 
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The MFH code consists of the properties as listed below: 

1. Every code sequence qq +2  possesses the elements that can be separated into 

)1( +q groups, with each group containing one “1” and )1( −q “0s”. 

2. Between any two sequences, the in-phase cross correlation is always equal to 1.  In 

addition, the first one can be easily obtained from the mapping method in the two 

properties, as explained in Step 2. 

 

Appendix A lists out several code examples for the different values of parameters α  

and b  when q is equal to 22 (i.e. 4=q ). 

2.7.3.4    The Double Weight (DW) Code 

The DW code is proposed by Aljunid et al. [35, 60], for SAC system, constructed 

using a basic matrix and a mapping technique. The DW code can be represented by 

K×N matrix where K rows and N columns represent the number of users and code 

length respectively. A basic DW code is given by a 2×3 matrix as shown below:   

 

                                                                                 (2.15) 

It should be pointed out that HM=1 has a chip combination sequence of 1, 2, 1 for three 

columns. The purpose of the 1, 2, 1 combination is to maintain the cross correlation 

value of one. Only one overlap will occur between two chips [35, 60]. To increase the 

number of users a mapping technique is introduced: 
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000011
000110
011000
110000

H 2M ==       = 0
0

1

1
H

H                               (2.16) 

 

In (2.17) notice that the number of rows and columns should be doubled. The relation 

between mapping process (M) and K and N is given by 

                                           
M2=K                                                                     (2.17) 

                                          1-M M 22 +=N                                                             (2.18) 

From equations (2.18) and (2.19), the length of the code can be derived as equation 

(2.19) below. 
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KK
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K

                                                 (2.19) 

For both even and odd, equation (2.19) can be rewritten as:  

                        
2

)
2

sin(
2
1

2
3

⎥⎦
⎤

⎢⎣
⎡+= πKKN                                                                    (2.20) 

The DW code properties can be summarized as follows: 

a. Each code sequence has a fixed weight of 2. 

b. Cross correlation λc   is always equal to 1. 

c. The weighted chips are always in pairs. 

d. The chips combination is maintained 1, 2, 1 for every three columns for 

consecutive pairs of codes.  

e. The relation between the number of users (K) and code length (N) is 

given by: 

                                
2

)
2
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2
1

2
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⎥⎦
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⎢⎣
⎡+= πKKN                                                            (2.21) 



 

38 

 

2.7.3.5    Modified Double Weight Code (MDW) 

The MDW code is a modified version of the DW code family and has the same 

properties as DW code. Equation 2.23 shows the basic matrix construction of MDW. 

This basic matrix consists of a minimum number of K and N for a specific number of 

code weights. The construction of all matrixes A, B, C and D depends on the weight 

W.   

  

                               
[ ] [ ]
[ ] [ ]⎥⎦

⎤
⎢
⎣

⎡
DC
BA

                                                                              (2.22)  

[A] Consists of   a  ∑
−

=

×
1

1

2

31
W

j
j  matrix of zeros. 

[B] Consists of   a 1 x 3n matrix of [ 2X ] for every 3 columns. (i.e. a 1 x 3n matrix 

with n times repetition of [ 2X ]), where .2
Wn =  

[C] Is the basic code matrix for the next smaller weight, W = 2(n-1). 

[D] Is an n x n matrix of [ 3X ] as shown in equation (2.23)  
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Where: 

                            [ ]0001 =X                                                                               (2.24) 

                            [ ]1102 =X                                                                               (2.25) 

                            [ ]0113 =X                                                                               (2.26) 

 

The two basic components in the basic matrix of MDW code are: 

Basic Code Length:  

                                 ∑
=

=
2

1
3

w

m
B mN                                                                            (2.27) 
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Basic number of users: 

                                 1
2
+= wK B                                                                             (2.28) 

 

Example of MDW code sequence for 6 users is listed in Appendix A.4.  

2.7.3.6    Random Diagonal (RD) Code  

The RD is proposed by Hilal et al. [37], for SAC system. The RD code is constructed 

using a basic matrix and a mapping technique. The design of this new code can be 

performed by dividing the code sequence into two groups, which are code segment 

and data segment. 

Step1, data segment:  Let the elements in this group contain only one “1” to keep 

cross correlation zero at data level (λ=0). This property is represented by the matrix 

(K× K) where K will represent number of users.  
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Step2, code segment:  The representation of this matrix can be expressed as follows 
for W=4: 
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where [Y2] consists of two parts - weight matrix part [W],and basic matrix part [B].  
Basic part [B] can be expressed as: 
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The weight part called [M] matrix 
⎥
⎥
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 is responsible for increasing the number of 

weights. 
 
 

For K-th user matrix [M] and [B] can be expressed as: 
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After combining all of these matrices, the whole code can be expressed as: 
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The general equation describing number of users K, code length N and code weight W 
is given as: 
 
                                             N = K+ 2W -3                                                          (2.33) 

2.8    OCDMA Applications 

The scalability and reliability of optical CDMA techniques are reflected in the variety 

of applications. For optical CDMA networking, its potential for enhanced security, 

decentralized control, and flexibility in bandwidth granularity provides interesting 

possibilities to overcome TDMA and WDMA drawbacks. These applications depend 

on many factors including network scalability, device integration, system cost, and 

environmental robustness [39].  An example of the OCDMA system application is in 
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Local Area Network (LAN) environment. This will be addressed in the following 

section.  

2.8.1    Local Area Network (LAN) 

While Ethernet and Gigabit Ethernet continue to play a dominant role in LAN 

environments, the scalability of these networks is presently limited by the electronic 

technology in the hubs and switching nodes used to actively resolve contention on the 

LAN. Ultimately, the electronic bottleneck at switching nodes currently limits the 

scalability, flexibility, and cost of the overall LAN network [39]. These limitations 

have motivated the communication community to study the potential of OCDMA in 

local area networks where the traffic is typically bursty.  Optical CDMA has the 

potential to provide large cardinality and adapt gracefully to dynamic service needs 

and unpredictable network loading conditions. While optical CDMA has the potential 

to provide scalability beyond the limits of today’s LAN environments that are still 

dominated by electronic switching technologies, it is also an efficient approach when 

compared to other multiple access optical networking technologies that have been 

reported over the last two decades.  

2.8.1.1    Passive Star Network 

In this section, star network is used to describe the OCDMA networks. A star network 

is a general class of interconnectivity among many nodes with a centralized node that 

broadcasts all network transmissions to all receivers (Figure 2.11). Each user is 

assigned a unique address on the network that enables it to distinguish traffic destined 

for its receiver from the traffic on the rest of the network. The implementation of star 

networks in the optical domain is promising for LAN environments and short distance 

interconnection networks. This is because star networks can provide bidirectional, 

transparent, full-duplex communications among many optical nodes   [39]. To enable 

optical traffic from individual input optical fibers to be optically combined and 

broadcast to many output optical fibers, star couples are used. To support new 

services or higher data rates, individual nodes can be upgraded effectively without 

replacing the fiber interconnection network. The star network is especially important 
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for applications that require high bandwidth communications among many users, such 

as a distributed computer interconnect, where each destination node has 

approximately the same expected network demand.  

 

Figure  2.11: Star fiber network topology.  
 

 

2.8.1.2    OCDMA for Local Area Networks 

Optical Code Division Multiple Access (OCDMA) [8-11] offers an attractive 

alternative for local area networks where the traffic tends to be bursty.  OCDMA 

offers several advantages in local area networks. First of all, OCDMA allows 

simultaneous users to send their data asynchronously and with no waiting time [10] 

through the assignment of unique signature sequence. It also offers strong security in 

the physical layer.  As a result, OCDMA receives substantial attention for the use in 

LAN.  However, the performance of OCDMA is known to be limited by the Multiple 

Access Interference (MAI) originating from other users trying to use the medium 

simultaneously. 

As it is important to have reliable and flexible networks for the future, it will be 

attractive for networks to change their quality of service (QoS), classes of service and 

data rate provided to the individual users on the fly according to their current 

application requirements. Optical CDMA provides a more flexible and robust 

bandwidth sharing technique for adaptable network interfaces. The cost and 

complexity of each optical CDMA node can be designed for the data rate and service 



 

43 

 

desired at a given node. Additionally, when users do not require the maximum data 

rate or the highest QoS, these codes can be assigned to other users to free available 

bandwidth for high priority applications. The optical network interfaces can also be 

simplified and potentially lowering the cost than equivalent implementations of 

optical LANs using OTDMA and WDMA. 

For nodes that are assigned to lower QoS levels, it is not necessary to access all 

wavelengths available on the optical CDMA LAN since encoding and decoding the 

full weight of the code is not required. This is extremely important in the bandwidth 

utilization.  In optical CDMA trade-offs in system performance, cost, network size, 

and QoS, provides an inherently flexible optical multiple access environment that 

retains many of the same benefits of traditional electronic LANs but with the 

scalability of optics. 

 

2.9    Summary 

Optical code division multiple access (OCDMA) is one of the multiple access 

techniques used in the field of optical communication.  In this technique, a data bit is 

naturally encoded by sub-dividing it into many smaller chips. Each user is assigned a 

unique signature code that specifies the chips that must contain optical power. At the 

receiver, the complement decoder is used to correlate the incoming chip stream, thus 

reproducing the autocorrelation peak. The advantages of OCDMA technique against 

other multiple techniques such as time division multiple access (TDMA) and 

wavelength division multiple access (WDMA) are numerous. 

The OCDMA system consists of two basic categories, namely coherent and 

incoherent, which is also known as positive OCDMA. Example of coherent OCDMA 

systems are the delayed line-based coherent direct sequence OCDMA and time spread 

optical CDMA. Examples of incoherent OCDMA systems are Direct Spreading, 

Spectral Amplitude Coding systems and Frequency Hopping systems.  The use of 

these systems has been elaborated with more emphasis on spectral amplitude coding.  

Many codes have been proposed for OCDMA such as Prime codes, Optical 

Orthogonal codes (OOC), Hadamard codes, Modified Quadratic Congruence codes 
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(MQC), and Modified Frequency Hopping codes (MFH). Hadamard is originally the 

basic and popular code. MQC and MFH have the ideal cross correlation properties 

and shorter code length for the price of strict number of users and code construction 

complexity; while the code length of Prime codes and OOC codes are too long. RD 

codes have the cross correlation of more than one. 

A local area network (LAN) environment is selected to implement the code. Several 

classes of star networks relevant for optical CDMA implementations have been 

reported and demonstrated, each having their own particular advantages.  Passive star 

network has been addressed in this chapter.  

In this thesis, the scope of focus in code application is on local area network (LAN) as 

these are the areas that are expected to be better ready for the implementation of 

OCDMA multiple access technology. The setup is based on a point-to-point 

transmission which represents a segment of a typical star LAN and will be discussed 

in Chapter 6.  
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CHAPTER 3 
DEVELOPMENT OF VECTOR COMBINATORIAL CODE FAMILIES 

3.1    Introduction 

In this chapter, we have proposed a series of new code families for the spectral-

amplitude coding optical code-division multiple-access (CDMA) system namely 

Vector Combinatorial (VC). We have constructed these code families by using an 

algebraic way based on Euclidian vectors for any positive integer number. One of the 

important properties of these codes is that the maximum cross-correlation is always 

one which means that multiple access interference (MAI) and phase induced intensity 

noise (PIIN) are reduced.  Two algorithms are developed to construct several code 

families for different applications. In Section 3.2 we address the key issues and 

consideration of optical codes design. Next, in Sections 3.3 and 3.4, the construction 

algorithms, correlation properties, and cardinality of various VC code families which 

are zero cross correlation vector combinatorial (ZVC), ideal vector combinatorial 

(IVC) code, non-ideal vector combinatorial (NVC) and vector combinatorial (VC) 

code are studied. A set of C++ programming tools for codes patterns generation is 

developed. Simplicity of construction, larger code sequence families, good property in 

cross correlation, and easy to implement using fiber Bragg gratings (FBGs) are the 

properties that make the proposed VC families interesting candidates for future 

optical communication systems.   

  Figure 3.1 shows the study structure of OCDMA code development activities. The 

theoretical analyses have been conducted on the ZVC and VC codes, and the existing 

optical codes such as Hadamard code, Modified Frequency Hopping code and 

Random Diagonal code. All the mathematical relations between the code length and 

weight are developed and discussed comparatively, referring also to the development 
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of the reported codes which use similar techniques such as Hadamard, MQC, MFH 

and RD code, and their properties as discussed in Chapter 2.  

As shown in Figure 3.1, Hadamard, Modified Frequency Hopping (MFH) and 

Random Diagonal codes are chosen for comparison with our proposed codes. The 

choices are made because Hadamard is originally the basic and widely familiar code, 

MFH is the famous code reported in spectral amplitude coding whose performance 

has been shown to outperform that of others while RD code is the latest code 

mentioned in the literature.  

 
                             
 
 
 
 
 
 
 
 
 
 
 

 
 
 
 

 
 
 
 

 

 

 

Figure  3.1: Scope of Study in OCDMA Code Development. 

3.2    Optical Codes Design Consideration 

In spectral-amplitude coding OCDMA, the proposed code must be capable to: 

effectively suppress the intensity noise, increase the number of active users and 

improve the bit error rate (BER) performance.   

Code
Development

VC codesZVC codes

Mathematical
Model

Theoretical
Analysis

Theoretical
Analysis

Mathematical
Model

VC code
families

RD codeHadamard MFH code

PsrSNR BER

SNR

BER

Psr

VC code

IVC code

NVC code

SNR & BERRelation
between L & N

Code patterns
possibilities

Mathematical
Model SNR & BER

Mathematical
Model SNR & BER

Relation
between L & N SNR & BER

Mathematical
Model SNR & BER



 

47 

 

Generally, any code for an OCDMA system can be characterized by the parameters 

(L, W, λc) where L is the code length, W is the code weight (number of marks) and λc 

is the cross correlation or the number of overlapping sequences. Correlation functions 

are important parameters in understanding the properties of OCDMA codes. There are 

two types of correlation, autocorrelation and cross correlation functions. The cross 

correlation represents the degree of mutual interference between two code sequences. 

Autocorrelation function determines how well a code sequence is detected at an 

intended receiver in the presence of mutual interference. 

The essential goal of OCDMA system design is to extract data with the desired code 

word in the presence of all other users or code words. Two conditions must be 

satisfied in code sequences design [8-9, 26, 60] 

 

1. The autocorrelation ( aλ ) property should be made as high as possible 

to differentiate the received signal in the presence of background noise 

in the system.  For a code sequence ),,,( 21 NxxxX L= , the 

autocorrelation function can be represented as: 

                                                ∑
=

=λ
N

i
iia xx

1
                                   (3.1) 

2. The cross correlation ( cλ ) property between any pair of code 

sequences should be kept as low as possible to reduce the contribution 

of multiple access interference (MAI) to total received signal. For the 

code sequences ),,,( 21 NxxxX L=  and ),,,( 21 NyyyY L= , the cross 

correlation function can be represented by: 

                                               ∑
=

=
N

i
iic yx

1

λ                                    (3.2) 

Design codes with ideal in-phase cross correlation )1( ≤cλ , are required in the 

OCDMA systems since these codes eliminate multi-user interference and also 

suppress the effect of phase-induced intensity noise or PIIN [29-35]. 
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3.3    ZVC Code Construction 

Definition: In mathematics, the standard basis (also called natural basis or canonical 

basis) of the n-dimensional Euclidean space Rn is the basis obtained by taking the n 

basis vectors [64]: 

}1:{ niei ≤≤  

where ei is the vector with a 1 in the ith coordinate and 0 elsewhere. For example, the 

standard basis for R3 is given by the three vectors; 

                                                       )0,0,1(1 =e  

                                                       )0,1,0(2 =e  

                                                       )1,0,0(3 =e  

Let R denotes the field of real numbers. The space of all n-tuples of real numbers 

forms an n-dimensional vector space over R denoted by Rn. An element x of Rn can 

be written as a column vector: 
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Based on the above definitions, the ZVC code can be constructed using the following 

steps.  

Step1: 

Considering the parameter code weight W, and number of users N; let vi be a column 

vector where i is a positive integer in a set RW having “0s” at all rows (users) except 

row i whose magnitude is “1”. The sequence wvvv ,...,, 21  is a basis of RW , called the 

standard basis. For R3 (i.e., W=3), the column vectors can be constructed as in (3.3), 

(3.4), and (3.5) according to i position. 
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Step2:Let N be the number of users and L the code length. We can write the code in a 

matrix form corresponding to the code word of the ith user. We obtain N×L matrix 

with two dimension N line and L column as shown in Figure 3.2.  

 

Figure  3.2: A general matrix of ZVC code. 

 

In order to have a zero cross correlation, we must have only ‘’1’’ in each column. 

This means for ZVC any column is an element of the standard basis of RW. Given the 

number of users N and the weight W, we can generate all possibilities of ZVC having 

length L=N×W by getting all permutations of the vectors wvvv ,...,, 21  with repetition of 

each vector W-times.  The permutation has been done for all vectors to generate the 

code patterns for certain values of N and W. From Permutation process, symmetric 

patterns appeared for the same weight and number of users i.e., swapping between the 

users’ locations, the first user becomes second user or the last user and so forth, so we 

have to find way to remove the symmetric patterns. Figure 3.3 shows the flowchart 

step of ZVC codes.  
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Figure  3.3: Flow chart of ZVC code construction. 

3.3.1    Redundant patterns  

As mentioned above there is a redundant code that must be removed from the 

permutation process. The code length L is given by: 

Conclusion

Yes

No

Enter the weight W and 
number of user N 

Start

Redundant 
elimination

Any 
redundant 

Compute the length L 

Generate code patterns 
possibilities 

All 
possibilities 



 

51 

 

                                                     L = N× W                                                             (3.6)  

Using Eq. (3.6), the code possibilities (C-poss) for given N and W can be calculated as 
follows: 

                                
( )
( )!!

!
poss-C

WW
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×
×

=                                                            (3.7)  

Where W  represent the invert of W (i.e., the number of zero).  From equation (3.7) it 

can be seen that several identical patterns can be obtained for the same values of W 

and N. Let us investigate the following example.  

      N=2  

      W=2 

      L= N× W= 2×2= 4. 

      W = L-W= 4-2= 2  

Therefore, substituting the above values in (3.7) yields:  
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×
×
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We obtain the codes patterns possibilities as shown in (3.8), (3.9), (3.10), (3.11), 

(3.12) and (3.13) as shown in Figure 3.4.  
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3.3.2    Elimination of redundant patterns  

From the above code pattern possibilities (3.8-3.13), we can observe that there is 

symmetry between (3.8) and (3.1), (3.9) and (3.13), (3.10) and (3.12). In order to 

remove symmetric patterns, equation (3.7) can be rewritten as follows:     

                                
( )
( )NWN

NW
cN

!!

!×
=                                                                    (3.14)        

Where Nc is the number of code pattern possibility after modification. Using equation 

(3.14), consider the same example (N=2, W=2), then C-poss becomes: 

                            Nc =

( )
( )NWN

NW

!!

!×

= 

( )
( )2!2!2

!22×

= 3  

Using equation (3.14), C-poss becomes 3 instead of 6 which mean we can rewrite the 

code patterns as Hz1, Hz2, and Hz3. 

 

Figure  3.4: Snapshot of ZVC code patterns. 

3.4    VC Code Families Construction 

Based on the column vector definition mentioned above, the design of new proposed 

code family which is referred to as vector combinatorial (VC) code, can be 
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constructed by dividing the code construction into three steps; vector construction, 

vector combination and mapping technique.  

 

Step 1: 

Vector construction:   based on the standard basis, we first construct a column vector 

having only two “1” which will make the cross correlation exactly equal to 1.  Let V (i, 

i+1) be a column vector whose ith element is one and others are zeros and its length 

equals N as follows.  
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Step 2: 

Vectors combination:   in order to make the in-phase CC exactly equal to 1 in each 

column while maintaining the weight value in the row (code word for each user), 

every vector in the matrix (see Figure 3.5 ) is indexed as V (i, i+1)  for i fixed to user 

arrangement and i+1 shifts down by one up to N to make the CC with N-1  exactly 

equal to 1 (i.e., for N=5 (vector length), the maximum value of i= N-1 =4. Therefore 

for N=4, the corresponding i values for the column vectors will be calculated as:  i=1;  

V (i, i+1 )= V12, V13, V14; for i=2, V (i, i+1) = V23, V34 ; for i=3, V (i, i+1)=V34), which means i 

represents the number of row (user).   
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Figure  3.5: An IC basic matrix structure. 

 

In Figure 3.5, we have shown the procedure of generating (0, 1) sequence after 

combining all column vectors. To be more precise from the figure, we can observe 

that each column vector contains two “1”s; W represents number of “1”s per row; N 

are number of rows (number of users). Thus, the sequence 

)...,),...,,)(,...,,( )1(2242311312 NNNN VVVVVVV −K   gives a code pattern having ideal in-

phase CC (λ=1) called ideal case (IC).  

 By using an IC, the new code families can be constructed based on the conditions N-

1=W, N-1<W and N-1>W for IVC, NVC and VC, respectively. Figure 3.6 shows the 

flowchart step of VC code families’ construction.  
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Figure  3.6: Flow chart of VC codes families’ construction. 

3.4.1    IVC Code Construction 

The IVC construction based on the condition N-1=W, for example for W=4 and N=3 

the column vector can be constructed as follows. 
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The code length for the entire sequence is given by: 

Conclusion 

Start 

Yes 

No 

Yes 

Yes 

No 

Enter the weight W and the 
number of user N 

N-1=W 
Construct 
IVC 

N-1<W 
Construct 
NVC 

N-1>W 
Construct 
VC 



 

56 

 

                                     
2

WNL ×=                                                                         (3.16) 

Figure 3.7 and Table 3.1 show IVC code sequences when W=3 and N=4.  

 

Figure  3.7: Snapshot of IVC code sequences. 

Table  3.1: Code Sequences for IVC when W=3 and N=4. 

 

 

 

 

 

 

The IVC code has the following properties: 

1. The cross correlation is always fixed to one. 

2. The number of users is always equal to W+1. 

3. The code weight can be any number. 

 

 

1 1 1 0 0 0 

1 0 0 1 1 0 

0 1 0 1 0 1 

0 0 1 0 1 1 
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3.4.2    NVC Code Construction 

The NVC construction based on the condition N-1<W, for example for W=3 and N=3 

the column vector can be constructed as follows. 

                   

,
0
1
1

12
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=v ,

1
0
1

13
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=v ,

1
1
0

23
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=v ,

0
0
1

1
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=v ,

0
1
0

2
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=v ,

1
0
0

3
⎟
⎟
⎟

⎠

⎞

⎜
⎜
⎜

⎝

⎛
=v

 
As shown in Figure 3.8, we need to increase the weight from N-1 to W without 

increasing the CC to satisfy the condition N-1=W (i.e., v12, v13 and v23). Therefore, a 

zero-CC with the parameters (W-N+1, N) must be added (i.e., v1, v2 and v3 repeated 

W-N+1 times). The length for this zero-CC is N(W-N+1). The code length for the 

whole sequence is given by:  

                                 
2

)12( +−= NWNL                                                                (3.17)    

 

                                                                           

 

 

 

 

 

 

 

 

Figure  3.8: A basic matrix of NVC code structure. 

 

Figure 3.9 and Table 3.2 show NVC code sequences when W=3 and N=3.  

 

N=
W

V 
(i,i+1) 

V12 V13 ..... V1N V23 V24 .... V2N .... V(N-

1)N 
V1 V2 .. VN

User# 

1 

1 1 ..... 1 0 0 .... 0 .... 0 1 0 .. 0 

User# 

2 
1 0 ..... 0 1 1 ... 1 .... 0 0 1 .. 0 

. 0 1 .... 0 1 0 ... 0 .... 0 0 0  0 

. 0 0 .... . 0 1 ... . .... . 0 0 .. 0 

. 0 0 .... . 0 0 ... . .... . 0 0 .. 0

W-N+1 W×N/2 
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Figure  3.9: Snapshot of NVC code sequences. 

 

Table  3.2: Code Sequences for NVC when W=3 and N=3. 

 

 

 

 

The NVC code has the following properties: 

1. The cross correlation is always fixed to one. 

2. The number of users is always equal to W. 

3. The code weight can be any number. 

3.4.3    VC Code Construction 

Although the IC can be constructed easily using a column vector (see Figure 3.5), the 

requirement that N-1=W must be satisfied inherently limits the number of users. 

Therefore, to overcome this problem, a mapping technique must be applied based on 

the condition N-1>W. For W=3 and N=5, the column vectors can be constructed as 

follows: 

1 1 0 1 0 0 

1 0 1 0 1 0 

0 1 1 0 0 1 
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From these column vectors N can be written as follows:  

                               RWPN ++= )1(                                                                    (3.18)  

Where P and R are positive integer numbers representing number of (W+1) repeating 

in diagonal fashion, and the remaining users after module division for N respectively, 

and R can be expressed as: 

                                  )1(mod += WNR                                                                (3.19)  

To clarify equations (3.18) and (3.19), where mod represents modulo division, 

example calculations are given.  For N=18, W=5; substituting these values in 

equations (3.18) and (3.19), gives 18=3× (5+1) +0, which means P=3 and R=0. For 

N=17, W=4, gives 17=3× (4+1) +2, which means P=3 and R=2.  

3.4.3.1     Mapping technique 

The mapping technique is a mechanism used in [60, 65] in order to increase the 

number of users beyond the basic number of users offered by the basic matrix for a 

specific weight. Figure 3.10 shows a graphic representation of mapping techniques for 

VC code family. 

 

 

 

 

 

 

 

 

Figure  3.10: A graphic representation of mapping techniques for N= P (W+1) + R. 
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In order to increase the number of users in the VC code family, a mapping technique 

must be applied. The mapping technique (see Figure 3.9) operates by repeating the IC 

in diagonal fashion for the (W+1) users P-times and filling the empty spaces with 

zeros, maintaining the combination W+1 to ensure a maximum cross correlation of 

one.  The length of that part is
2

)1(
.

+WW
P . Consequently, an IC with the parameters 

(W, R) must be added if R<W+1 is to be satisfied (i.e., R=N mod  (W+1) ≠0) (see 

Figure 3.9). The length of that second part of the code is
2

)12( +−× RWR .  Finally, the 

whole length L is given by  

                                  .
2

)1(
2

)12(
2

)1( RWRWNRWRWPWL −++=+−++=                    (3.20) 

 

Figure 3.11 and Table 3.3 show some VC code sequences when W=3 and N=5. In this 

figure, a snapshot of VC code sequences when W=3 and N=5 is illustrated.  

 

 

 

Figure  3.11: Snapshot of VC code sequences. 
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Table  3.3: Code Sequences for NVC when W=3 and N=5. 

 

The VC code has the following properties: 

1. The maximum cross correlation is one. 

2. The number of users is always equal to RWP ++ )1( . 

3. The code weight can be any number. 

3.5    Code Evaluation and Comparison   

Recent studies have shown that, the code construction not only depends on the cross 

correlation properties, the code length plays an important role and should be 

addressed as well. Long code is a disadvantage since the code is either subjected to 

very wide band source or requires narrow filter bandwidths, while short code limits 

the freedom of code selection. Therefore, a tradeoff between the number of code 

words and code lengths must be made. Four code families have been developed which 

are ZVC, IVC, NVC and VC. In the following sections, evaluations and comparisons 

among the VC families themselves and reported codes are demonstrated.  

3.5.1    ZVC Code   

In OCDMA system to suppress the cross correlation, the value of λ should be kept as 

small as possible. Design codes with zero cross correlation mean less noise to a 

system which results in reducing the hardware complexity.  The ZVC code is long 

and this is considered as a disadvantage, therefore, we have to make a tradeoff 

between the code length and multiple access interference (MAI), because a MAI is a 

dominant source of the noises. 

 

1 1 1 0 0 0 0 0 0 

1 0 0 1 1 0 0 0 0 

0 1 0 1 0 1 0 0 0 

0 0 1 0 1 1 1 1 1 
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Table  3.4: SAC-OCDMA Code Comparison. 

Code Existence Weight λ Code length 

MFH K= q2 q+1 1 N= q2 +q [32-33] 

MDW K= n Even  1 N=3n+8/3[sin(Nii/3)]2 [60] 

ZCC K=2m 2m -1 0 C=2m  [65] 

Hadamard M 
≥2 

K=2M -1 2M-1 2M-2 N= 2M [29] 

ZVC Any number Positive 
integer 

0 L=W×N 

 

For example in MFH code, although the code length is shorter compared to ZVC, the 

cross correlation is always equal to unity, and this contributes to phase induced 

intensity noise (PIIN); while in ZVC the cross correlation is always equal to zero 

which eliminates the effect of PIIN.  In Table 3.4, ZVC shows flexibility in terms of 

choosing the number of users and the weight due to the use of a novel method in code 

construction which generates many possibilities from a given number of users and 

weights.  The table also shows that, the ZVC codes have a zero cross correlation 

while Hadamard codes have increasing value of cross correlation as the number of 

users increased. 

3.5.2    VC Code Families 

The three VC code families have been compared with reported codes. The proposed 

IVC code always has the number of users equal to W+1, which makes shorter length 

easily obtainable. For the NVC code, it is important for the number of users to always 

equal W due to the fact that big weight provides a strong signal as required by the 

users. For the VC, the number of users is always equal to P (W+1) +R. For 

comparison, the properties of Hadamard, MDW, MQC, MFH and VC families are 

listed in Table 3.5. 
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Table  3.5: SAC-OCDMA Code Comparison. 

Code family Existence Weight Size λ Code length 

MQC Primes p>2 p+1 p2 1 p2+p [32-33] 

MFH All GF q+1 q2 1 q2 +q [32-33] 

MDW Even 
integer n n>2 1

2
+w  

1 
3n+8/3[sin(Nπ/3)]2 

[60] 

Hadamard  m ≥2 2m-1 2m-1 2m-2 2m  [29] 

RD Positive 
integer n>3 n>3 WN 23−+  

2 32 −+= WKN  [37] 

IVC N=W+1 Positive 
integer 

Any number 
of users 1  

2
WNL =  

NVC N<W+1 Positive 
integer 

Any number 
of users 1 

2
)12( +−= NWNL  

VC N>W+1  Positive 
integer  

Any number 
of users 1 2

))1(( RWRWNL −++=  

 

 

It shows that the VC code exists for any number of users and weight, while the IVC 

and NVC exist for a restricted number of users. In addition, the VC code exists for 

any positive integer (regardless whether it is even, odd, prime, etc), while MDW 

exists for even n weight, Hadamard codes exists only when the weight is 2m-1 where 

m≥2, MQC and MFH exist for a prime number p and a prime power Q given by Q= pn 

, where n is a positive integer respectively. The table also shows that, the VC codes 

have an ideal cross correlation while Hadamard codes have increasing value of cross 

correlation as the number of users increased. The value of cross correlation is 2 for the 

recently proposed code RD [37]. In particular, the sequence of the number of users for 

Hadamard and MFH codes are 3,7,15,31,63,127 and 1,4,9,25,49,121 respectively. 

This is not efficient because there will be some excess code sequences that are 

unused. For example in Hadamard code,  if only 20 users are required, M will have to 

be at least 5, which supports up 31 users, thus rendering 11 codes unused and this 

makes the code less efficient. However, it is clear that VC code families are more 

efficient because the sequence can be constructed exactly according to the number of 

users.   
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Table  3.6: Comparison of VC, MDW, MQC and MFH for the same number of users, 
N=49. 

Code Number of users Weight λ Code length 

MQC 49 7 1 56 

MFH 49 7 1 56 

MDW 49 4 1 127 

VC 49 2 1 50 

 

 

We have also compared the performance of the VC in terms of code length with that 

of reported codes. For comparison, the properties of VC, MQC, and MFH are listed in 

Table 3.6. Table 3.6 shows the code lengths required by MQC (p=7), MFH (q=7, n=1) 

and VC (W=2, P=16, R=1) to support 49 users. From the table we can observe that, 

VC provides better performance than other codes for the same number of users in 

terms of code length. The VC exists for practical code length that is neither too long 

nor too short.  

3.6    The Advantages of the VC Code Families  

The advantages of the VC code families are listed below: 

1. Simplicity of code construction. 

2. Large number of conditions and, consequently more code families. 

3. Good property in cross correlation. 

4. Exist for every positive integer. 

5. Free cardinality (number of users). 

6. Ideal maximum cross correlation λ=1. 

7. Easy to implement using fiber Bragg gratings (FBGs). 
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3.7    SUMMARY 

The performance of OCDMA is limited by strong noise originating from other users 

attempting to use the medium simultaneously, referred to as Multiple Access 

Interference (MAI). MAI increases with the number of simultaneous users and 

severely limits the capacity of the system. A code with small cross correlation value is 

desirable. This chapter focuses on the properties of the VC code families and the 

inherent advantages of the proposed code against other codes such as Hadamard, 

MFH, MQC, MDW, and RD code.  

In this chapter, the VC code families’ construction is studied in detail. Euclidean 

vectors, combinatorial theory and algebraic methods are applied to develop these code 

families. The code constructions include vector construction, vectors combination and 

mapping technique. Many identical zero cross correlation code families have been 

developed. Three kinds of codes possessing ideal in-phase cross correlation have been 

introduced. The IVC code has been constructed based on the condition N-1=W which 

means the number of users is always equal to W+1. The NVC code has been 

constructed based on the condition N-1<W which means the number of users always 

equals to W. For the VC the number of users always equals to P (W+1) +R and this 

code was constructed based the condition N-1>W using a mapping technique. 

Recent studies have shown that, the code construction not only depends on the cross 

correlation properties but the code length plays an important role and should be 

addressed as well. Long code length is a disadvantage since the code is either subject 

to very wide band source or requires narrow filter bandwidths, while short length 

limits the freedom of code selection. Therefore, a tradeoff between the number of 

code words and code lengths must be made. VC code families exist for practical code 

lengths that are neither too long nor too short. The major advantages of developed VC 

code families are simplicity of code construction, large number of conditions and, 

consequently more code families, good property in cross correlation, existence for 

every positive integer, free cardinality (number of users), ideal in-phase cross 

correlation and easy to implement using fiber Bragg gratings (FBGs). 

 



 

66 

 

CHAPTER 4 

PERFORMANCE ANALYSIS OF NOISE EFFECT AND DETECTION SCHEMES 

 

 

4.1     Introduction  

 This chapter discusses the detection schemes for the ZVC and VC code families. It 

begins with an extensive overview of multiple access interference (MAI) effects, 

noise definitions and comprehensive analysis of OCDMA detection schemes. The 

performance of the ZVC code family is evaluated using a newly proposed detection 

scheme namely direct recovery scheme (DRS). The IVC and NVC code families have 

a cross correlation that is always equal to one, and thus the Complementary detection 

scheme can be used to give accurate results. For the VC code the mapping technique 

is applied to increase the number of users, but at a cost of an unfixed cross correlation 

property. A subtract exclusive OR detection (XOR) scheme that allows MAI 

cancellation in the case where code sequences have in-phase cross correlation of 0 or 

1 is proposed and presented in this chapter. The theoretical and simulated results of 

the new scheme are compared against the complementary and AND subtraction 

schemes. Among the VC families, VC code family will be used in detail in both the 

detection schemes, although other codes can also be applied.  

4.2    Multiple Access Interference (MAI) 

The essential goal of the design of OCDMA systems is to extract the desired user data 

in the presence of other users or code words [8-9].  The performance of OCDMA is 

limited by strong noise originating from other users attempting to use the medium 

simultaneously for transmitting concurrent data streams using the same time and 
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frequency, referred to as Multiple Access Interference (MAI). MAI severely increases 

with the number of simultaneous users resulting in performance deterioration, 

increase in bit error rate (BER) and eventually limits the capacity of the system. 

Therefore, MAI is considered the dominant source of noise in an OCDMA system. 

Due to this problem, it is important that an intelligent design of the code sequence 

considers reducing the contribution of MAI to the total received signal [10]. A good 

detection scheme design is needed to reduce the effect of MAI. One system that has 

been proposed to cancel the MAI by using appropriate detection schemes is spectral-

amplitude coding (SAC) system [29-33]. 

It is found that MAI can affect the performance of a system in the following ways: 

1. The overlapping chips used by the intended user and other users (using the 

same spectra) can cause disturbance, which will lead to the corruption of the user’s 

data.  This means that if all unwanted signals (other channels) are regarded as noise, 

the interference will lower the intended user’s SNR; the problem which can be solved 

using good detection schemes. 

2. Even when the mentioned problem in (1) can be overcome using the 

subtraction technique, this method will only be effective if the amplitude of the 

spectral is flat throughout the entire spectrum.  In practice, this will not happen as the 

imbalance spectral amplitude will still cause MAI to occur.  However, MAI can be 

minimized by controlling the power level (using optical attenuator) of the signals that 

are received.  

3. The presence of overlapping spectra causes another type of noise which is 

referred to as the Phase Induced Intensity Noise (PIIN).  The phase incoherence of 

the overlapping signals on the same spectra leads to fluctuations of the total signal 

intensity, and hence causes PIIN.  It should be pointed out that, although the PIIN is 

caused by MAI, the reduction of MAI at the electrical layer will not eliminate the 

PIIN.   This is due to the fact that the subtraction can only eliminate the undesired 

data, not the intensity noise which already exists at the photo-detector. To 

effectively suppress the PIIN, the interference at the optical layer itself needs to be 

eliminated first.  The proposed technique of XOR detection can achieve this goal, as 

explained in the next section [see sections 4.5.1, 4.5.2].  
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4.3    Noise Estimation 

Errors in the detection mechanism can arise from various noises and disturbances 

associated with the signal detection system. The term noise is used to describe any 

unwanted signal that tends to disturb the transmission and processing of the signal in a 

physical system [1]. In other words, any signal that masks, reduces the information 

content, interferes with the desired signal in any way is regarded as noise.  The noise 

sources can be either external to the system or internal to the system. This chapter 

addresses mainly internal noise, which is present in every communication system and 

represents a basic limitation on the transmission or detection of signals.  The first is 

Intrinsic Noise that arise due to the physical aspects of the system design, particularly 

in the optoelectronic and electronic devices used to construct the receiver. Examples 

of intrinsic noise are PIIN, thermal noise and shot noise. Thermal noise arises from 

the random motion of electronics in a conductor.  Shot noise arises from electronic 

devices due to the discrete nature of current flow in the devices. The second is 

Coupled Noise arising from interactions between the receiver circuitry and the 

surrounding environment. Atmospheric noise, nearby power suppliers, and fast 

switching logic circuitry, are some examples of couple’s noise.       

4.3.1    Phase Induced Intensity Noise (PIIN) 

The mix of an incoherent light source upon the input of the photodetector causes an 

intensity noise in the output current called PIIN. For the mixing of two uncorrelated 

identically polarized light fields, assuming that they have negligible self intensity 

noise, having the same spectrum and intensity, and that the spectra width is very much 

larger than the maximum electrical bandwidth, the photocurrent variance due to PIIN 

is given by [67-68]: 

                                        BIi cτ
22 =                                                 (4.1) 

where, cτ is coherence time of the source, I is the average photocurrent and B is noise 

equivalent electrical bandwidth of the receiver.  

Phase induced intensity noise is strongly related to multiple access interference (MAI) 

because both are generated from the overlapping of light spectra from different users.  
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Although MAI can be solved by electrical balance detection scheme as in the spectral 

amplitude coding, PIIN cannot be cancelled by any detection scheme because it is not 

an additive noise.  Thus, in the OCDMA systems, phase induced intensity noise can 

severely affect the performance of the overall system [38, 68].  Since PIIN cannot be 

canceled at the electrical detection level, the only way to reduce the PIIN is to keep 

the values of the cross correlation that represent the overlapping of signals as low as 

possible (λ=1).  

4.3.2    Shot Noise  

Shot noise arises from the statistical nature of the production and collection of 

photoelectronics when an optical signal is incident on a photodetector. Shot noise in 

electronic circuits is strongly related to the random nature of charges that pass a 

certain point in a circuit. The statistics that describe the charge crossing determines 

the noise characteristics.  If the charges cross the barrier in a periodic, predictable 

fashion, the current flow is consistent and the noise is not generated.  If the number of 

carriers that cross the barrier is random and independent of the number of carriers 

preceding or following, the current can be represented by a Poisson distribution [69]. 

When the number of events that occur per unit observation time is large, a Gaussian 

distribution may replace the Poisson distribution.  A Gaussian distribution with a 

white power spectral density (PSD) accurately describes electronic shot noise.  The 

noise associated with the passage of carriers across a potential barrier is known as 

‘shot noise’.  The non-Gaussian nature of the photodetection process makes the 

evaluation of the shot noise more difficult, more than that of thermal noise [1].  

The total electronic shot noise associated with a current DCI  flowing through a 

potential barrier is given by, 

 

                                       BqII DCshot 2=     (Amps)               (4.2) 

 

where q = electronic charge, 1.602×10-19 coulombs, and B = observation bandwidth.  
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4.3.3     Thermal Noise 

Thermal noise is due to induced random fluctuations in the charge carriers in a 

resistance [69].  Since thermal noise is present in all electronic elements that contain 

dissipative resistance, there will be thermal noise present in the resistance of a 

photodetector. The thermal noise is associated with parallel resistance Rp and a series 

resistance Rs which can be accounted for with a current-noise generator in parallel 

with Rp  and a voltage-noise generator in series with Rs , as illustrated in Figure 4.1. 

The impact of the photodetector thermal noise will be influenced by how the 

photodetector is terminated. In most cases, the effect of the photodetector thermal 

noise is best accounted for by incorporating the noise sources into the calculations for 

the equivalent input current noise due to the electronics’ current ielec. 

Thermal noise is given by [69-70] 

                                 L

b
R

TBKi 42 =〉〈                                                                          (4.3) 

Where T is the absolute temperature, Kb is Boltzmann’s constant, B is the electrical 

bandwidth and R is the receiver local resistance.  
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Figure  4.1: Thermal-noise sources in a photodetector 
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4.4     Categorization of Optical CDMA Systems 

Optical CDMA systems can be divided into two major categories. The first is 

coherent system; in this type of system in order to achieve successful detection, 

knowledge of the phase and amplitude is needed. Bipolar [-1, +1] codes are used in 

coherent systems [71-72]. The second is incoherent systems, where the performance 

of the system depends mainly on the amplitude. Unipolar [0, 1] codes are used mainly 

in incoherent systems [60, 73-75], although bipolar codes can also be obtained by 

sending complementary spectrally encoded signals in SAC systems [51, 68]. For the 

sake of phase synchronization, coherent systems need more expensive and complex 

hardware than incoherent systems.  Coherent systems have been excluded due to their 

complexity and high cost of hardware. Therefore, this research is focused on 

incoherent SAC OCDMA systems as they show better results compared to other 

incoherent systems [54].  

In an incoherent OCDMA system, each user is assigned a unique code sequence as its 

address signature based on the spectral amplitude only. When a user wants to transmit 

one data bit, it sends out a code sequence matching to the address signature of the 

intended receiver. At the receiver, all the code sequences from different users are 

correlated. If correct code sequences are received, then the results will be an 

autocorrelation function with a high peak. For incorrect code sequences, cross 

correlation functions and cross talk are generated, and they create multiple access 

interference (MAI) [54]. MAI can be reduced by using subtraction technique. The 

most common subtraction technique is the Complementary subtraction technique, 

which is also known as balanced detection technique [54].  

4.5    Spectral Amplitude Coding Detection Schemes 

 Many detection techniques for SAC-OCDMA systems have been proposed aiming to 

reduce MAI [54, 76-80]. In most research, Complementary and AND techniques have 

been used at the receiver side to recover the original signal. In this thesis, two new 

approaches are introduced called direct recovery scheme (DRS) and exclusive OR 

subtraction technique (XOR) for ZVC and VC code families respectively. The 

purpose of these new subtractions is to overcome the limitations that have been 
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addressed in reported techniques such as hardware cost and at the same time to 

improve the system performance.   

4.5.1     Complementary Subtraction Technique 

Figure 4.2 shows a block diagram for unipolar codes where a pulse with a spectral 

distribution of A (v) is sent to represent data ‘1’ and nothing is sent to represent data 

‘0’ [8-9, 28-29]. At the receiver, the signal is split into two by 1: α splitter. 

 

  

 1 

                                                                                                       

 α  

 

 

Figure  4.2:  Complementary detection scheme. 

 

If the code is a (L, w, λ), then the MAI for (k-1) user at the first photodetector is λ (k-

1), and the MAI at the second photodetector is α(w- λ)(k-1). When α=(w- λ)/ λ, the 

MAI on both receivers is equal and can canceled by balance detection.  

In complementary subtraction technique, first proposed by M. Kavehrad [29], the 

cross correlation is defined as: 

                               ( ) ∑
−

=
+=

1
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N

i
kiiAB bakθ                                                       (4.4) 

where A and B are the two OCMA code sequences. The complementary of sequence 

(A) is given by ( )A  whose elements are obtained from (A) by ii aa −=1 . Let A = 0011 

and B = 0110 and therefore A  = 1100. The periodic cross correlation sequence 

between A  and (B) is similar to Equation (4.4) and is expressed as: 
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The sequences that are sought for are  

                                       ( ) ( )NN
BAAB θθ =                                          (4.6) 

At the receiver, the photodetectors will detect the two complementary inputs which 

will be fed to the subtractor whose cross correlation output,  Z  can be expressed as:  

                             ( ) ( ) 0=−= NNZ BAABaryComplement θθ                          (4.7) 

Finally the answer is 0, which means that at the output of the subtractor there will be 

no more cross correlation terms, indicating that there is no more signal from other 

users in the intended channel. 

4.5.2 AND Subtraction Technique  

The AND subtraction is a technique proposed by Aljunid et al. [60], for cross 
correlation cancellation for SAC OCDMA systems. In AND subtraction technique, 
the cross correlation ( )NBAθ  is substituted by BBA )( δθ , where )( BAδθ   represents the 
AND operation between sequences A and B. For example, let A = 0011 and B = 0110, 
and therefore (A AND B) = 0010.  Example of an AND receiver is shown in Figure 
4.3. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  4.3: Implementation of the AND Subtraction Technique. 
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At the receiver side, 

                                 ( ) ( ) 0)&( =−= NNZ BBAABAND θθ                                   (4.8) 

Equation (4.8) shows that, with AND subtraction technique, the multiple access 
interference or the interference from other channels can also be cancelled out. The 
advantage of AND subtraction detection technique is that it requires less number of 
filters compared to the complementary subtraction technique. 

4.5.2    Direct Recovery Scheme 

This section discusses in detail the direct recovery scheme (DRS), which is used as 

the detection technique in the ZVC OSCDMA code.  In the direct detection scheme, 

illustrated in Figure 4.4, there is only a single decoder and thus a single detector is 

required. 

 

 

 

 

 

 

 

 

 
 
 

Figure  4.4: Implementation of the direct recovery scheme (DRS). 

 

The difference between this technique and the conventional Complementary [29, 54] 

subtraction and AND subtraction [35, 60] is in the decoder. With AND and 

Complementary subtraction techniques, the number of photodiodes is two because 

these detections are used for optical spectrum CDMA codes which have ideal in-

phase cross correlation (λ=l) such as the MQC code and the DW code. The direct 
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recovery scheme is used in this thesis as a proposed detection for the ZVC code 

because the value of cross correlation is always equal to zero (λ=0), thus the detection 

of this code can be done directly without the complicated detection as in previous 

techniques.  Since the cross correlation is always equal to zero, the phase induced 

intensity noise (PIIN) is suppressed at the receiver.  Consequently, this will improve 

the performance of the system in terms of MAI reduction, hardware complexity and 

cost. 

4.5.3     XOR Detection Scheme 

 

In XOR subtraction technique, the cross correlation ( )NBAθ  is substituted 

by )_))(,(( barABAXORΘ , where )),(( BAXORΘ   represents the XOR operation 

between sequences A and B. For example, let A = 11100 and B = 10011, and therefore 

(A XOR B) = 01111.  Example of an XOR receiver is shown in Figure 4.5. 

 

 

   

   

  

  

Figure  4.5: Implementation of the XOR detection scheme. 
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At the receiver side  

                                  
1

))_(),,((),(
−

Θ−Θ=
W

barABAXORBAZSED                          (4.9) 

where Θ  represents an AND operation. Equation (4.9) shows that, with XOR 

subtraction technique, the multiple access interference or the interference from other 

channels can also be cancelled out. This subtraction technique can be implemented 

with any OCDMA codes, but for comparison purposes, the VC code is used as an 

example.  The operations of Complementary, AND, and XOR detection schemes are 

listed in Table 4.1 for the sequences A=110 and B=101, for comparison.  From the 

Table, it can be observed that the whole subtraction result is zero; which means that 

the MAI can be cancelled out by using the three detection techniques. In terms of 

cross correlation, the Complementary and AND subtraction can successfully recover 

desired signal only for codes having fixed cross correlation, besides AND filters out 

the half of the signal. In the proposed XOR detection scheme in this work, the balance 

detection can be achieved even if the cross correlation is not fixed while still 

maintaining a strong signal. 

The overall system cost and complexity can be reduced by using less number of filters 

in XOR subtraction since the chips are always in adjacent fashion. At the same time, 

the performance of the OCDMA system is improved significantly because with less 

number of filters in the decoder, the total power loss can be reduced and this can be 

clearly seen in the simulation result.      

As mentioned earlier, the three subtraction techniques can be implemented with any 

OCDMA codes. In the next section, for the purpose of comparing theoretical 

performances, VC code families are used as an example. 
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Table  4.1: Comparison between XOR, Complementary and AND Subtraction 
Techniques 

4.6    Optical CDMA Systems Using VC Code Families 

The performance of VC code families in the presence of the phase induced intensity 

noise (PIIN), the photodiode shot noise and the thermal noise by using the two 

subtraction techniques is elaborated on this section. Only the Complementary and 

XOR techniques are being considered because AND technique performs similar to 

Complementary technique with fewer filters. 

4.6.1    Complementary Subtraction System  

The setup of the proposed IVC system using complementary subtraction technique is 

shown in Figure 4.6 where the output from the top of first FBG group is used directly 

as decoded output. In the performance analysis, incoherent intensity noise, as well as 

shot and thermal noise in both photodetectors have been considered. The effect of the 

receiver dark current is neglected because its value is small compared with the shot 

Code 
sequence 

XOR technique  AND technique Complementary 
technique 

 λ1 λ2 λ3 λ1 λ2 λ3 λ1 λ2 λ3 

A 1 1 0 1 1 0 1 1 0 

B 1 0 1 1 0 1 1 0 1 

 ),(( baΘ =1 ),( baΘ = 1 ),( baΘ = 1 

 )),(( baxorΘ = 011 )),(( baaΘ = 100 a= 110 
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and thermal noise [30-33, 35-38]. Gaussian approximation is used for the calculation 

of the BER (Bit Error Rate) as in [30-33, 73-76]. 

 

21λλ  
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                                                                   (a) 
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                                                       (b) 

Figure  4.6: Optical CDMA System Architecture using Complementary Subtraction 
Technique (a) Transmitter, (b) Receiver. 

 

The variance of the photocurrent due to the detection of an ideally unpolarized 

thermal light, which can be generated by spontaneous emission [30-33, 35-38] can be 

expressed as:  

                               
L

nb

R
BTK

cBIeIBi 422 2 ++=〉〈 τ                                                 (4.10) 

The parameters used in Equation (4.10) are as shown in Table 4.2. In Equation (4.10), 

the first term results from the shot noise, the second term denotes the effect of Phase 

Induced Intensity Noise (PIIN) and the third term represents the effect of thermal 

noise. 
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When incoherent light fields are mixed and incident upon a photodetector, the phase 

noise of the fields causes an intensity noise term in the photodetector output.  The 

coherent time of a thermal source cτ  is given by [38]:  

                                 
2
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⎡
∫

∫
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=
dvvG

dvvG

cτ
                                                            (4.11) 

 

Where, G(v) is the power spectral density (PSD) of the thermal noise source. In 

equation (4.11), the total effect of PIIN has a negative binomial distribution [76], 

while thermal noise has a Gaussian distribution; in general Gaussian approximation is 

used for entire noise. 

 

Table  4.2: Symbols and Parameters for the Setup in Figure 4.5 

No Symbols Parameters 

1    e Electron  charge 

2   I Average photocurrent 

3   B Noise–equivalent electrical bandwidth of the receiver 

4  cτ  Coherence time of the source 

5 bK  Boltzmann constant 

6 Tn Absolute receiver noise temperature 

7 RL Receive load resistor 
 

 

The total effect of PIIN and shot noise obeys negative binomial distribution [76]. In 

order to analyze the system with a transmitter and a receiver as shown in Figure 4.5, 

the same assumptions used in [30-33, 35-38] are used here.  The assumptions are as 

follows:  
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1. Each light source is ideally unpolarized and its spectrum is flat over the 

bandwidth [vo-Δv/2, vo+Δv/2], where vo is the central optical frequency 

and Δv is the optical source bandwidth in Hertz. 

2. Each power spectral component has identical spectral width. 

3. Each user has equal power at the receiver. 

4. Each bit stream from each user is synchronized.  

 

The above assumptions are important for mathematical simplicity. Based on the above 

assumptions, we can easily analyze the system performance using Gaussian 

approximation. The power spectral density of the received optical signals can be 

written as [38]: 

    [ ] [ ]}{∑ ∑
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Where srP  is the effective power of a broadband source at the receiver, N is the active 
users and L is the VC code length, Nd  is the data bit of the Nth user that is “1” or “0”, 
and )(vu  is the unit step function expressed as: 
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In the following analysis the effects of both shot and thermal noises as well as the 

effect of PIIN are considered. 

Let CN (i) denote the ith element of Nth IVC code sequence, the code properties can 

be written as: 
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and 
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From Equation (4.12), the power spectral density at photodetector 1 and 

photodectotor 2 as in Figure 4.5 of the mth receiver during one bit period can be 

written as: 
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Figure 4.6: The PSD of the Received Signal )v(r . 
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Then 
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To calculate the integral of  )V(G2
1  and )V(G 2

2 , first let us consider an example of the 
PSD (denoted by )V(G' ) of the received superimposed signal, which is shown, in 
Figure 4.6, where )i(A  is the amplitude of the signal of the ith spectral slot with width 

of N
VΔ

.  

The integral of  )V(G 2'  can be expressed as: 
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Therefore, using (4.18), (4.19) and (4.20) the following is obtained. 

 

                          ∑ ∑∑∫
= ==

Δ

∞

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎥
⎦

⎤
⎢
⎣

⎡
⋅⎥

⎦

⎤
⎢
⎣

⎡⋅=
L

i

N

q
qq

N

N
NNVL

P iCdiCdimCdVVG sr

1 110

2
1 )()()()(

2

 (4.21)  

And  
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Based on equations (4.21) and (4.22), Nd  is the data bit of the Nth user that carries the 
value of either “1” or “0”. Consequently, the photocurrent I can be expressed as: 
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After the integration and subtraction processes, the photocurrent can be expressed as: 

                           I =    ℜ WL
Psr                                                                              (4.24) 

                         
chV

eη=ℜ                                                                               (4.25) 

Here, η  is the quantum efficiency, e  is the electron charge, h is the Planck’s constant, 

and Vc is the central frequency of the original broad band optical pulse. Since the 

noise in photodetector 1 and 2 are independent, the power of the noise sources that 

exist in the photocurrent can be written as [38]: 
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Where,                  

                        2I   = Total noise power; 

                        2
1I    = Shot noise; 

                        2
2I    = Phase Induced Intensity Noise (PIIN); 

                        2
thI   = Thermal noise.  

From equation (4.26)  
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From equation (4.13), when all the users are transmitting bit ’1’ using the average 

value as L
NWN

N Nc ≈∑ =1  and the noise power can be written as:             
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Noting that the probability of sending bit ‘1’ at any time for each user is 2
1  [38], then 

the above equation becomes  
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From (4.24) and (4.30), the average of SNR can be expressed as in (4.31) and (4.32) 

below. 
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where ℜ  is the photodiode responsivity, Psr is the effective power of a broad band 

source at the receiver, e is the electronic charge, B is the electrical equivalent noise 

bandwidth of the receiver, KB is the Boltzmann’s constant, Tn the absolute receiver 

noise temperature, RL is the receiver load resistor, ΔV is the optical source bandwidth, 

W, N, L are the code weight, the number of users, and the code length, respectively. 

There are the parameters of IVC code. The Bit Error Rate (BER) is computed from 

the SNR using Gaussian approximation as follows [38], 

            BER = )( 82
1 SNR

e erfcP =                                                                       (4.33) 
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4.6.2 XOR Subtraction System  

 

An optical CDMA system using XOR subtraction is shown in Figure 4.7. 

 

 
 DECODER 1

SUBTRACTOR

DECODER 2

 

 

S
P
L
I
T
E
R 

SPLITTER

FILTER

FILTER

RECEIVER1 

SUBTRACTORSPLITTER

FILTER

FILTER

RECEIVER2 

SPLITTER 

DATA 1 

 

EXTERNAL 
MODULATOR 

M
U
L
T
I
P
L
E

X
E
R 

DATA 2 

ENCODER 2 

 

 

O
P
T
I
C
A
L 
S
O
U
R
C
E 

 

ENCODER 1 

 

Figure  4.7: Optical CDMA System Architecture Using XOR Subtraction Technique. 

 
 As mentioned earlier, the differences of this technique compared to the conventional 

complementary, and AND subtraction techniques are at the cross correlation and the 

signal status. The complementary and AND subtraction can successfully recover 

desired signal only for codes having fixed cross correlation. With AND subtraction 

technique, only the chips that do not overlap with each other only will be filtered out, 

which means weak signal. In the proposed XOR detection technique, the balanced 

detection can be achieved even if the cross correlation is not fixed while it is still 

possible to maintain a strong signal.  
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Therefore, the code properties for VC code families using XOR subtraction technique 

also differ from the complementary and AND techniques, as explained below. This 

results in different performance such as in the signal to noise ratio and bit error rate. 

 The balanced detection using XOR outperforms Complementary and AND even if 

the cross correlation is not fixed. The properties of the IVC and NVC are given in this 

section although they have been mentioned in previous section.   

If )(iCN  denotes the ith element of the Nth IVC code sequence, the code properties 

for XOR can be written as: 
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Then the balanced photodiode for the desire user# (x,y) executes the correlation 
function H as: 
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By using the value of the properties in (4.23) and (4.24), the signal to noise ratio of 

the XOR subtraction technique can be determined using the same mathematical 

operations as in   Equations 4.16 to 4.32, where it can be expressed as:  
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If )(iCN  denotes the ith element of the Nth NVC code sequence, the code properties 

for XOR can be written as:  
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And 
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The balanced photodiode for the desired user #(c,d) that executes the correlation 
function K rejects the MAI coming from the interfering users and obtains the desired 
information bit. 
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By using the value of the properties in (4.38) and (4.39), the Signal to Noise ratio of 

the XOR subtraction technique can be determined using the same mathematical 

operations as in   Equations 4.16 to 4.32, where it can be expressed as:  
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As mentioned earlier, the differences of the XOR detection as compared to the 

Complementary and AND subtraction are the cross correlation and signal properties.  

With the XOR technique, balanced detection can be achieved even if the cross 

correlation is not fixed; thus, large number of code sequences can be generated.  This 

technique will improve the performance of the system in terms of the scalability and 

signal-to-noise ratio. 

Now, let )(iCK denotes the ith element of the Nth VC code sequence.  The code 

properties for the XOR technique can therefore be written as: 
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The balanced photodiode for the desired user #(f,g) that executes the correlation 

function Q rejects the MAI coming from the interfering users and obtains the desired 

information bit. 
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Equations (4.16), (4.17) can be simplified further as follows, 
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In Equations (4.46) and (4.47), dN is the data bit of the Nth user that carries the value 

of either ’1’ or ’0’.  Therefore the photodetector current can be calculated by 

integration as follows. 
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And  
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where I1 and I2 are the power spectral density at photodetectors 1and 2.                        

By using the properties of VC code to obtain pure photocurrent after the subtraction 

process on the photo-detectors, Eq. (4.48) and Eq. (4.49) become: 
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After the integration and subtraction processes the photocurrent I can be expressed as: 

                         I =    ℜ WL
Psr                                                                                (4.51) 
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Now using (4.20), 
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From equation (4.13), when all the users are transmitting bit ’1’ using the average 

value as L
NWN

N Nc ≈∑ =1 ,  the noise power can be written as: 
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Noting that the probability of sending bit ‘1’ at any time for each user is a 2
1  [38], 

then Equation (4.53) becomes   
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From (4.52) and (4.56), the average of SNR can be obtained as in (4.57) and (4.58) 

below. 
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where, P and R represent the number of mapping and the remaining of N after modulo 

operation. The Bit Error Rate (BER) is computed from the SNR using Gaussian 

approximation as in Eq. (4.59) below [38]. 

                          )( 82
1 SNR

e erfcPBER ==                                                           (4.59) 

4.7    Performance Comparison Between Complementary, AND and XOR 

Subtraction Techniques 

Recent studies have shown that an optical CDMA system cannot be designed only by 

considering the properties of the code. The detection technique also plays an 

important role and should be addressed as well. The advantage of SAC over 

frequency and temporal OCDMA systems is its ability to reduce the contribution of 

total noise to total received powers successfully. In order to study the performance, 

comparisons among the XOR, complementary and AND subtraction techniques are 

made by using the calculated results.  The performance is characterized by BER and 

SNR, looking at the effects of the number of users and received power. The 

performance of the system is characterized by the effect of the various noises, which 

is analyzed accordingly. The relationship between the number of simultaneous user 

and BER in OCDMA system using XOR, Complementary and AND subtraction 

techniques are shown in section 4.7.1. The parameters used in the analysis are listed 

in Table 4.3.  
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4.7.1     Effect of Number of Users on the System Performance 

Table  4.3: Typical Parameters Used in the Calculation 

Photodetector  Quantum efficiency  6.0=η  

 Line-width Broad band Source 75.3=ΔV THz 

 Operating Wavelength  1550=oλ nm 

 Electrical Bandwidth  B =  311 MHz 

Data Bit Rate =bR 622 Mbps 

Receiver Noise Temperature  300=nT  K 

Receiver Load Resister  Ω=1030LR  

 

Figure 4.8 shows the calculated results using equation 4.58 for the variations of 

signal-to-noise ratio (SNR) with the number of active users.  The figure clearly shows 

that the XOR technique supports more users as compared to the complementary and 

AND techniques. 
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Figure  4.8:  SNR versus number of active users when Psr = -10dBm at 622Mb/s for 
different detection techniques. 
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Figure 4.9 shows the bit error rate (BER) versus the number of users for XOR, AND 

and Complementary subtraction techniques, based on equations (4.32) and (4.54).  

The system parameters used to obtain the numerical results are listed in Table 4.3. 
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Figure  4.9: BER versus number of active users when Psr = -10dBm at 622Mb/s for 
different detection techniques. 

 

Figure 4.9 shows the bit error rate (BER) versus number of users for XOR, AND and 

complementary subtraction techniques using VC code.  It shows that the OCDMA 

system using XOR technique performs better than the system using existing AND and 

complementary techniques. The figure clearly demonstrates that XOR technique 

supports more users (50 users at BER of 10-12) compared to complementary and AND 

techniques (25 and 18 users at BER of 10-12 respectively). This is evident that with 

XOR technique, the MAI in the receiver side is eliminated by reducing the power of 

interfering from other users. 
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Figure 4.10 shows the bit error rate (BER) versus number of users for XOR and 

complementary subtraction techniques for VC, MQC and MFH codes respectively. 

The calculated BER for VC was achieved for W = 4 at data rate 2.5Gb/s.  The 

calculated BER for MFH and MQC codes were achieved for W = 8, and W = 10, 

respectively at data rates 622Mb/s.  

Figure 4.10 proves that the OCDMA system using XOR technique performs better 

than the system using existing complementary techniques. The figure clearly reveals 

that XOR technique supports more users (18 users at BER of 10-12) compared to 

complementary technique (8 and 9 users, respectively at BER of 10-12). 
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Figure  4.10: BER versus number of active users when Psr = -10dBm at 2.5Gb/s, 
622Mb/s for XOR and complementary detection techniques. 

 

This further proves that using VC code with an XOR technique, the multiple access 

interference (MAI) in the receiver side is eliminated. 
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 Note also that the calculated BER for VC code was achieved for W=4 while for MQC 

and MFH codes, the calculated BER were for W=8, and W=10 respectively.  

4.7.2    Effect of Received Power srP on System Performance 

Figure 4.11 shows the performance of the system using XOR, AND and 

complementary techniques at various values of received power Psr using VC code. 

The number of active users in the system is fixed at 30 at data rate 622Mb/s. It is 

shown that XOR technique gives a much better performance when the effective 

received power Psr is large (when Psr > -26 dBm). At the lower values of Psr (when 

Psr < -25 dBm), the performance of the system for the three techniques is almost the 

same.  
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Figure  4.11: BER versus Psr when number of active users is 30, taking into account 
intensity noise, thermal noise and shot noise at bit rate 622Mb/s. 
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It should be pointed out that fiber optic non-linear effects such as Four Wave Mixing 

(FWM), Self Phase Modulation (SPM) and Cross Phase Modulation (XPM), and also 

dispersions such as Chromatic Dispersion (CD) and Polarization Mode Dispersion 

(PMD) are not considered in this analysis. Nevertheless this will not affect the 

comparative analysis among the three detection techniques, as all of them are 

subjected to the same transmission conditions. Figure 4.12 shows the BER variations 

with Psr when the number of active users is 30 while W=4, 8 and 10 at the data rate 

622Mb/s by taking into account the effects of the intensity noise, thermal noise and 

shot noise for VC, MQC and MFH codes respectively. It has been shown that the VC 

using XOR detection technique has a lower BER than that of AND and 

complementary techniques; this is due to the elimination of MAI effects through XOR 

technique.  
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Figure  4.12: BER versus Psr when number of active users is 30, taking into account 
intensity noise, thermal noise and shot noise at bit rate 622Mb/s for different OCDMA 

systems. 
It has been shown that XOR technique gives a much better performance when the 

effective received power Psr is large (when Psr > -22 dBm). At the lower values of Psr 
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(when Psr < -22 dBm), the performance of MFH code using complementary technique 

will have a slightly better performance than the XOR due to high value of W.  

4.8    Performance Comparison between the VC Code and Other Codes 

Figure 4.13 shows the relation between the number of active users and SNR when the 

parameters used for the VC, MQC, MFH and Hadamard codes are W=6, 14, 17, 64 

respectively while P=3, and R=1 for VC code. In this figure, the effective power from 

each user is -10dBm taking into account the effects of intensity noise, shot noise and 

thermal noise. It is shown that the VC code gives much higher SNR than MQC, MFH, 

and Hadamard. With large values of P and R, higher SNR can be obtained even for 

small weight while accommodating a high number of active users.   
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Figure  4.13:  SNR versus number of active users when Psr = -10dBm at 622Mb/s. 

Figure 4.14 shows the BER variations with the effective power Psr when the number 

of active users is 30 at a data rate of 2.5Gb/s for each user, taking into account the 
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effects of the intensity noise, thermal noise and shot noise. VC is adopted with the 

parameters W=6 and P=4, R=1, while for MQC and MFH the parameters are W=14, 

W=17, respectively. This figure shows that the efficient source power required for the 

VC is less (-22dBm) than that for the MQC and MFH codes when the number of 

active users is the same. 

 

-40 -35 -30 -25 -20 -15 -10 -5 0

10
-30

10
-25

10
-20

10
-15

10
-10

10
-5

10
0

effective power from each user: (dBm)

B
E

R

 

 
VC code (W=6, P=4, R=2)
MQC code (W=14)
MFH code (W=17)

 

Figure  4.14: BERs versus effective source power Psr when the number of active users 
is 30, taking into account the intensity noise, shot noise, and thermal noise at the data 

rate 2.5Gb/s. 

 

4.8.1    Effect of Number of Users on System Performance Considering All Noise 

In Figure 4.15, the bit error rate (BER) is plotted against the number of active users 

when Psr = -10dBm at 622Mbit/s. From the figure, it is observed that the BER of VC 

code is lower compared to the MQC, MFH and Hadamard codes even though the 

weight is far less, which is 8 in this case. The maximum acceptable BER of 10−9 was 
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achieved by the VC code with 120 active users. This is better considering the small 

value of weight used. This is evident from the fact that VC code has an ideal in-phase 

cross correlation and good property that would eliminate the MAI effects through CC 

control by using mapping techniques while Hadamard code has increasing value of 

cross correlation as the number of users’ increases. However, MQC and MFH used 

codes with a fixed in-phase cross correlation exactly equal to 1 for suppressing the 

effects of PIIN. Hence, this increases the probability of interfering which leads to 

performance degradation.   The calculated BER for VC was achieved for W = 8 while 

for MFH, MQC and Hadamard codes were for W = 10, W = 12, and W = 64 

respectively. With big values of P and R, VC code gives better result even for small 

value of W.  
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Figure  4.15: BER versus number of active users when Psr = -10dBm at 622Mb/s. 
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4.8.2    Effect of Number of Users on System Performance considering different 

values of Psr 

Figure 4.16 shows the BER plotted against the number of active users with different 

effective power (-10, -20, -30 dBm) for VC code. It is shown that the performance 

improved significantly with large value of Psr, for acceptable BER.  
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Figure  4.16: Bit error rate (BER) versus the number of active users under different 
power (-10, -20, -30 dBm) for VC code at 622Mb/s. 

 

Figure 4.17 shows the BER plotted against the number of active users with different 

effective power (-10, -20, -30 dBm). It is shown that the performance with the VC is 

improved significantly with low power Psr while maintaing acceptable BER 

compared to the MQC code.  
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Figure  4.17: Bit error rate (BER) versus the number of active users under different 
power (-10, -20, -30 dBm) for VC and MQC codes at 622Mb/s. 

4.8.3    Effect of distance on System Performance considering different data rates 

Figure 4.18 shows the BER plotted against distance when the VC is adopted with the 

parameters W=4, P=3, R=1 and the number of users is 14. From Figure 4.18 it can be 

observed that for a data rate 622Mb/s, the performance of a VCC (P=2, R=1) can 

work well (BER=10-20) and support a distance up to 50 km. However, for data rates 

2.5 Gb/s and 10 Gb/s the performances are degraded from 50km to 10km and 4km 

respectively for the same BER (10-20).  This is because, when the distance decreases, 

the data rate should increase to recover a similar degradation of the signal form; 

eventually the pulse width will decrease, making the signal subject to fiber dispersion.  
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Figure  4.18: BER versus Distance for different data rates. 

4.9    Code Evaluation and Comparison 

Table  4.4: SAC-OCDMA Code Comparison 

Code 
family Existence Weight size λ Code length SNR 

MQC Primes 
p>2 p+1 p2 1 p2+p ]/)1[(

)1(
KppKBK

pv
++−

+Δ [38] 

MFH All GF q+1 q2 1 q2 +q ]/)1[(
)1(

KQQKBK
Qv

++−
+Δ [32] 

MDW Even 
integer n N w/2+1 1 3n+8/3[sin(Nπ/3)]2

]2[(
)1(2

2 −+
Δ−

λ

λ
WK

W

BK
v [35, 60] 

Hadamard  m ≥2 2m-1 2m-1 2m-2 2m )1( +
Δ
KBK
v [29] 

RD Integer n n>3  2  K+ 2W -3  A/B+C+D [37] 

IVC N=W+1 Positive 
integer 

W+1 1        W×N/2 Refer to Eq (4.32) 

NVC N<W+1 Positive 
integer 

W 1      N (2W-N+1)/2 Refer to Eq (C.23) 

VC N>W+1  Positive 
integer  

P(W+1)
+R 1 (WN+R(W+1-R))/2 Refer to Eq  (4.58) 
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The three VC code families have been compared with reported codes. The proposed 

IVC code always has the number of users equal W+1, which shorter length can be 

easily obtained. For the NVC code, it is important for the number of users to always 

equal W due to the fact that using a large weight provides a strong signal as required 

by the users. For the VC, the number of users always equals to P (W+1) +R. For 

comparison, the properties of Hadamard, MDW, MQC, MFH and VC families are 

listed in Table 4.4. It shows that the VC code exists for any number of users and 

weight, while the IVC and NVC exist for a restricted number of users. In addition, the 

VC code exists for any positive integer (regardless whether it is even, odd, prime, 

etc), while MDW exists for even n weight, Hadamard codes exists only when the 

weight is 2m-1 where m≥2, MQC and MFH exist for a prime number p and a prime 

power q given by q= pn where n is a positive integer respectively. The table also 

shows that the VC codes have an ideal cross correlation while Hadamard codes have 

increasing value of cross correlation as the number of user increases. 

4.10     Summary  

In this chapter, a detailed discussion of the influence of noise in OCDMA system, and 

the OCDMA detection schemes is provided. Noise is an unavoidable phenomenon 

that limits receiver performance.  A mapping technique is applied to increase the 

number of users which changes the cross correlation of the code sequence to unfixed 

values; therefore Complementary detection is no longer sufficient.  An XOR detection 

scheme is proposed to solve this problem. The performance of VC code families 

based on XOR detection in the presence of the phase induced intensity noise, the 

photodiode shot noise and the thermal noises are elaborated on this chapter.  
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The performance of the OCDMA system is degraded as the number of simultaneous 

users increase, especially when the number of users is large. This is attributed to the 

multiple access interference (MAI) which arises from the interference of the 

simultaneous users. MAI can be reduced by using subtraction techniques. It has been 

shown that using a newly proposed subtraction technique, XOR subtraction, the 

performance of the OCDMA system can be improved considerably. The overall 

system cost, the processing time and complexity of the system can be improved.  

The results presented in this chapter have been based on theoretical calculations. 

Detailed discussions have been included on the effect of various noises such as 

thermal noise, shot noise, and phase induced intensity noise (PIIN) to the optical 

CDMA system using VC, MFH, MQC and Hadamard codes. VC code outperforms 

other optical CDMA codes because the total noise level is reduced. The VC code has 

excellent code properties that can reduce the PIIN noise and shot noise effects, and 

increase system performance. VC code can support more users as compared to the 

Hadamard and MFH codes, because the VC code has better BER than other codes. 

A software simulation for all detection schemes using a commercial optical systems 

simulator, Virtual Photonic Instrument (VPITM), version 7.1 is discussed in the next 

chapter. 
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CHAPTER 5 
RESULTS AND DISCUSSION 

 

5.1    Introduction  

This chapter discusses the results obtained for the ZVC code families with the direct 

recovery scheme (DRS) and VC code families with the Complementary, AND, and 

XOR subtraction techniques given in Chapter 4 based on the theoretical development, 

developed from theoretical analysis and more emphasis on simulation.  Simulation 

tools can offer a powerful method to assist in analyzing the design of an optical 

component, circuit, or network before costly prototypes are built.  

VPItransmissionMakerTM WDM, version 7.1 is used to accomplish this work [78-81]. 

The basic design issues such as design parameters, performance parameters, types of 

modulation and types of optical sources and receivers are addressed in this chapter. 

5.2     Theoretical Performance Analysis  

An adequate signal-to-noise ratio (SNR) is important because it gives the quality of 

the signal in the system. It is a ratio of the average signal power to total noise power. 

BER and SNR are interrelated; a better SNR yields a better BER.  In Chapter 4 (see 

4.34), the SNR for OCDMA system using VC code family is given by 
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Based on the above formula, the effect of the various noises on the system 

performance is analyzed accordingly. In the denominator of equation (5.1), the first 

item results from the shot noise, the second item denotes the effect of PIIN and the 

third item represents the effect of thermal noise.  

5.2.1     Relation between the Received Power and the PIIN Noise 

Multiple Access Interference (MAI) that increases with the number of simultaneous 

users, severely limits the capacity of the system. MAI also leads to another type of 

noise, known as Phase Induced Intensity Noise (PIIN) that resulted from the phase 

incoherence of the overlapping signals on the same spectra causing fluctuations of the 

total signal intensity. Here, the relations between PIIN noise and received power will 

be analyzed. From Equation (5.1) PIIN can be written as: 
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where W is the code weight,  N is  the number of active users, B is the  noise 

equivalent electrical bandwidth of the receiver,  VΔ is the optical source bandwidth, 

srP is the received power, L is the code length, ℜ  is the responsivity of the 

photodetectors, P represents the number of mapping and R represents the remaining 

of N after modulo operation. In Figure 5.1, the values of B, K, and VΔ  are fixed (ie. B 

= 311 MHz, N = 30 and VΔ = 3.75 THz) while srP  varied from -40 dBm to 10 

dBm.Figure 5.1 shows the PIIN plotted against the received power for the VC, MQC 

and MFH using the parameters: W=4, 14 and 17 for VC, MQC and MFH, 

respectively, at data rate 10Gb/s. From the figure, it can be observed that when the 

received power increases, the PIIN noise for all the codes increase linearly. The PIIN 

noise of VC code family is less compared to that of MQC and MFH codes.  
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Figure  5.1:  PIIN Noise versus received power for VC, MQC and MFH codes at data 
rate 10Gb/s when Psr = -10dBm. 

Moreover the PIIN noise can be effectively suppressed by using VC code family. This 

is because by using mapping techniques, the power of interference from other users is 

reduced with the increase of the code length, and eventually eliminates the MAI 

effects. Figure 5.1 also show that when the code weight is increased, the PIIN noise 

can further be suppressed. 

5.2.2    Effect of Number of Users on System Performance by Considering PIIN 

Only 

It has been shown in the above section that PIIN increases when the received power 

srP  is increased. Here, the relation between PIIN noise and the number of users N will 

be investigated. Figure 5.2 shows the relation between number of active users and the 

PIIN noise for VC, MQC and MFH codes. In Figure 5.2, the parameters values are: 

W=8, 10, 4 and P=2 for MQC, MFH and VC respectively; the bit rate is 622Mb/s; Psr 

=-10dBm but number of users N varies from 1 to 100. 
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Figure  5.2:  PIIN noise versus number of active users for VC, MQC and MFH codes 
at data rate 622Mb/s when Psr = -10dBm. 

 

The figure clearly shows that, for VC code family, the PIIN noise is maintained when 

the number of active user increases. This is due to the good properties of the code 

sequences and mapping technique. On the other hand, for MQC and MFH codes the 

PIIN noise increases when the number of active user increases. 

 

5.2.3      Effect of Number of Users on System Performance by Considering PIIN 

Only 

Figure 5.3 shows the relation between number of active user (N) and the system 

performance by considering only PIIN noise (where the effects of shot and thermal 

noise are neglected). It clearly shows that VC code has better BER than Hadamard, 

MQC and MFH codes.  
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Figure  5.3: BER versus Number of Active User by Considering PIIN Noise Only. 

 
It shows that the Bit Error Rate (BER) increases as the number of active user 

increases. If only the PIIN noise is considered, the SNR is given as: 
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           and 

       )(BER 82
1 SNRerfc=                                                                        (5.4) 

In Equation (5.3), SNR depends on code weight W, number of user N, VΔ , and B. 

However, in Figure 5.4, the values of B, and VΔ  are fixed (ie. B = 311 MHz and 

VΔ = 3.75 THz) but N varies from 1 to 200 user. In Figure 5.3, it is shown that the 

system using VC code can support a much larger number of users for acceptable BER 

than Hadamard, MQC and MFH codes. When the code weight is increased, the 

performance of all the codes improved. The calculated BER for VC was achieved for 
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W = 4 while for MFH, MQC and Hadamard codes were for W = 17, W = 14, and W = 

64 respectively. Nevertheless, there are large improvements in the VC code family 

performance. This is because of the superior properties of VC and cross correlation 

control through mapping technique of code family that can suppress the PIIN noise. 

5.2.4     Relation between Received Power and Shot Noise 

Figure 5.4 shows the relation between shot noise and effective power, srP at the 

receiver. From Equation (5.1), shot noise is given by: 
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Figure  5.4:  Shot noise versus effective power srP  for VC code family when number of 
active users is 30. 

Figure 5.4 shows the relation between srP  and system performance (BER) by 

considering only the shot noise (where the effects of PIIN and thermal noise are 

neglected) for MQC, MFH, and VC when the number of users N equals to 30. From 
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the figure we can observe that the influence of srP  is not significantly limited by the 

shot noise, as srP  increases, the amount of signal power increases more than that of 

the shot noise.    

5.2.5     Effect of srP  on System Performance by Considering Only Shot Noise  

Figure 5.5 shows the BER variations with srP  when the number of active users is 30 

and the system performance by considering only shot noise (where the effects of PIIN 

and thermal noise are neglected). It clearly shows that VC code has better BER than 

Hadamard, MQC and MFH codes.  
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Figure  5.5:  BER versus srP  by considering only shot noise when number of active 
users is 30. 
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5.2.6    Effect of srP   on Performance Considering All Noise 

Figure 5.6 shows the BER variations with srP  when the number of active users is 30, 

W=4 and the data rate is 622Mbit/s by taking into account the effects of the intensity 

noise, thermal noise and shot noise.  It is shown that, when srP  is less than -22 dBm, 

VC has lower BER than IVC and NVC codes, this due to the elimination of MAI 

effects through CC control by using mapping techniques. 
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Figure  5.6:  BER versus effective power srP  for VC code families when number of 
active users is 30, taking into account the intensity noise, shot noise and thermal 

noise. 

 

Figure 5.7 shows the BER plotted against srP  when the number of active users is 69, 

W=4 and the data rate is 622Mbit/s.   The green solid line with square represents the 

NVC when intensity noise and thermal noise are considered, while the red dotted line 

with star represents the IVC when intensity noise and shot noise are taken into 

account. The blue dashed line with circle represents the VC performance when effects 

of all noises are considered. It is shown that, when srP  is less than -36 dBm, VC has 
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lower BER than IVC and NVC codes although all noises are considered, compared to 

intensity and thermal noises for NVC (less -22dBm), and intensity and shot noises for 

IVC (less -24dBm). This due to the elimination of MAI effects through CC control by 

using mapping techniques and good arrangement of VC construction. 
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Figure  5.7:  BER versus effective power srP  for VC code families when number of 
active users is 69. 

Figure 5.8 shows the BER plotted against the srP  when the number of active users is 

30, W=4 and the data rate is 622Mbit/s.   The brown dashed line with point (MQC) 

represents the BERs, taking into account the effects of the intensity noise, and thermal 

noise. The green solid line with cross represents the NVC when intensity noise and 

thermal noise are considered while the red dotted line with star represents the IVC 

when intensity noise and shot noise are taken into account. The blue dashed line with 

circle represents the VC performance when effects of all noise sources are considered. 

It is shown that, when srP  is large, both the shot and thermal noises are negligibly 

small compared to intensity noise, which becomes the main limitation factor of the 
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system performance. However, when srP  is low, the effect of intensity noise becomes 

minimal, and, thus, the thermal source becomes the main factor that limits the system 

performance. From the figure, it can be observed that thermal noise is much more 

influential than shot noise on system performance.    
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Figure  5.8:  BER versus effective power srP  for VC code families and MQC code. 

 

Figure 5.9 shows the BER plotted against srP  when the number of active users is 30, 

W=4 and the data rate is 622Mbit/s.   The brown dashed line with point (MQC) 

represents the BERs, taking into account the effects of the intensity noise, thermal 

noise and shot noise. The green dashed with cross, and solid red with star lines 

represent the VC when intensity noise and thermal noise, and all noises are considered 

respectively. From this figure, it is observed that, VC outperforms the MQC code 

when all noises are considered; this is because VC code has the ability to suppress the 

contribution from MAI in contrast to MQC which MAI increases when a high number 

of users is involved.   
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Figure  5.9:  BER versus effective power srP  for VC and MQC codes when number of 
active users is 30. 

5.2.7     Effect of Distance on System Performance for Different data rates 

Figure 5.10 shows the relationship between distance and BER for VC code when 

different data rates were used. It is shown that VC code can perform well up to 5 and 

2 km only at 2.5Gbit/s and 10Gbit/s respectively, as compared to data rate 155Mbit/s 

which gives excellent performance up to a distance of 50 km, after which it starts to 

experience some interference but still performing much better than 10Gbit/s. It should 

be point out that, data rates 155Mb/s and 622Mb/s using for ATM system, 1.25Gb/s 

and 2.5Gb/s for Gigabit Ethernet while 10Gb/s for long haul system.   
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Figure  5.10:  BER versus distance for the VC-OCDMA system at different 
transmission rates. 

5.3    Simulation Result 

Simulation tools can offer a powerful method to assist in analyzing the design of an 

optical system before costly prototypes are built. The analysis was carried out for 

various systems under study based on the model in Figure 1.2 (see Chapter 1). Two 

sorts of parameters were considered, design parameters and system parameters. The 

performance of each system is characterized by three main parameters, namely, the 

BER, output power and noise power. 

5.3.1    Design Parameter 

The design parameters are the system parameters that a designer can vary or change 

in order to study their effect on the system’s performance. The designer must 

carefully choose the components to ensure that the desired performance level can be 

maintained over the expected system lifetime without over specifying the 

component characteristics. The design parameters used are distance, bit rate, 
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transmit power and chip spacing or width. Each of the design parameters is explained 

in Appendix C.   

5.3.2    System Configuration 

A simple schematic block diagram consisting of different users is illustrated in 

Figures 5.11, 5.12 and 5.13 as a descriptive example (the study was carried out for 

different users). The tests were carried out by using the simulation software, Virtual 

Photonic Instrument (VPITM) version 7.1. Each chip has a spectral width of 0.8 nm 

(100GHz). The tests were carried out at the rate of 2.5Gbit/s and 10Gbit/s for various 

distances with the ITU-T G.652 Non Dispersion Shifted Fiber (NDSF) single mode 

fiber (SMF) standard. At 1550 nm wavelength, the attenuation coefficient was 0.25 

dB/km, and the chromatic dispersion coefficient was 18ps/nm-km and the polarization 

mode dispersion (PMD) coefficient was 5 ps/√km.  Nonlinear effects such as four-

wave mixing (FWM), the self phase modulation (SPM), and the group delay were 

activated and specified according to the typical industry values to simulate the real 

environment as close as possible.  

A pseudo random bit sequence (PRBS) generator was used at the transmitter side as 

the input data of each user followed by a coder jitter to generate an NRZ sample 

ended by a rise time to adjust the rise time of the pulse. After that a Mach-Zehnder 

modulator was used to modulate the laser output. As shown in Figures 5.11-5.13, a 

filter optics spectral phase decoder that operates to decode the coded sequence was 

used after the transmission. A clock recovery ideal was used to synchronize the 

incoming optical signal with original transmitted signal.  An additional clock recovery 

was used before the photo detectors to synchronize incoming optical signal from 

desired user and its complementary. The decoded signal was decoded by a photo 

detector (PD) followed by a 0.7 GHz low pass filter (LPF) and error detector, 

respectively.  

The transmitted power used was -10 dBm out of the broadband source. The noise 

generated at the receiver was set to be random and totally uncorrelated. The dark 

current value was 5 nA and the thermal noise coefficient was 2.5×e-23 W/Hz for each 

of the photo detectors.  The performance of the system was evaluated by referring to 

the bit error rate, received power, output power and the eye pattern.   
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Figure  5.11: Simulation setup for the OCDMA system with Complementary 
technique. 

 

Figure  5.12: Simulation setup for the OCDMA system with direct recovery scheme. 
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Figure  5.13: Simulation setup for the OCDMA system with XOR technique. 

5.3.3    Performance analysis of ZVC code system  

In this section, the proposed system based on direct recovery scheme will be analyzed 

using ZVC code. One of the important properties of this code is that the maximum 

cross correlation (CC) is always zero, which means that multiple user interference 

(MAI) and phase induced intensity noise (PIIN) are reduced. As stated previously, the 

main difference of direct recovery scheme compared to complementary subtraction is 

at the decoder. With direct recovery scheme, no subtractors are needed at the 

receivers, thus the number of filters is considerably reduced. This technique will 

improve the system performance such as higher signal-to-noise ratio and reduced 

probability of error as illustrated in Figure 5.12 for four users. 

5.3.3.1    Eye Diagram 

The Eye diagrams for the direct recovery scheme for weight four (W=4) for both 

2.5Gbit/s and 10Gbit/s and various distances are investigated.   

Figures 5.14 and 5.15 show the eye diagrams for the direct recovery scheme at 

2.5Gbit/s for 10km and 30 km, respectively.  The eye diagram for the direct recovery 
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scheme at 10Gbit/s for 10 km and 30 km are shown in Figures 5.16 and 5.17, 

respectively. 

 

Figure  5.14: Eye diagram for ZVC code with direct recovery scheme at 2.5Gbit/s for 
10 km. 

 

Figure  5.15: Eye diagram for ZVC code with direct recovery scheme at 2.5Gbit/s for 
30 km. 
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Figure  5.16: Eye diagram for ZVC code with direct recovery scheme at 10Gbit/s for 
10 km. 

 

Figure  5.17: Eye diagram for ZVC code with direct recovery scheme at 10Gbit/s for 
30 km. 

The direct recovery scheme for a 2.5Gbit/s and 10Gbit/s have a clear eye opening as 

can be observed in Figures 5.14-5.17, and it can detect the intended signal with high 

precision even for long distance (30km) because the cross correlation is always zero. 

The figures also prove that even at high data rates, direct recovery scheme can recover 



 

122 

 

desired signals with minor distortion due to unavoidable effects of the fibers 

nonlinearities at high data rates.   

 Figure 5.18 shows the relationship between the number of users and the SNR, for 

ZVC, MQC, MDW, and Hadamard codes, where they have been plotted for different 

values of N (number of users) when Psr = -10dBm at a data rate of 622Mb/s. This 

figure clearly depicts that ZVC code results in much better performance, i.e. (Higher 

SNR) than MQC, MDW and Hadamard codes. This is evident from the fact that by 

minimizing the cross correlation, the power of interference from other users is 

reduced, while the Hadamard code has an increasing value of cross correlation as the 

number of users increases. Note also that the calculated SNR for ZVC code was 

achieved for W=4 while for MQC, MDW and Hadamard codes, the calculated SNR 

were for W=12, W=6 and W=64, respectively. As can been seen in Figure 5.18, the 

eye diagram for ZVC code is wide open, suggesting that the minimum cross 

correlation values operates at a very high SNR compared to that of MQC code. The 

calculated BER for this figure is 10-12. 

0 20 40 60 80 100 120 140 160 180 200
10

0

10
1

10
2

10
3

10
4

10
5

10
6

Number of Simultaneous Users

S
ig

na
l t

o 
N

oi
se

 R
at

io
 (S

N
R

)

 

 
ZVC code (W=4)
MDW code (W=6)
HADAMARD W=64
MQC code (W=12)

 

Figure  5.18:  SNRs versus number of active users when Psr = -10dBm at data rate 
622Mb/s. 
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5.3.4    Performance analysis of VC code system  

As mentioned in Chapter 4, the complementary and AND subtraction techniques can 

successfully recover desired signal only for codes having fixed cross correlation, 

besides AND filters out the half signal. In our proposed XOR detection technique,  

balanced detection can be achieved even if the cross correlation is not fixed, while a 

strong signal can still be maintained. In this section, a comparison between these three 

detection techniques will be addressed.  

5.3.4.1    Eye Diagram 

The Eye diagrams for Complementary detection technique, AND detection technique 

and XOR detection scheme for weight four (W=4) for both 2.5Gbit/s and 10Gbit/s and 

various distances are investigated.  Figure 5.19 shows the eye diagram for the 

Complementary detection scheme at 2.5Gbit/s for 10km for four users. From the eye 

diagrams shown in Figures 5.19-5.20, it is found that the received pulses are severely 

distorted for Complementary and AND detection techniques due to fact that the 

desired signal cannot be retrieved. This is because the cross correlation between all 

the users is not fixed.     

 

Figure  5.19: Eye diagram for VC code with Complementary SAC at 2.5Gbit/s for 10 
km. 
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Figure  5.20: Eye diagram for VC code with AND SAC at 2.5Gbit/s for 10 km. 

 

Using the parameters W=4, average power -10dBm, data rate 10Gb/s for 10 km, the 

eye diagram shown in Figure 5.21 clearly illustrates that the VC code system gives a 

better performance with XOR scheme, having a large eye opening and able to detect 

the intended signal with high precision for a practical BER equal to 10-29. This is 

because the XOR detection scheme supports unfixed cross correlation codes. 
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Figure  5.21: Eye diagram for VC code with XOR scheme at 2.5Gbit/s for 10 km. 

The eye diagram for Complementary SAC at 10 Gbit/s for 30 km is shown in Figure 

5.22. Figures 5.22-5.23 illustrate the same results for Complementary and AND 

detection techniques at higher data rate for 30km, where the eye opening cannot be 

seen and intended signal cannot be recovered.  The deterioration is caused by the 

higher optical attenuation in the longer fiber span. It becomes more difficult to 

distinguish between ones and zeros in the signal as the eye closes more. The height of 

the eye opening at the specified sampling time shows the noise margin or immunity to 

noise. 
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Figure  5.22: Eye diagram for VC code with Complementary SAC at 10Gbit/s after 
30km. 

 

Figure  5.23: Eye diagram for VC code with AND SAC at 10Gbit/s after 30km. 

 

The eye diagram in Figure 5.24 shows that even at high data rate, the XOR detection 

scheme is able to detect desired signals with minor distortion due to the fiber 

nonlinearities parameters. The XOR scheme at high data rates shows considerable 

improvement because the PIIN has been reduced at the second photodetector. 
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Figure  5.24: Eye diagram for VC code with XOR detection scheme at 10Gbit/s after 
30 km. 

 
 
Propagating data at high bit rates will enhance the disturbing effect of dispersion. 

With increased fiber distance, it will be the limiting transmission factor, but can be 

mitigated by the implementation of dispersion compensation techniques.  Figures 

5.25-5.26 show the BER versus laser power for compensated and uncompensated 

systems, respectively. For the uncompensated case, the system performance is limited 

by receiver noise at small values of laser power and by fiber dispersion at large values 

of laser power. 
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Figure  5.25: BER vs. laser power with dispersion compensation fiber (DCF) using VC 
code with two channels at 10Gbit/s. 

 

Figure  5.26: BER vs. laser power without dispersion compensation fiber (DCF) using 
VC code with two channels at 10Gbit/s. 

Figure 5.27 shows BER versus laser power for VC code with two channels at 

10Gbit/s using XOR detection scheme with dispersion compensation fiber (DCF) and 

without DCF. In order to transmit data at high bit rates over dispersive fiber, a 

dispersion compensation technique must be used. In Figure 5.27 the corresponding 

eye diagram appears to demonstrate the function of DCF. 
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Figure  5.27: BER vs. laser power for two channels of VC code with and without DCF 
at10Gbit/s. 

 

 
  
5.4    OCDMA Transmission Design Issues 

The advantages of the proposed codes are numerous, including large flexibility in 

choosing the number of users, good property of cross correlation control, higher SNR, 

and easy implementation of the encoder/decoder structure using fiber Bragg gratings 

(FBGs). These properties make our proposed code an exceptional candidate for the 

future of optical communication systems. The basic design issues such as types of 

modulation technique, the format of the transmitted optical signal (non-return-to-zero 

(NRZ) and return-to-zero (RZ)), and types of optical source will be addressed in this 

section. 
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5.4.1    Modulation Technique 

The process of imposing information on a light stream is called modulation. This can 

be realized either by directly varying the laser drive current with the information 

stream to produce a varying optical output power, or by using an external modulator 

to modify a steady optical power level emitted by the laser. External modulation is 

needed for high speed systems (>2.5Gbit/s) to minimize undesirable nonlinear effect 

such as chirping, which causes dispersion problem. This problem can be solved by 

using external modulation, which allows the laser to be turned on continuously, where 

the modulation is accomplished outside of the laser cavity. The purpose of this study 

is to analyze the behavior of the OCDMA systems using different modulation 

techniques. A simple schematic block diagram consists of two users using externally 

modulated technique is shown in Figure 5.28, while that uses directly modulated 

technique is illustrated in Figure 5.29. The tests were carried out for both the systems 

at the rate of 2.5Gbit/s and 10Gbit/s for varying fiber distance. The performances of 

the system were characterized by referring to the bit error rate (BER).   

 

 

Figure  5.28: OCDMA System Using Externally Modulated Technique. 
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Figure  5.29: OCDMA System Using Directly Modulated Technique. 
 

5.4.1.1    Effect of Distance on System Performance for Different Modulation 

Techniques 

The study of system performance against transmission distance was carried out for the 

direct and external modulation techniques. Figure 5.30 shows BER versus distance for 

and corresponding eye diagrams. As shown in Figure 5.30, BER for the system using 

externally modulated technique gave a better performance than the system using 

directly modulated technique at the various bit rates. However, in terms of cost, the 

systems using externally modulated technique are more expensive because of the high 

cost of the external modulators. Thus, the system using external modulator is more 

suitable for high data rate environment and longer distances. For shorter distances, the 

directly modulated system is more suitable. 
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Figure  5.30: BER versus distance for different modulation techniques at various bit 
rates. 

 
Figure 5.31(a, b) show eye diagrams for a different line code, return-to-zero (RZ) and 

non-return-to-zero (NRZ). Since an RZ pulse has a wider optical bandwidth than an 

NRZ pulse, it is more affected by dispersion, as can be seen from the eye diagrams in 

Figure 5.31. For comparison purposes, the performance of both line codes (NRZ, RZ) 

was varied depending on the type of application. Many factors have to be considered 

when making comparison such as bit rate, span link, channel spacing and polarization 

mode dispersion (PMD). For instance, higher bit rate systems are limited by 

dispersion. The RZ format would be beneficial for systems with few channels but 

would require NRZ as the number of channels increase. 
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5.4.1.2    Effect of line code (NRZ and RZ) on System Performance  

 

(a) 

 

(b) 

Figure  5.31: Eye diagram for VC code at 10Gbit/s for 50 km (a) NRZ format (b) RZ 
format. 
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5.4.1.3    Effect of APD and PIN on System Performance  

Figures 5.32 (a, b) show the simulation results for VC code using avalanche 

photodiodes (APD) and PIN photodiodes. From the figure, it can be observed that an 

ADP outperforms PIN; this is because APD internally multiply the primary signal 

photocurrent before it enters the input circuitry. As shown in Figure 5.32, the 

advantage of APD receiver is that it can provide a higher signal-to-noise ratio (SNR) 

for the same incident optical power; this improvement is due to the internal gain that 

exhibits internal amplification of photocurrent through avalanche multiplication of 

carriers in junction region. 

 

 
(a) 
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(b) 

Figure  5.32: Eye diagram for VC code at 30 km using (a) APD photodiode and (b) 
PIN photodiodes. 

5.5    Conclusion 

The performance of ZVC and VC codes has been analyzed in this chapter.  The 

obtained results were based on theoretical calculation and simulation work. A detailed 

discussion and analysis of the effect of various noises such as PIIN, shot noise, and 

thermal noise to the OCDMA system using MDW, MQC, MFH, Hadamard, ZVC and 

VC codes are included. The VC code families have been found to show better 

performance compared to reported OCDMA codes. Different detection techniques 

have been used throughout this chapter aimed at lowering the effect of MAI while 

accommodating large number of users. The analyses have shown that the VC code 

families have excellent code properties that can reduce the PIIN noise and shot noise 

effects. In other words, this study has shown that, the VC with XOR is able to 

improve the performance of OCDMA system for any number of users and weight 

which could not be done before.  
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The performance of the VC code families based on various transmission design issues 

have also been discussed in this chapter. The basic design issues have also been 

considered, such as types of modulation, types of optical receiver, and line code 

whether the NRZ or RZ have also been addressed carefully. The simulation results 

show that the complementary method cannot retrieve desired signals for unfixed cross 

correlation.   The results also reveal that the proposed XOR detection gives a better 

performance than the AND and Complementary detections, for long transmission 

spans. 

The next chapter will discuss the use of the OCDMA system using VC codes families 

in the local area application.  
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CHAPTER 6 
APPLICATION OF VC CODE IN LOCAL AREAL NETWORK (LAN) 

6.1    Introduction 

The purpose of this chapter is to present the implementation of the newly proposed 

codes in local area network environment. The results obtained from the simulation 

works and experiments will be presented. In the simulation analysis, the study will be 

focused on the point-to-point network using VC code.  The results are taken from the 

studies on the effect of distance, bit rate, input power, Q-factor and chip spacing. The 

key element of studying and investigating the light sources is to provide an adequate 

power for optical CDMA applications; therefore, an experiment to study and 

characterize the input and output powers of the LEDs as optical sources for OCDMA 

systems for the proposed code was conducted. In the simulation section, the results 

will be focused on the LAN network using the VC code. An experimental test bed for 

VC code is also proposed.  

6.2    Optical Code Division Multiplexing (OCDM) for Local Area Network 

This section reviews the architecture and deployment environment for optical CDMA 

in star LAN environment. Within the context of LAN applications, optical CDMA is 

treated as a multiple access network where the bandwidth of the optical medium is 

physically shared among many users with network addresses assigned to unique codes 

in the optical CDMA code space. 

It is important to have reliable and flexible networks of the future applications. 

Optical CDMA provides a more flexible and robust bandwidth sharing technique for 

adaptable network interfaces. For comparison purpose between TDMA, WDMA and 
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OCDMA, the cost and complexity of each optical CDMA node can be designed for 

the data rate and service desired at a given node in contrast to optical LANs using 

OTDMA and WDMA. Additionally when users do not require the maximum data rate 

or the highest QoS, these codes can be assigned to other users to free available 

bandwidth for high priority applications. Optical Code Division Multiple Access 

(OCDMA) [8-11] offers an attractive alternative for local area networks where the 

traffic tends to be bursty.  OCDMA offers several advantages in local area networks. 

First of all, OCDMA allows simultaneous users to send their data asynchronously and 

with no waiting time through the assignment of unique signature sequence. It also 

offers strong security in the physical layer.  As a result, OCDMA receives substantial 

attention for the use in LAN. This chapter presents the transmission of carriers 

encoded with the newly proposed code structure, VC code. 

6.3    SIMULATION MODEL FOR THE POINT-TO-POINT NETWORKS 

The setup model for the point-to-point is shown in Figure 6.1.   The transmitter section 

consists of five components: a pseudo random bit sequence (PRBS) generator, a non-

return-zero (NRZ) pulse generator, a CW laser, rise time adjust and an external 

modulator.    

 

Figure  6.1: Point-to-Point System Simulation Layout. 
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The CW laser launched an optical power at 0 dBm with a linewidth of 10 MHz; the 

function of the encoder is to amplitude spectrally and encodes the source according to 

the specific code used.  One unique encoded spectrum represents one channel.  The 

external modulators are the Mach-Zehnder modulators, which are intensity modulators 

based on an interferometeric principle.  The signals that are in the form of a transmitter 

are combined by the multiplexer and launched into a single fiber.  

The outside plant section includes the fiber cables used for transmission.  The fiber 

used in this system was of the Non Dispersion Fiber (NDF) standard.  The fiber span 

was varied and all the fiber parameters such as attenuation, group delay, group 

velocity dispersion, dispersion slope and effective index of refraction, were 

wavelength dependent.  The nonlinear effects such as four-wave mixing (FWM), 

cross-phase modulation (XPM) and Self Phase Modulation (SPM) were also 

activated.  At 1550nm wavelength, the attenuation coefficient was 0.25 dB/km, the 

chromatic dispersion coefficient was 18ps/nm-km and the polarization mode 

dispersion coefficient was 0.07ps/√km.  

At the receiver side, the incoming signal was split into two, one to the decoder that 

has an identical filter structure with the encoder, and the other to the decoder that has 

the XOR filter structure. The noise generated at the receivers was set to be random 

and totally uncorrelated. The dark current value was set at 5nA and the thermal noise 

coefficient was 2.5x10-14 A/Hz^ (1/2) for each of the photo detectors. An electrical 

subtractor was used to subtract the overlapping data from the wanted one. The 

performance of the system was characterized by referring to the bit error rate, the 

noise power and the output power.  

6.4    Simulation Results for the Point-To-Point Network 

The results obtained from the simulation for a point-to-point network are specified in 

this section.  The results are taken from the studies on the effect of a set of design 

parameters. The distance, the bit rate, the input power and the channel spacing 

between the two carriers were the primary design parameters under study. The results 

display the performance of the VC code in the local access network by implementing 

the OCDMA multiple access schemes.  
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6.4.1    Effect of Distance in Point-to-Point Network 

In general, a longer fiber will provide great dispersion and attenuation, thus increasing 

the bit error rate. For OCDM system using VC code, as a result of the subtraction 

process, the systems will considerably compensate the dispersion effect and therefore 

the performances are limited by the fiber losses.  

Figure 6.2 shows the bit error rate (BER) versus the transmission distance for two 

rates.  It clearly shows that the BER increases exponentially with the transmission 

distance.   A longer fiber provides a larger dispersion and attenuation, and thus, 

increasing the error rate.  The OCDMA system using the VC code could perform 

sufficiently. For example, using the VC code at data rate of 2.5 Gbit/s and 10 G/bit/s 

with fiber length 80 km and 59 km respectively, a BER of 10 -9 was obtained without 

amplification. The results in Figure 6.2 reveal that the OCDMA system using the VC 

code is suitable for multiple access and multiplexing environments. 
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Figure  6.2:  BER versus distance for two bit rates when Psr = -10dBm. 
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6.4.2    The Effect of dispersion compensation in Point-to-Point Network 

 

Figure 6.3 shows BER plotted against distance for compensated and uncompensated 

systems, dispersion compensate fiber (DCF) and single mode fiber (SMF).  The 

advantage of dispersion compensation is to improve the system performance by 

providing a power in a sufficient manner; the compensated system includes an optical 

amplifier and a noise limiting optical filter. From the Figure, an obvious better BER 

can be recognized for compensated case compared to uncompensated case. The 

improvement can be attributed to a higher SNR for shorter distances. 

 

 

Figure  6.3: BER vs. distance for compensated and uncompensated system. 

 

DCF + 

SMF  
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6.4.3     Effect of Input Power in Point-to-Point Network 

Figure 6.4 shows that the BER is reduced exponentially when the input power 

increased, and by increasing the input power from -10 dBm to -6 dBm, there was a 

small improvement in system performance, while increasing the input power from -3 

dBm to 2 dBm a considerable improvement in system performance can be observed. 

This shows that the performance of the OCDMA system using the VC code can be 

enhanced by increasing the input power. 
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Figure  6.4:  BER versus input power for OCDM system at bit rate 2.5 Gbit/s. 
 

Figure 6.5 shows the plot of BER against laser power for a 15km. It is important to 

calculate the optical input power that is necessary to ensure a certain BER for a given 

link length which is 15km in this case. The determination of the launch power was 

done by creating a sweep with optical input powers ranging from 0.5 mW to 4 mW. 

When the simulation is running, the system performance is calculated for all 

parameter settings according to the sweep definition.   
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6.4.3.1    Determination of launch power in Point-to-Point Network   

 

Figure  6.5:  BER versus input power for OCDM system at bit rate 2.5 Gbit/s after 
15km. 

6.4.4     Effect of Chip Spacing in Point-to-Point Network 

Chip spacing is an important design parameter in this study. Multiwavelength 

transmission using fiber is subjected to many effects. The nonlinear interactions, 

mixing, and wavelength dependent parameters in the fiber are the limiting factors in 

the system. Four-wave mixing, cross phase modulation, and group delay are the main 

nonlinear parameters considered in this study. In this thesis, the study on the effect of 

chip spacing on system performance was done by varying the spacing from 0.1 nm to 

2 nm.  Generally, with closer channel spacing, nonlinear effects such as four wave 

mixing (FWM) and cross phase modulation (XPM) become more critical.  
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6.4.4.1    Effect of Chip Spacing on System Performance at Bit Rate 10 Gbit/s  

The effect of chip spacing is shown in Figure 6.6. As shown by the simulation results, 

the system gave the best performance (i.e lower BER) at the chip spacing of 0.6 nm to 

1 nm. The reason for this is because when the spacing is less than 0.6 nm, the system 

became subjected to Four-Wave Mixing effect and hence the system performance is 

reduced. At larger spacing, the performance deteriorates again due to the effect of 

differential group delay between the spectral components of the chips. Each spectral 

component can be assumed to travel independently, it suffers from time delay or 

group delay as the signal propagates along the fiber. This caused more significant 

inter-symbol interference between adjacent data bits, which resulted in higher BER. 
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Figure  6.6:  BER versus chip spacing at Bit Rate of 10 Gbit/s. 
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6.4.4.2    Effect of Chip Spacing on System Performance at different distances  

The computed BER versus channel spacing width is shown in Figure 6.7 for different 

fiber lengths. The pulse duration was fixed to Tc = 1/(data rate × code length). 

Referring to Figure 6.7, it is observed that as the channel spacing width goes from 

very narrow to wider, the BER is minimum at 0.8 nm and begins to increase 

continuously beyond 0.8 nm. The optimum performance occurs at a spacing 

bandwidth between 0.8 (100 GHz) and 1 nm. This is because the system can work 

well for a practical BER (10-26, 10-28) up to 50km, and 40km, respectively. The reason 

for increasing BER after the minimum is due to the presence of MAI.  Even though 

the SNR was improved as the result of using wider optical bandwidth, at the same 

time it was being counteracted by increasing crosstalk/overlapping between adjacent 

frequencies bins that yielded MAI.    
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Figure  6.7: Variation of BER as a function of channel spacing width for VC code at 
different spans. 
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Note that the effect of four-wave mixing on optical transmission and in single fiber 

mode begin to appear as the channel spacing was decreased. This was noticeable in 

the degradation of optical SNR and the system BER performance. 

6.4.5    Effect of Bit Rate in Point-to-Point Network 

The data rate has a negative impact on system performance in terms of BER as shown 

in Figure 6.8. In the Figure, the error rate increases with bit rate. This is because 

increasing the bit rate will decrease the pulse width, thus making each bit more 

sensitive to dispersion effects. 
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Figure  6.8:  BER versus bit rate. 

 



 

147 

 

6.4.5.1    Performance analysis of multiple bit rate system in point-to-point 

network 

Figure 6.9 shows a block diagram for point-to-point network to study the performance 

of the VC code for multi bit rate transmissions.  Each chip has a spectral width of 

0.8nm (100GHz).  The tests were carried out at the rate of 2.5 Gbit/s and 10 Gbit/s for 

each codes.  Channel 1 was running at 10 Gbit/s, while Channels 2 was at 2.5 Gbit/s.  

The performance of the system was characterized by referring to the bit error rate and 

the eye patterns.  

 

 

Figure  6.9:  The multiple bit rate system in the point-to-point network. 

 
The eye pattern diagrams for Channels 1 (10 Gbit/s) and 2 (2.5 Gbit/s) are shown in 

Figures 6.10 and 6.11, respectively for the VC code. 

The width of the eye opening defines the time interval over which the received signal 

can be sampled without error from intersymbol interference. When the height of the 

eye opening is large, this represents the best time to sample the received signal. The 

eye diagram patterns shown in Figures 6.10 and 6.11 clearly shown that the VC code 

system gives a considerably performance and can support multiple bit rate system. 
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The eye pattern at 10 Gb/s shows that even the effects of nonlinearities at high date 

rates is unavoidable, still desired signal can be detected with minor distortion. Higher 

bit rate systems are limited by dispersion. As shown in Figure 6.11, for a 2.5Gb/s at 

70km , the system still work well with slightly high precision than 10Gb/s.  

 

 

Figure  6.10:  The eye diagram of the VC channel 1 at 10 Gbit/s with BER of 10-14 
after 50km. 

 

Figure  6.11:  The eye diagram of the VC channel 2 at 2.5 Gbit/s with BER of 10-18 
after 70km. 
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6.4.5.2    Performance analysis of Q-factor in point-to-point network 

The Q-factor performance provides a qualitative description of the optical receiver 

performance, the performance of an optical receiver depends on the signal-to-noise 

ratio (SNR). The Q-factor suggests the minimum SNR required to obtain a specific 

BER for a given signal. The improvement can be attributed to a higher SNR for 

shorter spans. Figure 6.12 shows the Q-factor plotted against SMF and DCF span 

length. A considerable performance can be recognized for compensated case 

compared to uncompensated case for long span. For uncompensated case, the system 

performance is limited by receiver noise at small values of laser power and by fiber 

dispersion at large values of laser power. 

  

 

Figure  6.12: Q-factor vs. distance for SMF and DCF . 
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6.6.2 Proposal of VC code experimental test bed 

 

The experimental setup for two channel OCDM system using VC code is as shown in 

Figure 6.19. In the transmitter section, each site consisted of six components: two Pseudo 

Random Bit Sequence (PRBS) generators, two non-return-zero (NRZ) pulse generators, 

two laser diodes, couplers, splitters and external modulators. The laser diode sources were 

-10 dBm with a linewidth of 10MHz. The two laser diodes have wavelengths of λ1= 

1548 nm, λ2 = 1548.8 nm, λ4= 1550.4 nm and λ6= 1552 nm, which represented VC 

code sequences of 110 and 101 as Channel 1 and Channel 2 respectively.  

At the receiver side, the incoming signal was split into two parts, one to the decoder 

with identical filtering structure as the encoder, and the other to the decoder that had 

the XOR filtering structure by using Fiber Bragg Grating (FBG). A subtractor was 

used to reduce multiple access interference.   

 

 

 

 

Figure  6.13: Experimental setup for OCDM System Using VC code. 
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6.4.6    Comparison between theoretical and simulation results 

Figure 6.20 shows the BER versus the received power at the bit rate of 2.5 Gbit/s 

based on simulation and theoretical calculation. The figure reveals that BER decreases 

with an increasing received power. Figure 6.21 shows the relation between the 

number of active users and the BER based on simulation and calculated results. It is 

shown that the calculated performance is better than the simulation result. This is 

because, in the calculation, the effects of signals impairment were not considered. 

Figures 6.20 and 6.21 reveal that the theoretical result outperforms the simulated 

result. This is because, in the calculation, the effects of attenuation, fiber nonlinearity, 

and insertion loss were not considered. The calculation was based on Equations (4.57) 

and (4.58), given earlier in chapter 4.  On the other hand, those parameters not 

considered in the theoretical calculation such as fiber nonlinear effect, insertion loss 

and attenuation was taken into account in the simulation.  
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Figure  6.14:  BER versus received power at bit rate of 2.5Gbit/s. 
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Figure  6.15:  BER versus number of active users at bit rate of 2.5Gbit/s. 

6.4.7    SUMMARY 

In this chapter, the ability of the VC code to support simultaneous transmissions at 

different bit rates in a local area network environment has been discussed through 

extensive simulation. The results are focused on the point-to-point network using the 

vector combinatorial code. The effect of distance, input power, Q-factor, multibit 

rates, and dispersion fiber compensate system on the performance using VC code has 

been addressed in this chapter.   

The simulation results indicate that VC code has a superior performance compared to 

other reported codes such as MQC, MFH and MDW. 
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CHAPTER 7 
CONCLUSION AND RECOMMENDATIONS 

7.1    Conclusion 

The contributions and finding of this thesis, and possible future works are 

summarized in this chapter. In this thesis, a new variation of optical code structure for 

amplitude-spectral encoding optical code division multiple access (OCDMA) system, 

known as Vector Combinatorial (VC) code families have been developed, and 

proposed to overcome the problems of the existing codes which are complicated, 

support a few number of users and have high cross correlation. Two algorithms have 

been developed to construct several code families for OCDMA applications. The first 

algorithm is based on combinatorial theory, and the second is based on the 

distribution of ones in the code sequences based on the relationship between number 

of users and weight. For the first algorithm, the Zero Vector Combinatorial (ZVC) 

code families always have a zero maximum cross correlation. For the second 

algorithm the VC code families have the maximum cross correlation of one; a 

mapping technique is applied to increase the number of users which change the cross 

correlation of the code sequence to unfixed values.  Simplicity of construction, larger 

code sequences families, existence for every positive integer, good cross correlation 

properties, higher SNR, and ease of implementation using fiber Bragg gratings 

(FBGs) are some of the properties that make the proposed VC families interesting 

candidates for future optical communication systems.   

The study has been carried out through theoretical calculations and simulation results.  

There are two major problems that currently prevent the OCDMA system to become 

more practical, the beat noise and the speed of the receiver.  
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The performance of the OCDMA system is degraded as the number of simultaneous 

users increases, especially when the number of user is large. This is attributed to the 

multiple access interference (MAI) which arises from the interference of the 

simultaneous users. For example, the maximum acceptable BER of 10−9 was achieved 

by the VC and MQC codes with 120 and 40 active users, respectively. This is better 

considering the small value of weight used. This is evident from the fact that VC code 

has an ideal in-phase cross correlation and good property that would eliminate the 

MAI effects through CC control by using mapping techniques while Hadamard code 

has increasing value of cross correlation as the number of users’ increases. However, 

MQC and MFH used codes with a fixed in-phase cross correlation exactly equal to 1 

for suppressing the effects of PIIN. Hence, this increases the probability of interfering 

which leads to performance degradation.   The calculated BER for VC was achieved 

for W = 8 while for MFH, MQC and Hadamard codes were for W = 10, W = 12, and 

W = 64 respectively. With big values of P and R, VC code gives better result even for 

small value of W.  

 MAI can be reduced by using subtraction techniques. A new subtraction technique 

has also been proposed to improve the OCDMA system performances and to reduce 

receiver complexity. The newly proposed technique, namely XOR subtraction, shows 

a better performance in comparison to the existing Complementary and AND 

techniques. It shows that the OCDMA system using XOR technique performs better 

than the system using existing AND and Complementary techniques.  It demonstrates 

that XOR technique supports more users (50 users at BER of 10-12) compared to 

Complementary and AND techniques (25 and 18 users at BER of 10-12 respectively).  

A new transmitter-receiver structure based on fiber Bragg gratings (FBGs) for a 

Vector Combinatorial (VC) code is proposed. With a proper receiver design, a 

receiver can reduce the contribution of total noise power to total received power by 

rejecting overlapping spectra from other users. 

The study on the effect of various noise source such as thermal noise, shot noise, and 

phase induced intensity noise (PIIN) to the OCDMA system using VC, MQC, MFH, 

and Hadamard codes show that the VC codes outperform the others. For performance 

analysis based on the theoretical calculation, the VC code surpasses other OCDMA 
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codes by reducing the total noise level. The VC code is found to have excellent code 

properties that can reduce the PIIN noise and MAI noise effects, and increase system 

performance. It is shown that XOR technique gives a much better performance when 

the effective received power Psr is large (when Psr > -26 dBm). At the lower values of 

Psr (when Psr < -25 dBm), the performance of the system for the three techniques is 

almost the same. This is evident that with XOR technique, the MAI in the receiver 

side is eliminated by reducing the power of interfering from other users. 

It is shown that, when srP  is large, both the shot and thermal noises are negligibly 

small compared to intensity noise, which becomes the main limitation factor of the 

system performance. However, when srP  is low, the effect of intensity noise becomes 

minimal, and, thus, the thermal source becomes the main factor that limits the system 

performance. In order to reduce the effect of BER, extensive analysis and 

characterization of the data rate, fiber length, and channel spacing have been carried 

out. In fact, when the fiber length decreases, the data rate should increase to recover a 

similar degradation of the signal form. In terms of distance and data rates 

characterization, it is found that VC code can perform well up to 5 and 2 km only at 

2.5Gbit/s and 10Gbit/s respectively, as compared to data rate 155Mbit/s which gives 

excellent performance up to a distance of 50 km, after which it starts to experience 

some interference but still performing much better than 10Gbit/s. It should be point 

out that, data rates 155Mb/s and 622Mb/s using for ATM system, 1.25Gb/s and 

2.5Gb/s for Gigabit Ethernet while 10Gb/s for long haul system.   

 It is found that as the channel spacing width goes from very narrow to wide, the BER 

decreases and best performance occurs at a spacing bandwidth between 0.8 and 1 nm. 

One of the important properties of the VC code is free cardinality because compared 

to Hadamard, MQC, and MFH codes; the VC code has better BER than other codes.   

Recent studies showed that, an OCDMA system cannot be designed only by 

considering the properties of the code. The detection technique plays an important 

role and should be addressed as well.  In particular, various optical CDMA detection 

techniques have also been studied, such as the Complementary balance detection and 

AND detection techniques based on the VC code to improve the optical code division 

multiple access (OCDMA) system performance.  It has been shown through 
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simulation that the OCDMA system using XOR technique has better BER at the same 

bit rate as compared to that of Complementary and AND subtraction techniques.   

A software simulation with different SAC OCDMA families has been implemented 

using the Virtual Photonics Instrument (VPI), VPITransmissionMakerTMWDM, 

version 7.1. The optical nonlinearities, shot noise, thermal noise, insertion loss and 

dark current noise have been activated to keep the simulation environment as real as 

possible. The study was conducted using various design parameters such as bit rate, 

distance, and chip spacing.   The effects of these parameters on the system were 

elaborated through the BER, Q-factor and eye diagrams patterns.    The impact of the 

detection techniques and data rate effects on the multiple access interference (MAI) is 

reported using a VPITM. Simulation results showed that by using a point to point 

transmission with two encoded channels, VC has better BER performance than other 

codes. It is also found that for a transmitted power at 0 dBm, BER specified by eye 

diagrams patterns are 10-14 and 10-5 for VC and MQC codes respectively.  

The results reveal that the proposed XOR detection technique is able to give better 

performance than the AND and Complementary, thus enabling long span of 

transmission. It is found that, in order to transmit data at high bit rate over dispersive 

fiber, a dispersion compensation technique has to be used. 

7.2    Recommendations 

 

Several key research areas to improve the VC-OCDMA systems are identified as 

follows: 

• A full experimental test to study the practicability of VC code families in real 

environment. 

• A more detailed study on the hybrid systems since the combinations of 

spectral amplitude coding with wavelength division multiplexing have a 

promising future for OCDMA systems. 

• Security for optical CDMA system based on Vector Combinatorial (VC) code.  

• Implementation issues of higher layers. 
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APPENDIX A 

 

Examples of OCDMA Code 

1. In Table A.1, Example of Prime Code sequences for P=5. 

Table A.1 Prime sequence Sx and prime sequence code Cx for GF(j) 

 i   

x 01234 Sequence Code Sequence 

0 00000 S0 C0=10000 10000 10000 10000 10000 

1 01234 S1 C1=10000 01000 00100 00010 00001 

2 02413 S2 C2=10000 00100 00001 01000 00010 

3 03142 S3 C3=10000 00010 01000 00001 00100 

4 04321 S4 C4=10000 00001 00010 00100 01000 

 

2.  In Table A.2, example of Required Codeword Length N for A Given Number of 

User |C| and Weight W for an OOC Code Construction. 

Table A.2 OOC code for 7 users   

User No Chip 1 Chip 2 Chip 3 

N1 0 1 19 

N2 0 2 22 

N3 0 3 15 

N4 0 4 13 

N5 0 5 16 

N6 0 6 14 

N7 0 7 17 
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3. In Table A.3, Example of  Hadamard Code Sequences for 6 Users. 

Table A.3   Hadamard code 

Kth C8 C7 C6 C5 C4 C3 C2 C1 

1 1 0 1 0 1 0 1 0 

2 1 1 0 0 1 1 0 0 

3 1 0 0 1 1 0 0 1 

4 1 1 1 1 0 0 0 0 

5 1 0 1 0 0 1 0 1 

6 1 1 0 0 0 0 1 1 

 
4. In Table A.4, listed some code examples for different values of parameters α  and 

b  when q is equal to 22 (i.e 4=q ). Here the selected primitive irreducible 

polynomial is written as 12 ++ xx  and the primitive element β  is (10) in binary 

form, which can be represented as ‘2’ in decimal system. 

 

Table A.4   MFH code example  

 y(k) s(i) 

a=0, b=1 (0 3 2 1 0) 1000 0001 0010 0100 1000 

a=1, b=0 (2 3 1 0 1) 0010 0001 0100 1000 0100 

a=2, b=3 (0 2 1 3 2) 1000 0010 0100 0001 0010 

a=0, b=3 (2 1 0 3 0) 0010 0100 1000 0001 1000 

a=2, b=2 (1 3 0 2 2) 0100 0001 1000 0010 0010 

b=2 for y’(k) (2 2 2 2 3) 0010 0010 0010 0010 0001 
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Table A.5: Example of MDW (W = 4) Code Sequences 

 
 

 

 

Kth C18 C17 C16 C15 C14 C13 C12 C11 C10 C9 C8 C7 C6 C5 C4 C3 C2 C1

1 0 0 0 0 0 0 0 0 0 0 0 0 0 1 1 0 1 1 

2 0 0 0 0 0 0 0 0 0 0 1 1 0 0 0 1 1 0 

3 0 0 0 0 0 0 0 0 0 1 1 0 1 1 0 0 0 0 

4 0 0 0 0 1 1 0 1 1 0 0 0 0 0 0 0 0 0 

5 0 1 1 0 0 0 1 1 0 0 0 0 0 0 0 0 0 0 

6 1 1 0 1 1 0 0 0 0 0 0 0 0 0 0 0 0 0 
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APPENDIX B 

Derivation of SNR for NVC code family  

 

4.6.1 Complementary Subtraction System  

The setup of the proposed IVC system using complementary subtraction technique is 

shown in Figure B.1. In the performance analysis, we have considered incoherent 

intensity noise, as well as shot and thermal noises in both photodetectors. The effect 

of the receiver dark current is neglected because it’s value is small compared with the 

shot and thermal noises [30-33, 35-38]. Gaussian approximation is used for the 

calculation of the BER (Bit Error Rate) as in [30-33, 73-76]. 

 

 

 

 

                                                                       (a) 

 

 

 

 

 

 

 

 

                                               

                                                         (b) 

Figure B.1: Optical CDMA System Architecture using Complementary Subtraction 
Technique (a) Transmitter, (b) Receiver. 
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The variance of the photocurrent due to the detection of an ideally unpolarized 

thermal light, which can be generated by spontaneous emission [30-33, 35-38] can be 

expressed as   

                 
L

nb

R
BTK

cBIeIBi 422 2 ++=〉〈 τ                                                                 (B.1) 

The parameters used in Equation (B.1) are as shown in TABLE B.1. In Equation 

(B.1), the first term results from the shot noise, the second term denotes the effect of 

Phase Induced Intensity Noise (PIIN) and the third term represents the effect of 

thermal noise. 

When incoherent light fields are mixed and incident upon a photodetector, the phase 

noise of the fields causes an intensity noise term in the photodetector output.  The 

coherent time of a thermal source cτ  is given by [38]  
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Where G(v) is the power spectral density (PSD) of the thermal noise source. In 

equation (C.2), the total effect of PIIN has negative binomial distribution [76]. While 

thermal noise has a Gaussian distribution, in general we used Gaussian 

Approximation for all of them 

The total effect of PIIN and shot noise obeys negative binomial distribution [76]. To 

analyze the system with transmitter and receiver shown in Figure 4.5, we used the 

same assumptions that were used in [30-33, 35-38] and are important for 

mathematical simplicity. Without these assumptions, it is difficult to analyze the 

system. We assume the following: 

1. Each light source is ideally unpolarized and its spectrum is flat over the 

bandwidth [vo-Δv/2, vo+Δv/2] where vo is the central optical frequency 

and Δv is the optical source bandwidth in Hertz. 

2. Each power spectral component has identical spectral width. 
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3. Each user has equal power at the receiver. 

4. Each bit stream from each user is synchronized.  

 

Table B.1: Typical Parameters used in the calculation 

No Symbols Parameters 

1    e Electron’s charge 

2   I Average photocurrent 

3   B Noise–equivalent electrical Bandwidth of the receiver 

4  cτ  Coherence time of the source 

5 bK  Boltzmann Constant 

6 Tn Absolute receiver noise temperature 

7 RL Receive load resistor 

 
 

The above assumption is important for mathematical simplicity. Based on the above 

assumptions, we can easily analyze the system performance using Gaussian 

approximation. The power spectral density of the received optical signals can be 

written as [38] 
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where srP  is the effective power of a broadband source at the receiver, N is the active 
users and L is the VC code length, Nd  is the data bit of the Nth user that is “1” or “0”, 
and )(vu  is the unit step function expressed as  
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In the following analysis we have considered the effects of both shot and thermal 

noises as well as the effect of PIIN. 
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Let CN (i) denote the ith element of Nth NVC code sequence, the code properties can 

be written as 
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and 
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From Equation (C.3), the power spectral density at photodetector 1 and photodectotor 

2 as in Figure C.1 of the mth receiver during one bit period can be written as 
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Figure B.2: The PSD of the Received Signal )v(r . 
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Then 
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To calculate the integral of  )V(G2
1  and )V(G 2

2 , let us first consider an example of the 
PSD (denoted by )V(G' ) of the received superimposed signal, which is shown, in 
Figure C.2, where )i(A  is the amplitude of the signal of the ith spectral slot with width 

of N
VΔ

.  

The integral of  )V(G 2'  can be expressed as 
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Therefore, using (4.18), (4.19) and (4.20) we have 
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And  

               ∑ ∑∑∫
= ==

Δ

∞

⎪⎭

⎪
⎬
⎫

⎪⎩

⎪
⎨
⎧

⎥
⎦

⎤
⎢
⎣

⎡
⋅⎥

⎦

⎤
⎢
⎣

⎡⋅=
L

i

N

q
qq

N

N
NNmVL

P iCdiCdiCdVVG sr

1 110

2
2 )()()()(

2

           (B.13)  

 

Based on above equations, Nd  is the data bit of the Nth user that carries the value of 
either “1” or “0”. Consequently, the photocurrent I can be expressed as 
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Then  
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After integrating and subtraction processes, the photocurrent can be expressed as: 

               I =   ℜ WL
Psr                                                                                           (B.15) 
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Here, η  is the quantum efficiency, e  is the electron’s charge, h is the Planck’s 

constant, and Vc is the central frequency of the original broad-band optical pulse. 

Since the noises in photodetector 1 and 2 are independent, the power of noise sources 

that exist in the photocurrent can be written as [38].  
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where,                

                        2I   = Total noise power; 

                        2
1I    = Shot noise; 

                        2
2I    = Phase Induced Intensity Noise (PIIN); 

                        2
thI   = Thermal noise.  

from equation (.17)  
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from equation (C.4), when all the users are transmitting bit ‘’1’’ using the average 

value as L
NWN

N Nc ≈∑ =1  and the noise power can be written as 
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Noting that the probability of sending bit ‘1’ at any time for each user is 2
1  [38], and 

then the above equation becomes          
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From (B.15) and (B.21), we can get the average of SNR as in (B.22) and (B.23)  
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Where ℜ is the photodiode responsivity, Psr is the effective power of a broad-band 

source at the receiver, e is the electronic charge, B is the electrical equivalent noise 

band-width of the receiver, KB is the Boltzmann’s constant, Tn the absolute receiver 

noise temperature, RL is the receiver load resistor, ΔV is the optical source bandwidth, 

W, N, L are the code weight, the number of users, the code length respectively as 

being the parameters of NVC code itself. The Bit Error Rate (BER) is computed from 

the SNR using Gaussian approximation as [38] 
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APPENDIX C 

 

Design parameters 

1. Distance 

The transmission distance is one of the most important elements in an optical CDMA 

system.  The distance of the fiber is characterized by the light propagation time, line 

attenuation, and dispersion. Attenuation of a light signal as it propagates along a fiber 

is an important consideration in the design of an optical communication system, since 

it plays a major role in determining the maximum transmission distance between a 

transmission and a receiver. The basic attenuation mechanisms in a fiber are 

absorption, scattering and radiative losses of the optical energy. As light travels along 

a fiber, its power decreases exponentially with distance. This phenomenon is known 

as attenuation and it is related to the reduction of the pulse amplitude. The variation of 

the fiber length can be characterized by the amount of dispersion. Dispersion is a 

pulse spreading as a function of wavelength and is measured in picoseconds per 

kilometer per nanometer )]/([ nmkmps × . The effect of the length increment is 

explained by the amount of dispersion and loss that the signal experiences. 

Throughout the study, the type of fiber used is of the G.652 Non-Dispersion Shifted 

Fiber (NDSF) standard with the characteristics listed in Table C.1.  

 Table C.1 Parameters for Nonlinear Dispersion Shifted Fiber G.652. 

 

 

No Parameter Unit 

1 Attenuation constant 0.25 dB/km 

2 Chromatic dispersion 18 ps/nm/km 

3 All non-linear effects  On 

4 Group delay Wavelength Dependent 

5 Polarization mode dispersion coefficient 0.07 ps/√km 
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2. Bit rate 

Bit rate is the number of bits (0, 1) that can be transmitted per second over a channel. 

It is the direct measure of information carrying capacity of a digital communications 

link or network. The system bandwidth that is required to carry a signal may be more 

than or equal to the bit rate, depending on the coding scheme (NRZ line code is used 

in this study). As the data rate increases, the detection and regeneration circuit 

becomes more complex because of the high speed requirements. In this study, four 

main bit rates STM-1 (155 Mb/s), STM-4 (622 Mb/s), STM-16 (2.5 Gb/s), STM-64 

(10 Gb/s) are used, according to the Synchronous Digital Hierarchy (SDH) standard. 

3. Transmit power 

Transmit power is measured in dBm. The need for adequate light to overcome all the 

optical transmission losses and to obtain desired BER is related to power. It must be 

considered in a way to allow for system aging, fluctuation, and repairs and not to 

overload the receiver. The coupling of the optical power from a source into a fiber 

needs the consideration of the numerical aperture, core size, refractive index profile, 

and core-cladding index difference of the fiber, plus the size, radiance, and angular 

power distribution of the optical source. All these parameters are chosen based on 

the standard fibers (G.652) used.  

4. Chip Spacing   

Chip spacing is the spacing between two weights or non-zero spectrum that are being 

transmitted in an OCDMA code. Up till now, there is no standard spacing for 

OCDMA systems. In this research, the spacing has been varied to study the effect of it 

on system’s performance.  Usually, with the closer channel spacing, nonlinear effects 

such as four wave mixing (FWM) and cross phase modulation (XPM) become more 

critical.  

    Performance Parameter 

In this thesis, we consider three performance parameters to evaluate the system under 

study. The main parameter is bit error rate (BER). The BER of 10-12 was used as the 

threshold as proposed by G.983 standard. The other performance parameters that used 
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in this study are the received power or the output power and the noise power. The 

signal’s OSNR and eye pattern are also used sparingly. 

1.    Bit Error Rate (BER) 

BER is the probability of errors in number of bits of data over the total transmitted 

bits at a certain time interval. The minimum error rate is 10-12, which means that, on 

the average, one error occurs for every billion pulses sent. Typically, error rate for 

optical communication system ranges from 10-9 to 10-12 depending on the service 

types.  

2.    Received Power (Output Power) 

Received power or output power is the power that is measured at the receiver and 

given in dBm. Note that it is the averaged total power which is considered, not the 

peak power. The receiver must first detect weak, distorted signals and then make 

decisions on what type of data was sent back based on an amplified version of this 

distorted signal. In the experiment, the averaged total power is measured by using a 

power meter while an Optical Spectrum Analyzer (OSA) is used for peak power. 

3.   Noise Power 

Receiver noise is defined here as any signal present in the receiver other than the 

desired signal. This includes any unwanted disturbances that mask, corrupt, reduce the 

information content of, or interfere with the desired signal.  In the simulation of the 

proposed system, we have considered shot noise, incoherent intensity noise, as well as 

thermal noise and dark current in all photodetectors.  

4. Eye Opening 

Eye opening is a simple but powerful measurement to access performance of optical 

communication systems. A pattern is displayed when an oscilloscope is driven by a 

receiver output and triggered by the signal source that drove the transmitter. Eye 

pattern visualizing is made in time and allows the effect of waveform distortion to 

be shown immediately.  

Eye opening is the difference between minimum value of sample with related to a 

logical 1 and the maximum value of samples related to a logical 0. It is measured at 
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the sampling instant. The more open the eye, the better the transmission quality and 

the more uniform the signal received. 
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APPENDIX D 

 Simulation Parameters  

 

 

Amplitude Analysis 

                                                

Metric              Value  

MeanOfOnes 3.41E-05 

StdDevOnes 4.77E-07 

StdDevOnesRelative 0.013993073 

MaxValueOnes 3.52E-05 

MinValueOnes 3.30E-05 

PeakToPeakOnes 2.23E-06 

OvershootOnes 3.38923173 

NumberSamplesOnes 59 

MeanOfZeros 1.84E-07 

StdDevZeros 2.30E-07 

StdDevZerosRelative 1.250294508 

MaxValueZeros 9.79E-07 

MinValueZeros -2.90E-07 

PeakToPeakZeros 1.27E-06 

UndershootZeros 1.401280317 

NumberSamplesZeros 69 
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Eye setting 

 

Metric Value 

AverageLevel 1.58E-05

ThresholdUsed 1.12E-05

EyeAmplitude 3.39E-05

EyeHeight 3.17E-05

EyeHeight_dB -0.280769591

EyeOpeningFactor 0.97913196

EyeClosure 3.20E-05

EyeClosureGauss 3.17E-05
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BER Analysis 

Metric Value 

Q 47.92016967 

Q_dB 33.61036694 

Qeff -1 

Qeff_dB NaN 

BER 0 

BERISI 0 

ExtRatio 184.8972563 

ExtRatio_dB 22.66930467 

InvExtRatio_percent 0.540840908 

BitPeriod 4.00E-10 

MeanTime 2.00E-10 

JitterRMS 7.66E-12 

JitterRMSRising 6.80E-12 

JitterRMSFalling 7.66E-12 

JitterUI 0.019143887 

JitterPeakToPeak 2.94E-11 

JitterPeakToPeakRising 2.29E-11 

JitterPeakToPeakFalling 2.94E-11 

EyeWidth 6.99E-10 

EyeWidthRatio 1.748612979 

RiseTime20_80 1.50E-10 

FallTime80_20 1.53E-10 

RiseTime10_90 2.23E-10 

FallTime90_10 2.28E-10 

DutyCycleDistortion 3.43E-10 

DutyCycleDistortion_percent 85.70316151 

PulseWidth 7.43E-10 

DutyCycle 185.7031615 

ContrastRatio 0.991683574 
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CrossingLevel_percent 32.58877898
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APPENDIX E 
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