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The airport industry is a highly competitive market that has expanded quickly during the last two decades. Airport management 

usually measures the level of passenger satisfaction by applying the traditional methods, such as user surveys and expert 

opinions, which require time and effort to analyse. Recently, there has been considerable attention on employing machine 

learning techniques and sentiment analysis for measuring the level of passenger satisfaction. Sentiment analysis can be 

implemented using a range of different methods. However, it is still uncertain which techniques are better suited for 

recognising the sentiment for a particular subject domain or dataset. In this paper, we analyse the sentiment of air travellers 

using five different algorithms, namely Logistic Regression, XGBoost, Support Vector Machine, Random Forest and Naïve 

Bayes. We obtain our data set through the SKYTRAX website which is a collection of reviews of around 600 airports. We 

apply some pre-processing steps, such as converting the textual reviews into numerical form, by using the term frequency-

inverse document frequency. We also remove stopwords from the text using the NLTK list of stopwords. We evaluate our 

results using the accuracy, precision, recall and F1_score performance metrics. Our analysis shows that XGBoost provides 

the most accurate results when compared with other algorithms. 
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1 INTRODUCTION 

Air travel has become one of the most common and popular ways of transportation worldwide. According to the 

International Civil Aviation Organization, the number of air travellers in 2019 was 4.5 billion [1]. Travellers have 

at times faced challenges and problems, but digital solutions have played a significant part in resolving these 

issues. According to [2], airport investment increased by 40% in 2020 in an attempt to improve airport capacity 
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and operations, as well as to provide a better passenger experience. An airport is a complex place where 

travellers can access variety of services. Therefore, developing an effective tool to assess the quality of services 

is a critical issue for all involved stakeholders. Furthermore, airports are competitive environments and airport 

management should focus on enhancing operations and businesses [2]. Providing high quality services is an 

indicator of passenger satisfaction. Assessing airport services requires continuous observation and monitoring, 

to guarantee that high-quality services are provided. Nowadays, the number of web-based opinion platforms 

has increased. Platforms such as SKYTRAX [3], Google reviews [4] and Tripadvisor [5] allow travellers to rate 

their experience and express their opinions on a specific airport. These platforms receive a large number of 

reviews. Thus, an automated technique based on machine learning is an excellent candidate to efficiently and 

effectively evaluate Airport Service Quality. 

In machine learning, historical data is used to make predictions. Thus, understanding and pre-processing the 

data is a critical part in any machine learning model. In this paper, we removed stopwords from the textual data. 

Then, the textual data was converted into a numerical format using the term frequency – inverse document 

frequency (TF-IDF) technique [6]. Then, we employed five machine learning algorithms on the processed 

dataset. Many sentiment analysis approaches can be used, but the key to success is determining which 

technique to employ on specific data. We compared between the most common algorithms used for determining 

sentiment analysis in such dataset and for developing an effective model for decision-making and business 

planning in organisations. We used the evaluation metrics of accuracy, recall, precision and F1-Score to 

evaluate the performance of the selected algorithms. 

The rest of this paper is structured as follows. Section 2 presents the related work and data context is introduced 

in section 3. In section 4, the classification methods are explained, and the performance metrics are described 

in section 5. The experiments and evaluation are demonstrated in section 6 and finally the conclusion is 

summarised in section 7. 

2 RELATED WORK 

Over the last two decades, there has been a considerable attention on evaluating Airport Service Quality (ASQ) 

in the literature. Most of the studies generally applied user surveys and expert opinions to analyse and evaluate 

ASQ, for example [6, 7].  In [7] the authors used a fuzzy multi-attribute decision-making approach to assess the 

quality of passenger service at 14 Asia-Pacific international airports. The airports were ranked based on six 

different attributes. This ranking helps airport management in comprehending the services given to travellers. 

In [8] the authors used a questionnaire inspired by [9] to assess the quality of service at Melbourne Airport in 

Australia. They used the service quality attributes provided by the Airports Council International (ACI), the global 

representative of the airports around the world. The findings revealed that passengers' perceptions and 

expectations can differ significantly. 

Over the last few years, machine learning techniques and natural language processing have been applied in 

the field of ASQ. In this area, user-generated content has become a common source for evaluating user 

satisfaction. Some studies have employed lexicon-based sentiment analysis where lexicon dictionaries have 

been utilised to measure the travellers’ sentiment [10, 11], while other studies employed the more conventional 

machine learning algorithms [12, 13]. In [14], the authors proposed an analysis to compare between these two 

popular techniques. They evaluated the efficiency of VADER sentiment lexicon and logistic regression, to 

identify which method is appropriate depending on the context. A study conducted by [15] evaluated ASQ by 
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employing sentiment analysis on Google maps’ reviews using AFINN sentiment lexicon [16]. They also 

examined how ACI service attributes match the service attributes in Google reviews by using the Latent Dirichlet 

Allocation (LDA) [17]. In study [18], the authors measured the travellers’ sentiment of six major US Airlines. 

Seven different classifiers were implemented in order to compare between the results. They found that Random 

Forest is the winning classifier for this particular application domain and given dataset. Table 1 illustrates the 

used data and methods in the domain of ASQ.  

Table 1: Summary of the past and recent studies using online reviews in the domain of ASQ 

Study 
Number 

Method used 
Data context 

Source 
Review 

sample size 

[10] Sentimentr sentiment lexicon, topic 
modelling 

SKYTRAX 1224 

[14] Vader sentiment lexicon, logistic 
regression 

SKYTRAX 38,105 

[15] AFINN sentiment lexicon, Latent 
Dirichlet Allocation 

Google 
reviews 

42,137 

[19] Sentiment analysis tool ‘Theysay’ Twitter 4392 

[20] Sentiment analysis tool ‘Knime’ and 
‘Semantria’ 

SKYTRAX 895 

[21] Latent 
Dirichlet Allocation

SKYTRAX 7437 

Regarding the data of SKYTRAX, there are few studies have utilised this data and applied different machine 

learning methods to analyse the sentiments of travellers and the provided services in airports. Study [20] looked 

into the level of customer satisfaction with airport services by applying sentiment analysis. The reviews of 

passengers on the SKYTRAX website were gathered and analysed. This study only looked at five international 

airports, and the data was gathered from the website between September 2013 and February 2014. Aviation 

and non-aviation services have been separated into two categories. Following that, the sentences are 

processed via Semantria, which is an automated sentiment analysis tool. After that, the sentences are graded 

as positives, negatives, or neutral. In study [21], the authors analysed 1,095 traveller reviews from SKYTRAX 

website to identify what are the key drivers for passenger satisfaction and dissatisfaction. The findings indicated 

that key satisfiers in the airport context such as pleasant environment and cleanliness. Whereas security-check, 

poor dining and confusing signage are recognised as key dissatisfiers. Study [22] proposed a Latent Dirichlet 

Allocation-based sentiment analysis approach. They only focused on the best 50 ranked airports. The result 

indicated that the model outperforms pervious model in forecasting the polarity of airport reviews. 

3 DATA COLLECTION AND CLEANING  

SKYTRAX is an international organisation which focuses on evaluating services and providing certifications to 

airlines and airports where passengers can write about their experience and rate the provided services for a 

specific airport. To extract the sentiment analysis of passengers based on the reviews, we scraped the reviews 
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for all airports from SKYTRAX (https://www.airlinequality.com/). This dataset consists of textual 

description/reviews along with multiple features where reviewers can rate the provided services by selecting a 

numerical form from 1 to 5, where 1 accounts for poor and 5 accounts for excellent. The dataset comprised a 

total of 38,105 reviews together with 8 rated services by passengers. These reviews are labelled as 

recommended (yes) and not recommended (no). It contained 74.81% negative reviews and 25.19% positive, 

covering the time span from July 2004 to November 2020. Table 2 shows the actual attributes of the dataset 

used by the selected machine learning classifiers in this work. 

Table 2: Dataset description 

Attribute Name Data Type Description 
Airport Name String Name of the airport to which the review 

belongs 
Review Text String The textual review provided by the user
Queuing Times Integer Score between 1 and 5 regarding the 

time spent on queues
Terminal Cleanliness Integer Score between 1 and 5 regarding the 

cleanliness of the terminal
Terminal Seating Integer Score between 1 and 5 regarding the 

availability and quality of seats in the 
terminal 

Terminal Signs Integer Score between 1 and 5 regarding the 
efficiency of the signs used in the 
terminal  

Food Beverages Integer Score between 1 and 5 regarding the 
food beverages served in the airport 

Airport Shopping Integer Score between 1 and 5 regarding the 
shops quality and availability in the 
airport

Wifi Connectivity Integer Score between 1 and 5 regarding the 
availability and quality of the provided 
Wi-Fi in the airport

Airport Staff Integer Score between 1 and 5 regarding the 
airport staff and their efficiency at work

Recommend String Contains “yes” or “no” values, whether 
or not the reviewer recommends the 
airport. 

3.1 Data Pre-processing 

Understanding the data is the most critical part of any machine learning model and is crucial in ensuring a 

successful data pre-processing step. Pre-processing steps were implemented which involve filling the missing 

values for the numerical attributes in the dataset. We applied the statistical mean to fill these missing values. 

The next step was the removal of stopwords by utilising the Natural Language ToolKit (NLTK) stopwords for 

English language [23]. In addition to previous steps, a further step was required for the use of the selected 

machine learning classifiers which expect the input variables to be in numerical form. In order to convert the 

review text into a numerical format, we applied the TF-IDF technique [6]. This is a statistical measure that 
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assesses a word's relevance to a document in a collection of documents. It is accomplished by multiplying two 

metrics: the number of times a word appears in a document and the word's inverse document frequency over 

a set of documents. Each word is represented as a separate entry with a significant numerical value in the 

resulting data. Our dataset has 39,981 attributes, which will be subjected to the machine learning classifiers for 

training and testing purposes. 

4 CLASSIFICATION METHODS 

In this section, we describe the five different machine learning classifiers that we employed in our study. These 

classifiers are trained and employed on the processed dataset to detect the sentiment of air-travellers. In the 

field of sentiment analysis, there are two types of sentiment classifications, the lexicon-based approach and the 

learning-based approach. Lexicon-based approach requires effort and time to build an effective domain-specific 

lexicon dictionary whereas the learning-based algorithms can be trained to detect the associated class of a 

review [14]. Moreover, for this particular dataset, conventional machine learning classifiers can take advantage 

of all the numerical columns whereas lexicon-based approaches only expect textual inputs. Thus, conventional 

algorithms have the potential to produce more accurate results. In our dataset, we employed both numerical 

and textual columns as inputs to the machine learning models to compare between the results of the selected 

classifiers. Figurer 1 depicts our methodology steps to classify passengers’ sentiments. 

Figure 1: Research method steps 
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4.1 Logistic Regression 

Logistic Regression is a machine learning classification approach which is used to predict the likelihood of a 

categorical dependent variable. The dependant variable in logistic regression is a binary variable that comprises 

data coded as 0 (NO), or 1 (YES). Logistic regression predicts the  sentiment classification from the input of 

term frequency integer vector [15, 16]. 

4.2 XGBoost 

The Extreme Gradient Boosting or XGBoost algorithm was introduced in [26]. XGBoost is a gradient boosted 

decision tree implementation designed to improve speed and performance. It is shown to also work well in 

imbalanced dataset. It is essentially a decision tree ensemble algorithm, which uses a gradient boosting 

framework [27].  

4.3 Support Vector Machine 

The Support Vector Machine (SVM) algorithm, introduced in [28], has been proven to work well for text 

classification due to its capability of handling large features. It is a classifier that aims to determine the 

hyperplane which is used to separate and categorise the data into different classes. In previous sentiment 

analysis studies [26, 27] SVMs have demonstrated promising results. 

4.4 Random Forest 

The Random Forest algorithm is an ensemble learning method for classification that is operated by constructing 

decision trees. Each tree has random samples from the dataset. The output of the ensemble datasets is 

aggregated to predict the final classification. Random forest has been used in a range of applications and 

domains including the medical domain [31].  

4.5 Naïve Bayes 

The Naïve Bayes classifier is a popular supervised classification algorithm. It is a probabilistic classifier based 

on the Bayes’ theorem that takes strong independence assumptions into account [32]. Despite its strong 

assumptions and simplicity, the Naïve Bayes has been proven to work well in many domains. It is a popular 

method for text categorisation, where the problem is that of evaluating documents as belonging to one of two 

categories based on word frequencies. The core idea behind this algorithm is to use the joint probabilities of 

words and categories to find the probabilities of categories in a given text document [33]. Given a document ��, 
the probability of each class � is computed as: 

�(�|��) =
�(�)∙�(��|�)�(��)     (1) 

where �(�) is the probability of the classification, � is the given review and � represents the number of words 

[34], [35]. Algorithm 1 summarised the proposed approach for extracting passengers’ sentiments. 
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ALGORITHM 1: Pseudocode of proposed 

experiments

Input: Data

Output: Classification results

1 Begin

2 Dataset scrapping

3 Read dataset

4 Data preparation & cleaning

Non-values filling 

Stopwords removal

TF-IDF

5 Data splitting

6 Model building

7 Classification results

8 Evaluation of results

9 End

5 PERFORMANCE METRICS 

To evaluate the performance of our models, we formulated this into a classification problem and employed the 

measures of accuracy, recall, precision, and F1-score to assess the performance of the chosen classifiers. 

These metrics are defined as follows:

The definition of accuracy is the closeness of the measurements to a specific value [36] 

Accuracy = 
True Positives + True Negatives

True Positives + True Negatives + False Positives + False Negatives
       (2) 

While Accuracy gives an indication of a classifier’s overall performance, on its own is not sufficient and needs 

to be complemented with the notions of Recall and Precision. The concept of Recall is to determine the elements 

of actual positive that were correctly identified [36]  

Recall = 
True Positives

True Positives + False Negatives
(3) 

Recall also provides an assessment of the accuracy of our model's performance for positive classes. Precision 

is used to define the percentage of positive predictions were correct [37] 

Precision = 
True Positives

True Positives + False Positives
      (4)

The F1-score is used in addition to precision and recall, and it effectively indicates the balance between 

precision and recall. The F1-score is used to assess the accuracy of the test and seek a balance between 

precision and recall [36] 
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F1 score = 2 
Precision * Recall

Precision + Recall
(5)

6 EXPERIMENTS AND ANALYSIS 

We perform the experiments on a personal computer with Intel(R) Core (TM) i7-9700 CPU, a processor speed 

of 3.00 GHz and 32 GHz RAM. Python Programming Language implemented in a Jupyter Notebook. Also, we 

employed libraries such as NLTK, ScikitLearn for the analysis, and for scraping the reviews, Beautiful Soup 

library was used. 

Unlike lexicon-based tools, conventional machine learning algorithms require training. We divided our dataset 

into training and testing subsets. The training and testing ratio used for these experiments was 67:33. This 

resulted in a total of 25,530 entries for training and 12,575 for testing purposes. The test set will be used to test 

the performance of the trained model, while the training set will be used to train the chosen classifiers. We 

predicted sentiments from the testing data after training the classifier models. These predictions were then used 

to evaluate the model's performance using the performance metrics described earlier in Section 5. 

In previous work, few studies used SKYTRAX reviews to assess ASQ. They mostly focused on analysing the 

data from business perspective such as identifying the key drivers of passenger satisfaction employing specific 

portion of the data. Whereas in this study, we focused on what is the best approach to classify passengers’ 

sentiment. Thus, all available SKYTRAX reviews were used to assure the accuracy and validity of our models. 

In this study, the binary classification of Recommended and Not Recommended is used to classify passengers’ 

sentiments by applying different machine learning approaches. The Recommended is used when the reviews 

are positive while Not Recommended when they are negative. The dataset we have used contains some 

features such as Queuing Times, Terminal Cleanliness, Terminal Seating, Terminal Signs, Food Beverages, 

Airport Shopping, Wi-Fi Connectivity and Airport Staff. These features have ratings from 1 to 5, with 1 being the 

worst and 5 being the best. Therefore, these features behave as categorical in nature. For the textual reviews, 

we used TF-IDF features. Looking into the nature of data, we can conclude that most of the features are 

categorical in nature. Hence, all tree-based classifiers such as Random Forest and XGBoost are expected to 

outperform the non-tree-based classifiers, such as Support Vector Machines and Naïve Bayes. 

We presented and evaluated five different machine learning algorithms to extract sentiment from the reviews 

data from the SKYTRAX website. To compare the performance of these algorithms, we used the recommended 

column in the dataset as a target column. In our study, the results in term of accuracy, precision, recall and F1-

Measures were close to each other. We observe that the data is not balanced in terms of the number of positive 

classes being significantly lower than that of negative class. Due to this fact, algorithms such as Naïve Bayes 

might have weak performance. In such cases, tree-based ensemble methods, such as Random Forest and 

XGBoost classifiers, are expected to produce more accurate results. 

Table 3 shows the prediction results for the chosen classifiers as measured by the performance metrics. The 

results of the classifiers in terms of accuracy, precision, recall and F1-Score are comparable. However, 

XGBoost clearly produces the best results across all the performance measures. 
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Table 3: Performance Results 

Moreover, Logistic Regression is a classification algorithm so it is best applied to categorical data, hence it can 

also produce accurate results in certain datasets. Figure 2 shows the confusion matrices of each classifier. 

XGboost proved to be the winner among the used classifiers as it has the least number of false positive and 

false negative resulted in 1528 reviews.  

Figure 2: Confusion matrices for each classifier 

Classifier Accuracy Precision Recall F1-Score 

Logistic Regression 87% 84% 82% 83% 

XGBoost 88% 85% 83% 84% 

SVM 86% 83% 81% 82% 

Random Forest 87% 85% 79% 82% 

Naïve Bayes 84% 79% 78% 79% 
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7 CONCLUSION 

In 2020, nearly half of the world's population, 3.6 billion people used social media. This provides an important 

source of data that can be studied and analysed and be used as a useful source of information. The number 

and frequency of people flying has risen considerably as a result of globalisation. Hence, analysing passenger 

feedback has become critical for airport management in order to improve the services provided within an airport. 

Developing an automated and effective model to accurately assess and analyse passenger input will allow 

stakeholders to not only improve the quality of services provided, but also to save time and effort compared to 

traditional techniques such as user survey and expert consultations. In this paper, we extracted data from the 

SKYTRAX website covering a time span of 16 years, pre-processed the dataset by removing stopwords and 

applying the TF-IDF to convert the review text into numerical form and analysed the resulting data. Our results 

have shown that given a sufficiently large dataset and good pre-processing, conventional machine learning 

algorithms can produce accurate and reliable results in the aviation sector. The assessment of the results was 

carried out using the metrics of accuracy, recall, precision and F1-score. The XGBoost algorithm outperformed 

the other selected approaches for extracting sentiments in this study. Our model could be further developed to 

automatically identify and rank in terms of importance the challenges that the passengers are facing, hence, 

provide further assistance to airport operators. 

DATA ACCESSIBILITY 

The code used for the simulations is freely available under the MIT license and can be downloaded 

from the Cranfield University repository: https://doi.org/10.17862/cranfield.rd.20169254.v1 
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