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Combining image processing and

BACKGROUND: Lentils have different seed coat
colours and patterns. Accurate classification of
lentils by testa patterns helps plant scientists
understand the genetics of seed coats in lentils.
Computers can be used for this analysis.
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RESULTS
o Features extracted using hybrid methods get best
visual clustering result

o Convolutional Neural Networks get high scores
but group by size and position

o Patterns are confused based on how much of
lentil is covered
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Figure 1: Feature extraction using image processing and machine
learning algorithms
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Comparison of Results on Original and New Dataset
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Future Work

o Include K-means clustering as evaluation step of model
development

o Try advanced autoencoders (i.e. a masked autoencoder)

o Develop a self-supervised model to classify images
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