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ABSTRACT 

Growing demand for power systems, economic, and environmental issues, lead to power 

systems operating close to their stability margin. Power systems are always exposed to 

disturbances, leading to either instability or cascading outages and blackouts in the worst cases. 

Although numerous methods have been proposed since 1920 to prevent disturbances, instability 

and blackout still exist. Among all the instabilities, the fastest occurring one is rotor angle 

instability or transient instability. Since this instability happens in a fraction of a second, time must 

be considered in designing remedial control actions (RCAs). Different types of remedial control 

actions have been proposed in the past, but due to the lack of time consideration in their design, 

they are not practical for those cases quickly lead to transient instability. Additionally, pre-planned 

remedial control actions have been employed to overcome time limitations, but they are not able 

to cover most of the possible scenarios that may occur in the power system. Based on the literature 

done for this research, predicting remedial control actions has not been implemented yet. This 

study presents an innovative idea to predict remedial control action schemes that are able to include 

time limitations and cover possible scenarios properly. There are numerous challenges to consider 

in performing such a method, such as remedial control actions selection, implementation, practical 

aspects, and wide-area measurement systems (WAMS). In this study, the different parts of the 

framework are discussed in detail and implemented. 

Based on the above discussion, first, an optimized artificial neural network (ANN) is 

implemented to make a comprehensive framework that can predict a proper remedial control action 

to prevent cascading outages and blackouts. The different steps of the framework are predicted 

using this comprehensive algorithm. A micro model strategy has been employed, which builds a 

model for each line separately. This micro model decreases prediction complexity and increases 

the prediction accuracies of the modules. The common RCAs, including controlled islanding, load 

shedding, and generator rejection, are implemented in this research project. 

To address controlled islanding prediction, in the first step, using voltage data, the stability 

status was predicted. In the second step, a new method to identify coherent groups of generators 

was developed, and based on that method; the coherency patterns have been predicted. In the third 

step, a combination of islanding and load shedding is selected as a control action, and a mixed-
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integer linear programming (MILP) method is designed to compute islands, the amount of load 

shedding, and load buses. Since the load shedding prediction has two aspects and it is a very 

challenging problem, a new concept called the specific set of loads (SSLs) had been proposed to 

simplify this issue. Finally, the islanding and load shedding patterns are predicted. The framework 

was tested via the IEEE 39 bus system and 74-bus Nordic power system, and the results show the 

effectiveness of the framework. 

To implement generator rejection prediction, the bus voltage data are used to predict the 

stability status. Next, the critical generators are predicted. Then, using the equal area criterion, the 

amount of generator rejection for each critical generator is calculated, and the patterns are 

extracted. Finally, the number of generator rejections is predicted using the dataset and designed 

ANN. The performance of the generator rejection prediction framework is tested via the IEEE 9-

bus system and 74-Bus Nordic power network. 
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1 INTRODUCTION 

1.1 General context 

The power system is one of the greatest interconnected dynamic networks in the world, 

created by humans. The integrated dynamics, time-varying elements, and nonlinearity nature of 

power systems make their operation and control processes complex and challenging. Ensuring 

secure and stable operation of the network is one of the significant challenges that power engineers 

encounter [1]. Due to the growing demand, economic reasons, environmental issues, and grid 

integration of new technologies, including renewable energies, power systems are being operated 

close to the stability margins [2]. Therefore, modern power systems are more prone to lose their 

stability following a disturbance. 

Power systems have always been subjected to small disturbances such as load variation 

and large disturbances such as generator loss or transmission line loss. These faults and 

disturbances can affect power system stability. Power system stability describes the ability of a 

power network to maintain a stable status during normal conditions and to return to a new stable 

operating point following a disturbance [3]. There are different types of instability and disturbance 

characteristic, one or a combination of the instability issues can emerge when the system 

encounters a disturbance. Power system stability is considered as a single problem; however, 

because of the high dimensionality and complexity of stability problems, it is necessary to make 

simplifying assumptions to analyze specific types of problems using an appropriate degree of detail 

for system representation and appropriate analytical techniques. Analysis of stability, including 

identifying key factors that contribute to instability and implementing methods for improving 

stable operation, is greatly facilitated by the classification of stability into appropriate categories 

[4]. According to the Institute of Electrical and Electronics Engineers (IEEE) and International 

Council on Large Electric Systems (CIGRE) report, power system stability issues can be classified 

in the following diagram. In the following paragraphs, different types of stability are explained in 

detail. 
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Figure 1-1. Classification of power system stability [3]. 

Rotor angle stability refers to the ability of synchronous generators of a power system to 

keep their synchronism after encountering a disturbance. This type of stability depends on the 

ability of synchronous generators to maintain equilibrium between electromagnetic and 

mechanical torque. Loss of synchronism can occur, whether between one machine and the rest of 

the network or between a group of generators [5]. According to the severity of faults, the rotor 

angle stability is categorized into two subcategories, including 1) Small signal rotor angle stability, 

which is studying the ability of the power network to maintain synchronism under small 

disturbance. Since the disturbance is sufficiently small, the linearization of power system equations 

is allowed to analysis of this type of stability. 2) Large-disturbance rotor angle stability or transient 

stability evaluates the power network’s ability to maintain synchronism when subjected to a severe 

disturbance. The system response involves large excursions of generator rotor angles and is 

influenced by the nonlinear power-angle relationship [5]. 

Voltage stability refers to the power system’s ability to maintain buses’ voltage in the 

acceptable range. When an increase in reactive power injection at any system bus leads to a voltage 

drop at the same bus, the system considered to be voltage unstable. If the voltage for significant 

parts of the power system is unacceptably low, the voltage will collapse [3]. 

Frequency stability refers to the ability of a power system to maintain a steady frequency 

following a severe system upset resulting in a significant imbalance between generation and load. 

It depends on the ability to maintain/restore equilibrium between system generation and load, with 

minimal unintentional loss of load. Maintaining real-time balance between generation and load is 
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of paramount importance, because frequency instability leading to devastating consequences, such 

as unintentional load shedding and machine damage [3].  

The above-mentioned types of instability or combinations of those can affect power 

systems, leading to cascading failure or blackouts in severe cases. In the 20th century, in many 

cases, transient instability due to large disturbances led to large blackouts, which have had large 

social and economic impacts. The below table shows significant large blackouts during the 21st 

century. In addition, the details of each blackout are represented [6]–[10].   

Table 1-1. Large blackouts and their impacts in 21st century 

Location Year Time (h) Loss of Load(GW) 
Population 

affected(million) 

USA-Canada 2003 2 - 48 61.8 55 

Italy 2003 12 26 56 

Indonesia 2005 7 - 100 

Brazil-Paraguay 2009 6 24 60 

India 2012 15 48 620 

Turkey 2015 8 25 70 

South Australia 2016 3-24 2.9 - 

Texas (USA) 2021 72-336 34 29 

 

As shown in table 1-1, numerous blackouts are still occurring in different areas, albeit many 

methods and techniques are proposed to prevent these catastrophic results. It is worth mentioning 

that these blackouts result in huge power interruptions and losses of billions of dollars to both 

utilities and consumers. Moreover, they lead to negative social impacts such as an increased crime 

rate, which cannot be quantified in dollars [11]. Therefore, preventing blackouts is still one of the 

important challenges in modern power systems, which needs to be addressed [12]. In this regard, 

the factors that lead to blackouts should be studied. In addition, the proper control and protection 

schemes should be designed to deal with this issue and save power systems from these negative 

results.  

There are different reasons for occurring blackouts. One quickest phenomenon leading to 

blackouts is rotor angle instability (transient instability). Transient instability occurs when a power 
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system is exposed to a large disturbance, and it happens in less than 1 second [13]. The time 

limitation and non-linear dynamics of power systems make transient stability analysis more 

challenging. Therefore, determining transient instability and designing fast and accurate control 

actions or protection schemes is of paramount importance.  

The last control actions or protection schemes that can save the power system before 

cascading failure or blackout are called remedial control actions (RCAs) or emergency control 

actions. RCAs take a set of corrective actions, including generator rejection, fast valving, 

controlled islanding, load shedding, etc. [2] to maintain stability and system integrity. Designing 

an optimal and quick RCAs calculation is challenging and needs to be studied.  

1.2 Wide Area measurement systems (WAMS) 

In the past, unavailable and insufficient real-time data to monitor the state of the power 

system was a big challenge. In addition, the integration and complexity of power systems make 

events grow into wide-area phenomena, which local measurements cannot monitor. However, 

thanks to the phasor measurement units (PMUs) and wide-area measurement systems (WAMS), 

this issue has been largely facilitated in modern power systems. The WAMS system can collect 

time-labeled data to monitor the power system online and provide information to prevent 

instability and blackouts [14]–[16]. 

PMUs are collecting data from different parts of power systems. These devices measure 

the electrical waves on the power grid using a common time source for synchronization. This 

process makes it possible for the real-time measurement from various power grid points to be 

synchronized. PMUs were first developed at Virginia Polytechnic Institute and State University 

(Virginia Tech) in 1988 and use signals from the Global Positioning System (GPS) to achieve a 

synchronization accuracy of 1 μs [17]. The format of the data files created and transmitted by 

commercially available PMUs is presently governed by the Institute of Electrical and Electronics 

Engineers (IEEE) standard and PMU, which is an open-source platform that encourages research 

into further synchrophasor algorithm development [18]. 
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Figure 1-2. Schematic to show the WAMS application in power system 

The data, which is the fundamental requirement to perform the WAMS function, can be 

collected from different parts of the power system using PMUs [19]. Moreover, the process of 

WAMS is represented in the above figure. The collected data, along with their time tags, are 

gathered from PMUs, and those data will be synchronized using GPS. To send the raw data to the 

control center, the communication links are accessible. The control center will do data processing. 

Based on the WAMS application, the decisions will be made to operate the power network safely 

and securely. The necessary control signal and protection signal will be applied to the power 

system through communication links. 

The sum of the times demanded to render PMU data toward the system or regional control 

center and the time needed for transferring commands to control devices is referred to as the 

communication delay or latency. This time delay depends on the communication system loading, 

which is a feedback control loop, diminishes the effectiveness of the control system and may even 

result in complete system instability [20]. Accordingly, it is of critical importance to consider the 

latency during the controller design process. The approximate latency for different types of 

technologies is represented in table 1-2. 
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Table 1-2. Latency communication in different types of communication link [21]. 

Communication Link Associated delay(ms) 

Fiber-optic Link 100-150 

Digital microwave link 100- 150 

Power line carrier 150- 350 

Telephone lines 200- 350 

Satellite link 500- 700 

 

One of the most important challenges to centralized control and protection of power 

systems is the communication delays. Regarding the above table, sending data from the PMUs to 

the control center and from the control center to the actuator takes at least 300ms. Considering 

PMU’s state estimation and phasor calculation, the approximated time delay in the WAMS process 

will be around 400 ms, which necessarily should be considered when designing and applying 

control actions in power systems. If the delays are not considered while designing wide-area 

applications in power network, the protection/control actions might lead to adverse results. 

1.3 Problem Statement and research gap 

 As discussed earlier, transient instability occurs quickly and causes cascading outages and 

blackouts in severe conditions. Since 1920 different protections and control schemes have been 

implemented to decrease the effects of this kind of instability so that interconnected power systems 

can be operated in secure and safe conditions. However, blackouts and cascading outages still 

occur. As it is mentioned, one of the main reasons of blackouts is related to those scenarios that 

quickly evolving into transient instability [22]–[24].   

There are some cases that lead to transient instability in less than 500 ms [24]. In addition, 

The communication delays, including latencies for sending the data from the PMUs to the control 

center and delays for sending the control commands to the relays and switches, are assumed to be 

around 18-24 cycles or equivalently 300-400 ms for 60 Hz frequency. If the communication delays 

are subtracted from the (fault clearance time ~ instability moment) time interval, the available time 

for performing a control or protection scheme will be extremely limited. Therefore, it is clear that 

any control or protection scheme should be determined within a reasonable amount of time 
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necessarily lower than the available time to ensure the triggered control can effectively prevent 

transient instability in the system. 

The common control schemes to prevent transient instability and blackouts are remedial 

control actions (RCA). Three RCAs, including controlled islanding, load shedding, and generator 

tripping, are the most common and challenging strategies that have drawn the attention of 

engineers and researchers for decades. These RCAs are inherently costly processes, and they 

impose a cost on the power systems. However, these processes are able to protect the network 

from blackouts when they are designed and implemented accurately. Developing a proper RCA is 

a time-consuming optimization process. However, the available time to calculate and perform 

RCAs is limited. Therefore, previous RCAs performing calculations and optimization and they are 

not practical for those cases quickly evolving into transient instability. Additionally, existing 

RCAs based on estimation and approximations are fast but those are not accurate and optimal 

RCA.  

The RCA prediction, which is fast and accurate, is proposed to address the aforementioned 

drawbacks of the previous methods. It has the potential to save power networks even in those cases 

quickly, leading to transient instability. 

1.4 Research Objectives 

The main objective of this research is to predict fast and optimal remedial control actions to 

prevent transient instability in power systems. The aim of this Ph.D. study can be apportioned 

to  

• Conduct a literature review on transient stability assessment 

• Conduct a comprehensive literature review on remedial control action schemes 

• Propose a micro model strategy to cover credible scenarios, reduce prediction 

complexity and increase accuracy  

• Propose a method to enhance and improve the accuracy of the coherent generators 

prediction problem  

• Develop a highly accurate framework to predict islanding and load shedding in real-

time  
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• Design a framework to predict optimal generator rejection to prevent transient 

instability 

1.5 Thesis contributions 

To achieve the aforementioned objectives, a summary of contributions is presented in this 

section. The details of contributions are further elaborated in the thesis chapters.  

1) A micro model-based strategy is proposed to independently consider credible scenarios for 

each transmission line. Instead of generating a bulk dataset for the whole system, which 

results in a large number of possible output scenarios, reasonable portions of the offline 

dataset are used to develop prediction models for each single facility using the micro model 

strategy. The proposed approach reduces the prediction complexities and increases the 

prediction accuracy. 

2) A time-varying algorithm is developed to identify the coherency patterns based on the 

instability moment. The proposed method aims to minimize the number of generator 

groups for each unstable scenario, leading to fewer RCAs, less load shedding, and higher 

prediction accuracy compared to existing works. 

3) A novel real-time islanding and load shedding prediction framework is proposed to prevent 

transient instability following the occurrence of fault events. As a trade-off between event-

based and response-based methods and considering the time limitation, the proposed 

framework can efficiently respond to unforeseen scenarios and protect the network against 

events evolving into fast transient instability. In the case of post-fault instability prediction, 

the proposed framework predicts and triggers proper RCAs before the loss of synchronism 

by doing fast predictions rather than time-consuming calculations. 

4) A new online generator rejection prediction framework is proposed to prevent transient 

instability following a disturbance. The proposed method can trigger proper RCAs before 

the loss of synchronism by performing very fast predictions rather than time-consuming 

calculations.  

5) For training the machine learning models in the offline stage of the proposed framework, 

a heuristic optimization model considering the full dynamic model of the power network 

is proposed to assign the optimal amount of generator rejection to critical generators and 

maximize the stability margin with high accuracy. 
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1.6 Thesis organizations 

The thesis is organized into six chapters as follows. 

• Chapter 1 is introduced the transient instability as one of the main factors of blackouts, the 

importance and application of PMUs and WAMS are discussed in study of blackouts. The 

issues and challenges of preventing blackouts and transient instability using RCAs is 

briefly discussed. Also, the main contributions of this study are explained. 

• Chapter 2 discusses literature review of transient stability assessment. In addition a 

comprehensive literature review of different remedial control actions and their advantage 

and disadvantages are expressed. 

• Chapter 3 introduces the micro model strategy in detail. It also presents the scenario 

generation process and employed classifier.  

• Chapter 4 introduces the first framework to predict islanding and load shedding. It 

discusses offline and online stages of different framework modules, including 1) stability 

prediction module 2) coherency prediction modules 3) RCA prediction modules in detail. 

Also, the proposed framework results are illustrated for two test systems consisting of IEEE 

39-bus system and 74-bus Nordic power system. 

• Chapter 5 shows the second presented framework to predict generator rejection. It 

discusses offline and online parts of different modules for this framework including 1) 

stability prediction module 2) critical generator prediction module 3) RCA prediction 

module in details. The results for two test systems including IEEE 9-bus system and 74-

bus Nordic power system are shown.  

• Chapter 6 summarizes the thesis, expresses its conclusions, and provide the research area 

for future work.  

• Appendix I, includes the detail information for different used test systems 

• Appendix II, includes the list of publications and permission letters from co-authors  
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2 TRANSIENT STABILITY ASSESSMENT AND REMEDIAL 

CONTROL ACTIONS: LITERATURE REVIEW 

2.1 Introduction 

This chapter reviews the existing methods for transient stability assessment with their pros 

and cons. It provides a brief background related to the power system operating condition and 

different power system states. In addition, existing remedial control actions (RCAs) for preventing 

transient instability are explained in detail. Also, the advantages and disadvantages of previous 

RCAs are discussed. Since the main focus of this research is islanding, load shedding, and 

generator tripping, a comprehensive review is performed on these RCAs. 

2.2 Transient stability assessment 

Generally, stability is defined as one of the properties of a power system that enables it to 

operate in an equilibrium point under normal conditions and regain a new equilibrium operating 

point after an incident in which the power network encounters a disturbance. As it is mentioned, 

modern power systems are operating with tighter security and stability margins according to 

economic and environmental issues. Among different types of stability, transient stability or rotor 

angle stability is the quickest type that occurs when a power system is exposed to a large 

disturbance and happens in less than one second [22], [23], [25].In addition, some scenarios lead 

to transient instability in less than 500 ms. In [24], bulk scenarios are generated for different test 

systems, and the results show some cases are losing their synchronism in less than 500 ms 

(Figure2-1). Thus, fast instability detection is critical, and it allows more time to perform proper 

remedial control actions. Furthermore, fast detection of instability prevents unintentional 

islanding, cascading failure, and blackouts. Numerous methods have been proposed to assess and 

predict the transient stability status of power systems. Generally, there are three basic categories 

for transient stability analysis. 

1) Time-domain simulation 

2) Direct methods or Energy function methods 

3) Machine learning-based prediction method 
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Figure 2-1. Percentage of unstable cases that lose synchronism in different post-fault cycles for various 

standard power networks [24]. 

2.2.1 Time-domain simulation 

This method is known as one of the most reliable techniques for assessing power system 

stability [25]. In this method high-order differential-algebraic equations are used to represent 

power system dynamic models and are solved at each instant of time. In these methods, power 

system stability is assessed by monitoring the evolution of generator rotor angles and other system 

variables with respect to time in the post-fault period. For a stable system, machine rotor angles 

stabilize to a new equilibrium state. However, the machine rotor angles diverge in an unstable 

system [26]. Existing mainstream commercial power system simulation software capable of 

carrying out reliable simulations include Power world, PSCAD, AU-Power Lab, ETAP, Power-

Factory, and PSS/E. This approach requires accurate information about the network configuration, 

while a heavy computational burden confines its application for online purposes [27]. 

2.2.2 Direct methods or energy function methods 

TEF (Transient Energy Function) method is another stability analysis approach. These 

methods use kinetic and potential energies constructed by Lyapunov theory to evaluate transient 

stability status at the end of the disturbance without explicit integration of differential equations 

[27]. There are three basic direct methods: (a) lowest energy unstable equilibrium point [28], (b) 

potential energy boundary surface method [29], and (c) controlling u.e.p. method [30].TEF 

methods are not time-consuming and perform well at computation speeds compared to time-

domain approaches. Despite the promising technique for computing stability margin, direct 
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methods suffer from two main limitations [26]: (1) it is difficult to find an appropriate Lyapunov 

function for a detailed multi-machine power system, and (2) defining practical stability domain is 

difficult. Due to these limitations, many researchers consider direct methods to be impractical. 

Nonetheless, recent developments of the BCU (Boundary controlling unstable equilibrium point) 

method can efficiently compute the controlling u.e.p. and now it may emerge as a practical tool 

for solving large-scale transient stability assessment problems [31], [32].  

A hybrid method also combines the strength of both time-domain and direct methods to evaluate 

transient stability. Time-domain characteristics helps the hybrid method to consider any stability 

scenario on power system. In this method, the actual system trajectory is computed using time-

domain simulation then the stability index, which is transient energy margin, is estimated. There 

are two main types of hybrid methods. The first type considers a Lyapunov function constructed 

for the multi-machine power systems and is computed along the multi-machine trajectory using 

step-by-step time-domain simulation results [33]. In this method, it is difficult to find an 

appropriate stability limit. In the second type, the one-machine equivalent is constructed from the 

multi-machine system, and the stability margin is calculated using the equal-area criterion (EAC) 

[26]. The SIME (Single Machine Equivalent) method belongs to the latter family. The use of EAC 

greatly simplifies the task of determining stability limits for the one-machine equivalent method. 

2.2.3 Machine learning-based methods  

There are numerous types of machine learning algorithms such as Decision Tree (DT), 

Artificial Neural Networks (ANN), Support Vector Machine (SVM), and ensemble learning that 

have been applied to analyze and predict the transient stability status of power systems. Due to the 

rapid progress in machine learning and artificial intelligence, these methods are widely used in 

power systems. Additionally, using WAMS in power systems created possibilities to explore 

stability prediction tools that support close to real-time decision-making [34].  

Contrary to the above-mentioned time-domain and energy function methods, data-driven 

methods are model-free and evaluate transient stability as a pattern classification problem. 

Transient stability prediction is a binary classification (0 means stable and 1 means unstable). The 

main aspects of a pattern classification problem include data pre-processing, feature selection, 

offline training, and online rule extraction [35]. The machine learning engine learns the mapping 

relationship between targets (i.e., stability status) and input data used in the training stage. Then 
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the performance of the trained model will be evaluated using test data. Finally, the stability status 

of the new inputs can be predicted using the trained model. Generally, the data-driven methods are 

categorized into four main classes: artificial neural network (ANN), support vector machine 

(SVM), ensemble learning, and deep learning. In the following paragraphs, the advantage and 

disadvantages of these models are summarized. 

2.2.3.1 Artificial Neural Network (ANN) 

  ANNs can be used for function approximation and classification problems. The transient 

stability assessment is one of the relevant early applications of ANNs [36], [37]. The ANN was 

employed for transient stability prediction for the first time in [36]. In [37], an ANN was trained 

to calculate the critical clearing time for different loading conditions in a small power system. 

Furthermore, in [38], online applications of ANN such as online dynamic security assessment has 

implemented. The long short-term memory (LSTM) network has been used to develop a temporal 

self-adaptive transient stability assessment [39]. In addition, convolutional neural network (CNN) 

and recurrent graph convolutional network have been employed for transient stability assessment 

in [40], [41], respectively.    

Those ANN implementations used off-line generated transient stability data for purposes 

such as input feature selection, training of an ANN, and performance evaluation tests. It is worth 

mentioning that the main drawback of an ANN is the slow rate of convergence during the training 

[38]. The structure of a neural network is illustrated in the following figure. 

 

 

Figure 2-2. Schematic of an artificial neural network with n inputs, one hidden layer, and m outputs 
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2.2.3.2 Support Vector Machine (SVM) 

 This method was proposed in 1995 as a new classification method [42]. An SVM model 

is a representation of the examples as points in space, mapped so that the examples of the separate 

categories are divided by a clear gap that is as wide as possible. The goal of an SVM classifier is 

to maximize this gap. New examples are then mapped into that same space and predicted to belong 

to a category based on the region where they fall [43]. In [44], two improved SVM, including 

aggressive support vector machine (ASVM) and constructive support vector machine (CSVM), 

are trained using big data to predict transient stability. In addition, the parameters of multi-layer 

SVM are optimized using a genetic algorithm for transient stability assessment in the power system 

[45]. Some applications of SVM for transient stability assessment are reported in [43] and have 

been proven to provide high accuracy and shorter training time than conventional ANNs and other 

machine learning-based methods. In addition, SVMs have better generalization ability compared 

with traditional ANNs [35]. According to these studies, an SVM requires large input data to 

achieve high accuracy. The SVM structure and its function are shown in figure 2-3. 

 

Figure 2-3. Schematic to show the structure of support vector machine classifier 

2.2.3.3 Ensemble learning 

 The main idea behind these methods is to combine multiple learners into a model with 

more generalization by using different strategies [35]. This method is one of the most efficient and 

popular methods in classification applications. The implementation of these techniques is easy and 

fast. Ensemble DTs are commonly used in operation research, particularly in decision analysis, 

but they are also popular tools in machine learning [46]. After splitting the data in a sequential 

manner, a DT uses a linear mapping function. The building of decision rules involves determining 

a threshold margin that accomplishes certain criteria [47]. The random forest, as one of the well-
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known ensemble learning methods, has been used in [48] to predict transient stability in power 

systems. In [49,] a de-noising stacked auto-encoder and voting ensemble classifier is developed to 

analyze transient stability. An adaptive ensemble learning model based on a decision tree is utilized 

for dynamic security assessment [50]. Ensemble learning has the potential to solve accuracy 

fluctuation problems in a single prediction model and enhance the reliability of the prediction 

model [35]. The figure below shows the structure of random forest, which is an ensemble decision 

tree. 

 

Figure 2-4. The structure of ensemble decision tree to predict the stability status of power system in 

unforeseen situation 

2.2.3.4 Deep learning 

 In recent years, deep learning methods have been widely used to assess power systems’ 

transient stability [35]. Reference [51] is presented a deep learning prediction model to predict 

small-signal and transient stability. It employed a deep CNN-based classifier to assess the transient 

stability status of the power system. Moreover, a deep learning model that uses a stacked auto-

encoder is utilized to extract features in [52]. This method is able to increase the prediction 

accuracy and reduce the computational burden of training. The proposed model that uses deep 

learning has a great potential to predict transient stability [53]. The structure of a sample deep 

neural network with three hidden layers, n inputs, and m outputs is illustrated in the following 

figure. 
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Figure 2-5. The structure of deep neural network with three hidden layers 

Above mentioned data-driven approaches have the same process. Implementing a data-

driven method to predict transient stability has two stages, including 1) offline training and 2) 

online prediction. The offline training consists of the scenario generation process, extracting 

features, training the learning model to find the relationship between inputs and outputs, and 

testing the trained network. In the online stage, the real-time data are collected from the PMUs, 

and using the required data and trained network, the stability status of the power network is 

predicted. The following diagram generally shows the overall process of a data-driven approach 

[35]. 

 

Figure 2-6. Schematic to show the general procedure of a data-driven method for transient stability 

prediction 
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2.3  Power system operating states 

Power networks are dynamic systems, and their operating states are varied over time. In 

each operating state, the proper control decision needs to be performed to keep the power system 

in a secure, reliable, and high stability margin operating condition. Therefore, having an all-

inclusive picture of the power system state is of paramount importance [54]. In this regard, 

different operational states of power system are introduced and explained in the following 

paragraphs. Figure 2-7 briefly shows these states and the proper control decision in each state. 

 

Figure 2-7. Power system operating states and proper action in each state 

In normal operating conditions, the system has enough stability margin. In this state, the 

power system remains intact even after a disturbance. However, growing demand and limitations 

on building new power plants/ transmission lines due to economic and environmental issues make 

power system more fragile and remarkably reduce the stability margins. In addition, lots of 

disturbances stemming from natural, technical, or human agents can put power systems at more 

risk. If the power system loses the pre-determined stability margin following a disturbance, it will 

go to the alarm state. If a disturbance occurs in this state, it will lead to the violation of some 

constraints (i.e. voltage, frequency, etc. may not stay in their acceptable range). Therefore, the 

operators should take the proper preventive actions such as load shedding [55] and generation 

rescheduling [56] to increase the stability margin and bring the system back to the secure state. If 

a severe disturbance occurs before applying preventive actions and while system is in the alarm 

state, the system will fall into the emergency state. In this state, the equality (i.e., load flow) and 

inequality constraints (i.e., the system variable should be in the acceptable range) are violated. 
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Therefore, operators should take fast remedial control actions (RCAs) such as controlled islanding 

[57], generator shedding [58], or load shedding [59] before losing stability. RCAs are the last resort 

to save power system stability and prevent a blackout. If the RCAs are not taken in time or fail, 

the system experiences a cascading failure, partial blackout, or even large blackout due to 

disturbance severity. After the blackout, the system enters the restorative state. In this state, the 

different parts of systems that lost their connection to the network, including generators, load, and 

transmission lines, are re-energized step by step. The system goes to the secure or alarm state 

depending on the current situation [54].  The main goal of this thesis is to identify the emergency 

state quickly and design a fast and accurate RCA to prevent transient instability and blackouts. 

2.4 Remedial control action schemes (RCAs) 

Remedial control action schemes (RCAs) or Special Protection Schemes (SPSs) are actions 

taken to ensure power system stability and reliability after an instability has been recognized 

following a large disturbance. RCAs are designed to take a set of corrective actions when abnormal 

conditions are detected to preserve stability and system integrity [2]. According to this definition, 

devices and controllers, which act continuously, such as HVDC, and power system stabilizers 

(PSS), are not remedial control actions. These actions are applied when the system recognizes an 

abnormal condition in an emergency state. Different types of classifications have been proposed 

for RCAs based on the RCA characteristics. RCA classification is represented in the following 

figure.  

 

Figure 2-8. RCAs classification based on different criteria [60]. 
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Generally, RCAs are categorized into two main classes: event-based and response-based 

schemes. Event-based schemes find appropriate RCAs for specific scenarios in offline simulations 

[61]. The major drawback of event-based methods is that they might be unable to respond to 

unforeseen events as only a finite number of contingencies are considered [62]. On the other hand, 

response-based schemes are developed based on phasor measurement unit (PMU) data and 

compute appropriate RCAs when an unstable situation occurs. Response-based methods are 

relatively slow and need more time to observe the system’s response to a disturbance and 

determine the proper RCA. Recently, some approaches have combined the event-based and 

response-based methods to increase the effectiveness under different operating conditions. In [61], 

an adaptive RCA for different operating points and fault locations is performed. Some researchers 

have also used a voting system for secure operation. It means that to detect abnormal conditions, 

multiple criteria are considered, and each one votes to initiate the corresponding RCA.  

So far, different types of classification for RCAs have been discussed. Since the focus of 

this thesis is preventing transient instability, it is important to have knowledge of various types of 

RCAs, their application, and the implementation strategies in this area of research. The main RCAs 

for preventing transient instability include 1) fast valving and dynamic braking resistor, 2) 

generator rejection, 3) controlled islanding, 4) load shedding, and 5) a combination of these 

methods. A comprehensive literature review has been done in the following sub-sections on this 

subject. 

2.4.1 Fast valving and dynamic breaking resistor 

The steam turbine’s fast valving is the quick reduction of mechanical power to minimize 

the acceleration energy of generator which stems from a disturbance near the generator [61]. This 

method has been known since 1920 and is well-established with its initial implementation in 1927. 

In [63], the performance of early valve actuation control to enhance the transient stability by 

reducing the acceleration area and increasing the deceleration area in the 𝑃 − 𝛿 curve is presented. 

A complementary technique is a dynamic brake, a resistor that can dissipate high power for a short 

time. This equipment is able to absorb the excess energy gained by generators during the transient 

time. The transient stability improvement with the coordinated operation of fast valving and 

braking resistor has been proposed in [64]. Although the generator tripping can save the power 

network itself, an excessive amount of generator shedding leads to load shedding and can put the 
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power system at more risk. Therefore, a combination of fast valving and braking resistor is 

developed to reduce the amount of generator tripping and prevent transient instability [65]. 

According to the limitation of braking resistors, such as excessive heat loss temperature rise of 

resistor along with related problem to fast valving including increased boiler pressure, a 

coordinated fast valving and braking resistor is proposed in [66] to reduce the mismatch between 

mechanical and electrical power efficiently. Although fast valving is one of the least expensive 

RCAs for transient stability improvement, it can cause thermal stress and various mechanical 

issues. In addition, using a braking resistor near thermal power plants causes stress and negative 

effects on the turbine shaft [61], [66]. 

2.4.2 Generator tripping/rejection 

Generator rejection is one of the most commonly used RCAs to prevent transient instability 

[67], [68]. This scheme initiates the outage of accelerated generating units while saving the rest of 

the generators from the loss of synchronism [69]. Three important factors need to be considered 

while designing a generator rejection framework, including 1) determining the accurate amount of 

generator rejection to stabilize the network, 2) identifying the critical generators, and 3) assigning 

the optimal amount of generator rejection to each critical generator. Several research studies have 

been conducted for online generator tripping to improve transient stability and prevent blackouts 

while the power network is encountering a large disturbance.   Generally, the previous studies can 

be categorized into two groups, including energy function-based and optimization-based methods.  

The energy function-based methods reduce the complexity of the power network enabling 

the protection scheme to calculate the amount of generator rejection quickly. These methods are 

reduced the power system to one machine infinite bus (OMIB) and calculate the amount of 

generator tripping using the equal-area criterion (EAC). In these methods, first, the system 

converts into two machines system, which separates critical and non-critical generators. Next, 

using the equivalent model proposed in [26], two machines system convert to OMIB. According 

to the equivalent model and energy concept, the stability status and amount of required generator 

rejection can be calculated using the EAC. The following figure shows the process of generator 

rejection calculation using EAC.  As can be seen in the figure, the 𝐴𝑎𝑐𝑐 is the amount of kinetic 

energy system gained during the fault. If the 𝐴𝑑𝑒𝑐
(1)

, which is the amount of energy that system can 
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dissipate, is less than 𝐴𝑎𝑐𝑐, the system is unstable, and generator rejection is needed. The 𝐴𝑑𝑒𝑐
(2)

 is 

added by generator tripping and prevents transient instability. Several generator rejection schemes 

in this category are discussed in the following paragraphs.  

 

Figure 2-9. Schematic to show (a) single machine infinite bus equivalent system and (b) equal area 

criterion to calculate the amount of generator shedding 

In [70], a combination of load shedding and generator tripping calculation is proposed, 

which is based on relay setting limited EAC for single machine infinite bus (SMIB) system 

representation using PMU data. To do so, OMIB equivalent model is formed following the 

instability detection. Then, the parameters of the OMIB system are estimated using real-time PMU 

data, and the amount of generator tripping and load shedding are calculated based on power-angle 

(P–δ) curve estimation. In [67], the virtual load concept is defined as a safety margin for the 

generator tripping scheme, and an offline look-up table is designed to trip generators for a number 

of scenarios. Also, the amount of virtual load is calculated at the generation side online to reinforce 

the pre-determined generator rejection in the look-up table. In [71], the amount of generator 
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tripping and load shedding has been calculated based on EAC, and a STATCOM has been designed 

on the generation side to reduce the amount of generation tripping and improve the transient 

stability. Excessive generation tripping is costly, and it leads to unnecessary load shedding. 

Therefore, minimizing the amount of generator tipping has been assessed in recent studies [71]. In 

addition, an energy function-based method is proposed in [72] to quickly identify the critical and 

non-critical generators and compute the required generation rejection using the relative energy of 

the equivalent post-fault system. In [59], a combination of load shedding and generator tripping is 

designed to prevent relay mal-operation and loss of synchronism, respectively. In this scheme, the 

amount of load shedding and generator tripping are calculated based on critical equivalent 

acceleration at the clearing time for stable and unstable swings, respectively. In [73], a new index 

is proposed to determine the stability status of the power system using a two-layer SMIB 

framework. This method reduces the communicational burden, identifies the critical generators 

using the largest angle gap, and finally calculates the amount of generator rejection to prevent 

instability. In [74], a method is proposed to predict transient instability and determine the number 

of tripped generators using local measurements. This method predicts the stability status by 

predicting the magnitude of the P–δ curve and determines the number of generators needed to be 

tripped. Although the aforementioned methods based on energy functions and EAC are fast and 

can be employed for online applications, approximated models and estimation are used in these 

models to reduce the computational burden, which affects the accuracy of calculated generator 

rejection, and the obtained solution might be far from the optimal solution.  

Another drawback of the energy function-based methods is that they do not consider the 

optimal location of generator shedding. Assigning the amount of generator rejection and optimally 

dividing this amount between critical generators is another important issue that needs to be 

addressed [72]. The existing methods usually select the sequence of generator tripping based on 

out-of-step order [59] or energy index [72], [75], [76]. Numerous methods, such as angular 

separation, generator frequency, kinetic energy, etc., are proposed in the literature to determine 

critical generators [75], [76]. In [59], relative kinetic energy and absorption capacity of the network 

are used to identify the critical generators and assign the amount of generator rejection based on 

their criticality order. In [67], the sequence of generator tripping is determined based on the 

acceleration energy index of generators. 
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On the contrary, the optimization-based approaches attempt to calculate the amount of 

generator rejection accurately because an excessive amount of generator tripping is too costly, and 

it can also lead to an excessive amount of load shedding and a costly restoration process [67], [71]. 

In addition, a lower amount of generator rejection might lead to instability and blackout. Therefore, 

one of the most important research directions in transient stability studies is generator rejection 

optimization.  

In [77], finding the proper RCAs (i.e., a combination of generator tripping and load 

shedding) is modeled as a large-scale optimization problem to prevent transient instability. This 

problem is solved using two layers parallel sequential approach. In this regard, sensitivity analysis 

by using LU-factorization is employed to solve the deferential algebraic equations (DAEs) in the 

simulation layer. Also, the predictor-corrector interior point method is used to solve the 

optimization problem, which is a non-linear programming (NLP) problem in the optimization 

layer. The first swing constrained emergency control (FSCEC) problem is modeled as a large-scale 

NLP problem with DAEs constraints in [78]. To solve this problem, a parallel reduced-space 

interior point method (IPM) with orthogonal collocation is employed. To simplify the problem, a 

two-order generator model is used, which is not realistic.  In addition, an open-loop transient 

stability RCA is proposed in [79] that optimizes the combination of generator shedding and load 

shedding. Since this problem is computationally expensive, an optimal control method with 

constraint aggregation is used to reduce the computational burden. Therefore, the problem is 

converted to a fairly small-scale NLP problem which is solved using the predictor-corrector 

interior point method. Although lots of numerical and mathematical techniques have been used to 

solve these large-scale non-linear optimization problems in a fast and efficient way, existing 

methods are time-consuming and are not suitable for large-scale power systems. Moreover, the 

optimization-based methods might fail to save even small power systems in those scenarios, 

quickly evolving into transient instability.  

2.4.3 Load shedding 

The load shedding schemes are usually applied along with other control actions such as 

generator tripping and islanding. This scheme initiates load reduction to balance the generation 

and demand in the power system. It is worth mentioning that load shedding is an optimization 

problem. The electrical loads have different priorities. In addition, some loads need to be supplied 
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all the time. Therefore, load shedding schemes are solving an optimization problem and provide 

two pieces of information: 1) the loads to be shed and 2) the amount of power to be shed at each 

selected load. Several load shedding schemes are explained in the following paragraphs [80].  

The main focus of reference [58] is centralized load shedding optimization based on an 

online outage sensitivity index (OSI). To solve this optimization problem, this method considers 

the capacity of renewable energies, excitation of generators, loading of lines, under frequency, and 

under-voltage relay setting. Unlike previous methods, it does not use ROCOF and power system 

inertia to calculate the amount of active power deficiency. In this method, the best location to apply 

load shedding is proposed based on the outage sensitivity index and voltage variation. In [81], a 

set of contingencies has been applied to IEEE 39 bus system and based on the worst scenario, an 

RCA is designed to prevent loss of synchronism. Instead of using a look-up table, it predicts the 

power system state using state estimation and linear interpolation for the near future. Moreover, as 

a corrective control action, the generation reduction using fast valving or generator tripping is 

applied, and then load shedding is performed to balance the generation demand in the power 

system. In [82], fast load shedding is proposed considering wind farm dynamics, voltage variation, 

and transient performance of power systems. In this regard, the load is prioritized based on load 

types and these criteria. The novelty of this method is that it considers the contribution of each 

generator to the dynamic performance of the power system. In [83], multi-stage load shedding is 

proposed considering the uncertainty of generation loss. The load shedding plan is determined 

based on dynamic frequency response using a discretized model. In addition, a load shedding 

prediction approach is proposed in [84] to prevent instability. The heuristic optimization is utilized 

to find the amount of load shedding and the best location for load shedding in an offline manner. 

Next, the amount of load shedding is predicted for the unforeseen scenario using the generated 

dataset and deep learning model. A plethora of strategies have been developed to determine the 

necessary and optimized amount of load shedding. However, the load shedding should be 

employed along with other RCAs to prevent transient instability. 

2.4.4 Controlled islanding 

The islanding is mostly the last resort to prevent a power system from blackout following 

a large disturbance. In this process, a network will be separated into a number of islands, which 

have a minimal power imbalance. Since the created islands, compared to the whole system, are 
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smaller, they can be controlled easier, and it prevents instability propagation in the whole system. 

A sample islanding strategy is shown in the following figure to show and clarify the principle of 

islanding strategy. The most important issue in control islanding is separating non-coherent 

generators and preventing severe power fluctuation on transmission lines by switching off the best 

lines. Thus, the generator groups’ identification is a critical task in islanding problem. Despite 

identifying generator groups, which is an important issue in islanding, there are two main aspects 

of the islanding that need to be considered, “where to island and when to island?” Therefore, in 

this sub-section, different types of methods to identify coherent generators and the islanding 

methods are reviewed, respectively. 

 

Figure 2-10. Schematic to show the principle of controlled islanding, the Nordic power system is 

partitioned into 4 islands and coherent generators in each islands are colored using same color 

The generator groups’ identification is an important part of reduction techniques in the 

power system. In addition, it is necessary to implement an intentional islanding strategy [85]. 
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Coherent generator identification methods can be classified into two main categories: slow 

coherency identification and unstable generator grouping [24].  

The slow coherency-based methods are one of the most common strategies for generator 

grouping. In these methods, the generators that fluctuate together in low-frequency mode after a 

disturbance are known as coherent generators [86], [87]. They are usually based on rotor angles 

and generators’ angular speeds before exceeding the stability limits. For instance, principal 

component analysis (PCA) [88] and clustering techniques [89] are employed to extract the 

coherent generators based on slow coherency identification. Moreover, thanks to the artificial 

intelligence algorithms and PMUs for providing the real-time data, several research works have 

been carried out for the second category (i.e., unstable generator grouping). These types of methods 

extract the coherency patterns based on post-fault generators’ dynamic response after instability 

in an offline manner for a large set of scenarios. Then, they employed different learning 

approaches, such as DT [90], SVM [91], ANN [92], and quantile regression (QR) [24], for pattern 

prediction.  

As it is mentioned, the available time for performing RCAs is limited. Therefore, fast and 

accurate prediction of coherent generators is crucial for partitioning the power network accurately. 

Although lots of approaches have been proposed to tackle this problem, existing methods do not 

have a high accuracy [24]. Therefore, an accurate and fast prediction of coherent generators is one 

of the hottest research areas, which is evaluated and improved in this study. 

Finding the appropriate splitting points for intentional controlled islanding is inherently a 

large-scale optimization problem, and many approaches are proposed to solve this problem. 

Generally, these approaches based on objective function in optimization problems can be classified 

into two main groups: minimizing the power flow disruption and minimizing the power imbalance 

within islands [93]. Despite defining- the objective function, the islanding problem is a non-

deterministic polynomial-time hardness (NP-hard) problem, which means there is no general 

polynomial-time algorithm to find the optimal solution. In the following paragraphs, a review is 

performed on the existing methods that solve the islanding optimization problem.   

It is worth mentioning that a power network can be represented by an undirected connected 

and node-weighted graph 𝐺(𝑉, 𝐸,𝑊) [94]. Where 𝑉 is a set of nodes and represents the bus in a 
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power network, 𝐸 is the set of edges that describe the transmission lines in power systems, and 𝑊 

indicates the power injected into each node. The adjacency matrix of 𝐺 denote the connections 

between every two nodes. Therefore, the splitting problem using the graph theory is a search 

problem that tries to find which edges are best to cut while considering power flow disruption 

minimization, the operational constraints, and separating the non-coherent generators.  

In [95], a system splitting strategy based on graph theory is proposed using an ordered 

binary decision diagram (OBDD) algorithm. This algorithm searches the whole solution space and 

finds the best way to partition the network. In this regard, OBDD is performed to reduce the 

solution space, and then based on the power flow analysis, the best splitting strategy is selected. 

Reference [57] presented an islanding strategy considering power system restoration constraints, 

including black-start availability, generation capacity, and observability. This method minimized 

the power flow disruption using extended mixed-integer linear programming (MILP), one of the 

most effective methods that can directly find the islands with minimum power flow disruption. It 

only needs the coherent generators and the state of the power network. In addition, the islanding 

strategy is described as a graph partitioning problem in [96]. The unique graph-theoretic technique 

known as spectral clustering controlled islanding (SCCI) is proposed to solve this NP-hard 

problem. This method minimizes the power flow disruption while ensuring that each island 

consists of coherent generators and non-coherent generators are disconnected. Since the SCIC can 

only find the solution for problems with two islands, the recursive bisection is performed to solve 

the problem for cases with more than two islands. However, these methods are computationally 

demanding and are not practical in real power systems. In [93], the islanding problem is defined 

as a linear programming problem. First, a search space reduction is employed to reduce the 

complexity of the problem. It finds the trees with a minimum number of nodes and makes sure 

each tree connects all coherent generators. Then the other nodes are assigned to each tree based on 

operational constraints. Reference [97] is presented an OBDD-based method to find the splitting 

points considering transient stability constraints. It evaluated whether the determined islanding 

strategy is feasible and maintains system stability following a small disturbance or not. To do that, 

it determined a threshold value constraint (TVC) based on offline simulations and checked whether 

the transient stability constraint was satisfied by the splitting strategy or not.  
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Contrary to the above-mentioned methods, several research have been proposed to find the 

splitting point by minimizing the imbalance between generation and demand in each island. The 

main goal of these strategies is to minimize the amount of load shedding in each formed island. In 

[98], an optimization based on MILP is proposed to find the islands, amount of load shedding, and 

generator re-scheduling. These methods consist of two stages, including linear DC power flow to 

determine the islands and AC optimal load shedding to check the post islanding balance between 

load and generation in each island. It also evaluates the voltage profile after controlled islanding. 

In addition, the splitting strategy optimization is modeled as a MILP optimization problem [99]. 

These methods consider the connectivity and integrity of each island. Also, it evaluated the dis-

connectivity of every two islands based on graph theory. The objective function is to minimize the 

overall amount of load shedding. This method captured multiple optimal solutions, and users can 

select the appropriate islanding solution with different interests. In [100], a piecewise linear AC 

power flow is proposed in the islanding model to consider real and reactive power balance at the 

same time and provide a healthy voltage profile in each island. This linearization also reduces the 

computational burden in the optimization process significantly. Reference [101] developed a 

MILP formulation to find the islanding boundary by minimizing overall load shedding under 

catastrophic events. It linearized swing equations and evaluated frequency stability in resulted 

islands. Two Fictitious DC power flow is proposed to check the connectivity and dis-connectivity 

constraints. In addition, the MILP-based islanding is solved using the benders decomposition 

technique to reduce the computational time [102]. The transient stability constraints are derived 

offline using equal area criterion to be considered in controlled islanding optimization [103]. 

Mixed-integer non-linear programming (MINLP) is developed to model the islanding problem 

with transient stability constraints. Then a linearization is performed and converted the MINLP to 

MILP. This method minimizes the amount of load shedding and increases the stability margin in 

resulted islands [104]. 

2.5 Conclusion 

In this chapter, a review is performed to explain different types of transient stability 

assessment. Among existing methods, machine learning-based methods are very effective for real-

time applications due to their fast analysis capability [44]. Moreover, the four main states in a 

power network are introduced, and the appropriate control action in each state is discussed. Finally, 
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the RCAs are introduced, and the most practical RCAs to prevent transient stability are discussed 

in detail. Many studies have been done to propose an accurate and fast RCA for practical and real-

time applications in power systems. However, according to the commutation delays and fast 

dynamics of rotor angle oscillations, there is limited time to compute RCA. Therefore, in this 

thesis, RCA prediction is proposed to solve this issue. 
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3 MICRO MODEL STRATEGY AND SCENARIO 

GENERATION PROCESS 

3.1 Introduction 

As mentioned, transient instability occurs quickly, and it can lead to cascading outages or 

blackouts. The existing response-based RCAs might not be practical for those scenarios quickly 

evolving to transient instability due to communication delays and time limitations. In addition, the 

event-based methods might be unable to respond to unforeseen scenarios as only a limited number 

of contingencies are considered in their design. In this regard, the RCA prediction framework is 

proposed to prevent transient instability following a disturbance. Predicting RCAs for a large 

power network is a challenging problem. The designed RCA should be fast, accurate, and be able 

to deal with unforeseen scenarios appropriately. Therefore, to cover credible scenarios, reduce 

prediction complexities, and increase accuracy, a micro model strategy is employed in which 

independent models are built for each transmission line of the system. In this chapter, the principle 

of micro model strategy and bulk scenario generation process is discussed in detail. 

3.2 Micro model strategy  

The performance of data-driven methods strongly depends on the dataset and selected 

features. The previous data-driven methods in power systems, including transient stability 

prediction, coherency prediction, and critical generator prediction methods, generate a large 

number of scenarios for the whole power network and select a large number of attributes to 

improve the performance of their methods. This increases the training time and computational 

burden significantly. In addition, there are numerous coherency, critical generators, and RCA 

patterns for a large-scale power system that increases the size of solution space for machine 

learning engines. Therefore, the large set of candidate patterns increases the chance of choosing 

the wrong pattern and deteriorates prediction accuracy. A micro model strategy is employed to 

reduce the machine learning engine complexities and improve the prediction accuracy. 

In contrast to the previous methods, the proposed framework is designed for individual 

transmission lines separately, and specific scenarios are generated for individual lines. The main 

idea behind using the micro model strategy is to run the prediction modules for a much smaller 
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solution space by predicting among only a finite number of possible patterns. The post-fault 

dynamic behavior of each micro model set (MMS) follows a certain number of patterns. As a 

result, the micro model strategy eliminates considering all possible patterns related to all lines in 

a power system. This strategy makes it easier for the machine learning engine to predict the proper 

coherency, critical generators, and RCA patterns from a lower number of possible patterns. 

Parallel lines are modeled with only one MMS because, in post-fault conditions, each generator 

exhibits similar dynamic responses for either line. A small power network as a part of a larger 

power system is shown in figure 3-1 as an example. In this network, TL1-3 and TL*1-3 are 

considered as one MMS and evaluated using one framework. 

 

Figure 3-1. Schematic of micro model strategy for an example power network 

According to the micro model definition, there are four MMSs for the sample power 

network shown in figure 3-1. For example, the coherency patterns are extracted for this network. 

Assume that there are 13 coherency patterns for the whole network. However, each micro model 

has a few number of coherency patterns. In addition, one of the MMSs only has one coherency 

pattern, which means there is no need to design a coherency prediction module for that MMS. 

Therefore, generating the dataset for each MMS individually can reduce the solution space by only 

considering the finite possible pattern for that specific MMS. A comparison is shown in figure 3-

2 to clarify the application of the micro model strategy. For example, assume that a fault has 

occurred on MMS4, and the micro model strategy is not used. Similar to previous methods, the 

whole dataset is considered for finding the proper RCA in figure 3-2 (a). In this case, patterns 
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related to other MMSs (i.e., rectangles, triangles, and circles in figure 3-2) have a chance to be 

chosen. However, using the micro model strategy and considering a smaller solution space, the 

probability of choosing patterns related to other MMSs is zero, which significantly increases the 

accuracy. 

 

Figure 3-2. Schematic showing the difference between the coherency prediction module of (a) the 

existing method using the whole dataset predicting all patterns in one module and (b) the proposed 

framework employing the micro model strategy to reduce the solution space and improve the accuracy. 

It is worth noting that the micro model improves the feature selection process by only using 

the measured data from adjacent buses. For instance, a fault on TL1-3 more significantly affects 

G1 and G3 than G2. This can be mathematically modeled using a sensitivity matrix as follows:  

𝑆𝐺−𝐹 = [∆𝛿𝐺 ∆𝑉𝐺]𝑇 (1) 

∆𝛿𝐺𝑖(𝑋𝐹) = 𝛿𝐺𝑖
𝑝𝑜𝑠𝑡𝑓(𝑋𝐹) − 𝛿𝐺𝑖

𝑝𝑟𝑒𝑓(𝑋𝐹),    ∀𝑖 ∈ ΩG (2) 

∆𝑉𝐺𝑖(𝑋𝐹) = 𝑉𝐺𝑖
𝑝𝑜𝑠𝑡𝑓(𝑋𝐹) − 𝑉𝐺𝑖

𝑝𝑟𝑒𝑓(𝑋𝐹),    ∀𝑖 ∈ ΩG ,  𝑋𝐹 = {𝑘| 𝑘 𝜖 𝛺𝑇𝐿} (3) 

Using (1)-(3), the effective features (i.e., voltage angle and voltage magnitude of certain 

buses) for scenarios related to each transmission line are extracted and used to train the machine 

learning engines. The micro model strategy reduces the number of features by using the most 

effective features from adjacent buses for each MMS. 
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3.3 Bulk scenario generation  

In a dynamic study of a power system, many parameters such as load demand, power 

generation, network configuration, line power flows, location and duration of faults, types of 

contingencies, etc., are subject to change over time and affect real-time control and operation of 

the power system. For transient stability analysis, the main parameters are fault location, fault 

duration, system loading, and types of contingencies.  

Generally, there are three common types of contingencies in a power network including; 

1) fault occurs without any outage, 2) fault occurs while one element (i.e. transmission line, 

generator, or transformer) are not in service (N-1 contingency), and 3) fault occurs while two 

elements of power network are out of service (N-2 contingencies). The outages can occur because 

of periodic maintenance or operation failure. Although the occurrence of other types of 

contingencies (i.e., N-3, N-4, etc.) is possible, they happen in rare cases, and those types of 

contingencies are not considered in this study. In the scenario generation process, the cases include 

70%, 20%, and 10% for these three types of contingencies, respectively. Therefore, Line switching 

which always occur in power systems are considered in scenario generation process.  

As discussed, three parameters consist of fault time duration, fault location, and system 

loading, which have more impact on the transient stability study. Since the probability of 

occurring a fault on different parts of a transmission line locations is equal, the location of the 

fault on each transmission line is selected randomly based on a uniform distribution function 

in the scenario generation process (i.e., the fault can occur in different parts of the line from 

0.05 to 0.95 of line length). In contrast, other parameters, including fault duration time and 

system loading, are changed randomly based on the normal distribution function. The detail of 

the above-mentioned parameters range and share of cases in the scenario generation process 

for each MMS is illustrated in table 3-1. 

This research studies three networks, including the IEEE 9-bus system, IEEE 39-bus 

system, and 74-bus Nordic power network. Depending on the power network size, different 

number of scenarios are generated for each micro model for various networks.  

The number of scenarios are determined based on trial and error for each network to cover 

all possible patterns. Next, the number of MMS for each system is determined, and the scenario 
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generation process is performed for each network. In the following paragraphs, the studied 

networks are introduced. 

Table 3-1. Scenario generation process for individual micro model 

Parameters 

Share of cases 

involving fault 

without outage 

Share of cases 

involving fault with 

N-1 contingency 

Share of cases 

involving fault with 

N-2 contingency 

- Clearing time (30-350 ms) 

70 % 20 % 10 % - Loading (65-130%) 

- Fault location (0.05-0.95 pu) 

 

3.3.1 IEEE 9-bus system 

The IEEE 9-bus system has 3 generators, 6 transmission lines, 9 buses, and 3 loads. The 

single line diagram of this network is shown in figure 3-3. Since there is no parallel transmission 

line in this network, the number of MMS are equal to number of transmission lines. Therefore, 

there are 6 MMSs in this system. To cover credible scenarios for this network, 2000 cases are 

generated for each MMS. A six-order model is adopted for the synchronous generators. All of the 

generators are equipped with an automatic voltage regulator (AVR) of IEEET1 type, and an 

IEEEG1 governor. The π model is used for modeling the AC transmission lines.   

 

Figure 3-3. Single line diagram of IEEE 9-bus system 
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3.3.2 IEEE 39-bus system 

This power system is known as the New England system and consists of 39 buses, 10 

synchronous generators, 34 transmission lines, and 19 electrical loads. Similar to the 9-bus system, 

the IEEE 39-bus system does not have any parallel transmission line. Therefore, the 34 MMSs are 

considered for this network. Since this power system has more equipment to cover a plausible 

number of scenarios, more cases are generated for each micro model in this test system. For each 

MMS, 5000 cases are generated to cover credible scenarios. A six-order model is adopted for the 

generators. All generators are equipped with an automatic voltage regulator (AVR) of the IEEET1 

type, a power system stabilizer (PSS) of the IEEEST type, and an IEEEG1 governor. The π model 

is used for modeling the AC transmission lines. The single line diagram of the IEEE 39-bus system 

is depicted in the following figure. 

 

Figure 3-4. Schematic to show the single line diagram of IEEE 39-bus system 

3.3.3 74-bus Nordic power network 

As a real and large power network, a 74-bus Nordic power system is used in this study. 

This test system is comprises 20 synchronous generators, 74 buses, 52 transmission lines, and 24 

electrical loads. There are 15 pairs of parallel lines (i.e., 30 transmission lines). Due to the presence 
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of parallel lines, there are accordingly 37 MMSs. To cover the credible number of scenarios for 

each MMS, 6000 cases are generated in this test system. It is worth mentioning that the 6000 cases 

are generated for parallel lines together. A six-order model is adopted for the generators. All of the 

generators are equipped with an automatic voltage regulator (AVR) of the Benutzerdefiniete model 

and the Benutzerdefiniete governor. The π model is used for modeling the AC transmission lines.  

The following figure shows the single line diagram of the 74-bus Nordic power network.  

 

Figure 3-5. Single line diagram of 74-bus Nordic test system 
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The bulk scenarios are generated for the aforementioned power networks based on the 

micro model strategy. The scenarios are generated through DIgSILENT Programming Language 

(DPL) commands. It is worth mentioning that the full dynamic of power systems is considered in 

the scenario generation process using DIgSILENT PowerFactory software. The following table 

describes the scenario generation for three studied networks.   

It is worth noting that different number of scenarios are generated for individual MMS in 

each power system depending on the size of the network. The exact number are determined based 

on trial and error. According to this method the generated scenarios can cover all possible patterns 

for each micro model in each power system. 

Table 3-2. Summary of scenario generation process for studied network 

Test System 
Number 

of MMSs 

Number of scenarios 

for each MMS 

Total number of 

generated scenarios 

Simulation time for 

data generation 

IEEE 9-bus 6 2000 12000 ~ 2 days 

IEEE 39-bus 34 5000 170000 ~ 20 days 

74-bus Nordic 37 6000 222000 ~ 32 days 

 

3.4 Conclusion 

In this chapter, the principle of the proposed micro model strategy is explained in detail. 

Moreover, the scenario generation process is discussed, which is the first stage for implementing 

data-driven methods. The strategy to change system parameters and cover credible scenarios are 

explained. Three power systems, including IEEE 9-bus, IEEE 39-bus, and 74-bus Nordic Network, 

are employed as test systems. Finally, the utilized software to generate datasets and the simulation 

time for bulk scenario generation is illustrated. In the following chapters, two novel frameworks 

for RCA prediction are proposed based on the micro model strategy.  
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4 MACHINE LEARNING-BASED CONTROLLED ISLANDING 

AND LOAD SHEDDING PREDICTION TO PREVENT 

POWER SYSTEM TRANSINET INSTABILITY USING WIDE-

AREA MEASUREMENTS  

4.1 Introduction 

A novel RCA prediction framework is proposed in this chapter to address the drawbacks 

of existing methods. The proposed framework consists of three main modules, including transient 

stability prediction, coherency prediction, and RCA prediction, designed for each set of micro 

model. A combination of controlled islanding and load shedding is considered as RCA to stabilize 

unstable scenarios. An efficient classifier is employed in all three modules to enhance the 

prediction accuracy. The proposed framework is able to predict load shedding and islanding 

pattern following an instability prediction in a reasonable amount of time, which is necessarily 

shorter than the available time to prevent instability and perpetuate system integrity. Moreover, an 

efficient classifier is designed in all three modules to enhance the prediction accuracy. Finally, the 

effectiveness of the proposed framework is tested via the IEEE 39-bus system and the 74-bus 

Nordic power network. 

4.2 Methodology 

The proposed framework have two stages: 1) offline calculation and optimization to train 

machine learning modules, and 2) online prediction. The offline stage involves determining the 

stability status, identifying coherency patterns, and extracting optimal islanding patterns and load 

shedding patterns in an offline manner. Using the generated dataset for each MMS, three different 

modules are trained by machine learning engines. In the online stage, the coherency pattern is 

predicted following an instability prediction. Next, based on the generator groups the proper RCA 

(i.e. islanding boundaries and load shedding) is predicted. The schematic of the proposed 

framework is depicted in figure 4-1. The details of the classification method and three prediction 

modules are presented in the following subsections.  
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Figure 4-1, Schematic of the proposed framework 

4.2.1 Offline training stage  

In this part, the offline training process of the machine learning models used in all 

prediction modules of the framework is explained. An ANN-based collaborative binary-real 

differential evolution (CBRDE) [104] is employed, and the Levenberg-Marquardt (LM) algorithm 

[105] is utilized for fine-tuning of ANN weights for the machine learning models related to all 

prediction modules in the proposed framework.  

The binary deferential evolution (binary-DE) is developed to evolve the network structure, 

and a real-DE is presented to optimize the weights and bias of the neural network, which is called 

collaborative binary-real differential evolution (CBRDE).  ANN has two main parts, network 

structure, which includes the number of hidden nodes, and connections including bias and weights. 

Network connections are encoded by binary string, and weights are encoded by real values because 

this encoding method improves both network evolution and weight adaption. Despite the number 

of input and output neurons that are problem dependent, the hidden neurons are user-specified and 

denoted as 𝑀𝐽. In ANN, the network structure depends on the number of hidden neurons in the 

hidden layer and connections between input and output neurons with hidden neurons. The activity 

status of hidden neurons is shown with a binary string 𝑆, which is 0 or 1 and the string length is 

the number of hidden neurons 𝑀𝐽. 
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Assume a three layer ANN with 𝐼 input neurons, 𝐽 hidden neurons, and 𝐾 output neurons.  

𝑊1 = (𝑤𝑖𝑗
1 )𝐼∗𝑀𝐽 (1.4) 

𝐵1 = (𝑏1𝑗)𝑀𝐽∗1 (2.4) 

𝑊2 = (𝑤𝑗𝑘
2 )𝑀𝐽∗𝐾 (3.4) 

𝐵2 = (𝑏2𝑗)𝐾∗1 (4.4) 

𝑊 = {𝑊1, 𝐵1,𝑊2,𝐵2} (5.4) 

Where 𝑊1, 𝐵1,𝑊2, 𝑎𝑛𝑑 𝐵2  are weight matrix between input layer and hidden layer, bias 

vector in hidden layer, weight matrix between hidden layer and output layer, and bias vector in 

output layer. Also, 𝑊is connection weight set with dimension of 𝑀𝐷 = 𝐼 ∗ 𝑀𝐽 + 𝑀𝐽 + 𝑀𝐽 ∗ 𝐾 +

𝐾. Thus each ANN can be represented with equation (6.4) which NP is population size. In the 

following figure, the structure of the implemented ANN is illustrated. 

𝐴𝑁𝑁𝑙(𝑡) = {𝑆𝑙,𝑊𝑙}     𝑙 = 1, 2, … ,𝑁𝑃 (6.4) 

 

Figure 4-2. Schematic to show the structure of employed ANN 

So far, mixed-coding scheme is introduced. In the following, the other parts of CBRDE is 

discussed in detail. First one is fitness value. The Normalized Mean Squared Error on training data 

set is used as fitness function. For the lth network the fitness value is computed as follows. 
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Consider𝑋𝑃 = [𝑥𝑝1, 𝑥𝑝2, … , 𝑥𝑝𝑙]
𝑇
,𝐻𝑝

𝑙 = [ℎ𝑝1
𝑙 , ℎ𝑝2

𝑙 , … , ℎ𝑝𝐽
𝑙 ]

𝑇
, 𝑂𝑝

𝑙 = [𝑜𝑝1
𝑙 , 𝑜𝑝2

𝑙 , … , 𝑜𝑝𝐾
𝑙 ]

𝑇
as training 

set, output vector from hidden layer, and output vector from output layer respectively which are 

computed by the following equations. 

𝐻𝑝
𝑙 = 𝑓1(𝐷

𝑙 ∗ (𝑊1
𝑙)𝑇 ∗ 𝑋𝑝 + 𝐷𝑙 ∗ 𝐵1

𝑙) (7.4) 

𝑂𝑝
𝑙 = 𝑓2((𝑊2

𝑙)𝑇 ∗ 𝐷𝑙 ∗ 𝐻𝑝
𝑙 + 𝐵2

𝑙 ) (8.4) 

𝑓1(𝑥) =
1

1 + exp (−𝑥)
 (9.4) 

𝑓2(𝑥) = 𝑥 (10.4) 

Where 𝐷𝑙 = 𝑑𝑖𝑎𝑔(𝑆𝑙) i.e. diagonal 𝑀𝐽 ∗ 𝑀𝐽 matrix. The fitness value for 𝑙𝑡ℎ ANN 

network is computed by equation (11.4).  

𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝐴𝑁𝑁𝑙) =
1

𝑃𝐾
∑ ∑(𝑦𝑝𝑘 − 𝑂𝑝𝑘

𝑙 )2

𝐾

𝑘=1

𝑃

𝑝=1

 (11.4) 

Where 𝑌𝑝 = [𝑦𝑝1, 𝑦𝑝2, … , 𝑦𝑝𝑘]
𝑇
 the expected output of input pattern p and P is the number 

of training set examples. The second step is initialization of population. In this regard, NP 

individual networks generate such as 𝐴𝑁𝑁1(0), 𝐴𝑁𝑁2(0),… , 𝐴𝑁𝑁𝑁𝑃(0) so that  

𝐴𝑁𝑁𝑙(0) = {𝑆𝑙(0),𝑊𝑙(0)} 𝑓𝑜𝑟 𝑙 = 1,2, … ,𝑁𝑃 (12.4) 

𝑆𝑙(0) = 𝑟𝑜𝑢𝑛𝑑(𝑟𝑎𝑛𝑑(1,𝑀𝐽)) (13.4) 

𝑊𝑙(0) = −𝑜𝑛𝑒𝑠(1,𝑀𝐷) + 2 ∗ 𝑟𝑎𝑛𝑑(1,𝑀𝐷) (14.4) 

The third stage of CBRDE is mutation. Assume 𝑙𝑡ℎindividual network at generation t 

be 𝐴𝑁𝑁𝑙(𝑡) = {𝑆𝑙(𝑡),𝑊𝑙(𝑡)}. A mutant network is represented as 𝐴𝑁𝑁𝑚
𝑙 (𝑡) =

{𝑀𝑆𝑙(𝑡),𝑀𝑊𝑙(𝑡)} and 𝑀𝑆𝑙(𝑡),𝑀𝑊𝑙(𝑡) are calculated by following equations if𝑟𝑎𝑛𝑑(0,1) >

0.5. 

𝑀𝑆𝑙(𝑡) = 𝑆𝑙(𝑡)  ⊕ (⌈𝐹 ∗ (𝑆𝑟1(𝑡) − 𝑆𝑙(𝑡))⌉ ⊕ ⌈𝐹 ∗ (𝑆𝑟2(𝑡) − 𝑆𝑟3(𝑡))⌉) (15.4) 

𝑀𝑊𝑙(𝑡) = 𝑊𝑙(𝑡) +  𝐹 ∗ (𝑊𝑟1(𝑡) − 𝑊𝑙(𝑡)) +  𝐹 ∗ (𝑊𝑟2(𝑡) − 𝑊𝑟3(𝑡))) (16.4) 
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Otherwise 

𝑀𝑆𝑙(𝑡) = 𝑆𝑟1(𝑡)  ⊕ ⌈𝐹 ∗ (𝑆𝑟2(𝑡) − 𝑆𝑟3(𝑡))⌉ (17.4) 

𝑀𝑊𝑙(𝑡) = 𝑊𝑟1(𝑡) + 𝐹 ∗ (𝑊𝑟2(𝑡) − 𝑊𝑟3(𝑡)) (18.4) 

Where ⌈ ⌉is ceil function and it rounds toward infinity. Also, ⊕ is XOR operator. Also, 

𝐹 ∈ (0,1) is the scaling factor and 𝑟1, 𝑟2, 𝑟3 are the mutually different integers randomly chosen 

from[1, 𝑁𝑃]\𝑙. The next part of CBRDE method is crossover. The individual network is combined 

the mutated network using the following hybrid scheme to generate the trial network 𝐴𝑁𝑁𝑐
𝑙(𝑡) =

{𝐶𝑆𝑙(𝑡), 𝐶𝑊𝑙(𝑡)} where𝐶𝑆𝑙(𝑡) = [𝑐𝑠1
𝑙 , 𝑐𝑠2

𝑙 , … , 𝑐𝑠𝑀𝐽
𝑙 ], 𝐶𝑊𝑙(𝑡) [𝑐𝑤1

𝑙(𝑡), 𝑐𝑤2
𝑙(𝑡), … , 𝑐𝑤𝑀𝐷

𝑙 (𝑡)] DE 

crossover plays a vital role for generating offspring individuals in the NP − 1 individuals in hybrid 

crossover. This offspring will be generated by the subsequent equations. 

𝑐𝑠𝑗
𝑙(𝑡) = {

𝑚𝑠𝑗
𝑙(𝑡), 𝑖𝑓 𝑟𝑗 ≤ 𝐶𝑅 𝑜𝑟 𝑗 = 𝑟𝑛(𝑗)

𝑠𝑗
𝑙(𝑡),                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

      𝑓𝑜𝑟 𝑗 = 1,2, … ,𝑀𝐽 19.2 

𝑐𝑤𝑘
𝑙 (𝑡) = {

𝑚𝑤𝑘
𝑙 (𝑡), 𝑖𝑓 𝑟𝑘 ≤ 𝐶𝑅 𝑜𝑟 𝑘 = 𝑟𝑛(𝑗)

𝑤𝑘
𝑙 (𝑡),                          𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

      𝑓𝑜𝑟 𝑘 = 1,2, … ,𝑀𝐷 
20.2 

Where 𝑟𝑗 , 𝑟𝑘 ∈ (0,1) are random numbers; 𝑟𝑛(𝑗) ∈ [1,𝑀𝐽] and 𝑟𝑛(𝑘) ∈ [1,𝑀𝐷] are 

integer random numbers. The CR is a crossover probability constant which is belong to 

(0,1)interval. 𝑚𝑠𝑗
𝑙(𝑡)and 𝑠𝑗

𝑙(𝑡) are the 𝑗𝑡ℎ component of the vectors 𝑀𝑆𝑙(𝑡) and 𝑆𝑙(𝑡) 

respectively. Also, 𝑚𝑤𝑘
𝑙 (𝑡)and 𝑤𝑘

𝑙 (𝑡) are the 𝑘𝑡ℎelements of the vectors 𝑀𝑊𝑙(𝑡) and 𝑊𝑙(𝑡) 

respectively. The last part of the CBRDE algorithm is best network selection. According to fitness 

value, the subsequent generation 𝐴𝑁𝑁𝑙(𝑡 + 1) = {𝑆𝑙(𝑡 + 1),𝑊𝑙(𝑡 + 1)} is selected from the 

target network 𝐴𝑁𝑁𝑙(𝑡) = {𝑆𝑙(𝑡),𝑊𝑙(𝑡)} and the trial network𝐴𝑁𝑁𝑐
𝑙(𝑡) = {𝐶𝑆𝑙(𝑡), 𝐶𝑊𝑙(𝑡)}. If 

the𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝐴𝑁𝑁𝑐
𝑙(𝑡)) < 𝑓𝑖𝑡𝑛𝑒𝑠𝑠(𝐴𝑁𝑁𝑙(𝑡))then𝑆𝑙(𝑡 + 1) = 𝐶𝑆𝑙(𝑡)and𝑊𝑙(𝑡 + 1) = 𝐶𝑊𝑙(𝑡). 

Otherwise, 𝑆𝑙(𝑡 + 1) = 𝑆𝑙(𝑡)and𝑊𝑙(𝑡 + 1) = 𝑊𝑙(𝑡). 

Until now, The CBRDE is introduced in detail, in the following paragraphs two stage 

training algorithm based on CBRDE and LM method is discussed comprehensively and the 

flowchart of this algorithm is represented. Since the CBRDE method is working based on local 

search, to improve local search capability this method is combined with LM backpropagation 

algorithm. According to the introduced CBRDE, the architecture and weights of AFNN are 
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optimized simultaneously. In the second stage LM backpropagation algorithm is adopted for fine-

tuning the ANN weights. Two stop criteria has considered for this algorithm: 1) when a given MSE 

accuracy value 휀 is achieved; 2) the number of iteration specified by users is reached. In the 

following flowchart the algorithm has represented. When the generation t reaches a constant 

𝑚𝑎𝑥𝐺, CBRDE stops and LM start with the best weights output by CBRDE as initial weights. LM 

method optimize and refine connection weights until stopping criteria reaches.  

 

Figure 4-3. Flowchart to illustrate the employed CBRDE-LM ANN 

The dataset and machine learning models can be updated periodically to cover new system 

upgrades (e.g., generation retirement, new generation interconnection, and building new 

transmission lines) to improve the performance and accuracy of the framework. Details of the 

modules and their classification algorithms are discussed in the next sections.  

4.2.2 Transient stability prediction module 

In normal operation conditions, the system is operated at a stable point, and there is a 

balance between electrical power (𝑃𝑒) and the mechanical power (𝑃𝑚) of generators. According to 

swing equations (21.4)-(22.4), the rotor angles of generators (𝛿) remain constant in the normal 

state of the power system.  
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𝑀𝑖 ∗
𝑑2𝛿𝑖

𝑑𝑡2
= 𝑃𝑚𝑖

− 𝑃𝑒𝑖
   𝑖 = 1,2, … ,𝑁𝐺  (21.4) 

𝑑𝛿𝑖

𝑑𝑡
= 𝑤𝑖 − 𝑤𝑠 (22.4) 

When a disturbance occurs in a power system, the balance between the electrical and 

mechanical power of generators is disrupted. Following the sudden imbalance between 𝑃𝑒 and 𝑃𝑚, 

generators start to release/absorb kinetic energy and decelerate/accelerate. If all generators are able 

to damp and absorb this energy, the power system remains stable. The transient stability criterion 

in [106] is adopted to identify the power system’s stability status in this study. The transient 

stability index (𝛾𝑘) is defined as follows. 

𝛾𝑘 =
2𝜋 − ∆𝛿𝑘

𝑚𝑎𝑥

2𝜋 + ∆𝛿𝑘
𝑚𝑎𝑥 (23.4) 

If 𝛾𝑘 is positive (i.e., 𝛾𝑘 > 0), the system is considered stable; if 𝛾𝑘 is negative (i.e., 𝛾𝑘 <

0), the system is considered unstable. A sample of stable and unstable scenarios is depicted in the 

following figure.  

 

Figure 4-4. A sample scenario to show the differences between stable and unstable scenarios in IEEE 39-

bus system (a) rotor angles of generators for a stable scenario, (b) rotor angles of generators for unstable 

scenario 
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Note that the instability moment can be determined using (23.4). In the offline simulations, 

𝛾𝑘 is calculated for each time step after fault clearance. The instability moment 𝑡𝑖𝑛𝑠 is the first 

moment when 𝛾𝑘 < 0. All scenarios related to line 𝑖𝑗 are labeled 0 and 1 for stable and unstable 

cases, respectively.  

According to the scenario generation process, the bulk scenario is generated for each micro 

model. Also, the stability status of each scenario is determined based on the defined criteria in 

(23.4). Based on the trained machine learning model for the offline dataset, the stability status of 

any new fault scenario can be predicted. Therefore, the stability prediction problem is converted 

into a supervised learning binary classification problem that can be solved by the utilized classifier. 

If a fault scenario is predicted as “unstable,” the trigger signal will be sent to the next modules to 

predict the coherency pattern and appropriate RCAs. 

4.2.3 Coherency prediction module 

The generators of a stable power system operate synchronously as one coherent group in 

normal operating conditions. Following a large disturbance and in unstable conditions, the 

generators tend to oscillate against each other in the form of several coherent groups. Identifying 

coherent generators to perform an accurate RCA is necessary. Contrary to the previous methods 

that use slow coherency or rotor angles at the end of the simulation time to identify generator 

groups, in this module, the coherency patterns are identified based on the rotor angles of generators 

at the instability moment. The instability moment is the first instant that the 𝛾𝑘 < 0. Depending on 

the moment used for coherency pattern identification, a different number of coherency patterns 

can be extracted.  It is obvious generator groups vary with time. For example, a random unstable 

scenario in the IEEE-39 bus system is depicted in the following figure.  

 

Figure 4-5. An unstable scenario to show the variation of number of coherency patterns over time 
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The moment employed to identify coherent generators is really important, and it totally 

affects the RCA module. The more number of generator groups leads to more costly RCA (i.e., an 

extra amount of load shedding) and also costly restoration process. The goal of the proposed 

framework is to minimize the number of coherent groups and thereby the number of resulting 

islands to optimize RCA. The RCA scheme design depends on the number of coherent groups and 

the moments employed to identify coherent generators. Optimal RCA is determined by identifying 

coherency patterns close to the time when a power network loses synchronism. According to the 

instability moment definition, the maximum difference between rotor angles is slightly greater 

than 2𝜋 radians at the instability moment [13], [106]. In a network with N generators, the 

maximum and minimum angles and the maximum difference between rotor angles at the instability 

moment are defined as follows: 

𝛿𝑚𝑎𝑥(𝑡𝑖𝑛𝑠) = max(𝛿1, 𝛿2, … , 𝛿𝑁)𝑡=𝑡𝑖𝑛𝑠
 (24.4) 

𝛿𝑚𝑖𝑛(𝑡𝑖𝑛𝑠) = min(𝛿1, 𝛿2, … , 𝛿𝑁)𝑡=𝑡𝑖𝑛𝑠
 (25.4) 

𝛿𝑚𝑎𝑥(𝑡𝑖𝑛𝑠) − 𝛿𝑚𝑖𝑛(𝑡𝑖𝑛𝑠) = 2𝜋 + 휀 (26.4) 

where 휀 is a small positive number. According to the coherency concept, the rotor angle 

difference of generators in the same coherency groups is less than 180 degrees (π radians) at the 

instability moment. Assuming there exists a case with four coherency groups at the instability 

moment, the maximum angle difference should be at least 540 degrees (3π radians), which is in 

contradiction to the instability moment definition. Therefore, the initial assumption of having four 

or more coherency groups at the instability moment must be false, and hence there exist only two 

or, in rare cases three coherency groups (i.e., one group around 180°, one group around 0° degrees, 

and the third group around -180°) at the instability moment which proves the claim. Assuming 

there are three generators in a specific case and at the instability moment, there is a generator (i.e., 

G3) with a rotor angle of the following value.  

𝛿3(𝑡𝑖𝑛𝑠) =
𝛿1(𝑡𝑖𝑛𝑠) + 𝛿2(𝑡𝑖𝑛𝑠)

2
 

 

(27.4) 

In this case, the angle difference between any two generators may be exactly 180 degrees. 

In other words, having three groups at the instability moment is possible. With this respect, the 
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number of coherent generator groups is two or three at the instability moment, as shown in the 

following figure. 

 

Figure 4-6. Coherent groups of generators at the instability moment: (a) two groups and (b) three groups 

To extract the coherency patterns, an algorithm based on K-means is employed. According 

to the proposed algorithm, K-means for three groups of generators is applied first. Then, cluster 

centers are iteratively updated to the means of the rotor angle data points assigned to them. If the 

electrical distance between the centers of the three groups meets the criteria, the number of 

coherent generator groups remains at three; otherwise, K-means for two groups is simulated, and 

the generators are classified into two coherent groups. The flowchart of the proposed algorithm to 

identify coherent generators for each unstable scenario in an offline manner is illustrated in the 

figure below. 
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Figure 4-7. The flowchart of proposed coherency identification method 

Using the proposed algorithm, the minimum number of coherency pattern for each unstable 

scenario related to each micro model is determined in an offline fashion. The introduced classifier 

is employed for each micro model to predict the coherency patterns. It is worth mentioning that 

the micro model strategy simplifies coherency prediction and increases the overall accuracy by 

classifying the transmission lines. Since some transmission lines only have one coherency pattern 

and according to the micro model strategy definition, transmission lines are classified into two 

groups: critical and non-critical. The following equations determine the criticality of each 

transmission line. 

𝑀𝑖𝑗 =
𝑁𝑖𝑗

𝑈  

𝑁𝑖𝑗
𝑆 × ⌈

𝑁𝑖𝑗
𝐶𝑃 − 1

𝑁𝑖𝑗
𝐶𝑃 + 1

⌉ × 100 (28.4) 

𝐿𝐶𝑖𝑗 = {
1     𝑀𝑖𝑗 ≠ 0

0     𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
 (29.4) 

where ⌈•⌉ represents the ceil function and zero and one represent non-critical and critical 

lines, respectively. 𝑀𝑖𝑗 is a criterion that determines the criticality of lines and also specifies the 

percentage of unstable cases for critical lines. 𝑁𝑖𝑗
𝑈, 𝑁𝑖𝑗

𝑆 , and 𝑁𝑖𝑗
𝐶𝑃 , are number of unstable cases, 

number of generated cases, and number of coherency patterns for line ij, respectively. Those lines 
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without unstable cases or with only one coherency pattern are considered non-critical lines. Based 

on the defined criteria, non-critical lines clearly have only one coherency pattern, and once an 

unstable scenario is predicted for them, the proper RCA can be directly predicted according to 

their coherency patterns. Therefore, the micro model strategy and line categorization solve a big 

challenge in predicting coherency for non-critical lines and improve the accuracy of coherency 

prediction for critical lines. The pre-fault and post-fault voltage values of generator terminals are 

fed into the designed classifier as input to predict the coherency patterns for critical lines. In 

addition, the determined coherency patterns are considered as output. Therefore, the coherency 

prediction module for each micro model is converted to a multi-class classification problem.  

To sum it up, when a fault occurs on a transmission line, and the stability prediction module 

predicts the status of the scenario as “unstable,” the coherency prediction module predicts the 

coherency pattern for all critical lines in real-time. As it is mentioned, non-critical lines have only 

one coherency pattern; thus, no coherency prediction is needed for these lines, and the only existing 

coherency pattern is sent to the RCA prediction module. 

4.2.4 Remedial control action prediction module 

In this module, the proper RCA is predicted for any new unstable fault scenario identified 

by the first module and based on the coherency pattern predicted by the second module. In this 

study, a combination of controlled islanding and load shedding is considered as the RCA. To 

predict RCA, proper RCA should be calculated for each unstable scenario in the offline process. 

RCA calculation inherently is an optimization problem that optimally determines the appropriate 

RCAs based on the input fault scenario with computational time on the order of hundreds of 

milliseconds to a few seconds depending on the optimization methods and the size of the power 

network [93], [98]. In this study, a mixed-integer linear programming (MILP) model is utilized to 

determine the optimal RCA. The splitting points, generation changes, and amounts of load 

shedding can be obtained by solving an optimization problem. The goal of the objective function 

is to minimize the total amount of load shedding and the total number of line switches. The 

objective function is given by the following equation. 

min( ∑ 𝛼𝑖∆𝑃𝑖
𝑠ℎ𝑒𝑑

𝑖 ∈ Ω𝐿

+ ∑ 𝑅𝐶𝑖(∆𝑃𝑔𝑖
+ + ∆𝑃𝑔𝑖

−)

 𝑖 ∈ Ω𝐺

+ ∑ ∑ 𝛽𝑖𝑗𝑈𝑖𝑗

 𝑗 ∈ Ω𝐵 𝑖 ∈ Ω𝐵

) (30.4) 
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Where ΩL, Ω𝐺, and Ω𝐵represent the set of loads, set of generators, and set of buses, 

respectively. Also, 𝛼𝑖 and 𝛽𝑖𝑗 are penalty factors for load shedding at bus i, and switching line ij, 

respectively. The ∆𝑃𝑖
𝑠ℎ𝑒𝑑and ∆𝑃𝐺𝑖

+/−
 indicate load shedding at bus i, and generation 

increment/decrement of generator i after islanding. The 𝑅𝐶𝑖 parameter is a specific amount for 

each generator, which is the primary response of a generator to a contingency. When a line is 

switched off, the corresponding binary variable is 1 (i.e., 𝑈𝑖𝑗 = 1), and otherwise 0 (i.e., 𝑈𝑖𝑗 = 0). 

To consider the dynamic model of generators, the swing equations related to the response 

of generators to the contingency are considered in the optimization problem. The power swing 

equations are integrated into optimization problem by the following equations. 

𝑀𝑖�̈�𝑖 + 𝐷𝑖�̇�𝑖 = 𝑃𝑚𝑖
− 𝑃𝑒𝑖

      𝑖 ∈  Ω𝐺  (31.4) 

𝑃𝑒𝑖
= 𝐸𝑖 ∙ ∑ 𝑌𝑖𝑗 ∙ 𝐸𝑗cos (𝜃𝑖 − 𝜃𝑗)

𝑗∈𝛺𝐺

 (32.4) 

�̇�𝑖 = 𝜔𝑖 − 𝜔0 (33.4) 

These equations are discretized using the trapezoidal rule as follows. The 𝑛 and ℎ indicate 

the discretization step counter and discretization time step, respectively. 

𝑀𝑖(𝜔𝑖
𝑛+1 − 𝜔𝑖

𝑛) + 𝐷𝑖(𝛿𝑖
𝑛+1 − 𝛿𝑖

𝑛) =
ℎ

2
∙ (𝑃𝑚𝑖

− ∑ 𝑃𝑒𝑖
𝑛+1

𝑖∈𝛺𝐵

+ 𝑃𝑚𝑖
− ∑ 𝑃𝑒𝑖

𝑛

𝑖∈𝛺𝐵

)  ∀𝑖 ∈ 𝛺𝐺  (34.4) 

𝛿𝑖
𝑛+1 − 𝛿𝑖

𝑛 =
ℎ

2
(𝜔𝑖

𝑛+1 − 𝜔0 + 𝜔𝑖
𝑛 − 𝜔0) (35.4) 

To check the transient stability condition after islanding the below criteria should be 

satisfied for each island.  

|𝛿𝑖
𝑘 − 𝛿𝑗

𝑘| ≤ 2п     ∀𝑖, 𝑗 ∈ 𝛺𝐺 (36.4) 

Since the DC power flow is ignoring the reactive power and voltage, the AC power flow 

equations are included in the optimization problem. Also, the AC power flow equations are 

linearized using Taylor series and the obtained results are included in the optimization problem. 

𝑃𝑖𝑗 = 𝑉𝑖 ∗ 𝑉𝑗 ∗ (𝐺𝑖𝑗 ∗ 𝐶𝑜𝑠𝛿𝑖𝑗 + 𝐵𝑖𝑗 ∗ 𝑆𝑖𝑛𝛿𝑖𝑗) − 𝑉𝑖
2 ∗ 𝐺𝑖𝑗 (37.4) 
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𝑄𝑖𝑗 = 𝑉𝑖 ∗ 𝑉𝑗 ∗ (𝐺𝑖𝑗 ∗ 𝑆𝑖𝑛𝛿𝑖𝑗 − 𝐵𝑖𝑗 ∗ 𝐶𝑜𝑠𝛿𝑖𝑗) + 𝑉𝑖
2 ∗ (𝐵𝑖𝑗 −

𝐵𝑖𝑗
𝑠ℎ

2
) (38.4) 

𝑃𝑖𝑗 = 𝐺𝑖𝑗 ∗ (𝑉𝑖 + 𝑉𝑗 − 1) + 𝐵𝑖𝑗 ∗ 𝛿𝑖𝑗 + 𝐺𝑖𝑗 ∗ (1 − 2 ∗ 𝑉𝑖) (39.4) 

𝑄𝑖𝑗 = 𝐺𝑖𝑗 ∗ 𝛿𝑖𝑗 − 𝐵𝑖𝑗 ∗ (𝑉𝑖 + 𝑉𝑗 − 1) + (2 ∗ 𝑉𝑖 − 1) ∗ (𝐵𝑖𝑗 −
𝐵𝑖𝑗

𝑠ℎ

2
) (40.4) 

Note that, after islanding the voltage and angle differences should be close to normal 

operating conditions which means (𝑉𝑖 = 𝑉𝑗 ≈ 1, 𝛿𝑖𝑗 ≈ 0). Active and reactive power balance 

equations for each bus are given Equations (41.4)-(43.4). 

∑ 𝑃𝑖𝑗 = (

𝑁𝐵𝑢𝑠

𝑗=1

𝑃𝑔𝑖
0 + ∆𝑃𝑔𝑖

+ − ∆𝑃𝑔𝑖
−) − (𝑃𝑑𝑖 − ∆𝑃𝑑𝑖

𝑠ℎ𝑒𝑑) (41.4) 

∑ 𝑄𝑖𝑗 = (

𝑁𝐵𝑢𝑠

𝑗=1

𝑄𝑔𝑖
0 + ∆𝑄𝑔𝑖

+ − ∆𝑄𝑔𝑖
−) − (𝑄𝑑𝑖 − ∆𝑄𝑑𝑖

𝑠ℎ𝑒𝑑) (42.4) 

∆𝑄𝑑𝑖
𝑠ℎ𝑒𝑑 = ∆𝑃𝑑𝑖

𝑠ℎ𝑒𝑑 ∗ 𝑡𝑎𝑛𝜑𝑖  (43.4) 

Considering line switching status, the new power flow equation is as follow 

𝑃𝑖𝑗 = 𝐺𝑖𝑗 ∗ (𝑉𝑖 + 𝑉𝑗 − 1) + 𝐵𝑖𝑗 ∗ 𝛿𝑖𝑗 + 𝐺𝑖𝑗 ∗ (1 − 2 ∗ 𝑉𝑖) ∗ 𝑈𝑖𝑗 (44.4) 

The new equation need to be linearized. To achieve this goal, an auxiliary variable 𝑃𝑖𝑗
𝑓
 is 

defined. According to this, the power balance equations are such as: 

𝑃𝑖𝑗
𝑓

= (𝐺𝑖𝑗 ∗ (𝑉𝑖 + 𝑉𝑗 − 1) + 𝐵𝑖𝑗 ∗ 𝛿𝑖𝑗 + 𝐺𝑖𝑗 ∗ (1 − 2 ∗ 𝑉𝑖)) (45.4) 

−𝑀 ∗ (1 − 𝑈𝑖𝑗) ≤ 𝑃𝑖𝑗 − 𝑃𝑖𝑗
𝑓

≤ 𝑀 ∗ (1 − 𝑈𝑖𝑗) (46.4) 

−𝑃𝑖𝑗
𝑚𝑎𝑥 ∗ 𝑈𝑖𝑗 ≤ 𝑃𝑖𝑗 ≤ 𝑃𝑖𝑗

𝑚𝑎𝑥 ∗ 𝑈𝑖𝑗 (47.4) 

Where 𝑀is a large number, the similar equations can be written for reactive balance. The 

operational constraints are given by: 

0 ≤ ∆𝑃𝑔𝑖
+ ≤ ∆𝑃𝑔𝑖

𝑚𝑎𝑥+          𝑖 ∈ 𝛺𝑔 (48.4) 

0 ≤ ∆𝑃𝑔𝑖
− ≤ ∆𝑃𝑔𝑖

𝑚𝑎𝑥−          𝑖 ∈ 𝛺𝑔 (49.4) 
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0 ≤ ∆𝑄𝑔𝑖
+ ≤ ∆𝑄𝑔𝑖

𝑚𝑎𝑥+          𝑖 ∈ 𝛺𝑔 (50.4) 

0 ≤ ∆𝑄𝑔𝑖
− ≤ ∆𝑄𝑔𝑖

𝑚𝑎𝑥−          𝑖 ∈ 𝛺𝑔 (51.4) 

𝑉𝑖
𝑚𝑖𝑛 ≤ 𝑉𝑖 ≤ 𝑉𝑖

𝑚𝑎𝑥                   𝑖 ∈  𝛺𝑏 (52.4) 

To check the connectivity of each island and dis-connectivity of different islands, four constraints 

are added to the optimization problem. In this regard, the 𝑁𝑏𝑢𝑠 × 𝑁𝑏𝑢𝑠 adjacency matrix is formed 

for the islanded network. A new matrix 𝐴𝑐𝑜𝑛−𝑑𝑖𝑠 is defined. For example, for two islands with N 

and M coherent generators in each island, respectively, 𝐴𝑐𝑜𝑛−𝑑𝑖𝑠 can be represented in the 

following form: 

𝐴𝑁𝐺×𝑁𝐺

𝑐𝑜𝑛−𝑑𝑖𝑠 =

[
 
 
 
 
 
𝑎11 … 𝑎1𝑁

⋮ ⋱ ⋮
𝑎𝑁1 … 𝑎𝑁𝑁

𝑏11 … 𝑏1𝑀

⋮ ⋱ ⋮
𝑏𝑁1 … 𝑎𝑁𝑀

𝑐11 … 𝑐1𝑁

⋮ ⋱ ⋮
𝑐𝑀1 … 𝑐𝑀𝑁

𝑑11 … 𝑑1𝑁

⋮ ⋱ ⋮
𝑑𝑁1 … 𝑑𝑁𝑁]

 
 
 
 
 

 (53.4) 

The elements of 𝐴𝑁𝐺×𝑁𝐺

𝑐𝑜𝑛−𝑑𝑖𝑠 matrix are obtained by the Dijkstras algorithm [107]. 

𝐴𝑖𝑗
𝑐𝑜𝑛−𝑑𝑖𝑠 = {

1             𝑖𝑓 Dijkstras ≥ 1
0                      𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒

 
 

(54.4) 

Then, four linear constraints are integrated to check the connectivity of coherent generators 

in each island and dis-connectivity of non-coherent generators in separate islands, as follows 

𝐴𝑁×𝑁 = 𝐼𝑁×𝑁 (55.4) 

𝐵𝑁×𝑀 = 𝑍𝑁×𝑀 (56.4) 

𝐶𝑀×𝑁 = 𝑍𝑀×𝑁 (57.4) 

𝐷𝑀×𝑀 = 𝐼𝑀×𝑀 (58.4) 

where I and Z are identity and zero matrices, respectively. By solving the MILP 

optimization problem, the islanding and load shedding patterns of unstable cases are extracted in 

offline simulations. 

So far, the islanding boundaries and amount of load shedding for each load are calculated for each 

unstable scenario in an offline fashion. However, islanding boundaries and load shedding results 

are predicted using two modules, which can be run at the same time.  

Since the micro model strategy is used, there are few islanding patterns for each MMS. 
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Therefore, for each MMS, a classifier is trained using the generated dataset. Regarding the 

interdependency of islanding problem and coherent generators, the coherency patterns are 

considered as input along with pre-fault and post-fault voltage values of generators’ terminals. In 

addition, the islanding patterns for each line are considered as output. As it is mentioned, the 

number of islanding patterns for each MMS is a finite number. Therefore, the prediction of 

islanding patterns can be viewed as a supervised learning multi-class classification problem. 

The optimized amount of load shedding and location of loads to be shed are obtained by 

running the above-mentioned optimization problem considering operational constraints. The load 

shedding prediction module predicts the amount of load shedding at each load bus. Although the 

corresponding output variable ∆𝑃𝑖
𝑆ℎ𝑒𝑑 from the optimization problem is a continuous variable, 

each load bus has specific feeders, and it is not possible to shed any amount of load. Therefore, 

the amount of load shedding is normalized for each load using the following equation. Also, the 

load shedding results are rounded up to the predefined classes to make the prediction more 

straightforward. 

∆𝑃𝑖
𝑆ℎ𝑒𝑑 =

∆𝑃𝑖
𝑆ℎ𝑒𝑑 (𝑐𝑎𝑙𝑐𝑢𝑙𝑎𝑡𝑒𝑑)

𝑃𝐿𝑖
 (59.4) 

For each load 11 feeders are considered as below. 

Table 4-1. Discretizing the amount of load shedding 

∆𝑷𝒊
𝑺𝒉𝒆𝒅 (%) Class number 1-11 Final amount of load shedding (%) 

𝑳 = 𝟎 1 0 

𝟎 < 𝑳 ≤ 𝟏𝟎 2 10 

𝟏𝟎 < 𝑳 ≤ 𝟐𝟎 3 20 

𝟐𝟎 < 𝑳 ≤ 𝟑𝟎 4 30 

𝟑𝟎 < 𝑳 ≤ 𝟒𝟎 5 40 

𝟒𝟎 < 𝑳 ≤ 𝟓𝟎 6 50 

𝟓𝟎 < 𝑳 ≤ 𝟔𝟎 7 60 

𝟔𝟎 < 𝑳 ≤ 𝟕𝟎 8 70 

𝟕𝟎 < 𝑳 ≤ 𝟖𝟎 9 80 

𝟖𝟎 < 𝑳 ≤ 𝟗𝟎 10 90 

𝟗𝟎 < 𝑳 11 100 
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Therefore, the linear regression problem is converted to a multi-class classification 

problem by discretizing the load shedding variables. The load shedding prediction module 

provides two pieces of information: 1) load to be shed (location), and 2) amount of load shedding 

for each load. From the simulation results, it turned out that for each micro model set, there is a 

specific set of loads (SSLs) that require load shedding. Therefore, the micro model strategy 

simplifies the load shedding prediction significantly by reducing the number of targets for the 

designed classifier. Similar to the islanding prediction module, the pre-fault and post-fault 

voltage values of generators and coherency patterns are considered as inputs. Also, the SSLs that 

need load shedding with the obtained results from the optimization problem are fed into the 

designed classifier as output. Note that the predicted amount of load shedding might be 

overestimated; however, considering the severity of a power system blackout and its economic 

consequences, a slightly higher amount of load shedding can be neglected. 

So far, three modules, including transient stability, coherency, and RCA prediction 

modules, are explained in detail. To sum it up, a comprehensive diagram of the proposed 

framework is depicted in the following figure. As mentioned, only one coherency pattern exists 

for each non-critical line. Thus, for that pattern, the proper RCA is predicted using the last 

module of the proposed framework. 

 

Figure 4-8. A comprehensive flowchart of the proposed framework 
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4.3 Simulation results and discussion 

Two test systems, including the IEEE 39-bus system and 74-bus Nordic power network, 

are used to verify the performance of the proposed framework. Bulk scenarios are generated 

through DIgSILENT Programming Language (DPL) commands for both systems, as discussed in 

chapter 3. Full dynamic simulations are performed using DIgSILENT PowerFactory to monitor 

the rotor angle dynamics before and after applying the proposed RCA scheme. The optimization 

model for RCA calculation (i.e., determining the islanding boundaries and amount of load 

shedding) is coded in the GAMS environment and solved using the CPLEX solver. The ANN 

training and coherency identification are performed using MATLAB. All simulations are 

performed on an Intel 3.4 GHz CPU with 16 GB of RAM. For both test systems, 80% of the 

generated dataset is randomly selected for training the machine learning models, and the remaining 

20% is used to test the framework’s performance. In the next subsections, different modules’ 

performances are shown in detail for two case studies.  

4.3.1 Case1: IEEE 39-Bus system  

As discussed in chapter 3, there is no parallel line in the IEEE 39-bus system. Therefore, 

the number of MMSs and the number of transmission lines are the same and equal to 34. According 

to the criticality criteria, the MMSs are categorized into two groups, including critical and non-

critical. For critical MMSs, all three modules are implemented. However, only stability and RCA 

prediction modules are run for non-critical lines. 

4.3.1.1 Transient stability prediction module 

In this module, the stability status of each fault event is investigated. Because there are 10 

generators in the IEEE 39-bus system, data are collected from all generators using 10 post-fault 

cycles (PFCs). 34 modules are run to predict the stability status of each MMS. For each MMS, 

20% and 80% of the dataset are selected for test and training. Using K-fold (K=5), the classifier 

for each MMS is trained and tested using a different set of data. The following table shows the 

percentage of stable and unstable cases and the average accuracy of this module for different 

MMSs. 

 



 

56 

Table 4-2. Accuracies of stability prediction module for MMSs in IEEE 39-bus system 

MMS 
Number of 

stable cases 

Number of 

unstable cases 
𝑴𝒊𝒋 

Accuracy of 

stable cases 

Accuracy of 

unstable cases 

{1-2} 4825 175 3.5% 99.28% 98.32% 

{1-39} 4849 151 3.02% 99.31% 98.89% 

{2-3} 4722 278 5.56% 99.55% 98.37% 

{2-25} 4326 674 13.48% 98.89% 98.75% 

{3-4} 4697 303 6.06% 99.1% 98.66% 

{3-18} 4685 315 6.3% 99.66% 98.36% 

{4-5} 4893 107 2.14% 99.38% 98.72% 

{4-14} 4871 129 2.58% 99.17% 98.91% 

{5-6} 4818 182 3.64% 99.09% 98.63% 

{5-8} 4724 276 5.52 98.87% 98.82% 

{6-7} 4803 197 3.94% 99.73% 98.31% 

{6-11} 4896 104 2.08% 99.29% 98.65% 

{7-8} 4911 89 1.78% 99.58% 98.39% 

{8-9} 4915 85 1.7% 99.13% 98.7% 

{9-39} 4787 213 4.26% 99.81% 98.27% 

{10-11} 4652 348 6.96% 99.08% 98.79% 

{10-13} 4679 321 6.5% 98.94% 98.87% 

{13-14} 4795 205 4.1% 99.17% 98.69% 

{14-15} 4757 243 4.86% 99.11% 98.9% 

{15-16} 4192 808 16.17% 99.88% 98.27% 

{16-17} 3879 1121 22.42% 99.29% 98.72% 

{16-19} 3908 1092 21.85% 99.17% 98.38% 

{16-21} 3919 1081 21.63% 98.88% 98.75% 

{16-24} 3905 1095 21.9% 99.47% 98.83% 

{17-18} 4324 676 13.52% 99.26% 98.68% 

{17-27} 4491 509 10.18% 99.75% 98.39% 

{21-22} 4208 792 15.84% 99.01% 98.62% 

{22-23} 4051 949 18.98% 99.38% 98.75% 

{23-24} 4588 412 8.97% 98.95% 98.84% 

{25-26} 4283 717 14.34% 99.19% 98.58% 
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{26-27} 3673 1327 26.54% 99.38% 98.71% 

{26-28} 3672 1328 26.55% 99.14% 98.86% 

{26-29} 3683 1317 26.35% 98.92% 98.79% 

{28-29} 3063 1937 38.74% 99.27% 98.64% 

 

According to the results obtained from stability prediction module, the average accuracy 

of this module for each MMS is more than 98.6%. The overall accuracy of this module for IEEE 

39-bus system is 98.95%.  

4.3.1.2 Coherency prediction module 

According to the algorithm shown in the methodology section (figure), the coherency 

patterns for unstable cases are identified at the instability moment. As it is mentioned, the MMS 

can be classified into two groups, including critical and non-critical MMSs, based on the number 

of coherency patterns. The following figure shows the critical lines for the IEEE 39-bus system. 

 

Figure 4-9. Schematic to show the number of coherency patterns along with percentage of unstable cases 

in IEEE 39-bus system 
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In addition, an unstable scenario is chosen to show the importance of minimizing the 

number of coherency patterns for optimizing RCA. To do so, a three-phase fault is applied on 

MMS {16-19} at t=5s for 186 ms. For this scenario, the deviations of generator rotor angles in 

different time windows are shown in figure 10-4. The rotor angles from t=6~7 s are shown in 

figure 10-4 (a). Transient stability analysis based on this time interval results in only two coherent 

groups of generators and, thereby, partitions the power system into two islands without any load 

shedding. Additionally, as shown in figure 10-4 (b), there are three coherent groups of generators 

according to the rotor angle dynamics for a longer time window from t=6~9 s. In this case, 

maintaining transient stability is achieved by partitioning the power system into three smaller 

islands with a total of 19.9 MW load shedding. Also, as shown in figures 10-4 (c) and (d), longer 

time windows result in a greater number of coherency groups and additional amounts of load 

shedding. According to the obtained results, RCA schemes with a smaller number of islands can 

reduce the amount of load shedding. Therefore, in the RCA scheme design, it is desirable to 

minimize the number of islands as much as possible. In this regard, two or three coherent groups 

of generators are considered for each unstable scenario. 

 

Figure 4-10. Schematic to show the variation of coherent generators over time and the required RCA to 

stabilize the network for different number of generator groups 
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The coherency patterns for each MMS are shown in the following table. Also, the accuracy 

of the coherency prediction module for each MMS in the IEEE 39-bus system is represented. 

Table 4-3. Coherency patterns for different MMSs in IEEE 39-bus system and accuracy of coherency of 

prediction module 

MMS 𝑵𝑪𝑷 Group 1 Group 2 
Accuracy of coherency 

prediction module 

{1-2} 1 G1 G2-G10 100 % 

{1-39} 1 G1, G10 G2-G9 100 % 

{2-3} 1 G1-G3, G10 G4-G9 100 % 

{2-25} 1 G1-G2, G10 G3- G9 100 % 

{3-4} 1 G1-G3, G8-G10 G4-G7 100 % 

{3-18} 1 G1-G3, G10 G4-G9 100 % 

{4-5} 1 G1 G2-G10 100 % 

{4-14} 1 G1 G2-G10 100 % 

{5-6} 1 G1-G3 G4-G10 100 % 

{5-8} 1 G1-G3 G4-G10 100 % 

{6-7} 1 G1-G3 G4-G10 100 % 

{6-11} 1 G2-G3 G1, G4-G9 100 % 

{7-8} 1 G1 G2-G10 100 % 

{8-9} 1 G1 G2-G10 100 % 

{9-39} 1 G1 G2-G10 100 % 

{10-11} 1 G2-G3 G1, G4-G9 100 % 

{10-13} 1 G3 G1-G2, G4-G10 100 % 

{13-14} 1 G2, G3 G1, G4-G10 100 % 

{14-15} 1 G1-G2, G10 G3-G9 100 % 

{15-16} 5 

G1-G3, G8-G10 G4-G7 

95.19 % 

G1-G3, G8, G10 G4-G7, G9 

G9 G1-G8, G10 

G1, G2, G10 G3-G9 

G1, G2, G8-G10 G3-G7 

{16-17} 4 
G9 G1-G8, G10 

95.61 % 
G1-G2, G8-G10 G3-G7 
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G8-G9 G1-G7, G10 

G1-G3, G8-G10 G4-G7 

{16-19} 7 

G1-G3, G8-G10 G4-G7 

94.8 % 

G1-G3, G8, G10 G4-G7, G9 

G1, G2 G3-G10 

G1, G2, G10 G3-G9 

G1 G2-G10 

G9 G1-G8, G10 

G1, G2, G8-G10 G3-G7 

{16-21} 3 

G6-G7 G1-G5, G8-G10 

94.23 % G9 G1-G8, G10 

G4-G7 G1-G3, G8-G10 

{16-24} 2 
G6-G7 G1-G5, G8-G10 

95.63 % 
G9 G1-G8, G10 

{17-18} 1 G8-G9 G1-G7, G10 100 % 

{17-27} 1 G9 G1-G8, G10 100 % 

{21-22} 2 
G6-G7 G1-G5, G8-G10 

94.42 % 
G6 G1-G5, G7-G10 

{22-23} 2 
G6-G7 G1-G5, G8-G10 

93.96 % 
G4-G7 G1-G3, G8-G10 

{23-24} 1 G6-G7 G1-G5, G8-G10 100 % 

{25-26} 4 

G9 G1-G8, G10 

95.66 % 
G8-G9 G1-G7, G10 

G1, G2 G8-G10 G3-G7 

G1-G3, G8-G10 G4-G7 

{26-27} 4 

G9 G1-G8, G10 

94.88 % 
G8-G10 G1-G7 

G8-G9 G1-G7, G10 

G1, G2, G8-G10 G3-G7 

{26-28} 2 
G9 G1-G8, G10 

94.14 % 
G8-G9 G1-G7, G10 

{26-29} 2 G9 G1-G8, G10 94.59 % 
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G8-G9 G1-G7, G10 

{28-29} 2 
G9 G1-G8, G10 

93.74 % 
G8-G9 G1-G7, G10 

 

It is worth mentioning that 𝑁𝐶𝑃is the number of dominant coherency patterns, which are 

patterns repeated more than two times. For example, MMS {1-2} has 175 unstable cases. Among 

those cases, the coherency pattern for 172 cases is {G1}, {G2-G10}. Three cases have different 

patterns. Because those cases are not repeated at least three times, they are not considered in the 

coherency prediction module. To show the effectiveness of the micro model strategy, a comparison 

is made on the coherency prediction module with previous methods. The results of the comparison 

are shown in the following table. The proposed framework exhibits high accuracy (more than 93%) 

in predicting coherent generator groups following a disturbance for all critical lines. The mean 

accuracy of the proposed coherency prediction module for all lines is about 98.14%. The table 

below shows that the previous methods achieved less than 90% accuracy. Considering the required 

number of PFCs, the proposed method remarkably improves the coherency prediction. 

Table 4-4. Comparison between existing method and proposed framework for coherency prediction 

MMS 

Proposed 

Framework 
DT [92] ANN [93] QR [24] 

10 PFCs 20 PFCs 

{16-17} 95.61% 

86.16% 77.63% 86.31% 

{16-19} 94.8% 

{16-21} 94.23% 

{15-16} 95.19% 

{16-24} 95.63% 

{21-22} 94.42% 

{22-23} 93.96% 

{25-26} 95.66% 

{26-27} 94.88% 

{26-28} 94.14% 

{26-29} 94.59% 

{28-29} 93.74% 
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4.3.1.3 RCA prediction module 

As discussed, this module has two parts including islanding boundaries prediction and load 

shedding prediction. First, using introduced optimization method in methodology section, the 

islanding pattern are determined for each unstable scenario. The islanding patterns are obtained 

for each MMS are represented in the following table. In addition, the prediction accuracy for 

islanding prediction is indicated for each MMS. 

Table 4-5. Islanding patterns and islanding prediction module’s accuracies for all MMSs in 39-bus system 

MMS 
Number of 

islanding patterns 
Switched lines 

Accuracy of islanding 

prediction module 

{1-2} 1 1-2, 9-39 100 % 

{1-39} 2 
2-25, 2-3, 9-39 

96.31 % 
2-25, 2-3, 5-8, 7-8 

{2-3} 2 
2-25, 18-17, 14-15 

97.69 % 
2-25, 18-17, 4-14, 13-14 

{2-25} 1 2-3, 2-25, 4-5, 6-11 100 % 

{3-4} 4 

3-4, 4-5, 13-14, 17-18, 25-26 

95.83 % 
3-18, 4-14, 13-14, 25-26 

2-3, 3-4, 14-15, 25-26 

2-3, 4-5, 4-14, 15-16, 25-26 

{3-18} 2 
2-25, 18-17, 14-15 

97.85 % 
2-25, 18-17, 4-14, 13-14 

{4-5} 1 1-2, 9-39 100 % 

{4-14} 1 1-2, 9-39 100 % 

{5-6} 2 
1-2, 3-4, 15-14 

96.11 % 
1-2, 4-5, 13-14 

{5-8} 2 
1-2, 3-4, 15-14 

97.36 % 
1-2, 4-5, 13-14 

{6-7} 2 
1-2, 3-4, 15-14 

96.4 % 
1-2, 4-5, 13-14 
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{6-11} 2 
5-6, 6-7, 13-14 

96.05 % 
5-6, 7-8, 13-14 

{7-8} 1 1-2, 9-39 100 % 

{8-9} 1 1-2, 9-39 100 % 

{9-39} 1 1-2, 9-39 100 % 

{10-11} 2 
5-6, 6-7, 13-14 

97.62 % 
5-6, 7-8, 13-14 

{10-13} 1 6-11, 13-14 100 % 

{13-14} 2 
5-6, 6-7, 13-14 

97.12 % 
5-6, 7-8, 13-14 

{14-15} 1 2-3, 2-25, 4-5, 6-11 100 % 

{15-16} 12 

4-14, 13-14, 17-18, 17-27 

96.28 % 

3-4, 4-5, 13-14, 16-17 

3-18, 14-15, 17-27 

2-3, 3-4, 15-16, 17-27 

3-4, 4-5, 13-14, 17-18, 25-26 

3-18, 4-14, 13-14, 25-26 

2-3, 3-4, 14-15, 25-26 

2-3, 4-5, 4-14, 15-16, 25-26 

17-27, 25-26 

3-18, 16-17, 25-26 

2-3, 2-25, 4-5, 6-11 

2-3, 4-5, 6-11, 17-27 

{16-19} 13 

4-14, 13-14, 17-18, 17-27 

96.21 % 

3-4, 4-5, 13-14, 16-17 

3-18, 14-15, 17-27 

2-3, 3-4, 15-16, 17-27 

3-4, 4-5, 13-14, 17-18, 25-26 

3-18, 4-14, 13-14, 25-26 

2-3, 3-4, 14-15, 25-26 
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2-3, 4-5, 4-14, 15-16, 25-26 

1-2, 4-5, 6-11 

2-3, 2-25, 4-5, 6-11 

1-2, 9-39 

17-27, 25-26 

2-3, 4-5, 6-11, 17-27 

{16-21} 7 

16-21, 16-24 

96.24 % 

17-27, 25-26 

3-18, 16-17, 25-26 

4-14, 13-14, 17-18, 17-27 

3-4, 4-5, 13-14, 16-17 

3-18, 14-15, 17-27 

2-3, 3-4, 15-16, 17-27 

{16-24} 3 

16-21, 16-24 

97.33 % 17-27, 25-26 

3-18, 16-17, 25-26 

{17-18} 2 
2-3, 2-25, 3-4, 16-17 

97.26 % 
2-25, 3-18, 16-17  

{17-27} 2 
17-27, 25-26 

98.12 % 
3-18, 16-17, 25-26 

{21-22} 2 
16-21, 16-24 

96.87 % 
16-21, 22-23 

{22-23} 5 

16-21, 16-24 

97.23 % 

4-14, 13-14, 17-18, 17-27 

3-4, 4-5, 13-14, 16-17 

3-18, 14-15, 17-27 

2-3, 3-4, 15-16, 17-27 

{23-24} 1 16-21, 16-24 100 % 

{25-26} 9 
17-27, 25-26 

97.58 % 
3-18, 16-17, 25-26 
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2-3, 2-25, 3-4, 16-17 

2-25, 3-18, 16-17  

2-3, 4-5, 6-11, 17-27 

4-14, 13-14, 17-18, 17-27 

3-4, 4-5, 13-14, 16-17 

3-18, 14-15, 17-27 

2-3, 3-4, 15-16, 17-27 

{26-27} 7 

17-27, 25-26 

96.82 % 

3-18, 16-17, 25-26 

1-2, 3-4, 16-17 

1-2, 2-3, 17-27 

2-3, 2-25, 3-4, 16-17 

2-25, 3-18, 16-17  

2-3, 4-5, 6-11, 17-27 

{26-28} 4 

17-27, 25-26 

97.11 % 
3-18, 16-17, 25-26 

2-3, 2-25, 3-4, 16-17 

2-25, 3-18, 16-17  

{26-29} 4 

17-27, 25-26 

97.4 % 
3-18, 16-17, 25-26 

2-3, 2-25, 3-4, 16-17 

2-25, 3-18, 16-17  

{28-29} 4 

17-27, 25-26 

95.81 % 
3-18, 16-17, 25-26 

2-25, 3-18, 16-17 

2-3, 2-25, 3-4, 16-17 

 

As can be seen in the above table, the islanding patterns are predicted with high accuracy 

for all MMSs in the IEEE 39-bus system. To show the impact of considering coherency output as 

an input for this module, a comparison is performed for critical MMSs, and the results are 



 

66 

represented in the following table. This comparison proves the enhancement of islanding 

prediction accuracy by using coherency patterns as an input for the prediction module. 

Table 4-6. Comparison between accuracies of islanding prediction for critical MMSs without/with 

coherency results as input 

MMS 
Accuracy without coherency 

results as an input (%) 

Accuracy with coherency 

patterns as an input (%) 

{16-17} 93.61 97.06 

{16-19} 92.89 96.21 

{16-21} 91.85 96.24 

{15-16} 92.97 96.28 

{16-24} 94.23 97.33 

{21-22} 93.56 97.19 

{22-23} 92.81 96.59 

{25-26} 93.12 97.58 

{26-27} 93.18 96.82 

{26-28} 93.22 97.11 

{26-29} 93.79 97.4 

{28-29} 91.53 95.81 

 

For each MMS, a small set of candidate loads for load shedding, referred to as the specific 

set of loads (SSL), are identified. Also, it reduces the solution space for the load shedding 

prediction and helps to decide how much and where to shed load with high accuracy. In this regard, 

the specific set of loads for each MMS are extracted using optimization and are shown in the 

following table for the IEEE 39-bus system. In addition, the average accuracy of the load shedding 

prediction module for each MMS is expressed. 

Table 4-7. Specific set of loads for MMSs along with accuracy of load shedding prediction module for 

each MMS in IEEE 39-bus system 

MMS SSL 
Accuracy of load shedding 

prediction module 

{1-2} {𝐿8} 97.53% 
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{1-39} {𝐿7, 𝐿8} 95.48% 

{2-3} - 100% 

{2-25} {𝐿8} 98.05% 

{3-4} {𝐿31, 𝐿39} 95.65% 

{3-18} - 100% 

{4-5} {𝐿8} 96.81% 

{4-14} {𝐿8} 98.2% 

{5-6} - 100% 

{5-8} - 100% 

{6-7} - 100% 

{6-11} {𝐿31, 𝐿12} 97.81% 

{7-8} {𝐿8} 96.32% 

{8-9} {𝐿8} 98.11% 

{9-39} {𝐿7, 𝐿8} 96.7% 

{10-11} {𝐿31} 98.15% 

{10-13} {𝐿31, 𝐿12} 95.84% 

{13-14} {𝐿31, 𝐿12} 96.44% 

{14-15} {𝐿8} 97.53% 

{15-16} {𝐿39} 96.32% 

{16-17} {𝐿39} 96.88% 

{16-19} {𝐿7, 𝐿8, 𝐿31, 𝐿39} 96.76% 

{16-21} {𝐿31, 𝐿39} 94.36% 

{16-24} {𝐿7, 𝐿8, 𝐿31, 𝐿39} 95.72% 

{17-18} {𝐿26, 𝐿28} 95.55% 

{17-27} {𝐿26, 𝐿28} 95.12% 

{21-22} {𝐿39, 𝐿21} 96.18% 

{22-23} {𝐿39, 𝐿21} 95.46% 

{23-24} - 100% 

{25-26} {𝐿26, 𝐿28} 94.83% 

{26-27} {𝐿26, 𝐿28} 96.31% 

{26-28} {𝐿26, 𝐿27, 𝐿28} 97.13% 

{26-29} {𝐿26, 𝐿27, 𝐿28} 96.58% 

{28-29} {𝐿26, 𝐿27, 𝐿28, 𝐿29} 94.29% 
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The accuracies that are shown in the table are the average accuracy for all loads in each 

SSL related to the evaluated MMS. In fact, each load is predicted separately. For example, for two 

MMSs, the detail of the load shedding prediction module is illustrated in the following figure. 

 

Figure 4-11. The detail of load shedding prediction module accuracies for MMSs (a) {16-19} and (b) 

{26-29} in IEEE 39-bus system 

4.3.1.4 Evaluation of PMU noise impact on the performance of the proposed framework 

In this part, white Gaussian noise with a signal-to-noise ratio of 34 dB is applied to the 

whole dataset. The training process is repeated for critical lines in the IEEE 39-bus system. The 

accuracies of the stability, coherency, and islanding prediction modules are given in table 8. 

Although the prediction accuracies are slightly decreased for all lines and in all modules, the three 

modules still have high and acceptable accuracies. Moreover, the total error of the PMU 

measurements should be less than 1% according to IEEE C37.118-2011, which is less than the 

amount considered. Therefore, the proposed framework can perform well in the presence of PMU 

noise. 
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Table 4-8. The accuracies of stability, coherency, and islanding prediction modules in the presence of 

PMU noise for critical MMSs in IEEE 39-bus system 

MMS 

Stability prediction 

accuracy without/with 

PMU noise (%) 

Coherency prediction 

accuracy without/with 

PMU noise (%) 

Islanding prediction 

accuracy without/with 

PMU noise (%) 

{16-17} 99.05/ 97.24 95.61/ 94.08 97.06/ 94.93 

{16-19} 98.78/ 96.81 94.8/ 92.73 96.21/ 94.36 

{16-21} 98.81/ 96.49 94.23/ 92.88 96.24/ 94.28 

{15-16} 99.07/ 96.87 95.19/ 93.13 96.28/ 94.51 

{16-24} 99.15/ 97.38 95.63/ 93.71 97.33/ 95.58 

{21-22} 98.82/ 96.67 94.42/ 92.65 97.19/ 94.92 

{22-23} 99.06/ 96.9 93.96/ 92.53 96.59/ 94.61 

{25-26} 98.89/ 96.51 95.66/ 94.03 97.58/ 95.85 

{26-27} 99.04/ 96.88 94.88/ 93.11 96.82/ 94.33 

{26-28} 99.01/ 96.58 94.14/ 92.7 97.11/ 95.58 

{26-29} 98.85/ 96.42 94.59/ 93.22 97.4/ 95.73 

{28-29} 98.95/ 96.75 93.74/ 92.19 95.81/ 94.28 

 

4.3.1.5 A comparison between RCA calculation and RCA prediction 

To better indicate the effectiveness of the proposed framework, two unforeseen scenarios 

for MMS {16-19} and MMS {23-24} are used as a test scenario on critical and non-critical MMS, 

respectively. 

4.3.1.5.1 Unstable scenario on critical line 

A three-phase fault is applied on a critical line (i.e., 16-19) at 𝑡 =5 s and is cleared after 

193 ms. Following fault detection and using the pre-fault and 10-cycle post-fault PMU data, the 

trained stability prediction module is run, and the status of the power system is predicted as 

unstable. Accordingly, the coherency prediction module identifies the coherency pattern. In this 

case, G1, G2, and G10 are in one coherent group, and the rest of the generators are in a second 

coherent group. Finally, the RCA prediction module determines the islanding boundaries and the 

amount of load shedding needed at each bus. As shown in table 5-4, there is only one islanding 

pattern for the predicted coherency pattern. Therefore, the system will be islanded immediately, 



 

70 

and the candidate loads (i.e., {𝐿7, 𝐿8, 𝐿31, 𝐿39}) related to this MMS are predicted. The predicted 

amounts of load shedding are 10% of load 7 and 30% of load 8 without any load shedding for 

loads 31 and 39.  

While the calculation time of RCAs is on the order of hundreds of ms, the prediction time 

is less than 10 ms for each module. Therefore, the predicted RCA can be applied in the system at 

𝑡 =5.679 s (i.e., 486 ms after clearing the fault, which is the time considering communication 

latencies and performing prediction modules). The rotor angle dynamics for the evaluated scenario 

are depicted in the following figure. If the operator takes action based on RCA calculation instead 

of RCA prediction, the islands identified will be the same as the islands predicted by the proposed 

module. In this case, the amount of load shedding is 26.32% of load 8. If the calculated RCA is 

initiated within less than 500 ms after clearing the fault, the system remains stable; otherwise, one 

of the islands will become unstable. Because the RCA calculation takes around 0.2-1 s based on 

the network size and considering communication latencies, the fastest calculated RCA can be 

applied at 𝑡 =5.869 s. As shown in figure 12 (a), the first island becomes unstable. On the other 

hand, the proposed framework stabilizes both islands, as shown in figure 12 (b).  

 

Figure 4-12. Generator rotor angles of island 1 and island 2 for critical line 16-19 after applying the (a) 

calculated RCA and (b) predicted RCA. 

(a)

(b)
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4.3.1.5.2 Unstable scenario on non-critical line 

In this part, a three-phase fault is applied on a non-critical line (i.e., 23-24) at t=5 s for 200 

ms. Since this non-critical line has only one coherency pattern, the predicted islanding and load 

shedding decisions are applied immediately after clearing the fault, similar to an event-based 

approach. Considering the communication delays, the predicted RCA trips lines 16-21 and 16-24 

without any load shedding, which is applied 440 ms after clearing the fault. The same RCA is also 

calculated using the optimization problem, which takes 193 ms, and considering communication 

delays, the calculated RCA could be applied at t=5.793 s. According to figure 13, the time-

consuming calculation-based RCA is not sufficiently fast and effective to prevent transient 

instability in one of the resulting islands, while the proposed prediction-based RCA maintains 

transient stability. 

 

Figure 4-13. Generator rotor angles of island 1 and island 2 for non-critical line 23-24 after applying the 

(a) calculated RCA and (b) predicted RCA. 

4.3.2 Case2: 74-bus Nordic power system 

To assess the performance of the proposed technique on a large system, the developed 

modules have been applied to the 74-bus Nordic power system.  As mentioned in chapter 3, the 

Nordic system has 37 MMS due to the presence of parallel lines. For each MMS, 6000 scenarios 

are generated, then critical and non-critical MMSs are selected based on defined criteria in (28.4)-

(a)

(b)
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(29.4). As shown in figure 4-14, there are 10 critical MMSs in this test system. All three modules 

are run for the Nordic test system, and the results are shown in the following tables. 

 

Figure 4-14. Diagram of Nordic power network representing the critical MMSs with their coherency 

patterns and percentage of their unstable cases 
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First, the stability prediction module is designed for each MMS. The percentage of unstable 

cases, criticality criteria, and the number of coherency patterns for all MMSs are represented in 

table 4-9. 

Table 4-9. Data related to the stability prediction module for all MMSs in Nordic test system 

MMS 
Percentage of 

unstable cases 
𝑴𝒊𝒋 (%) 

Prediction accuracy 

of stable cases 

Prediction accuracy 

of stable cases 

{43-44, 43-44*} 1.96% 1.96% 99.81 (%) 98.11 (%) 

{46-45, 46-45*} 16.24% 0 99.83 (%) 99.15 (%) 

{46-47} 5.45% 0 99.72 (%) 98.29 (%) 

{50-49} 0.98% 0 99.89 (%) 97.81 (%) 

{51-46} 1.54% 0 99.68 (%) 98.08 (%) 

{48-51, 48-51*} 0 0 100 (%) 100 (%) 

{51-52, 51-52*} 0 0 100 (%) 100 (%) 

{49-53} 0 0 100 (%) 100 (%) 

{50-53} 2.74% 0 99.75 (%) 98.26 (%) 

{53-52} 11.63% 11.63% 99.92 (%) 98.38 (%) 

{54-52} 3.18% 3.18% 99.8 (%) 98.24 (%) 

{53-54} 1.48% 0 99.87 (%) 97.93 (%) 

{47-55} 0 0 100 (%) 100 (%) 

{52-55} 0 0 100 (%) 100 (%) 

{56-52} 0 0 100 (%) 100 (%) 

{54-56} 2.39% 0 99.85 (%) 98.39 (%) 

{55-57, 55-57*} 8.76% 8.76% 99.8 (%) 98.71 (%) 

{56-57} 32.98% 32.98% 99.74 (%) 99.25 (%) 

{58-57, 58-57} 14.19% 14.19% 99.84 (%) 98.66 (%) 

{54-59} 2.88% 2.88% 99.75 (%) 98.37 (%) 

{56-59} 2.25% 0 99.88 (%) 98.54 (%) 

{44-60} 0.6% 0 99.78 (%) 97.61 (%) 

{58-60} 3.11% 0 99.72 (%) 98.33 (%) 

{44-61} 1.32% 0 99.87 (%) 98.09 (%) 

{61-58} 3.41% 0 99.81 (%) 98.65 (%) 

{59-61} 1.93% 0 99.79 (%) 98.47 (%) 



 

74 

{60-61} 29.53% 29.53% 99.7(%) 98.39 (%) 

{63-62, 63-62*} 24.13% 24.13 99.63 (%) 98.92 (%) 

{66-65, 66-65*} 0 0 100 (%) 100 (%) 

{64-67} 0 0 100 (%) 100 (%) 

{65-67, 65-67*} 0 0 100 (%) 100 (%) 

{64-68, 64-68*} 0 0 100 (%) 100 (%) 

{66-68, 66-68*} 1.47% 0 99.75 (%) 98.38 (%) 

{69-70, 69-70*} 2.81% 2.81% 99.88 (%) 98.57 (%) 

{74-71, 74-71*} 0.78% 0 99.93 (%) 97.78 (%) 

{72-71, 72-71*} 0 0 100 (%) 100 (%) 

{74-73, 74-73*} 0 0 100 (%) 100 (%) 

 

Using the proposed algorithm, the MMSs’ coherency patterns are extracted at the 

instability moment for each unstable scenario. The patterns for each MMS are shown in table 4-

10.  

Table 4-10. Number of coherency patterns, coherency patterns, and the accuracy of the coherency 

prediction module for all MMS in Nordic power system 

MMS 𝑵𝒊𝒋
𝑪𝑷 Group1 Group2 

Prediction accuracy 

of coherency 

patterns 

{43-44, 43-44*} 2 
G4-G5 G1-G3, G6 -G20 

99.42 % 
G6-G7, G13-G18 G1-G5, G8-G12, G19-G20 

{46-45, 46-45*} 1 G17, G18 G1-G16, G19-G20 100 % 

{46-47} 1 G17, G18 G1-G16, G19-G20 100 % 

{50-49} 1 
G6, G7, G8, G12-

G18 
G1-G5, G9-G11, G19-G20 100 % 

{51-46} 1 G17, G18 G1-G16, G19-G20 100 % 

{48-51, 48-51*} 0 - - - 

{51-52, 51-52*} 0 - - - 

{49-53} 0 - - - 

{50-53} 1 G6 G1-G5, G7-G20 100 % 
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{53-52} 5 

G6-G7 G13, G16-

G18 

G1-G5, G8-G12, G14-G15, 

G19-G20 

93.79 % 
G6-G7, G13-G18 G1-G5, G8-G12, G19-G20 

G17, G18 G1-G16, G19-G20 

G6 G1-G5, G7-G20 

G4, G5 G1-G3, G6-G20 

{54-52} 3 

G6-G8, G11-G18 G1-G5, G9-G10, G19-G20 

98.75 % G6-G7, G13-G18 G1-G5, G8-G12, G19-G20 

G6 G1-G5, G7-G20 

{53-54} 1 G6-G7, G13-G18 G1-G5, G8-G12, G19-G20 100 % 

{47-55} 0 - - - 

{52-55} 0 - - - 

{56-52} 0 - - - 

{54-56} 1 
G6,G7, G11, G13-

G18 

G1-G5, G8- 

G10,G12,G19,G20 
100 % 

{55-57, 55-57*} 3 

G8, G12 G1-G7, G9-G11, G13-G20 

95.48 % G8 G1-G7, G9-G20 

G4- G8, G11-G18 G1-G3, G9-G10, G19-G20 

{56-57} 6 

G8, G12 G1-G7, G9-G11, G13-G20 

94.07 % 

G6-G7, G13-G18 G1-G5, G8-G12, G19-G20 

G8 G1-G7, G9-G20 

G6-G7, G11, G13-

G18 

G1-G5, G8-G10, G12, 

G19-G20 

G4-G5, G8, G12 G1-G3, G6-G7, G9-G11, 

G13-G20 

G6-G8, G11-G18 G1-G5, G9-G10, G19-G20 

{58-57, 58-57*} 5 

G6-G7, G13-G18 G1-G5, G8-G12, G19-G20 

95.66 % 

G8 G1-G7, G9-G20 

G4-G5 G1-G3, G6-G20 

G8, G12 G1-G7, G9-G11, G13-G20 

G6-G8, G11-G18 G1-G5, G9-G10, G19-G20 

{54-59} 2 G6-G8, G12-G18 G1-G5, G9-G11, G19-G20 98.81 % 
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G6-G8, G11-G18 G1-G5, G9-G10, G19-G20 

{56-59} 1 G6-G8, G12-G18 G1-G5, G9-G11, G19-G20 100 % 

{44-60} 1 G4-G8, G11-G18 G1-G3, G9-G10, G19-G20 100 % 

{58-60} 1 G6-G7, G13-G18 G1-G5, G8-G12, G19-G20 100 % 

{44-61} 1 G4-G8, G11-G18 G1-G3, G9-G10, G19-G20 100 % 

{61-58} 1 G6-G7, G13-G18 G1-G5, G8-G12, G19-G20 100 % 

{59-61} 1 G6-G7, G13-G18 G1-G5, G8-G12, G19-G20 100 % 

{60-61} 7 

G6-G7, G13-G18 G1-G5, G8-G12, G19-G20 

93.82 % 

G6-G8, G11-G20 G1-G5, G9-G10, G19-G20 

G4-G8, G11-G18 G1-G3, G9-G10, G19-G20 

G6-G8, G12-G18 G1-G5, G9-G11, G19-G20 

G8, G12 G1-G7, G9-G11, G13-G20 

G4-G5 G1-G3, G6-G20 

G8 G1-G7, G9-G20 

{63-62, 63-62*} 3 

G8 G1-G7, G9-G20 

95.82 % G4-G8, G11-G18 G1-G3, G9-G10, G19-G20 

G6-G8, G11-G18 G1-G5, G9-G10, G19-G20 

{66-65, 66-65*} 0 - - - 

{64-67} 0 - - - 

{65-67, 65-67*} 0 - - - 

{64-68, 64-68*} 0 - - - 

{66-68, 66-68*} 1 G6-G7, G13-G18 G1-G5, G8-G12, G19-G20 100 % 

{69-70, 69-70*} 2 

G4-G5 G1-G3, G6-G20 

96.58 % G4-G5, G8, G12-

G13 

G1-G3, G6-G7, G9-G11, 

G14-G20 

{74-71, 74-71*} 1 G4-G8, G11-G18 G1-G3, G9-G10, G19-G20 100 % 

{72-71, 72-71*} 0 - - - 

{74-73, 74-73*} 0 - - - 

 

Since the output of the coherency prediction module is used as an input for the islanding 

and load shedding prediction modules, it is of paramount importance to increase the accuracy of 
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the coherency prediction module. Using generated dataset comprised of 222000 cases for the 

whole system and identified coherency patterns for all unstable scenarios (15081 cases). For the 

sake of comparison, four strategies are defined to highlight the advantages of the micro model 

strategy and the importance of identifying coherency patterns at the instability moment as two 

contributions of the proposed framework. 

a) Time of identifying the coherency patterns: End of simulation time 

Considered dataset: The whole dataset in one module ignoring the micro model strategy 

This case is what the existing methods are using for coherency prediction. The coherency 

patterns are identified at the end of simulation time and the dataset is built for the whole system. 

All lines are evaluated by a single dataset and framework. In this case, based on the obtained data 

at the end of the simulations there are 1615 patterns for the whole network. The coherency 

prediction accuracy is 81.3% in this case which shows ignoring the proposed strategies 

significantly deteriorates the prediction accuracy for a large-scale power system. 

b) Time of identifying the coherency patterns: End of simulation time 

Considered dataset: The dataset built for each line separately based on the micro model 

strategy 

In this part, the coherency patterns have extracted for all MMSs at the end of simulation 

time. Then, machine learning methods are employed to predict the coherency groups related to the 

MMS on which the fault has occurred. Since coherency patterns are extracted at the end of 

simulation time the number of coherency groups is not limited anymore and can be two, three, or 

more (2-19 groups in this case). For example, for MMS {43-44, 43-44*}, there are 63 different 

patterns comprised of 2-10 coherent groups. Moreover, some patterns are repeated only once or 

twice that affects the accuracy of the coherency prediction module remarkably. The coherency 

prediction for each micro model is performed separately and the average accuracy is 89.52% in 

this case, which is significantly lower than the accuracy of the proposed framework (i.e., 98.97%). 

C) Time of identifying the coherency patterns: Instability moment 

Considered dataset: The whole dataset in one module ignoring the micro model 

strategy 
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In this case, the number of coherency patterns for all unstable scenarios at the instability 

moment is 16 patterns for the whole system. The coherency prediction accuracy, in this case, is 

94.19%, which is less than the average accuracy of 98.97% when the micro model strategy is 

employed for the same dataset. 

D) Time of identifying the coherency patterns: Instability moment 

Considered dataset: The dataset built for each line separately based on the micro 

model strategy 

This case which utilizes the proposed strategies has the highest accuracy. The coherency 

prediction accuracy, in this case, is 98.97%. The obtained results show that the proposed 

framework keeps the accuracies at acceptable values for large-scale power systems while the 

existing methods fail to retain good accuracies for these systems.  

So far, the stability and coherency prediction modules are evaluated using the Nordic test 

system. The subsequent paragraphs present the results related to RCA prediction modules. First, 

using the optimization methods the islanding patterns, SSLs, amounts of load shedding are 

determined for each MMS in the offline calculation. Then, two classifiers are trained for each 

MMS for online prediction of islanding boundaries and load shedding patterns. The islanding 

patterns and accuracy of islanding prediction are shown in table 4-11. 

Table 4-11. Islanding patterns, and the accuracy of islanding prediction module for all MMSs in Nordic 

power network 

MMS 
Number of 

islanding patterns 
Islanding patterns 

Accuracy of islanding 

prediction module 

{43-44, 43-44*} 2 
60-58, 61-58, 57-58 

99.13 % 
55-57, 56-52, 56-54, 54-59 

{46-45, 46-45*} 2 
51-46, 47-47 

98.16 % 
51-46, 55-47 

{46-47} 2 
51-46, 47-47 

98.4 % 
51-46, 55-47 

{50-49} 2 
57-58, 56-59, 54-59 

98.09 % 
57-58, 56-57, 56-52, 54-59 

{51-46} 2 51-46, 47-47 98.22 % 
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51-46, 55-47 

{48-51, 48-51*} - - - 

{51-52, 51-52*} - - - 

{49-53} - -- - 

{50-53} 1 64-67, 65-67 100 % 

{53-52} 7 

52-51, 55-52, 57-55, 65-67,66-65 

96.33 % 

53-52, 54-52, 56-52,57-55 

56-52, 56-54, 57-55,54-59 

51-46, 47-47 

51-46, 55-47 

64-67, 65-67 

60-58, 61-58, 57-58 

{54-52} 3 

57-58, 59-61 

97.92 % 57-55, 56-52, 56-54 

64-67, 65-67 

{53-54} 1 57-55, 56-52, 56-54 100 % 

{47-55} - - - 

{52-55} - - - 

{56-52} - - - 

{54-56} 1 56-57, 55-57, 59-61 100 % 

{55-57, 55-57*} 3 

56-57, 57-55, 57-58 

97.8 % 62-63 

58-60, 58-61, 59-61 

{56-57} 7 

56-57, 55-57,57-58 

97.15 % 

57-55, 56-52, 56-54, 54-59 

57-55, 56-57, 56-59, 54-59 

63-62 

57-55,56-57, 59-61 

60-58, 61-58, 56-57, 55-57 

57-58, 59-61 

{58-57, 58-57*} 6 
57-55, 56-52, 56-54, 54-59 

97.62 % 
57-55, 56-57, 56-59, 54-59 
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63-62 

60-58, 58-61, 57-58 

55-57, 57-58, 56-57 

57-58, 59-61 

{54-59} 2 
57-58, 56-59, 54-59 

98.34 % 
57-58, 56-57, 56-52, 54-59 

{56-59} 2 
57-58, 56-59, 54-59 

98.7 % 
57-58, 56-57, 56-52, 54-59 

{44-60} 1 61-58, 60-58, 59-61 100 % 

{58-60} 2 
57-55, 56-52, 56-54, 54-59 

98.37 % 
57-55, 56-57, 56-59, 54-59 

{44-61} 1 61-58, 60-58, 59-61 100 % 

{61-58} 2 
57-55, 56-52, 56-54, 54-59 

98.86 % 
57-55, 56-57, 56-59, 54-59 

{59-61} 2 
57-55, 56-52, 56-54, 54-59 

98.13 % 
57-55, 56-57, 56-59, 54-59 

{60-61} 9 

55-57, 56-52, 56-54, 54-59 

95.96 % 

55-57, 56-57, 56-59, 54-59 

57-58, 59-61 

58-61, 59-61, 60-58 

54-59, 56-59, 57-58 

56-57, 57-58, 56-52, 56-54, 54-59 

57-58, 56-57,57-55 

62-63 

60-58, 61-58, 57-58 

{63-62, 63-62*} 3 

63-62 

97.84 % 58-61, 59-61, 60-58 

57-58, 59-61 

{66-65, 66-65*} - - - 

{64-67} - - - 

{65-67, 65-67*} - - - 

{64-68, 64-68*} - - - 
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{66-68, 66-68*} 2 
55-57, 56-52, 56-54, 54-59 

98.24 % 
55-57, 56-57, 56-54, 54-59 

{69-70, 69-70*} 2 
60-58, 61-58, 57-58 

97.89 % 
46-47, 52-55, 56-57, 58-61, 58-60 

{74-71, 74-71*} 1 61-58, 61-59, 60-58 100 % 

{72-71, 72-71*} - - - 

{74-73, 74-73*} - - - 

 

In addition, the specific set of loads (SSLs), and the average prediction accuracy for each 

MMS in Nordic power network are represented in table 4-12. 

Table 4-12. The SSLs and average accuracy of load shedding prediction module for all MMSs in Nordic 

power network 

MMS Specific set of loads (SSL) 

Average accuracy of 

load shedding 

prediction module  

{43-44, 43-44*} - 100 % 

{46-45, 46-45*} {𝐿25} 98.24 % 

{46-47} {𝐿25} 97.85% 

{50-49} {𝐿25, 𝐿26, 𝐿39, 𝐿41} 96.73 % 

{51-46} {𝐿25} 98.04 % 

{48-51, 48-51*} - - 

{51-52, 51-52*} - - 

{49-53} - - 

{50-53} - 100 % 

{53-52} {𝐿23, 𝐿24, 𝐿25, 𝐿26, 𝐿31, 𝐿39, 𝐿41} 95.33 % 

{54-52} {𝐿23, 𝐿24 , 𝐿39, 𝐿41} 96.77 % 

{53-54} {𝐿23, 𝐿24 , 𝐿39, 𝐿41} 96.6 % 

{47-55} - - 

{52-55} - - 

{56-52} - - 

{54-56} {𝐿23, 𝐿24, 𝐿25, 𝐿26, 𝐿31, 𝐿39, 𝐿41} 95.82 % 

{55-57, 55-57*} {𝐿26, 𝐿27, 𝐿32, 𝐿33, 𝐿38, 𝐿39, 𝐿41} 94.87 % 
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{56-57} {𝐿23, 𝐿24, 𝐿25, 𝐿26, 𝐿31, 𝐿39, 𝐿41} 95.26 % 

{58-57, 58-57} {𝐿23, 𝐿24, 𝐿25, 𝐿26, 𝐿27, 𝐿31, 𝐿39, 𝐿41} 94.62 % 

{54-59} {𝐿25, 𝐿26, 𝐿39, 𝐿41} 96.57% 

{56-59} {𝐿25, 𝐿26, 𝐿39, 𝐿41} 97.22% 

{44-60} {𝐿26, 𝐿27, 𝐿39, 𝐿41} 96.82 % 

{58-60} {𝐿23, 𝐿24, 𝐿25, 𝐿26, 𝐿31, 𝐿39, 𝐿41} 96.18 % 

{44-61} {𝐿26, 𝐿27, 𝐿39, 𝐿41} 97.21 % 

{61-58} {𝐿23, 𝐿24, 𝐿25, 𝐿26, 𝐿31, 𝐿39, 𝐿41} 97.58 % 

{59-61} {𝐿23, 𝐿24, 𝐿25, 𝐿26, 𝐿31, 𝐿39, 𝐿41} 96.89 % 

{60-61} {𝐿23, 𝐿24, 𝐿25, 𝐿26, 𝐿27, 𝐿31, 𝐿33, 𝐿38, 𝐿39, 𝐿40, 𝐿41, 𝐿42} 94.29 % 

{63-62, 63-62*} {𝐿23, 𝐿24, 𝐿32, 𝐿33, 𝐿38, 𝐿39, 𝐿41} 95.74 % 

{66-65, 66-65*} - - 

{64-67} - - 

{65-67, 65-67*} - - 

{64-68, 64-68*} - - 

{66-68, 66-68*} {𝐿23, 𝐿24, 𝐿25, 𝐿39, 𝐿41} 96.84 % 

{69-70, 69-70*} {𝐿23, 𝐿24, 𝐿38} 97.13 % 

{74-71, 74-71*} {𝐿23, 𝐿24, 𝐿32, 𝐿33, 𝐿38} 97.59 % 

{72-71, 72-71*} - - 

{74-73, 74-73*} - - 

 

4.4 Conclusion 

In this chapter, a new framework has been proposed to predict proper remedial control 

action (RCA) for preventing transient instability. To reduce the complexity of the problem and 

increase the prediction accuracy, the presented framework is implemented based on the micro 

model strategy, which means building a framework for individual lines separately and 

independently. This framework consists of three main modules, including transient stability, 

coherency, and RCA prediction. All three modules have been tested using the IEEE 39-bus system 

and 74-bus Nordic power network. The simulation results and comparisons show the effectiveness 

of the proposed framework. 
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5 A NOVEL FRAMEWORK FOR GENERATOR REJECTION 

PREDICTION TO PREVENT TRANSIENT INSTABILITY IN 

POWER SYSTEM USING WIDE-AREA MEASUREMENTS  

5.1 Introduction 

In this chapter, a novel generator rejection prediction is proposed to prevent transient 

instability in the power system. Since calculating the total amount of generator rejection and 

assigning the optimal amount of tripping to each generating facility is time-consuming, the optimal 

generator tripping calculation might be impractical for a real-life interconnected power system. In 

addition, communication delays deteriorate the efficiency of any wide-area remedial control action 

(RCA) in response to fault events which quickly evolve into transient instability. The proposed 

framework predicts the optimal generator rejection for critical generators based on pre-fault and 

post-fault generators' terminal voltage values. To simplify the problem, the proposed framework 

is designed for each set of micro models. The proposed framework consists of two main stages: 

offline optimization, which involves calculating proper RCAs using a full dynamic model of the 

power system for training the machine learning models, and online prediction. The effectiveness 

of the proposed framework is tested via the IEEE 9-bus system and the 74-bus Nordic test system. 

5.2 Methodology  

Generator rejection is one of the most commonly used RCAs to prevent transient instability 

[68-69]. Three important factors need to be considered while designing a generator rejection 

framework: 1) determining the accurate amount of generator rejection to stabilize the network, 2) 

identifying the critical generators, and 3) assigning the optimal amount of generator rejection to 

each critical generator. Therefore, generator shedding is an optimization problem, and it takes time 

to solve such a problem, especially for a large power network. In this regard, the generator rejection 

prediction is proposed, which moves the optimization problem to the offline training stage. After 

performing all calculations and optimization for each micro model set in an offline manner, three 

modules are trained to predict the proper RCA for each unstable scenario for individual MMSs. 

the first module predicts the stability status of the power network following a disturbance. If the 

system is predicted as unstable, the second module will be run and predict the critical generators. 

Finally, the amount of predicted generator shedding is assigned to each critical generator using the 
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third module. For prediction, the proposed classifier in chapter 4 (CBRDE-LM) is employed in all 

three modules. The following subsections discuss the principle of equal area criterion (EAC) and 

these three modules in detail. 

5.2.1 Extended equal area criterion (EEAC) 

 The EEAC is an approach for assessing the transient stability of a multi-machine power 

system. It is a direct method that replaces the multi-machine power system with a two-machine 

equivalent network. Following a disturbance, the synchronous machines are categorized into two 

classes, including critical machines (CM) and non-critical machines (NM). Each generator that 

loses its synchronism will be considered as a critical machine. Then these two sets of machines 

are modeled as a two-machine equivalent system as follows. 

𝑀𝐶𝑀 = ∑ 𝑀𝑖

𝑖∈𝐶𝑀

 ,    (1.5) 

𝑀𝑁𝑀 = ∑ 𝑀𝑗

𝑗∈𝑁𝑀

 (2.5) 

𝑀𝑇 = 𝑀𝐶𝑀 + 𝑀𝑁𝑀  (3.5) 

𝑀 =
𝑀𝐶𝑀 ∙ 𝑀𝑁𝑀

𝑀𝑇
 (4.5) 

𝛿𝐶𝑀 =
1

𝑀𝐶𝑀
∙ ∑ 𝑀𝑖 ∗ 𝛿𝑖  

𝑖∈𝐶𝑀

 (5.5) 

 𝛿𝑁𝑀 =
1

𝑀𝑁𝑀
∙ ∑ 𝑀𝑗 ∗ 𝛿𝑗  

𝑗∈𝑁𝑀

 (6.5) 

Where 𝑀𝐶𝑀, 𝑀𝑁𝑀, and 𝑀 denote the inertia coefficient for critical machines, non-critical 

machines, and system. 𝛿𝐶𝑀 and 𝛿𝑁𝑀 indicate the equivalent rotor angles for critical and non-critical 

machines. Using two machine system and following equations, the system converts into a single 

machine infinite bus system. 

𝑃𝑚 =
1

𝑀𝑇
∙ (𝑀𝑁𝑀 ∗ ∑ 𝑃𝑚𝑖

𝑖∈𝐶𝑀

− 𝑀𝐶𝑀 ∙ ∑ 𝑃𝑚𝑗

𝑗∈𝑁𝑀

) (7.5) 

𝑃𝑒 =
1

𝑀𝑇
∙ (𝑀𝑁𝑀 ∙ ∑ 𝑃𝑒𝑖

𝑖∈𝐶𝑀

− 𝑀𝐶𝑀 ∙ ∑ 𝑃𝑒𝑗

𝑗∈𝑁𝑀

) (8.5) 



 

85 

𝛿 = 𝛿𝐶𝑀 − 𝛿𝑁𝑀 ,   (9.5) 

𝑀 ∙
𝑑2𝛿

𝑑𝑡2
= 𝑃𝑚 − 𝑃𝑒 (10.5) 

where 𝛿, 𝑀, 𝑃𝑚, and 𝑃𝑒 represent rotor angle, inertia, mechanical power, and electrical 

power related to the equivalent SMIB system, respectively. Using the measurements data from the 

network and the above equations for SMIB, the 𝑃 − 𝛿 curve is plotted, and the required assessment 

to find the stability status and amount of generator rejection to stabilize the network are calculated 

based on the energy concept. It is worth noting that the multi-machine equivalent keeps the 

characteristics of the system machines and topology. Therefore, the results and solutions of the 

established SMIB are in perfect agreement with the corresponding solution of the entire system. 

5.2.2 Transient stability assessment 

In normal operation conditions, the system is operated at a stable point, and there is a 

balance between electrical power and the mechanical power of generators. When a disturbance 

occurs in a power network, generators start fluctuating and gain kinetic energy. If the generators 

can absorb the released energy, the system goes to another stable point and remains stable. 

Otherwise, the system becomes unstable. To determine the stability status of the power system, 

the 𝑃 − 𝛿 curve is plotted using pre-fault, during-fault, and post-fault data. For better 

understanding, a random 𝑃 − 𝛿 is illustrated in figure 5-1. 

 

Figure 5-1. A representation of equal area criterion for a random scenario 
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As shown in figure 5-1, 𝐴𝑎𝑐𝑐 is the amount of energy of generators that increases during 

the fault and 𝐴𝑑𝑒𝑐 is the maximum energy that the power system can dissipate in the post-fault 

condition. The 𝛿0, 𝛿𝑐𝑙, and 𝛿𝑚𝑎𝑥 = 𝛿𝑢 denote the rotor angle of SMIB at the fault moment, at the 

moment of clearing the fault, and the moment of instability, respectively. The stability status of 

the power system can be determined by calculating the difference between 𝐴𝑎𝑐𝑐 and 𝐴𝑑𝑐𝑐 as 

follows: 

𝐴𝑎𝑐𝑐 = ∫ (𝑃𝑚0
− 𝑃𝑒𝐷𝑢𝑟𝑖𝑛𝑔𝑓𝑎𝑢𝑙𝑡(𝛿))𝑑𝛿

𝛿𝑐𝑙

𝛿0

 (11.5) 

𝐴𝑑𝑐𝑐 = ∫ (𝑃𝑒𝑝𝑜𝑠𝑡𝑓𝑎𝑢𝑙𝑡(𝛿) − 𝑃𝑚0
)𝑑𝛿

𝛿𝑢

𝛿𝑐𝑙

 (12.5) 

𝜂 = 𝐴𝑑𝑒𝑐 − 𝐴𝑎𝑐𝑐 (13.5) 

Where 𝜂 represents the stability margin. According to this criterion, if 𝜂 < 0, the system is 

unstable, otherwise the system remains stable. 

5.2.3 Critical generator identification 

As mentioned, critical generators are generators that lose their synchronism following a 

disturbance. When an out-of-step is detected for a generator, the generator is labeled as a critical 

machine. Since all the calculations are performed offline, the critical generators are identified at 

the end of the simulation time. In the following figure, the critical and non-critical generators are 

determined for a random unstable scenario. 

𝐶𝑀𝑖 = { 
1                     𝑜𝑢𝑡 𝑜𝑓 𝑠𝑡𝑒𝑝 = 1
 0                            𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒     

  𝑖 = 1,2, . . , 𝑁𝐺  (14.5) 

 

Figure 5-2. Identifying critical and non-critical generators for an unstable scenario 
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Since identifying critical generators is performed offline, data of the entire system for the 

whole simulation time is available. Therefore, the critical generators can simply be extracted for 

each unstable scenario. 

5.2.4 Generator Rejection calculation 

Two pieces of information need to be calculated to obtain optimal generator rejection: 1) 

amount of generator rejection to stabilize the system and 2) distributing the generator rejection 

optimally among critical generators. First, the amount of required generator rejection is calculated 

to stabilize the power network using the 𝑃 − 𝛿 curve. In this regard, the mechanical power of the 

equivalent generator in the SMIB system should be reduced to increase the deceleration area and 

preserve system stability. The process is shown in figure 5-3. 

 

Figure 5-3. Schematic to show the process of increasing deceleration area by generator rejection 

Where  𝛿𝐺𝑅, 𝛿𝑟, and 𝛿𝑢′indicate the rotor angle at the moment generator rejection applied, 

the moment which rotor angle return, and the crossing point of post-fault electrical power and new 

mechanical power, respectively. According to above figure and equation (15.5), the amount of the 

required generator rejection and a new stability margin is calculated. 

𝐴𝑎𝑐𝑐 ≤ 𝐴𝑑𝑒𝑐𝑛𝑒𝑤
= ∫ (𝑃𝑒𝑝𝑜𝑠𝑡𝑓𝑎𝑢𝑙𝑡(𝛿) − 𝑃𝑚0

)𝑑𝛿
𝛿𝐺𝑅

𝛿𝑐𝑙

+ ∫ (𝑃𝑒𝑝𝑜𝑠𝑡𝑓𝑎𝑢𝑙𝑡(𝛿) − 𝑃𝑚𝑛𝑒𝑤
)𝑑𝛿

𝛿
𝑢′

𝛿𝐺𝑅

 (15.5) 

As can be seen, there are two unknown variables in equation (15.5) (i.e. 𝑃𝑚𝑛𝑒𝑤
, and 𝛿𝑢′). 

To calculate the amount of generator shedding (∆𝑃𝑚 = 𝑃𝑚0 − 𝑃𝑚𝑛𝑒𝑤), a repetitive algorithm is 
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developed as shown in figure 4.5. First, an arbitrary value for 𝑃𝑚𝑛𝑒𝑤
(0)

 necessarily lower than 𝑃𝑚0 

is chosen and using the SMIB, 𝑃 − 𝛿 curve, 𝛿𝑢′ is determined. Then, 𝐴𝑑𝑒𝑐𝑛𝑒𝑤
 is calculated and 

compared with 𝐴𝑎𝑐𝑐. If 𝐴𝑑𝑒𝑐𝑛𝑒𝑤

(𝑖)
= 𝐴𝑎𝑐𝑐 + 휀, where 휀 is a small positive constant. The process 

continues and the 𝑃𝑚𝑛𝑒𝑤 will be updated until a stop criterion is satisfied. 

 

Figure 5-4. The flowchart of generator rejection calculation (∆Pm) algorithm 

Since all these calculations are performed in an offline manner, the data are available, and 

computational time is not a concern. It is worth mentioning that only a specific amount of generator 

shedding is possible. In a real power network, a generating facility consists of multiple machines. 

In this study, 10 parallel machines with the same characteristics are considered to be in each power 

plant. Therefore only a specific amount of generator could be shed from each power plant. Take, 

for instance, a sample power network in figure 5-5; the calculated amount of generator shedding 

based on EEAC is 26.5 MW. However, the minimum amount of generator shedding, which is close 

to the calculated amount and is possible to trip immediately, is 30 MW. Therefore, the discretized 

essence of generator tripping should be considered in the offline calculation. 
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Figure 5-5. An example to show the discretize essence of generator shedding 

So far, the required amount of generator shedding is calculated for the SMIB system. In 

the second part of the offline generator shedding calculation, the location of generator shedding 

should be determined optimally. To do so, an optimization problem is defined to assign the 

minimum amount of generator shedding to critical generators so that the summation of generator 

shedding is greater than or equal to the calculated amount of generator shedding, and maximizes 

the stability margin. The objective function, and the operational constraints, can be expressed as 

follows. 

min ∑ ∆𝑃𝐺𝑖
− 𝛽(𝐴𝑑𝑒𝑐 − 𝐴𝐴𝑐𝑐)

𝑖∈𝛺𝐺

 (16.5) 

∑ ∆𝑃𝐺𝑖

𝑖∈𝛺𝐺

≥ ∆𝑃𝑚 (17.5) 

𝑃𝐺𝑖

𝑚𝑖𝑛 ≤ 𝑃𝐺𝑖
≤ 𝑃𝐺𝑖

𝑚𝑎𝑥 (18.5) 

𝑄𝐺𝑖

𝑚𝑖𝑛 ≤ 𝑄𝐺𝑖
≤ 𝑄𝐺𝑖

𝑚𝑎𝑥 (19.5) 

A heuristic optimization algorithm is proposed to solve this problem. First, a random 

population is generated for critical generators. Among generated sets, those that satisfy 

∑ ∆𝑃𝐺𝑖𝑖∈𝛺𝐺 ≥ ∆𝑃𝑚 and operational constraints remain in the possible patterns, and others are 

removed. Next, the stability margin and objective function is calculated for all those cases. The 

optimal solution is selected among all possible patterns. As it is mentioned, the full dynamic of the 

system is considered in this optimization problem. To do so, Matlab and Power factory 
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(DIgSILENT) software are linked. Therefore, the possible patterns should preserve the system's 

stability as well. For i iterations, this process is repeated, and using the wolves algorithm, a set of 

possible patterns for generator shedding is obtained. The steps of the proposed algorithm are shown 

in the following figure. 

 

Figure 5-6. Process of generator shedding optimization 

5.3 Proposed framework 

According to subsections (1.2.5)-(4.2.5), the methods for stability assessment, critical 

generator identification, and generator shedding optimization are explained in detail. As it is 

mentioned, the proposed framework consists of two main parts: the offline training stage and the 

online prediction stage.  In this section, the above-mentioned methods are employed in the 

proposed framework to perform offline calculations. Furthermore, the introduced CBRDE-LM 

classifier in chapter 4 is employed as a machine learning engine to predict all three modules. In 

the following paragraphs, different parts of the proposed framework are explained point by point. 
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5.3.1 Bulk scenario generation 

To train the machine learning models, bulk scenarios are generated for individual 

transmission lines (MMSs) to cover a credible number of scenarios. The dynamic behavior of the 

power network is closely related to fault location, fault duration, network configuration, and 

loading condition. Therefore, the random variation of these parameters is considered in the data 

generation process to generate a comprehensive dataset. Also, the data are generated for each MMS 

individually to reduce the problem’s solution space, reduce the complexities of the prediction 

models and increase the prediction accuracy of the modules. 

5.3.2 Transient stability prediction module 

For all generated datasets, using the EEAC, the stability status of each scenario is 

determined. Scenarios with η<0 are labeled as unstable (i.e., 1), and scenarios with η≥0 are labeled 

as stable (i.e., 0). Based on the generated dataset with two target classes, the stability prediction is 

converted to a binary classification problem. Using the pre-fault and post-fault voltage data of 

generator terminals, the machine learning engine is trained to predict the stability status of the 

power network. If a scenario is predicted as unstable, the trigger signal will be sent to the next 

modules to predict the critical generators and the amount of generator shedding for each critical 

generator. 

5.3.3 Critical generator prediction module 

According to the critical generator definition, the criticality of generators depends on the 

fault location. For a network with 𝑁𝐺  number of generators, there are 2𝑁𝐺 − 1 possible patterns 

for critical generators. Therefore, it is hard to identify critical generators online with high accuracy. 

Since there is a limited number of patterns for critical generators related to each MMS, using the 

micro model strategy reduces the complexity of the critical generator prediction significantly. In 

addition, according to the number of critical generator patterns for each micro model, MMSs can 

be classified into three groups as follows. 

𝑀𝑀𝑆𝑖𝐶 = {

𝑁𝑒𝑢𝑡𝑟𝑎𝑙                                                          𝑁𝑖
𝐶𝐺𝑃 = 0 

𝑁𝑜𝑛 − 𝑐𝑟𝑖𝑡𝑖𝑐𝑎𝑙                                               𝑁𝑖
𝐶𝐺𝑃 = 1  

𝐶𝑟𝑖𝑡𝑖𝑐𝑎𝑙                                                            𝑁𝑖
𝐶𝐺𝑃 ≥ 2

  𝑖 = 1,2, . . , 𝑁𝑀𝑀𝑆 (20.5) 
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Where 𝑀𝑀𝑆𝑖𝐶 and 𝑁𝑖
𝐶𝐺𝑃 represents the micro model set classes and the number of critical 

generator patterns for𝑀𝑀𝑆𝑖, respectively. The neutral MMSs do not have any unstable cases in 

the scenario generation process. Therefore, if a fault occurs on these MMSs, no RCA action is 

required. In addition, sets of non-critical MMSs have only one pattern for critical generators. 

Therefore, the critical generator pattern prediction is not required for these MMSs, and the 

generator rejection prediction module is triggered following an instability detection immediately. 

Finally, the critical MMSs have a limited number of patterns for critical generators. Next, the 

patterns are extracted for each MMS. Since the number of patterns is limited, critical generator 

prediction is converted to a multi-class classification problem. Therefore, using pre-fault and post-

fault voltage data and the generated dataset, the critical generator patterns for each critical MMS 

can be predicted by the CBRDE-LM classifier. It is worth noting that classifying the micro model 

sets and evaluating MMSs individually increase the average accuracy of this module significantly. 

To sum it up, if a fault scenario is predicted as unstable by the transient stability prediction module, 

the critical generator prediction module will predict the related critical generators and send the 

predicted critical generators pattern to the final module to predict the optimal amount of generator 

shedding as RCA. 

5.3.4 Generator shedding Prediction module 

As discussed, following an instability detection, the critical generators are predicted. Then, 

it is necessary to trip a specific number of units from each critical generator to stabilize the 

network. According to the heuristic optimization in the methodology section, the generation units’ 

numbers that need to be shed from each critical generators are extracted for each unstable scenario. 

The number of generator tripping units can change from 0 (i.e., no generator shedding needed) and 

10 (i.e., all the units of the power plants should be switched off). 

∆𝑃𝐺𝑖

𝑡𝑟𝑖𝑝
∈ {𝑘| 0 ≤ 𝑘 ≤ 10, 𝑘 ∈ 𝑧}, i = 1,2, . . , 𝑁𝐶𝑀 (21.5) 

If generator shedding is implemented for the entire network in one module, the generator 

shedding prediction should be implemented for all generators. However, only specific generators 

need generator shedding prediction when each MMS is evaluated separately. It significantly 

reduces the solution space and increases the overall accuracy of this module. Depending on the 

number of critical generators, the number of targets needing prediction is changed. Therefore, 

generator shedding prediction is an 11-classes classification problem with multi targets (i.e., the 
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number of critical generators related to each MMS). For individual MMSs, one classifier is trained 

for each critical generator related to that MMS. The pre-fault and post-fault voltage values of 

generator terminals, along with critical generator patterns, are fed into the classifier as input. 

Furthermore, the number of tripping units obtained from optimization is considered as output. To 

clarify the number of classifier in the generator shedding prediction module, a sample network is 

shown in the following figure as an example. 

 

Figure 5-7. Sample power system to show the required number of classifier for generator shedding 

prediction 

The MMS1 is a critical micro model. It has two patterns for critical generators, including 

G1 and G2. Therefore, two classifiers are trained in the generator shedding prediction module: 1) 

predict the number of units that need to be shed from G1 and 2) another classifier to predict 

generator shedding for G2. However, the MMS2 is a non-critical micro model. This MMS has 

only one critical generator for all unstable scenarios. Therefore, only one classifier is designed for 

G1 to predict the number of tripping units from this generator to preserve the system's stability. A 

comprehensive diagram of the proposed framework is illustrated in figure 5-8. 
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Figure 5-8. A comprehensive diagram of the proposed framework to predict optimal generator rejection 

for line ij 

It is worth mentioning that the generator shedding could lead to an imbalance between 

generation and load in the network. However, the main focus of this framework is to prevent 

transient instability. In addition, the load shedding prediction is performed in chapter 4. Although 

it can be considered in the optimization problem, it increases the computational time significantly. 

Therefore, the load shedding is ignored in this framework. After stopping transient instability, the 

imbalance between generation and load could be simply calculated and applied to the network to 

improve the voltage and frequency of the system buses. 

5.4 Simulation results and discussion 

The performance of the proposed framework is validated using the IEEE 9-bus and 74-bus 

Nordic test systems. Bulk scenarios are generated using DIgSILENT programming language 

(DPL) commands. Full dynamic simulations are performed using DIgSILENT PowerFactory to 

derive the rotor angle curves of the power network before and after applying RCA. All the 

calculations, optimizations, and machine learning model training are coded and run using 



 

95 

MATLAB. In addition, DIgSILENT and MATLAB are linked to apply possible solutions in each 

step of optimization. All simulations are performed on an Intel 3.4 GHz CPU with 16 GB of RAM. 

5.4.1 Case1: IEEE 9-bus system 

As expressed in chapter 3, this network has 6 MMS. For Each MMS, 2000 scenarios are 

generated. To cover credible number of scenarios, important parameters including fault location, 

fault duration time, and system loading are varied randomly. Also, N-1 and N-2 contingencies are 

considered. The detail of the scenario generation process is expressed in chapter 3. All three 

modules are run for each MMS in this network to evaluate the effectiveness of the proposed 

framework. 

5.4.1.1 Transient stability prediction  

In this module, the stability status of each fault scenario is predicted. First, using (11.5)-

(13.5), the stability status of each scenario is investigated in an offline fashion. The terminal 

voltage of generators, including one pre-fault data and 10 post-fault cycles (PFCs) as inputs and 

the stability status of the power network (0 or 1) as output are fed into the machine learning engine 

for training. For both test systems, 80% of the generated dataset is randomly selected for training 

the machine learning models, and the remaining 20% is used to test the performance of the 

framework. The accuracies of the transient stability prediction module for each line are presented 

in table 5-1. 

Table 5-1. Number of unstable cases and accuracy of transient stability prediction module for all MMSs 

in IEEE 9-bus system 

MMS Number of unstable Cases Prediction accuracy 

{5-4} 361/2000 (18.05%) 99.16% 

{5-7} 875/2000 (43.75%) 99.48% 

{7-8} 302/2000 (15.1%) 98.84% 

{8-9} 484/2000 (24.2%) 99.05% 

{9-6} 467/2000 (23.35%) 98.76% 

{4-6} 469/2000 (23.45%) 99.11% 
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5.4.1.2 Critical generator prediction  

In this part, the critical generator patterns are extracted for each MMS in an offline process 

to train the machine learning model. The critical generator patterns for each MMS of the IEEE 9-

bus test system are demonstrated in figure 5-9. Next, using the input data (i.e., the pre-fault and 

post-fault voltage values) and the output data (i.e., the critical generators patterns), the critical 

generators can be predicted using the CBRDE-LM classifier. The accuracy of critical generator 

prediction module for all lines are shown in table 5-2. 

 

Figure 5-9. Schematic of single line diagram of IEEE 9-bus system along with critical generator patterns 

for each MMS 

Table 5-2. Accuracy of critical generator prediction module for all MMSs in IEEE 9-bus system 

MMS 
Number of critical 

generator patterns 

Prediction 

accuracy 

Average accuracy 

using MMS strategy 

Accuracy without 

using MMS strategy 

{5-4} 4 96.39% 

96.77% 94.89% 

{5-7} 4 97.06% 

{7-8} 2 97.22% 

{8-9} 3 96.87% 

{9-6} 3 96.68% 

{4-6} 4 96.44% 



 

97 

According to table 5-2, the average accuracy of critical generator prediction modules using 

the micro model strategy is approximately 2% higher than the prediction accuracy of previous 

methods (i.e., the methods predict critical generators using the whole dataset of the system in one 

prediction module). To make this comparison, the same dataset has been used (i.e., 12000 

scenarios). The classifier is trained using pre-fault and post-fault voltage values of generator 

terminals as inputs and 5 patterns of critical generators as targets). This comparison shows the 

effectiveness of the micro model strategy. 

5.4.1.3 Generator shedding prediction 

As it is mentioned, the patterns of generator rejection for all critical generators are 

identified using the heuristic optimization in the offline stage. Using the generated dataset depends 

on the critical generator patterns for each MMS, two/three classifiers are trained for each MMS 

and predict the amount of generator shedding for each critical generator. The prediction accuracy 

of the generator rejection prediction module for the IEEE 9-bus system is shown in table 5-3. 

Table 5-3. Accuracy of generator shedding prediction module for each MMS in IEEE 9-bus system 

MMS 

Accuracy of generator rejection prediction Average accuracy of 

generator shedding 

prediction 
G1 G2 G3 

{5-4} 89.11% 93.27% 94.66% 92.34% 

{5-7} 91.85% 94.38% 94.07% 93.44% 

{7-8} - 95.23% 94.62% 94.92% 

{8-9} - 93.79% 94.16% 93.97% 

{9-6} - 93.18% 95.06% 94.12% 

{4-6} 90.57% 94.3% 94.68% 93.18% 

 

5.4.1.4 Comparing the performance of the proposed framework with the existing methods 

As discussed, the previous methods can be categorized into two groups. In this part, a 

comprehensive comparison is performed to show the effectiveness of the proposed framework. A 

3-phase fault is applied on MMS3 (i.e. {7-8}) at t=5 s and is cleared after 297 ms. The stability 

prediction module predicts the stability status of this scenario as unstable. The rotor angle 

instability for this scenario can be seen in figure 5-10. (a). First, the proposed optimization is run, 
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and the amount of necessary generator shedding is calculated 15.87 MW in this case. Also, the 

amount of generation shedding is calculated based on approximation (i.e., 𝛿𝑢 = 𝛿𝑢′), and the 

calculated amount is 26.81 MW using the existing energy function-based methods. First, generator 

shedding is applied based on the previous energy function-based method, which uses an 

approximation to calculate the generator rejection quickly. Since these methods (based on 

estimation), trip the generators based on the sequence of out of step or energy index, the calculated 

amount is tipped from generator 3, (i.e., 4 units of G3 which is equal to 32 MW). Therefore, four 

units of G3 are tripped at t=5.72 s. As shown in figure 5-10. (b), these methods are fast enough to 

effectively stabilize the network. However, the amount of generator shedding is more than the 

required amount. Based on another approach, generator shedding is performed by running an 

optimization model with a computational time of about 500 ms. The optimal RCA decision is to 

trip one unit of G2. If this amount is tripped immediately, the system become stable. The optimal 

generator shedding is applied at t=6.197 s. The rotor angles of the generator after applying the 

calculated generator shedding are shown in figure 5-10. (c). since the generator rejection is applied 

relatively late, the system loses the synchronism. Finally, the proposed framework predicts that 

one unit of G2 and one unit of G3 (equal to 24.8 MW) need to be tripped to stabilize the network. 

The predicted generator rejection is applied at t=5.72 s and the rotor angles of generators are shown 

in figure 5-10. (d). Although the predicted amount of generator shedding is a bit more than 

optimize amount, it can  stabilize the network, and it is more cost effective compare to the 

estimation method. This case study shows the effectiveness of the proposed framework. Although 

the generator rejection based on estimation can stabilize the network, it tripped around 9 MW more 

than the proposed framework. Figure 5-10. (b) and figure 5-10. (d) show the importance of 

choosing the right candidate generators for generator shedding. The obtained bus voltages are also 

illustrated in figure 5-11, for different generator shedding strategies. 
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Figure 5-10. The rotor angles of generators after applying different generator rejection strategies for a 

specific case study in the IEEE 9-bus system 

 

Figure 5-11. Voltage magnitudes after applying different generator rejection strategies for a specific case 

study in the IEEE 9-bus system 
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In addition, the summary of comparing different generator rejection methods and their 

performance is illustrated in the following table. 

Table 5-4. Comparison of the proposed framework and existing methods for a random unstable scenario 

in the IEEE 9-bus system 

Generator 

rejection 

strategy 

Execution time 
Amount of generator 

shedding Location of 

generator 

shedding 

Stability of 

the network 
Considering 

communication 

delays 

practicality ∑ ∆𝑷𝑮𝒊

𝒕𝒓𝒊𝒑

𝑵𝑪𝑴

𝒊=𝟏

 practicality 

Estimation ~ 450 ms ✓ 34 MW X G3 stable 

Optimization ~ 1-2 s X 16.3 ✓ G2 unstable 

Proposed 

framework 
~ 450 ms ✓ 24.8 MW ✓ G2, G3 stable 

 

5.4.2 Case2: 74-bus Nordic power system 

To generalize the proposed methodology, the proposed framework is tested using the 

Nordic test system. As it is mentioned previously, the Nordic test system has 37 MMSs. According 

to the defined criteria (𝑁𝐶𝐺𝑃) MMSs are categorized into three classes: 1) neutral, 2) non-critical, 

and 3) critical. The Nordic has 12 neutral MMS (i.e., there is no need to design RCA for these 

MMSs, because they do not have any unstable cases), and these MMSs are colored green in the 

diagram. In addition, 7 non-critical MMSs are exist in this test system (i.e., MMSs that have only 

one pattern for critical generators), and these MMSs are indicated using red color in the single line 

diagram. The remaining MMSs are critical and have at least 2 patterns for critical generators. These 

MMS are shown using blue color in the diagram. To cover credible number of scenarios, 6000 

scenarios are generated for each MMS in the Nordic power system. The single-line diagram of the 

Nordic power system is depicted in figure 5-12. Also, four MMSs including two critical (i.e., {69-

70, 69-70*} and {55-57. 55-57*}) and two non-critical (i.e., {59-54} and {46-45, 46-45*}) MMSs 

are indicated in the figure with circle. All three modules are implemented for those MMSs 

completely. 
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Figure 5-12. Single line diagram of the Nordic test system 

According to the micro model strategy, the transient stability prediction module is run for 

all MMSs. The percentage of unstable cases for each MMS and the accuracy of the stability 

prediction module are shown in the following table. 
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Table 5-5. The percentage of unstable cases and average accuracy of transient stability prediction module 

for individual MMSs in Nordic test system 

MMS Percentage of unstable cases  
Accuracy of transient stability 

prediction module 

{43-44, 43-44*} 1.96% 98.96 % 

{46-45, 46-45*} 16.24% 99.49 % 

{46-47} 5.45% 99.01 % 

{50-49} 0.98% 98.85 % 

{51-46} 1.54% 98.88 % 

{48-51, 48-51*} 0 100 % 

{51-52, 51-52*} 0 100 % 

{49-53} 0 100 % 

{50-53} 2.74% 99.01 % 

{53-52} 11.63% 99.15 % 

{54-52} 3.18% 99.02 % 

{53-54} 1.48% 98.9 % 

{47-55} 0 100 % 

{52-55} 0 100 % 

{56-52} 0 100 % 

{54-56} 2.39% 99.12 % 

{55-57, 55-57*} 8.76% 99.25 % 

{56-57} 32.98% 99.49 % 

{58-57, 58-57} 14.19% 99.25 % 

{54-59} 2.88% 99.06 % 

{56-59} 2.25% 99.21 % 

{44-60} 0.6% 98.69 % 

{58-60} 3.11% 99.03 % 

{44-61} 1.32% 98.98 % 

{61-58} 3.41% 99.23 % 

{59-61} 1.93% 99.13 % 

{60-61} 29.53% 99.04 % 

{63-62, 63-62*} 24.13% 99.27 % 

{66-65, 66-65*} 0 100 % 
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{64-67} 0 100 % 

{65-67, 65-67*} 0 100 % 

{64-68, 64-68*} 0 100 % 

{66-68, 66-68*} 1.47% 99.06 % 

{69-70, 69-70*} 2.81% 99.22 % 

{74-71, 74-71*} 0.78% 98.85 % 

{72-71, 72-71*} 0 100 % 

{74-73, 74-73*} 0 100 % 

 

Next, the critical generator patterns are extracted for each micro model. In the following 

table, the critical generator patterns and the accuracy of the critical generator prediction module 

are illustrated for each MMS. 

Table 5-6. Critical generator patterns and accuracy of critical generator prediction module for all MMSs 

in Nordic test system 

MMS  𝑵𝑪𝑮𝑷 Set of critical generators 
Critical generator  

Prediction 

{43-44, 43-44*} 11 

G4, G6-G8, G11-G18 

94.57 % 

G4 

G4-G8, G11-G18 

G4, G6-G8, G11, G13-G18 

G4, G6-G8, G12-G18 

G6-G8, G11-G18 

G4, G8 

G4, G8, G12 

G6-G8, G11, G13-G18 

G6-G8, G12-G18 

G8 

{46-45, 46-45*} 1 G17, G18 100% 

{46-47} 1 G17, G18 100% 

{50-49} 4 
G17, G18 

95.84 
G6 
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G6-G8, G11-G18 

G4, G6-G8, G11-G18 

{51-46} 1 G17, G18 100% 

{48-51, 48-51*} - - - 

{51-52, 51-52*} - - - 

{49-53} - - - 

{50-53} 3 

G6, G17-G18 

95.31 % G6-G8, G12-G18 

G6 

{53-52} 10 

G6-G8, G11-G18 

94.17 % 

G6 

G6, G8, G12-G18 

G6, G11-G18 

G6-G8, G13-G18 

G6-G8, G16-G18 

G6-G8, G11, G13-G18 

G6, G8 

G4, G6-G8, G11-G18 

G4 

{54-52} 8 

G6-G8, G12-G18 

94.31 % 

G4 

G6, G17-G18 

G6-G8, G11-G18 

G8 

G6 

G17-G18 

G4, G6 

{53-54} 1 G6-G8, G11-G18 100% 

{47-55} - - - 

{52-55} - - - 

{56-52} - - - 

{54-56} 2 G8 96.54 % 
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G6-G8, G11-G18 

{55-57, 55-57*} 8 

G8 

94.23 % 

G6-G8, G11-G18 

G6-G8, G13-G18 

G8, G12 

G4, G8 

G4-G8, G11-G18 

G6-G8, G11, G13-G18 

G4, G8, G12 

{56-57} 11 

G6-G8, G11-G18 

94.78 % 

G8 

G6-G8, G12-G18 

G8, G12 

G4, G8, G12 

G4, G6-G8, G11-G18 

G4, G8 

G4-G8, G11-G18 

G4, G6-G8, G12-G18 

G6-G8, G11, G13-G18 

G4 

{58-57, 58-57*} 17 

G6-G8, G11-G18 

93.84 % 

G8 

G4 

G4, G5 

G6, G7, G11-G18 

G4, G6-G8, G13-G18 

G4, G6-G7, G13-G18 

G6-G8, G13-G18 

G6-G8, G11, G13-G18 

G6, G7, G11, G13-G18 

G4, G6, G7, G11-G18 

G4-G8, G11-G18 

G4-G8, G12-G18 
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G6, G7, G12-G18 

G6-G8, G12-G18 

G8, G12 

G4, G6-G8, G11-G18 

{54-59} 1 G11 100% 

{56-59} 4 

G11 

94.96 % 
G6-G8, G11, G13-G18 

G6-G8, G11-G18 

G8 

{44-60} 6 

G6-G8, G11-G18 

94.72 % 

G6-G8, G12-G18 

G6-G8, G11, G13-G18 

G6-G8, G13-G18 

G4, G6-G8, G11-G18 

G6, G7, G11, G13-G18 

{58-60} 16 

G6-G8, G11-G18 

93.73 % 

G4, G6-G8, G11-G18 

G6-G8, G13-G18 

G4 

G6-G8, G12-G18 

G6-G8, G11, G13-G18 

G4, G6-G8, G11, G13-G18 

G6-G7, G11, G13-G18 

G4, G6-G8, G13-G18 

G6-G7, G13-G18 

G4-G8, G11-G18 

G6, G7, G11-G18 

G4, G6, G7, G13-G18 

G4-G8, G11, G13-G18 

G6, G7, G12-G18 

G6-G8, G14-G18 

{44-61} 9 
G6-G8, G11-G18 

95.41 % 
G4, G6-G8, G11-G18 
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G8 

G6-G8, G13-G18 

G6, G7, G13-G18 

G6-G8, G13-G18 

G6, G7, G12-G18 

G6-G8, G11-G18 

G4, G6-G8, G11-G18 

{61-58} 14 

G6-G8, G11-G18 

93.96 % 

G4, G6-G8, G13-G18 

G6-G8, G11, G14-G18 

G6, G7, G11-G18 

G6-G8, G12-G18 

G4, G6-G8, G12-G18 

G6-G8, G11, G13-G18 

G4 

G6-G8, G13-G18 

G6, G7, G11, G13-G18 

G6, G7, G13-G18 

G6, G7, G12-G18 

G4, G6-G8, G11-G18 

G4, G6, G7, G12-G18 

{59-61} 10 

G6-G8, G11-G18 

94.75 % 

G4-G8, G11-G18 

G6, G7, G13-G18 

G6, G7, G12-G18 

G4, G6-G8, G12-G18 

G6-G8, G11, G12-G18 

G6-G8, G14-G18 

G6-G8, G12-G18 

G6-G8, G13-G18 

G4, G6-G8, G11-G18 

{60-61} 16 
G6-G8, G11-G18 

93.82 % 
G1-G18 
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G4-G8, G11-G18 

G4, G6-G8, G11-G18 

G6-G8, G12-G18 

G6-G8, G11, G13-G18 

G4, G6-G8, G12-G18 

G6-G8, G13-G18 

G6, G7, G13-G18 

G6, G7, G11, G13-G18 

G8 

G6, G7, G11-G18 

G5-G8, G11-G18 

G4, G6-G8, G13-G18 

G4, G6-G8, G11, G13-G18 

G6, G7, G12- G18 

{62-63, 62-63*} 2 
G8 

95.48 % 
G6-G8, G11-G18 

{66-65, 66-65*} - - - 

{64-67} - - - 

{65-67, 65-67*} - - - 

{64-68, 64-68*} - - - 

{66-68, 66-68*} 1 G6-G8, G11-G18 100% 

{69-70, 69-70*} 2 
G4 

95.38 % 
G6-G8, G11-G18 

{74-71, 74-71*} 1 G6-G8, G11-G18 100% 

{72-71, 72-71*} - - - 

{74-73, 74-73*} - - - 

 

Ac can be seen in the above table, there are 31 unique critical generator patterns for the 

Nordic power network. To show the effectiveness of the micro model strategy for the whole 

network using the entire dataset and these patterns, a CBRDE-LM is trained and tested. The 

obtained prediction accuracy is 93.22%. In addition, the average accuracy of the proposed 

framework for the Nordic system is 97.42%, considering the micro model strategy. 
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Since solving the optimization problem is time-consuming, two critical MMSs (69-70, 69-

70*} and {55-57. 55-57*}), and two non-critical MMSs ({59-54} and {46-45, 46-45*}) are 

randomly selected to implement generator shedding prediction module and evaluate the 

effectiveness of the proposed framework. For all unstable scenarios related to the chosen MMSs, 

the heuristic optimization run and the number of generation units that need to be switched off are 

extracted for each critical generator. Then for each critical generator, a classifier is trained, and the 

number of generation units for generation tripping is predicted. The accuracy of the prediction 

module for each critical generator related to the evaluated MMSs are illustrated in the following 

table. 

Table 5-7. Accuracies of different classifiers for each critical generator related to selected MMS in Nordic 

power system 

MMS CGP 
Accuracy of generator rejection prediction (%) 

G4 G6 G7 G8 G11 G12 G13 G14 G15 G16 G17 G18 

{59-54} G11 - - - - 96.7 - - - - - - - 

{46-45, 

46-45*} 
G17, G18 - - - - - - - - - - 94.8 95.6 

{69-70,     

69-70*} 

G4 97.3 - - - - - - - - - - - 

G6-G8, G11-

G18 
- 91.7 100 94.1 93.2 90.3 100 100 100 100 93.7 93.3 

{55-57, 

55-57*} 

G8 - - - 96.2 - - - - - - - - 

G6-G8, G11-

G18 
- 92.5 100 93.8 94.2 89.7 100 100 100 100 94.4 94.7 

G6-G8, G13-

G18 
- 91.9 100 93.5 - - 100 100 100 100 96.1 95.3 

G8, G12 - - - 94.5 - 92.3 - - - - - - 

G4, G8 96.8 - - 93.3 - - - - - - - - 

G4-G8, G11-

G18 
96.5 90.9 98.3 93.7 94.4 91.2 100 100 100 100 95.0 95.4 

G6-G8, G11, 

G13-G18 
- 93.3 100 93.5 95.2 - 100 100 100 100 96.2 94.9 

G4, G8, G12 97.6 - - 94.4 - 92.6 - - - - - - 
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In the above table the accuracies of designed classifiers for each critical generator are 

illustrated. The average accuracy of generator shedding prediction module for each evaluated 

MMS are calculated and it is shown in table 5-8 

Table 5-8. Average accuracy of generator shedding prediction module for four selected MMSs in Nordic 

test system 

MMS Accuracy of generator shedding prediction module (%) 

{59-54} 96.7 % 

{46-45, 46-45*} 95.2 % 

{69-70, 69-70*} 96.67 % 

{55-57, 55-57*} 95.85 % 

 

5.5 Conclusion 

In this chapter, a new framework has been proposed to predict generator shedding to 

prevent the transient instability. To reduce the complexity of the problem and increase the 

prediction accuracy, the presented framework is implemented for each set of the micro model 

(MMS) independently. This framework consists of three main modules including transient 

stability, critical generators, and generator shedding prediction. The last modules predict the 

number of units for each critical generator that needs to be switched off. All three modules have 

been tested using the IEEE 9-bus system and 74-bus Nordic power network. The simulation results 

and comparisons show the effectiveness of the proposed framework. 
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6 CONCLUSIONS AND FUTURE WORKS 

6.1 Conclusions 

This project intends to develop a comprehensive framework to predict appropriate remedial 

control actions for power systems to prevent cascading outages and blackouts following a large 

disturbance. The following paragraphs provide a chapter-wise summary of this project.  

Chapter 1 introduces the importance of transient instability and blackout prevention. In 

addition, the application of WAMS and PMUs in power system control and monitoring is 

expressed. Also, communication delays related to the WAMS system and their impact on the 

effectiveness of the RCA are introduced. The drawbacks of previous remedial control actions are 

pointed out. Finally, the contributions of the proposed framework are highlighted. 

A literature review is conducted on transient stability assessment in chapter 2. In addition, 

different power system states and the proper control action in each state are discussed. Also, a 

comprehensive literature review is performed on remedial control actions. The advantage and 

disadvantages of previous remedial control actions, including controlled islanding, generator 

shedding, load shedding, fast valving, and dynamic braking resistor, are assessed in detail.  

In Chapter 3, the data generation process is explained. Also, the micro model strategy 

which is one of the main contributions of this thesis is discussed in this chapter. The proposed 

micro model strategy reduces the complexity of the remedial control action prediction problem 

and increases the prediction accuracies of the proposed framework modules. In addition, the 

dataset is built for every individual micro model for all three test systems.  

Two novel RCA prediction schemes including controlled islanding plus load shedding and 

generator rejection are developed in chapters 4 and 5, respectively. Both the proposed schemes use 

a machine learning method called CBRDE-LM to perform predictions in different modules. The 

employed neural network optimizes the number of hidden layers and number of neurons for each 

problem. Also, the LM backpropagation is used for fine-tuning.  

A combination of controlled islanding and load shedding is implemented as RCA in the 

first scheme. The proposed framework comprises three main modules including transient stability, 

coherency, and RCA prediction. A novel algorithm is proposed in the coherency prediction module 

to minimize the number of islands and reduce the restoration process cost. The proposed coherency 

identification method and micro model strategy significantly enhance the coherency prediction 
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module. In addition, the proposed framework is tested using the IEEE 39-bus test system and the 

74-bus Nordic test system as a larger test case. The obtained results are shown the effectiveness of 

the proposed framework. As it is shown in the simulation results, the for quick instabilities, the 

previous methods are not able to stabilize the network. However, the proposed framework has the 

potential to prevent blackout with high accuracy. Moreover, the robustness of the framework is 

tested using noisy measurement data from PMU, and it shows promising results.  

The second framework is composed of three modules including transient stability, critical 

generator, and generator shedding prediction. The framework is designed based on the micro 

model strategy. Compared with the existing methods, the obtained accuracies of the three modules 

are improved using the micro model strategy. To calculate the accurate amount of generator 

rejection, a heuristic optimization, considering the full dynamic model of the power network, is 

performed offline to minimize the generator shedding and maximize the stability margin. The 

patterns for generator shedding are extracted using offline calculations. Finally, the dataset is fed 

to the CBRDE-LM classifier to predict the optimal generator shedding quickly. The presented 

framework is tested on the IEEE 9-bus and Nordic test systems. 

To sum it up, the previous RCA schemes are designed based on running optimization 

models and performing calculations online. However, due to the fast dynamics of rotor angle 

oscillations and considering communication latencies, there is limited time to compute RCA. This 

makes online RCA calculation impractical in events quickly evolving into transient instability. 

Therefore, RCA prediction is proposed to address this problem. Three main RCAs, including 

controlled islanding, load shedding, and generator tripping are modeled in this study. 

6.2 Future works 

According to the research carried out, the following research directions are recommended 

for future investigation: 

1) Considering the rapid growth of renewable energy resources in modern power systems, 

the RCA prediction scheme needs to be studied in the presence of these resources.  

2) Other RCAs, such as fast valving and dynamic braking resistors, or a combination of 

RCAs could be investigated. 
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3) Future work can also be planned to improve the accuracy of the stability prediction 

module (particularly for stable cases). Deep learning and reinforcement learning-based prediction 

methods can also be investigated to enhance prediction accuracy.   

4) Different types of generators (e.g., hydro plants, thermal plants, DGs, etc.) and load 

clusters need to be accurately modeled in the RCA prediction scheme design.  
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 TEST SYSTEMS DATA 

The dynamic data of generators, excitation systems, line data for different test systems are 

represented in the following tables. 

IEEE 9-bus system: 

Table A.1. Dynamic model data of generators in IEEE 9-bus test system 

Generator parameters G1 G2 G3 

MVA(base) 200 100 100 

𝑻𝒅𝟎
′  3.73 0.8 0.806 

𝑻𝒅𝟎
′′ 0.05 0.05 0.05 

𝑻𝒒𝟎
′  0 0.12 0.12 

𝑻𝒒𝟎
′′ 0.05 0.05 0.05 

H 9.55 4.165 2.765 

D 0 0 0 

𝑿𝒅 0.36 1.72 1.68 

𝑿𝒒 0.24 1.66 1.61 

𝑿𝒅
′ 0.15 0.23 0.23 

𝑿𝒒
′ 0 0.378 0.32 

𝑿𝒅
′′ 0.1 0.2 0.2 

𝑿𝒒
′′ 0.1 0.2 0.2 

𝑿𝒍 0.083 0.141 0.94 

 

Table A.2. Dynamic model data of excitation system in IEEE 9-bus test system 

AVR Parameters G1 G2 G3 

type IEEE DC1 IEEE DC1 IEEE DC1 

Tr 0.06 0.001 0.06 

Ka 0.001 400. 0.001 

Ta 0.2 0.05 0.2 

Tb 0.01 0.01 0.01 

Tc 0 0. 0. 
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Te 0.5 0.95 0.5 

Kf 0.085 0.04 0.085 

Tf1 0.35 1. 0.35 

E1 3.66 3.66 3.66 

Se1 0.03 0.03 0.03 

E2 4.89 4.89 4.89 

Se2 0.1 0.1 0.1 

Ke -0.044 -0.17 -0.044 

Vrmin -1 -3. -1. 

Vrmax 1 0.001 1. 

 

Table A.3. Transmission lines data of IEEE 9-bus system 

Transmission lines parameter 
X (pu/m) R (pu/m) B (pu/m) 

From Bus To Bus 

5 4 0.068 0.01 0.176 

7 5 0.092 0.017 0.158 

7 8 0.161 0.032 0.306 

8 9 0.1738 0.039 0.358 

9 6 0.0576 0.0085 0.149 

6 4 0.1008 0.0119 0.209 

 

IEEE 39-bus system 

Table A.4. Dynamic model data of generators in IEEE 39-bus test system 

Generator 

parameters 
G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 

MVA base 200 100 200 200 100 200 200 200 200 2000 

T'do 10.2 6.56 5.7 5.69 5.4 7.3 5.66 6.7 4.79 7 

T"do 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 0.05 

T'qo 1.5 1.5 1.5 1.5 0.44 0.4 1.5 0.41 1.96 0.7 
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T"q0 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 0.035 

H 21 30.3 17.9 14.3 26 17.4 13.2 12.15 17.25 25 

D 0 0 0 0 0 0 0 0 0 0 

Xd 0.2 0.295 0.499 0.524 0.67 0.508 0.59 0.58 0.4212 0.4 

Xq 0.138 0.282 0.474 0.516 0.62 0.482 0.584 0.56 0.41 0.38 

X'd 0.062 0.069 0.106 0.0872 0.132 0.1 0.098 0.114 0.114 0.12 

X'q 0.06 0.17 0.175 0.332 0.166 0.1628 0.372 0.1822 0.1174 0.16 

X"d 0.05 0.05 0.09 0.07 0.089 0.08 0.088 0.09 0.09 0.08 

X"q 0.05 0.05 0.09 0.07 0.089 0.08 0.088 0.09 0.09 0.08 

𝑿𝒍 0.025 0.035 0.060 0.059 0.054 0.0448 0.0644 0.056 0.0596 0.06 

 

Table A.5. Dynamic model data of excitation system in IEEE 9-bus test system 

AVR 

Parameters 
G1 G2 G3 G4 G5 G6 G7 G8 G9 G10 

Type IEEE X1 

TR 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 0.01 

KA 5 6.2 5 5 40 5 40 5 40 5 

TA 0.06 0.05 0.06 0.06 0.02 0.02 0.02 0.02 0.02 0.02 

TB 0 0 0 0 0 0 0 0 0 0 

TC 0 0 0 0 0 0 0 0 0 0 

VRMAX 5 5.2 5 5 10 5 6.5 5 10.5 10.5 

VRMIN -5 -5 -5 -5 -10 -5 -6.5 -5 -10.5 -10.5 

KE -0.05 -0.05 -0.02 -0.05 1 -0.04 1 -0.05 1 1 

TE 0.25 0.41 0.5 0.5 0.785 0.471 0.73 0.528 1.4 1.4 

KF 0.04 0.06 0.08 0.08 0.03 0.08 0.03 0.09 0.03 0.03 

TF1 1 0.5 1 1 1 1.25 1 1.26 1 1 

Switch 0 0 0 0 0 0 0 0 0 0 

E1 1.7 3 3 3 3 3 3 3 3 3 

SE(E1) 0.5 0.66 0.13 0.08 0.03 0.08 0.03 0.09 0.03 0.03 

E2 3 4 4 4 4 4 4 4 4 4 

SE(E2) 2 0.88 0.34 0.31 0.91 0.25 0.74 0.28 0.85 0.85 
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Table A.6. Transmission lines parameters in IEEE 39-bus test system 

Transmission line parameters 
R X B 

From bus To bus 

1 2 0.0035  0.0411 0.6987 

1 39 0.0010 0.0250 0.7500 

2 3 0.0013 0.0151 0.2572 

2 25 0.0070 0.0086 0.1460 

3 4 0.0013 0.0213 0.2214 

3 18 0.0011 0.0133 0.2138 

4 5 0.0008 0.0128 0.1342 

4 14 0.0008 0.0129 0.1382 

5 6 0.0002 0.0026 0.0434 

5 8 0.0008 0.0112 0.1476 

6 7 0.0006 0.0092 0.1130 

6 11 0.0007 0.0082 0.1389 

7 8 0.0004 0.0046 0.0780 

8 9 0.0023 0.0363 0.3804 

9 39 0.0010 0.0250 1.2000 

10 11 0.0004 0.0043 0.0729 

10 13 0.0004 0.0043 0.0729 

13 14 0.0009 0.0101 0.1723 

14 15 0.0018 0.0217 0.3660 

15 16 0.0009 0.0094 0.1710 

16 17 0.0007 0.0089 0.1342 

16 19 0.0016 0.0195 0.3040 

16 21 0.0008 0.0135 0.2548 

16 24 0.0003 0.0059 0.0680 

17 18 0.0007 0.0082 0.1319 

17 27 0.0013 0.0173 0.3216 

21 22 0.0008 0.0140 0.2565 

22 23 0.0006 0.0096 0.1846 

23 24 0.0022 0.0350 0.3610 

25 26 0.0032 0.0323 0.5130 
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26 27 0.0014 0.0147 0.2396 

26 28 0.0043 0.0474 0.7802 

26 29 0.0057 0.0625 1.0290 

28 29 0.0014 0.0151 0.2490 

 

74-bus Nordic power system 

Table A. 7. Dynamic model data of generators in 74-bus Nordic test system 

Generator 

parameters 
𝑿𝒍 𝑻𝒅𝟎

′  𝑻𝒅𝟎
′′ 𝑻𝒒𝟎

′  𝑻𝒒𝟎
′′ H Xd Xq X'd X'q X"d X"q 

G1 0.15 5 0.05 0 0.1 3 1.1 0.7 0.25 0 0.2 0.2 

G2 0.15 5 0.05 0 0.1 3 1.1 0.7 0.25 0 0.2 0.2 

G3 0.15 5 0.05 0 0.1 3 1.1 0.7 0.25 0 0.2 0.2 

G4 0.15 5 0.05 0 0.1 3 1.1 0.7 0.25 0 0.2 0.2 

G5 0.15 5 0.05 0 0.1 3 1.1 0.7 0.25 0 0.2 0.2 

G6 0.15 7 0.05 1.5 0.05 6 2.2 2 0.3 0.4 0.2 0.2 

G7 0.15 7 0.05 1.5 0.05 6 2.2 2 0.3 0.4 0.2 0.2 

G8 0.15 5 0.05 0 0.1 3 1.1 0.7 0.25 0 0.2 0.2 

G9 0.15 5 0.05 0 0.1 3 1.1 0.7 0.25 0 0.2 0.2 

G10 0.15 5 0.05 0 0.1 3 1.1 0.7 0.25 0 0.2 0.2 

G11 0.15 5 0.05 0 0.1 3 1.1 0.7 0.25 0 0.2 0.2 

G12 0.15 5 0.05 0 0.1 3 1.1 0.7 0.25 0 0.2 0.2 

G13 0.15 7 0.05 0 0.1 2 1.55 1 0.3 0 0.2 0.2 

G14 0.15 7 0.05 1.5 0.05 6 2.2 2 0.3 0.4 0.2 0.2 

G15 0.15 7 0.05 1.5 0.05 6 2.2 2 0.3 0.4 0.2 0.2 

G16 0.15 7 0.05 1.5 0.05 6 2.2 2 0.3 0.4 0.2 0.2 

G17 0.15 7 0.05 1.5 0.05 6 2.2 2 0.3 0.4 0.2 0.2 

G18 0.15 7 0.05 1.5 0.05 6 2.2 2 0.3 0.4 0.2 0.2 

G19 0.15 5 0.05 0 0.1 3 1.1 0.7 0.25 0 0.2 0.2 

G20 0.15 5 0.05 0 0.1 3 1.1 0.7 0.25 0 0.2 0.2 
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Table A.8. Dynamic model data of excitation system in Nordic test system 

 ifdlim Ta Tb G Kp Tw T1 T2 PSS_act C L1 L2 

G1 1.8991 10 20 70 75 15 0.2 0.01 1 0.1 -11 4 

G2 1.8991 10 20 70 75 15 0.2 0.01 1 0.1 -11 4 

G3 1.8991 10 20 70 75 15 0.2 0.01 1 0.1 -11 4 

G4 1.8991 10 20 70 75 15 0.2 0.01 1 0.1 -11 4 

G5 1.8991 10 20 70 75 15 0.2 0.01 1 0.1 -11 4 

G6 3.062 5 12.5 120 75 15 0.22 0.012 1 0.1 -20 5 

G7 3.062 5 12.5 120 75 15 0.22 0.012 1 0.1 -20 5 

G8 1.8991 10 20 70 75 15 0.2 0.01 1 0.1 -11 4 

G9 1.8991 10 20 70 75 15 0.2 0.01 1 0.1 -11 4 

G10 1.8991 10 20 70 75 15 0.2 0.01 1 0.1 -11 4 

G11 1.8991 10 20 70 75 15 0.2 0.01 1 0.1 -20 4 

G12 1.8991 10 20 70 75 15 0.2 0.01 1 0.1 -20 4 

G13 2.9579 4 20 50 - - - - - - -17 4 

G14 3.062 5 12.5 120 75 15 0.22 0.012 1 0.1 -18 5 

G15 3.062 5 12.5 120 75 15 0.22 0.012 1 0.1 -18 5 

G16 3.062 5 12.5 120 75 15 0.22 0.012 1 0.1 -18 5 

G17 3.062 5 12.5 120 75 15 0.22 0.012 1 0.1 -18 5 

G18 3.062 5 12.5 120 75 15 0.22 0.012 1 0.1 -18 5 

G19 1.8991 10 20 70 - - - - - - -11 4 

G20 1.8991 10 20 70 - - - - - - -11 4 
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