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Zusammenfassung:

In dieser Arbeit wird der Strahlungseffekt von arktischen Wolken im Frühsommer
anhand von Messungen während der Expedition PS106 des Forschungsschiffs Po-
larstern sowie passiven Satellitenbeobachtungen untersucht. Die Wechselwirkung
von Wolken mit Strahlung wird dabei unter Berücksichtigung des Einflusses von
verschiedenen Wolken- und Oberflächeneigenschaften im Detail charakterisiert.
Die kleinskaligen Variabilität der Solarstrahlung auf einer Eisscholle wird auf Basis
eines Pyranometernetzwerks analysiert, dass ein Gebiet von 0.83 km x 1.59 km für
die Zeit vom 4. bis 16. Juni 2017 abdeckte. Es werden fünf charakteristische Him-
melszustände inklusive zugehöriger Mittelwerte und Variabilität der Globalstrahlung
identifiziert. Ein Vergleich zwischen Punktmessungen und Flächenmitteln mittels
einer Wavelet-basierten Multi-Skalen-Analyse zeigt, dass die Amplitude und Skalen-
abhängigkeit der Variabilität charakteristische Merkmale für diese Himmelszustände
aufweisen. Bei bewölktem Himmel werden ausgeprägte Muster im Tagesgang und in
der räumlichen Verteilung der Beobachtungen sichtbar, die vermutlich auf mehrfache
Reflexion von Strahlung zwischen Boden und Wolkenbasis sowie die inhomogenen
Bodenbedingungen zurückzuführen sind.
Eine Sensitivitätsanalyse der Strahlungsflüsse für wolkenfreie und bewölkte Bedin-
gungen mit einem 1D-Strahlungsmodell wird präsentiert und als Grundlage ver-
wendet, um zu untersuchen, wie gut aktuelle schiffsgestützte und passive satel-
litengestützte Fernerkundungsbeobachtungen den Strahlungseffekt von Wolken und
die arktische Strahlungsbilanz wiedergeben können.
Aus den schiffsgestützten Fernerkundungsbeobachtungen mit dem Cloudnet-Algorith-
mus abgeleitete Wolkeneigenschaften werden als Eingangsdaten für Strahlungstrans-
portsimulationen verwendet. Die Ergebnisse werden mit Schiffsmessungen der abwärts
gerichteten terrestrischen und solaren Strahlungsflüsse sowie mit Satellitenproduk-
ten von CERES (Clouds and the Earth’s Radiant Energy System, SYN1Deg, Ed.
4.1) verglichen, um die Übereinstimmung von simulierten und beobachteten Strahlungs-
flüssen zu testen und den Wolkenstrahlungseffekt zu charakterisieren. Für un-
bewölkte Situationen wird eine Schließung der Strahlungsflüsse erzielt. Die größten
Abweichungen sind für tiefliegenden Niederschlags, Stratus- und Eiswolken festzustellen.
Darüber hinaus wird der Wolkenstrahlungseffekt entlang der PS106-Fahrtroute mit
dem der gesamten Arktis verglichen, um den räumlichen Kontext zu erweitern,
unter Verwendung der großräumigen Abdeckung der CERES-Produkte. Die Ergeb-
nisse belegen für den Untersuchungszeitraum einen dominanten Einfluss der solaren
Strahlung auf den Strahlungshaushalt. Aufgrund der Reduktion der Solarstrahlung
durch Wolken ergibt sich entlang der PS106-Fahrtroute und für die zentrale Arktis
eine wolkenbedingte Abkühlung von -8.8 W m−2 und -9.3 W m−2. Die CERES-
basierte Analyse belegt, dass die PS106-Wolkenbeobachtungen als repräsentativ für
arktische Bewölkung während des Frühsommers 2017 betrachtet werden können.
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Abstract:

In this thesis, the radiative effect of Arctic clouds during early summer is investi-
gated based on observations collected aboard the research vessel Polarstern during
the expedition PS106 conducted in 2017 in combination with passive satellite ob-
servations. The interactions of clouds with radiation, and the relevance of several
macro- and microphysical properties of clouds and surface conditions are analyzed.
An investigation of the small-scale variability of solar radiation on an ice floe based
on a network of autonomous pyranometers covering an area of 0.83 km x 1.59 km,
and the period from 4-16 June 2017 is given. Five distinct sky conditions are iden-
tified, and the mean and variance of atmospheric transmittance of global radiation
are determined. Using a wavelet-based multi-resolution analysis, a comparison of
individual station records and spatially averaged observations indicates that the ab-
solute magnitude and scale-dependence of variability contain characteristic features
for different sky conditions. For overcast conditions, distinctive patterns are identi-
fied in the diurnal variability and spatial distribution of the network observations,
presumably caused by multiple reflection radiation between surface and cloud base
in combination with the inhomogeneous surface conditions.
A sensitivity analysis of radiative fluxes is performed for clear-sky and cloudy con-
ditions using a 1-dimensional radiative transfer model, and is used as a basis to
investigate how well state-of-the-art shipborne and passive satellite remote sensing
observations can constrain the radiative effect of clouds and can serve to quantify
the Arctic radiation budget.
Cloud properties derived from the shipborne remote sensing observations with the
Cloudnet algorithm are used as input for radiative transfer simulations. Simulated
fluxes are compared to shipborne observations of the downward-terrestrial and solar
fluxes as well as satellite products from CERES (Clouds and the Earth’s Radiant
Energy System, SYN1deg Ed. 4.1) to test closure of simulated and observed ra-
diative fluxes, and to analyse the cloud radiative effect. Closure is achieved for
clear-sky conditions. Based on selected case studies and an analysis for the entire
PS106 period, the largest discrepancies are identified for low-level stratus, precipi-
tation and ice clouds. Moreover, the cloud radiative effect inferred along the cruise
track is compared to the entire Arctic to expand the regional context, making use
of the wide spatial coverage of the CERES products. The results indicate a strong
contribution of the solar flux to the radiation budget for the study period. Due
to the reduction of solar radiation by clouds, a cooling effect of -8.8 W m−2 and
-9.3 W m−2 is found at the surface for the PS106 cruise and the central Arctic, re-
spectively. The similarity of local and regional CRE suggests that the PS106 cloud
observations can be considered as representative of Arctic cloud conditions during
the early summer of 2017.
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Chapter 1

Introduction

1.1 Motivation

The response of the Earth’s climate system to anthropogenic or natural pertur-
bations is strongly influenced by a number of feedbacks. The climate system is
controlled by the interactions between radiative and non-radiative processes in con-
nection with the atmosphere, ocean, sea ice, and land surfaces. Cloud feedbacks
play a key role in the interactions with other feedbacks by influencing the radiation
budget by affecting the solar and terrestrial radiative fluxes. Furthermore, cloud
feedbacks constitute the largest inter-model spread uncertainty in climate sensitiv-
ity [Bony et al. 2006; Zelinka et al. 2012; Vial et al. 2013; Pithan and Mauritsen
2014; Block et al. 2020; Previdi et al. 2021].

Polar regions are the most sensitive regions of the Earth’s climate system [Bony
et al. 2006; Meredith et al. 2019; IPCC 2021]. They are characterized by complex
processes and yet not fully understood feedbacks mechanisms which are linked to
a contrasting and variable surface, extreme weather conditions, and contrasting
change in the annual solar insolation [Goosse et al. 2018; Block et al. 2020].

The Arctic is a focal point for studying the response of the climate system to an-
thropogenic forcing [Manabe and Wetherald 1975; Manabe and Stouffer 1980; Jo-
hannessen et al. 2004; Pithan and Mauritsen 2014; Stuecker et al. 2018; Wendisch
et al. 2019]. This region has warmed at more than twice the global mean rate on
the past decades [Ballinger et al. 2021]. This phenomenon, also referred to as Arctic
amplification, has been observed in measurements and reproduced by general circu-
lation models [Winton 2006; Serreze and Barry 2011; Kay et al. 2011; Johannessen
et al. 2004; Pithan and Mauritsen 2014; Goosse et al. 2018; Block et al. 2020]. In
contrast to the Arctic, the Antarctic presents a weaker polar amplification that can
be attributed to the interhemispheric asymmetry in the ocean heat uptake [Bitz
et al. 2006; Salzmann 2017; Stuecker et al. 2018].

The warming in the Arctic is affecting its ecosystems by reducing the polar ice cap
[Polyakov et al. 2010], reducing the habitat of marine mammals [Burek et al. 2008],
affecting biological processes such as the metabolic balance of Arctic zooplankton
[Alcaraz et al. 2013] and modifying the assimilation of nutrients by plants and mi-
crobes [Schmidt et al. 2002]. A warmer Arctic modifies the environment and presents
challenges to the subsistence of indigenous people [Hansell et al. 1998; Olsen et al.
2011]. Moreover, the impacts of the warmer Arctic are not confined locally. They

1



Chapter 1. Introduction

can affect the rest of the Earth by increasing the sea level [Proshutinsky et al. 2001;
Box et al. 2018], influencing global weather patterns [Overland et al. 2015; Francis
et al. 2009; Cohen et al. 2014; Francis and Skific 2015], and accelerating the release
of greenhouse gases by the thawing of the permafrost and, thus, intensifying climate
change [Miller et al. 2010; Shakhova et al. 2014; Schuur et al. 2015; Turetsky et al.
2019].

Several studies have found the lapse-rate feedback to be the local positive feedback
dominating Arctic amplification [Pithan and Mauritsen 2014; Stuecker et al. 2018;
Block et al. 2020]. This feedback is positive, especially in winter, due to the suppres-
sion of vertical mixing leading to a stable stratification that increases the warming
in the thin near-surface layer [Pithan and Mauritsen 2014; Goosse et al. 2018]. In
summer, however, the surface albedo feedback is positive and of high relevance in
the Arctic climate system [Arrhenius 1896; Curry et al. 1995; Winton 2006; Screen
and Simmonds 2010; Taylor et al. 2013; Kashiwase et al. 2017]. This feedback de-
scribes the cycle of the decrease of sea ice extent and snow cover that exposes more
absorbent surfaces like the open ocean, vegetation, or land. Darker surfaces lead to
further absorption of solar radiation, increasing the warming of the Arctic.

Contrary to the lapse rate and surface albedo feedbacks, the cloud radiative effect can
be positive or negative depending on which radiative flux dominates more. Clouds
influence the radiative budget by affecting the solar and terrestrial radiative fluxes.
In a warm Arctic scenario with a reduced sea ice extent, cloud cover increases
resulting in an increase of the downward terrestrial radiation at the surface yielding
to further warming [Kay et al. 2016; Morrison et al. 2018]. Also, the fraction of
liquid in mixed-phase clouds increases, leading to a higher cloud albedo which causes
further reflection of the solar radiation to the top-of-the atmosphere reducing the
warming at the surface [Bodas-Salcedo et al. 2016; Jahangir et al. 2021]. Cloud
feedbacks are involved in other feedbacks [e.g., water vapour, surface albedo], and
their complex interactions with surface process play an important role in the Arctic
energy budget [Morrison et al. 2012; He et al. 2019].

To further analyse the effect of clouds on the radiation budget, this thesis presents
the analysis carried out of the radiative effects of Arctic clouds based on radiative
flux observations, remote sensing observations of clouds, and radiative transfer sim-
ulations for the research expedition PS106. This investigation was done within the
scope of the research project ArctiC Amplification: Climate Relevant Atmospheric
and SurfaCe Processes and Feedback Mechanisms ((AC)3) phase 1.

This introduction, which is based on Barrientos-Velasco et al. 2020 [hereafter
Barrientos-Velasco et al. 2020] and Barrientos-Velasco et al. 2022 [hereafter Barrientos-
Velasco et al. 2022], provides an overview of the characteristics of Arctic clouds
[Section 1.2], the effects of clouds on the Arctic radiation budget [Section 1.3], and
their interaction with Arctic surface conditions [Section 1.4]. Moreover, section 1.5
presents the general description of project A01 in the framework of the research
program (AC)3 and introduces the main research objectives of this Thesis. This
chapter concludes by presenting the outline of this work (Section 1.6).

2



1.2. Characteristics of Arctic Clouds

1.2 Characteristics of Arctic Clouds

Throughout this thesis, the Arctic is defined as the region covering 70◦ − 90◦N. It
will be clarified whenever subsequent studies may consider otherwise.

Cloud Fraction

Based on ground-based, satellite and reanalyses data, the frequency of occurrence
of Arctic clouds presents a seasonal cycle showing the largest cloud fraction during
September-October [Eastman and Warren 2010; Dong et al. 2010; Huang et al.
2017]. Ground-based observations in sites like Barrow-Alaska, now renamed to
Utqiaġvik [71◦19’N, 156◦37’], and during the Surface Heat Energy Budget of the
Arctic (SHEBA) campaign can corroborate these findings as illustrated in Figure
1.1 [Shupe et al. 2011]. However, at the Eureka observatory in Canada [80◦00’N,
85◦57’], the cloud fraction indicates a unique local annual cloudiness cycle that does
not follow the other sites.

The study of Eastman and Warren 2010 shows that the annual cycle of cloud fraction
is more pronounced for higher Arctic latitudes [70◦−90◦N]. The occurrence of clouds
is mainly dominated by stratus, stratocumulus, and fog. Additionally, this study
also separates the average amount of cloud cover by land and ocean, concluding
that over the Arctic region [60◦-90◦N], the ocean is cloudier with an annual mean
of 75 % cloud fraction. In contrast, over land, the cloud cover is 66 %. A similar
contrasting difference of cloud fraction over land and ocean is confirmed with the
data sets from the Climate Monitoring Satellite Application Facility (CM SAF) in
the study of Boccolari and Parmiggiani 2018 [see their Fig. 4].

Cloud Vertical Structure and Type

Stratiform Arctic clouds (stratus + stratocumulus + fog) are the most frequent type
of clouds during the entire annual cycle, especially from May to September [Eastman
and Warren 2010]. Considering all types of clouds observed at the different Arctic
sites [e.g., Barrow-Alaska, Eureka-Canada], the mean annual cloud base height is
about 1 km and a mean cloud geometrical thickness of about 2 km. The maximum
cloud top height observed ranges up to 9 km [see Fig. 12 in Shupe et al. 2011]. Single-
layer stratiform Arctic clouds have a mean cloud geometrical thickness between 200
and 700 metres with the lowest mean value of about 300 metres from March to May
and the highest mean value of 400 metres from September to November [see Fig. 5
in de Boer et al. 2009].

Single-layer and multilayer clouds comprise a large part of the annual cloud occur-
rence in the Arctic and are present throughout the entire annual cycle [Intrieri et al.
2002b; Vassel et al. 2019; Nomokonova et al. 2019]. For instance, at Ny-Ålesund
Norway, multilayer clouds occur about 44.8 % of the time, whereas single-layer
clouds are present for 36 % of the year [Nomokonova et al. 2019]. During June and
July, multilayer clouds occur more frequently, reaching up to 9 km in height and can
persist at temperatures between -34 and 0 ◦C [Intrieri et al. 2002b; Shupe 2011].

Cloud Phase and Persistence

Accurately determining the cloud phase is particularly important since it provides
information about how clouds interact with the radiation budget and how associ-

3



Chapter 1. Introduction

Figure 1.1: Monthly mean cloud fraction for different cloud types at (a) Barrow
also known as Utqiaġvik, (b) SHEBA, and (c) Eureka. The solid black line indi-
cates cloud fraction, ice-only (solid blue), liquid-only (solid red), liquid precipita-
tion including drizzle and rain (solid orange), mixed-phase cloud fraction (solid light
green), and mixed-phase column fraction (solid dark green). Also included are the
occurrence fractions of ice in any type of cloud (dashed blue), liquid in any type
of cloud (dashed red), and multiple, distinct layers of liquid water in any type of
cloud (dashed orange). Annual average occurrence fractions for each phase type are
indicated at the right. Figure obtained from Shupe et al. 2011.

ated they are through different processes in the climate system [Shupe 2011; Mor-
rison et al. 2012; Cesana and Storelvmo 2017]. For instance, for a given amount
of water path, the optical depth of a liquid cloud is larger than an ice cloud [Ce-
sana and Storelvmo 2017]. Furthermore, the coexistence of liquid and ice phase
within a cloud, also defined as mixed-phase, will be dependent on processes such as
Wegener-Bergeron-Findeisen (WBF), where ice crystals grow at the expense of the
surrounding droplets because of the higher saturation vapour pressure of water than
ice particles [Bergeron 1935; Findeisen et al. 2015; Morrison et al. 2012; Cesana and
Storelvmo 2017].

Arctic single-phase liquid clouds occur more frequently during summer [Shupe 2011;
Nomokonova et al. 2019; Achtert et al. 2020; Griesche et al. 2020]. At Ny-Ålesund,
liquid clouds have a higher frequency of occurrence from September to November
[Nomokonova et al. 2019]. This characteristic is not representative for the entire
Arctic, as high occurrences were found in Utqiaġvik for May and August, in Eureka
site during August, and in July during the SHEBA project as shown in Figure 1.1
[Uttal et al. 2002; Shupe 2011].

During the summer and fall months, cloud liquid water is more persistent, surpassing
a mean of 10 hours per case observed at Utqiaġvik and SHEBA. In contrast to the
sites mentioned before, liquid clouds are relatively infrequent in Eureka, and their
mean persistence time lasts about 5 hours per case observed [see Fig. 1.1c].

Ice clouds are present in the Arctic during the entire year [Shupe 2011; Nomokonova
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1.3. Effect of Arctic Clouds on the Radiation Budget

et al. 2019]. Arctic ice clouds can be observed at low altitudes and up to 8 km [e.g.,
at Ny-Ålesund, [Nomokonova et al. 2019] or up to 10 km as observed at Utqiaġvik.
In contrast to liquid clouds, their residence time last longer during winter, especially
at the Eureka site [Shupe 2011]. In contrast to lower latitudes, mixed-phase clouds

are present in the Arctic region throughout the entire year [Shupe et al. 2006; de
Boer et al. 2009; Shupe 2011; Nomokonova et al. 2019; Tjernström and Graversen
2009], and they often persist for several days [Curry et al. 1996; Shupe et al. 2006; de
Boer et al. 2009; Morrison et al. 2012]. The frequent geometrical thickness of mixed-
phase clouds is about 1 km. However, they can also extend up to 3.5 km, as has been
observed at Ny-Ålesund [Nomokonova et al. 2019]. As observed at Utqiaġvik and
Eureka, mixed-phase clouds can persist at temperatures ranging from about 243 K
to 276 K.

1.3 Effect of Arctic Clouds on the Radiation Bud-

get

This section summarizes the principal characteristics of the radiative effects of clouds
on the radiation budget based on the literature. Note that a more detailed descrip-
tion of the relevant optical properties of clouds and the radiation budget is presented
in Section 2.4.3 and 2.6, respectively. This thesis considers a broadband spectral
range for the Solar (SOL) flux of 0.2-5 µm and for the Thermal Infrared (TIR) flux
of 5-50 µm.

Clouds strongly modulate the Earth’s radiation budget. A change in their radiative
effect in response to a global temperature change may produce a considerable feed-
back on the Earth’s temperature [Bony et al. 2006]. Thus, having accurate observa-
tions is necessary to monitor any imbalance caused by global warming [Christensen
et al. 2016]. An example of the quantification of the radiation budget in the Arctic
enclosing satellite, reanalysis and ground-based data sets is given by Christensen et
al. 2016 within the Arctic Observation and Reanalysis Integrated System (ArORIS).
Based on the ArORIS data set, the Arctic energy budget has been calculated for
the period 2007-2010 [see Fig. 1.2].

At the surface (SFC), the energy budget is composed by the radiation budget [en-
closing the SOL and TIR flux], plus the Sensible Heat (SH) and Latent Heat (LH)
heat fluxes. Through the atmosphere, the components are the radiation fluxes and
the heat transport, and at the Top Of the Atmosphere (TOA) the radiative fluxes.
Figure 1.2 shows that the radiation budget and heat transport are the largest com-
ponents of the energy budget. Both SH and LH play a less significant role in the
annual mean. At the TOA, the radiative fluxes are well observed. At the SFC, the
thermal infrared flux dominates the annual energy budget [see Fig. 5 in Christensen
et al. 2016].

The complexity of Arctic clouds is enhanced by their involvement in several processes
and feedback mechanisms [Curry et al. 1996; Bony et al. 2006; Morrison et al. 2012;
Goosse et al. 2018]. For instance, the cloud cooling or warming effect at the surface
interact with the non-radiative feedback by enhancing or diminishing the snow and
sea ice melting processes and ice growth-thickness [Bitz and Roe 2004; Perovich
2018]. The reduction of the surface albedo will enlarge the absorption of SOL
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Figure 1.2: Diagram of the annual energy budget for the Arctic (70-82◦N). The solar
(SW) and thermal infrared (LW) flux are shown in yellow and pink, respectively.
The orange arrow indicates the heat transport to the Arctic. The Squiggly and
broken upward arrows denote the sensible heat (SH; Hs) and latent heat (LH; Hl),
correspondingly. All fluxes are expressed in W m−2. The Figure is obtained from
Christensen et al. 2016.

radiation, but at the same time, will enhance the emission of TIR at the TOA
interacting with the Planck and the Lapse rate feedbacks [Crook et al. 2011].

In the Arctic region, several studies have given attention to the Cloud Radiative
Effect (CRE) at the surface due to the influence of clouds on surface processes [see
Section 2.6]. During the winter months, the downward TIR radiation increases the
warming at the surface leading to further sea ice melt. During this season, the net
CRE ranges from about 5 to 60 W m−2. During spring and autumn the CRE is
dominated by the TIR flux with a net CRE ranging from about 10 to 55 W m−2,
and 2 to 60 W m−2, respectively [Intrieri et al. 2002a; Ebell et al. 2020].

During summer, at SHEBA and Ny-Ålesund it was reported values of net CRE
in the range of -2 to 0 W m−2 and -150 to −5 W m−2, respectively [Intrieri et al.
2002a; Ebell et al. 2020]. Furthermore, the study of Dong et al. 2010 presents a
10-year analysis of the CRE and has reported a summer seasonal mean CRE of
−26.2 W m−2, denoting once more an important contribution of CRESOL during
summer. The SOL CRE is substantially sensitive to the surface conditions, solar
zenith angle, and cloud properties.

The studies mentioned are time- and site-dependent, and there is still significant
uncertainty on the cloud conditions and their role in the Arctic radiation budget.
This is even more evident over the Arctic Ocean, where observations are infrequent
or non-existent. Thus, extending surface observations is imperative to understand
small scale processes further and validate model results and satellite observations
for long term, large scale analyses.
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1.4. Link Between Arctic Clouds and Surface Conditions

Figure 1.3: Series of September Arctic sea ice extent anomaly with high- and low-ice
years shown (top), and the time series of autumn low cloud cover anomaly showing
cloud anomalies during high- and low-ice years (bottom). Figure obtained from
Eastman and Warren 2010

1.4 Link Between Arctic Clouds and Surface Con-

ditions

The surface conditions are a key parameter affecting the formation, persistence
and morphological conditions of clouds. Simultaneously, clouds contribute to the
surface characteristics by regulating the heat transmitted from the atmosphere to
the surface. Arctic clouds reduce the amount of SOL radiation absorbed by reduced
sea ice, and at the same time, enhance the warming by means of enhanced TIR
radiation. Therefore, it is critical to understand the relation between clouds and
the surface-albedo feedback. Several studies have focused on the influence of clouds
on the seasonal variability of Arctic sea ice loss and how the latter is connected to
the surface-albedo feedback [Francis et al. 2005; Kay et al. 2008; Kay et al. 2011;
Schweiger et al. 2008; Eastman and Warren 2010; Palm et al. 2010; He et al. 2019;
Choi et al. 2020].

The studies of Eastman and Warren 2010 and He et al. 2019 found an evident cor-
relation between the reduction of sea-ice concentration and low-level cloud fraction
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over the Beaufort and Laptev Sea. Figure 1.3 shows the autumn time series of
sea ice extent anomaly (top) and the low cloud amount anomaly over the Beaufort
and Laptev Sea (bottom). Figure 1.3 suggests a clear relation between the increase
of low cloud cover and the sea ice extent, with a larger correlation for the sea ice
minima observed in 2007.

Passive microwave satellite observations show downward trends of sea ice extent
since 1979. While the minimum sea ice extent has an inter-annual variability, in
2007 the minimum extent reached a dramatic low-value [Stroeve et al. 2008]. Fo-
cusing on this year, several studies demonstrated that an anti-cyclonic pattern of
the summer atmospheric circulation in the Western Arctic leads to reduced cloudi-
ness that enhances the absorption of downward solar radiation at the surface. The
increase in absorption of solar radiation leads to warmer temperatures causing a
decrease in sea ice extent [Kay et al. 2008; Zhang et al. 2008; Dong et al. 2013].

1.5 Objectives of (AC)3 and this Thesis

The Collaborative Research Center/Transregio (CRC/TR172) (AC)3 during its first
phase aimed to further investigate key atmospheric processes contributing to Arctic
Amplification based on satellite observations, collected observations obtained during
field campaigns, and modelling activities that were in close collaboration with the
field campaigns [Wendisch et al. 2019].

The (AC)3 phase 1 research project was organized into 5 scientific clusters. Cluster
A focused on energy fluxes in the Arctic boundary layer, B studied clouds, aerosols
and water vapour, C analysed surface processes and atmospheric trace gases, D
investigated atmospheric circulation and transport, and E was the cluster that inte-
grated and synthesized clusters A-D. Within cluster A, project A01 was dedicated
to studying Arctic aerosol, cloud, and radiation characteristics from ship-based ob-
servations during the summer of 2017.

In project (AC)3 phase 1, two campaigns were held in 2017, performing in-situ
and remote sensing observations of atmospheric parameters over the Arctic Ocean.
The Arctic Cloud Observations Using Airborne Measurements during Polar Day
(ACLOUD) aircraft campaign took place from 23 May to 6 June [Wendisch et al.
2019; Ehrlich et al. 2019]. The PS106 campaign was integrated by the Physical
Feedbacks of Arctic Boundary Layer, Sea Ice, Cloud and Aerosol (PASCAL) expe-
dition that took place aboard the German Research Vessel (R/V) Polarstern from
24 May to 21 June, with several remote sensing observations continuing during the
second leg with Survival of Polar Cod in a Changing Arctic Ocean (SiPCA) cruise
from 23 June to 20 July [Macke and Flores 2018] [see Fig. 1.4].

Project A01 aimed to explore the role of clouds and aerosols in the radiation bud-
get by focusing on the observations obtained during the PS106 expedition. The
atmospheric observations were obtained with the mobile remote sensing platform
OCEANET, which was set up aboard Polarstern [Macke 2009; Kalisch and Macke
2012; Hanschmann et al. 2012; Kanitz et al. 2013]. Furthermore, in situ observa-
tions of downward solar and terrestrial radiation were collected on the top of the
OCEANET container and a network of pyranometers was set up over an ice floe
to investigate the spatiotemporal variability of solar radiation from 4 to 16 June
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1.6. Outline

Figure 1.4: Cruise track of the PS106 Polarstern expedition is shown on a polar
stereographic map of the Arctic. The red line shows the track for the first leg
(PS106/1, also denoted as PASCAL), the black line indicates the position for the
ice floe camp during PASCAL, and the blue line shows the cruise track for the
second leg (PS106/2, also denoted as SiPCA). The upper left box zooms in the ice
floe camp drift. Green dots indicate the start of PASCAL and SiPCA legs, and the
beginning and end of the ice floe camp. Orange dots depict the location of several
case studies discussed in chapter 7. Figure adapted from Barrientos-Velasco et al.
2022.

2017. For PS106, the remote sensing observations collected aboard Polarstern were
subsequently utilized to derive cloud macro and micro physics properties of clouds
based on the Cloudnet algorithm [Illingworth et al. 2007; Griesche et al. 2020].
As part of project A01 in (AC)3 phase 1, this thesis aims to improve the under-
standing of the radiation budget by investigating the interaction between clouds
and surface parameters based on the comprehensive measurements obtained during
the PS106 cruise and by determining the CRE by carrying out radiative transfer
simulations for the entire cruise. Furthermore, the analysis is extended by including
satellite remote sensing products with the aim to provide a spatial and potential cli-
matological context. The scope of this thesis is motivated by the following research
questions:

1. Do we understand cloud radiation interactions in the Arctic?

2. Under which conditions can state-of-the-art shipborne and passive satellite
remote sensing observations constrain the radiative effects of clouds?

3. Can we quantify the effects of clouds on the surface radiation budget, and how
representative are the PS106 results for the entire Arctic?

1.6 Outline

The thesis is structured as follows: chapter 2 introduces the theoretical background
for the present thesis. chapter 3 presents the instrumentation, the main data sets
analysed in the thesis and describes the main meteorological conditions during the
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PS106 cruise. This chapter is followed by a sensitivity analysis of a standard clear-
sky and cloudy atmosphere in chapter 4. The investigation of small scale variability
of solar radiation variability is presented in chapter 5. chapter 6 describes the radia-
tive closure for the entire PS106 cruise. This chapter is followed by the description
of selected cases studies that present the radiative closure and the cloud radiative
effects in chapter 7. The analysis of the cloud radiative effect is extended for the
PS106 cruise and the Arctic region by considering satellite products in chapter 8.
Finally, in chapter 9, the thesis closes with conclusions and gives an outlook for
future research.
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Chapter 2

Theoretical Background

This chapter introduces the theoretical background on atmospheric radiative theory
based on the textbooks of Wendisch and Yang 2012, Yung 2003, and Petty 2006.
The radiative quantities are introduced in section 2.1. The definitions of radiative
interactions are presented in section 2.2. This section is followed by the description of
the radiative transfer equation (section 2.3). Relevant radiative transfer interactions
in the Arctic are presented in section 2.4. This is followed by the description of the
radiative transfer modelling used in this thesis in section 2.5. This chapter ends with
an explanation of the energy budget and cloud radiative effect (subsection 2.6).

The most relevant process responsible for the energy transfer in the atmosphere is
the electromagnetic (EM) radiation. The EM radiation transports energy in the
form of waves, which are often described in terms of their wavelength (λ) [see Eq.
2.1].

λ =
c

ṽ
. (2.1)

In Equation 2.1, ṽ represents the frequency and c is the speed of light in a vacuum
[2.998 x108 ms−1]. Throughout his work, the analysis focusses on the solar [SOL; 0.2-
5 µm] and thermal infrared [TIR; 5-50 µm] broadband spectral range, also referred
to as shortwave and longwave radiation.

2.1 Radiative Quantities

To describe the transfer of radiation several definitions should be introduced. The
spectral radiant energy flux Φλ describes the power of the EM radiation at a certain
position and time. In other words, it describes the relation of the radiant energy
Erad in a time t (t + dt) and a wavelength (λ) range (λ + dλ), as indicated by
equation 2.2.

Φλ =
d2Erad
dt dλ

. (2.2)

In equation 2.2, the term Φλ is expressed in units of W nm−1. The energy flux density
or spectral radiance [Fλ] can be determined by normalizing Φλ to the corresponding
area element d2A [see Eq. 2.3 and Fig. 2.1].
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Figure 2.1: Geometry of the definition of radiance.

Fλ =
d2 Φλ

d2A
=

d4Erad
d2Adt dλ

. (2.3)

where Fλ is expressed in W m−2 nm−1 and quantifies the spectral radiant energy
flux through the unit area from the complete hemisphere. The spectral radiance
or intensity Iλk̂ (in units of Wm2 nm−1sr−1), within a solid angle d2Ω, in a specific
direction k̂ is given by:

Iλ(k̂) =
d4 Φλ

cos θ d2Ad2 Ω
=

d6Erad
dt dλ cos θd2Ad2 Ω

. (2.4)

where θ is the angle of incidence. In other words, it is the angle between the
normal unit vector of the area element, n̂, and k̂ (see Figure 2.1). The expression
cosθ d2A = d2A⊥ indicates the propagation of the spectral radiant energy flux.
Thus, in polar coordinates, the spectral radiance can be obtained by integrating the
spectral radiance over the solid angle, as indicated in Equation 2.5.

Fλ =

∫∫
2π

Iλ(k̂) · cos θ d2 Ω =

∫ 2π

0

∫ π

0

Iλ(θ, φ) · cos θ · sin θ dθ dφ, (2.5)

The atmospheric transmission or transmittance (ATg) is a term that characterizes
the fraction of radiation that passes through the atmosphere at different solar zenith
angles [SZA; θ] and sky conditions. The ATg can be derived with Equation 2.6, where
µo is the cosine of θ, Fo is the solar constant with a value of 1360.8 W m−2 [Kopp
and Lean 2011], ε is the actual Earth-Sun distance in astronomical units (AU).

ATg =

[
F ↓λ

ε2 · Fo · µo

]
. (2.6)

2.2 Radiative Interactions

A pencil of radiation that traverse a medium will be weakened by its interaction
with matter. In the atmosphere, gas molecules, aerosols, cloud droplets, and ice
crystals contribute to the extinction of solar and emission of terrestrial radiation.
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2.2. Radiative Interactions

Each of the contributions is dependent on the radiation, the concentration of the
mentioned particles, and their absorbance or scattering properties.

The intensity of radiation Iλ becomes Iλ + dIλ after passing through a thickness ds
in the direction of its propagation as indicated by

dIλ = −kλρIλds, (2.7)

where ρ is the density of the material, kλ denotes the mass extinction cross-section
for a specific wavelength.

In the following subsections, relevant definitions related to absorption, scattering,
and extinction are summarized considering that the atmosphere is highly stratified.
This approximation, also referred to as the plane-parallel approximation, is used
since the properties such as pressure, temperature, density, composition vary more
vertically than horizontally.

2.2.1 Absorption

The absorption describes how matter takes up the energy of a photon and transforms
the EM energy into thermal or chemical energy. A pencil of radiation traversing an
absorbing and emitting medium will be weakened due to its interaction with matter
through absorption or strengthened by thermal emission from the medium.

The absorption of different molecules in the atmosphere occurs differently along the
EM spectrum. The absorption in the visible [0.4 µm < λ < 0.7 µm] and near
Infrared (IR) [0.7 µm < λ < 4 µm] are dominated by the oxygen [0.76, 0.69, 0.63
µm], ozone [visible, UV, 1.58, 1.27, 1.06 µm bands], water vapour [0.94, 0.82, 0.72,
Visible, 4.3, and 2.7 µm bands], carbon dioxide [2.0, 1.6, 1.4, 4.74, 3.3 µm bands],
and other minor gases like nitrous oxide [4.06, 3.9, 2.97, 2.87, 3.83, 3.53, 3.31, 3.26
µm bands], carbon monoxide [4.67 and 2.34 µm bands], methane [2.2 and 1.66 µm
bands], and nitrogen dioxide [visible bands]. The description of the absorption in
the TIR and SOL radiation is summarized in the following subsections.

Absorption in the TIR radiation

The general equation for the radiative transfer in an absorbing and emitting medium
is given in Equation 2.8 in terms of the differential change in the radiance.

1

kλρa

dIλ
ds

= −Iλ + Jλ. (2.8)

In Equation 2.8, the kλ is the absorption coefficient, ρa is the density of absorbing
gases, s is the slant path, and Jλ is the source function for the absorbing and emitting
medium1. It is commonly assumed that the radiance is independent of time, the
atmosphere is in thermodynamic equilibrium, and that the variation of radiance
and atmospheric parameters [e.g., temperature and gas profiles] vary vertically2.
Under these conditions, the absorption and emission process is considered to be
symmetrical with respect to the azimuthal angle [phi]. Under these assumptions,
the basic equation that describes the TIR radiation in height coordinate may be
written as

1The source function is given by the Planck function and can be expressed as Bλ(T)
2This term is also referred to as plane-parallel assumption
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µ
dIλ(z, µ)

kλρadz
= Iλ(z, µ)−Bλ(T (z)). (2.9)

where Bλ(T ) is the Planck intensity.

The absorption of energy by molecules and particles leads to emission, which is
associated with blackbody radiation. The blackbody concept is used to describe a
material where the absorption is complete.

The intensity of radiation emitted by a blackbody is described by the Planck’s Func-
tion, which relates the emitted monochromatic intensity to the frequency and tem-
perature of the emitting material as described by Equation 2.10 [Wm−2µm−1sr−1].

Bλ(T ) =
2hc

λ5(ehc/kBλT − 1)
, (2.10)

where h is the Planck’s constant [6.626x10−34 J s] and kB is the Boltzmann’s con-
stant [1.3806x10−23 J/K].

The Stefan Boltzmann law gives the broadband flux emitted by a blackbody and
is calculated by integrating Plank’s function over all wavelengths and over the 2π
steradians of solid angle of one hemisphere [Petty 2006; see Equation 2.11].

F (T ) = σT 4. (2.11)

Equation 2.11 states that the flux density emitted by a blackbody is proportional
to the fourth power of the absolute temperature, where σ is 5.67 x10−8 Wm−2 K−4.

Absorption in the SOL radiation

Assuming a plane-parallel and non-scattering atmosphere, the absorption of the SOL
radiation defined as normal absorption optical depth (τ(z)) for a monochromatic
wavelength and for a specific absorber is given by:

τ(z) =

∫ ∞
z

n(z)σadz, (2.12)

where σa is the absorption cross-section [cm2], and n(z) is the number density [cm−3]
for a specific absorber. The number density can be calculated with Equation 2.13

τ(z) = n0e
−z/H , (2.13)

where n0 in the value of n at some arbitrary level at which z is taken to be zero, H
is the scale height.

2.2.2 Scattering and Extinction

The scattering occurs when the beam of radiation changed of direction out of the
original direction. The extinction is the result of the absorption plus the scattering.
A way to characterize the contribution of each parameter is by determining their
coefficients β [see Eq. 2.14].

βext = βabs + βsca. (2.14)
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The relative importance of the scattering versus the absorption in a medium can be
determined by the single scattering albedo ω̃. This parameter indicates how much
incident radiation is scattered or absorbed. A ω̃ equal to 1 indicates a conservative
scattering where there is no absorption, a ω̃ equal to zero means only absorption.

ω̃ =
βsca
βext

. (2.15)

In terms of the geometric cross-sectional area of a particle, A [A = πr2], it is
possible to define the extinction, absorption and scattering cross-sections C in m2,
which relates to the incident irradiance Finc in W m−2 and the radiant energy flux
Φ in W [see Equation 2.16].

Cext =
Φext

Finc
, Cabs =

Φabs

Finc
, Csca =

Φsca

Finc
. (2.16)

For volumetric properties it is assumed a population of suspended particles in a
confined volume. These properties are weighted by the size distribution (dN/dlogD)
and are obtained by integrating the single-scattering optical properties.

The extinction 〈βext(λ)〉, and scattering 〈βsca(λ)〉 coefficients are calculated with
Equation 2.17 and 2.18, respectively expressed in m−1.

〈βext(λ)〉 =

∫ ∞
0

Cext(λ,D
′) · dN

dD′
(D′)dD′. (2.17)

〈βsca(λ)〉 =

∫ ∞
0

Csca(λ,D) · dN
dD′

(D′)dD′. (2.18)

〈βabs(λ)〉 =

∫ ∞
0

Cabs(λ,D) · dN
dD′

(D′)dD′

= 〈βext(λ)〉 − 〈βsca(λ)〉.
(2.19)

with Cext, Cscat, and Cabs in m2, dN/dD′ in m−3.

The ratio of the size of a particle to the wavelength is of crucial importance to
determine the scattering. The effect of particle size on scattering is given by the size
parameter (x). For spherical particles, it is defined as:

x =
2π · r
λ

, (2.20)

where r is the radius of a spherical particle and λ is the incident wavelength. For
particles whose sizes are x� 1, the scattering is referred to as Rayleigh scattering.
If the particles are similar or larger than the wavelength (x & 1) the scattering is
named Lorenz-Mie scattering (see Fig. 2.2).

Non-spherical particles like dry aerosol particles, ice crystals, large precipitation
droplets can be described with Lorenz-Mie theory by use of a simplified assumption
that the volume or surface is considered equivalent to a sphere. Non-spherical scat-
tering can be studied using analytical methods, numerical techniques or approximate
methods [Wendisch and Yang 2012; Macke et al. 1998].
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Figure 2.2: Scattering regimes for atmospheric particles, where x = α = 2π · r/λ.
Figure obtained from Petty 2006.

2.3 Radiative Transfer Equation

The Radiative Transfer Equation (RTE) describes the propagation of the electro-
magnetic radiation in the atmosphere, and the interaction with matter (e.g., cloud
particles, aerosol particles, molecules). The RTE is determined by the single scat-
tering albedo (ω̃), scattering phase function (p), extinction coefficient (βext).

In a scenario where the scattering is not important βe is equal βa. Under these con-
ditions, the equation of Schwarzschild [Eq. 2.21]describes that the radiance along a
particular medium is able to increase o decrease with the distance travelled depend-
ing on whether the radiant intensity at a point s (I(s)) is less than or greater than
the Planck’s Function [Eq. 2.10].

dI

ds
= βa(B − I). (2.21)

The inclusion of scattering needs the consideration of the radiation passing through
an infinitesimal volume from any direction Ω̂′ that can potentially contribute to
the scattered radiation in the direction of interest Ω̂. This relation is expressed in
equation 2.22:

dIsca =
βs
4π

∫
4π

p(Ω̂′, Ω̂)I(Ω̂ dw′ ds), (2.22)

where the integral is over the 4π steradians of the solid angle, and the scattering
phase function P(Ω̂′, Ω̂).

The complete differential form of the radiative transfer equation is given in Equation
2.23.
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dI = −βeIds + βaBds +
βs
4π

∫
4π

p(Ω̂′, Ω̂)I(Ω̂′)dw′ds. (2.23)

The second and last term of Equation 2.23 represent the thermal emission and
scattering, respectively. The sum of both terms divided by dτ [ dτ = −βeds]
represents the source function J(Ω̂). Note that if w̃ is zero the scattering term
vanishes, and if w̃ is equal to one, the thermal emission vanishes.

In a plane parallel atmosphere, the RTE is adapted to specify the direction of the
propagation of the radiation from the zenith. Considering the Equation 2.23 and
the relation with dτ , the RTE for a plane parallel atmosphere is expressed as:

dI(Ω̂)

dτ
= I(Ω̂)− (1− w̃)B − w̃

4π

∫ 2π

0

∫ 1

−1

p(µ, φ;µ′, φ′)I(µ′, φ′)dµ′dφ′. (2.24)

The RTE presented in Equation 2.40 indicates that in order to determine I(µ, φ) at
any particular level τ in the atmosphere, one must simultaneously determine I(µ′, φ′)
for all values of µ′ and φ′ and for all the other values of τ , which suggests that
the solution is impossible unless one considers restrictive assumptions. Therefore,
several alternative methods have been developed in the field of radiative transfer
throughout the years. Several numerical solutions have been created to solve the
RTE. One of the most straightforward possible analytical solutions is the two-stream
approximation method which is presented in the following section.

2.4 Radiative Transfer in the Arctic

The study of atmospheric radiative transfer in the Arctic relates to the evident
interaction between the state of the atmosphere and the surface conditions. This
is particularly complex in the Arctic due to the contrasting and variable surface
conditions and characteristic annual insolation. The following subsections provide
a general description of relevant parameters affecting the radiative transfer.

2.4.1 Surface Reflection and Transmission

The reflection (R) or transmission (T ) function of SOL radiation depend on the solar
flux density in the direction of the incident beam [F�] and their relation with the
solar zenith and azimuth angle. The physical definitions of local albedo or reflection
(r) and transmission (t) are given as:

r(µ0) =
F ↑dif (0)

µ0 F�
=

1

π

∫ 2π

0

∫ 1

0

R(µ, φ;µ0, φ0)µ dµ dφ, (2.25)

t(µ0) =
F ↓dif (τ1)

µ0 F�
=

1

π

∫ 2π

0

∫ 1

0

T (µ, φ;µ0, φ0)µ dµ dφ. (2.26)

For clarification, the direct transmission is defined as e−τ1/µ0 . Similarly, the absorp-
tion between the optical depths of 0 and τ1 can be obtained from the net flux density
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divergence that considers the direct transmission components at levels 0 and τ1 and
normalized by µ0F�.

In the TIR, the upward surface flux is determined by the emission from the surface
[εs] and, in a cloudy atmosphere, the reflection of the flux emitted from the cloud
base [F ↓c ].

F ↑s = εs σ T
4
s + (1− εs)F ↓c . (2.27)

2.4.2 Clear-sky Conditions

During clear-sky conditions, the absorption of atmospheric gases [see section 2.2.1]
and radiative interaction with aerosols are relevant for the radiation transfer. In
the Arctic, however, the radiative interactions with aerosols are less significant as in
mid-latitudes or the tropics [Yu et al. 2006].

Under clear-sky conditions, the radiative interactions between the atmosphere and
the surface are different during polar day and night. In the scenario of a clear-sky
atmosphere during the polar day, there is more absorption of the solar radiation at
the surface, leading to an increase of surface temperature yielding to a reduction
of sea ice [Kay et al. 2008; Sedlar and Devasthale 2012]. During the polar night,
a warmer atmospheric scenario can lead to weaker static stability leading to larger
upwards surface turbulent fluxes, which in turn increase the warming and moisture
processes increasing the downward thermal infrared fluxes. These processes can
enhance the formation of clouds and, therefore, increase the warming of the surface
[see the following subsection for physical explanation].

2.4.3 Optical Properties of Clouds

The presence of clouds contribute to the increase of solar flux reflected back to space.
This effect, referred to as the solar albedo effect, reduces the solar flux available
in the atmosphere leading to a cooling of the Earth’s system. Clouds reduce the
thermal radiation emitted to space by absorbing the thermal flux from the surface
and the atmosphere below the cloud layer, and also by emitting thermal radiation at
generally colder cloud-top temperatures. This process leads to a greenhouse effect.
The intensity by which both processes interact in the Earth’s system depends on the
geometric space and position, thermodynamic phase, and particle size distribution
[dN/dD′]3.

Clouds reflect and absorb both solar and terrestrial radiation. The intensity of the
absorption and reflectance depends on their optical depth4 [τ ; Eq. 2.28], their single
scatter albedo [〈ω̃(λ)〉, Eq. 2.29] and scattering phase function [〈p(λ, ϑ)〉; Eq. 2.30].
These properties depend on the size parameter x and the complex index of refraction
m for the constituent particles of the cloud, which depend on the wavelength λ, and x
also depends on the droplet or ice crystal radius. The index of refraction m depends
on composition and material phase, which can be liquid or ice, or in more complex
conditions mixed-phase.

3D is the geometrical particle diameter.
4Also known as optical thickness.
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The dimensionless (τ) is the integral of the extinction coefficient (〈βext(λ)〉) of a
cloud between cloud base (zbase) and cloud top (ztop).

τ =

∫ ztop

zbase

〈βext(λ)〉(z′) dz′. (2.28)

〈ω̃(λ)〉 =
1

〈βext(λ)〉

∫ ∞
0

ω̃(λ,D′) · Cext(λ,D′) ·
dN

dD′
(D′)dD′. (2.29)

〈p(λ, ϑ)〉 =
1

〈βsca(λ)〉

∫ ∞
0

p(λ, ϑ,D′) · Csca(D′) ·
dN

dD′
(D′)dD′. (2.30)

Equation 2.28 and 2.29 give dimensionless values, and in Equation 2.30 the values
are expressed in sr−1. The dimensionless scattering phase function, (P(ϑ), represents
the relative angular distribution of the scattered radiation by a particle where ϑ is
the cosine of the scattering angle Θ. The relationship between the dimensionless
scattering phase function and phase function p(ϑ) is given by Equation 2.31.

P(ϑ) = 4πsr · p(ϑ). (2.31)

The term referred to as the asymmetry factor denotes the relative strength of the
forward scattering and is related to the first moment of the phase function [see Eq.
2.32]. When g is equal to zero, the scattering is isotropic as it is in the case of the
Rayleigh scattering if g is greater than zero, the photons are preferentially scattered
into the forward hemisphere in relation to the original direction of travel, and if
g is lower than zero, it indicates that the photons have a backward scattering. If
g is equal to 1 indicates that the scattering into exactly the same direction as the
photon was already travelling. A g equal to -1 indicates an unlikely scenario with
every scattering event possible.

g =
1

2

∫ 1

−1

p(cosΘ) cosΘ d cosΘ. (2.32)

Microphysical Properties of Clouds

The microphysical properties of clouds are given by the cloud droplet size distribu-
tion. The mean droplet radius in an ensemble of cloud droplets, weighted by dN/dD′

is characterized by the effective cloud droplet radius (rE). The liquid effective radius
(rE,L) can be expressed as:

rE,L =
1

2

∫
D′3 dN

dD′ (D
′)dD′∫

D′2 dN
dD′ (D′)dD′

. (2.33)

The rE is defined as the ratio of the third to the second moment of the particle size
distribution, which represents the ratio of volume of a cloud particle to its cross-
sectional area. In case of ice crystals, rE can be calculated with Equation 2.34.
Grenfell and Warren 1999 represented each ice particle by a collection of spheres
with the same ratio of volume to surface area as individual ice particles.

rE,I =
3

4

∫
VD(D′) · dN

dD′ (D
′)dD′∫

AD(D′) · dN
dD′ (D′)dD′

. (2.34)

In Equation 2.34, V is the volume and A is the surface A by a collection of spheres.
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Chapter 2. Theoretical Background

Figure 2.3: Single scattering albedo (ω̃) and co-albedo (defined as 1-ω̃) as a function
of wavelength for water and ice particles of several sizes. Panels (a) and (c) depicts
the ω̃ over the visible [0.4 µm < λ < 0.7 µm], near IR [0.7 µm < λ < 4 µm] and
TIR range [4 µ < λ < 50 µm]. Panels (b) and (d) shows the scattering co-albedo
for the solar band. Figure obtained from Petty 2006.

The liquid water content (qL), expressed in gm−3, refers to the mass of liquid water
in a cloud volume of 1 m3.

qL =
4π

3
· ρw

∫ (
D′

2

)3

· dN
dD′

(D′)dD′, (2.35)

where ρw is the density of liquid water. The qL can also be expressed using τ and
rE for a vertically homogeneous cloud from cloud base (zbase) to cloud top (ztop; see
Eq. 2.36).

qL =
2ρw
3

∫ ztop

zbase

rE · τ
z′

dz′. (2.36)

The qL for an adiabatic cloud can be obtained by replacing 2
3

with 5
9

[Wood and
Hartmann 2006]. The vertical integration of qL derives the liquid water path (QL)
expressed in gm−2 units.

QL =

∫ ztop

zbase

qL (z′) dz′. (2.37)

Similarly to the liquid phase, q and Q can be determined for the ice phase as
indicated in Equation 2.38 and 2.39, respectively.
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Figure 2.4: Broadband solar albedo of water and ice water clouds as a function of
the liquid (QL)and ice water path (QI) and the mean effective water droplet radius
(ae; here referred as rE,L) and hexagonal ice crystals size (De; here referred as rE,I)
for the solar spectrum [0.2-5 µm]. Figure obtained from Yung 2003

qI = ρi

∫
VD(D′) · dN

dD′
(D′)dD′. (2.38)

QI =

∫ ztop

zbase

qI (z′) dz′. (2.39)

where ρi is the mass density for ice particles.

The ω̃ has large influence on how cloud reflectivity/absorptivity varies with at dif-
ferent λ. This is illustrated in Figure 2.3. The top panel of Figure 2.3 illustrates
the complexity of the absorption regarding the particle phase. There is a significant
difference in the single scatter albedo at several wavelengths between spherical ice
and water particle of the same size. For some wavelengths, water droplets are less
absorptive than the ice particles and vice versa. Moreover, for most of the wave-
lengths there is a clear dependence of the ω̃ on the droplet radius in liquid clouds
suggesting that, in general, the larger droplets are more absorptive than smaller
droplets at the same wavelengths. For the solar band the absorption is rather weak,
therefore the absorption of liquid and ice particle and the comparison of various
water droplets sizes are represented with the scattering co-albedo.

Another way to understand the relation between cloud properties and radiation is
by contrasting different values of rE and Q with the solar albedo. Both, rE and Q,
have a direct relation with the cloud optical depth τ [see Eq. 2.37 and Eq. 2.39].
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For a liquid and ice cloud, the solar albedo increases as the QL or QI increases.
This effect is enhanced by smaller particles since smaller particles reflect more solar
radiation due to its larger effective optical depth [see Fig. 2.4].

2.5 Radiative Transfer Modelling

This section describes the method used to solve the RTE [section 2.5.1] and also the
method used to derive spectral radiances in the atmosphere [section 2.5.2]. Based
on this theoretical background, the 1D radiative transfer model used in this thesis
is described in more detail in section 2.5.3.

2.5.1 Two-stream Approximation

The two-stream is a discrete ordinate approximation that solves multiple scattering
contribution by considering the upward and downward intensities weighted by the
fraction of the forward and backward phase functions [Schuster 1905]. This method-
ology transforms the RTE into two first-order inhomogeneous differential equations.
Considering that the contribution of a beam of radiation to the horizontal flux is
dependent on the cosine of the zenith angle and not on the azimuthal angle, the
RTE can be simplified as:

µ
dI(µ)

dτ
= I(µ)− ω̃

2

∫ 1

−1

p(µ, µ′)I(µ′)dµ′. (2.40)

Developing Equation 2.40 separately for each hemisphere yields the following equa-
tion:

µ
dI↑

dτ
= I↑ − ω̃

2

[∫ 1

0

p(µ, µ′)dµ′
]
I↑ − ω̃

2

[∫ 0

−1

p(µ, µ′)dµ′
]
I↓. (2.41)

Considering the backscattered fraction b quantity into Equation 2.41 and sustaining
the assumption that I is independent of µ in each hemisphere, it is obtained the
two-stream equations for diffuse incidence.

1

2

d↑

dτ
= (1− ω̃)I↑ + ω̃ b̄(I↑ − I↓). (2.42)

− 1

2

d↓

dτ
= (1− ω̃)I↓ − ω̃ b̄(I↑ − I↓). (2.43)

where b̄ is the mean backscatter fraction expressed as:

b̄ =

∫ 1

0

b(µ)dµ. (2.44)

2.5.2 Correlated k-distribution

The correlated k distribution method uses the method of grouping gaseous spectral
transmittances according to the absorption coefficient kλ [see Eq. 2.8]. In a homoge-
neous atmosphere, the spectral transmittance Tλ̄(u) is independent of the ordering
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of k for a given spectral interval. Therefore, the integration over wavelength regions
are replaced by the integration over the k space, as described by Equation 2.45.

Tλ̄(u) =

∫
∆λ

e−kλu
dλ

∆λ
=

∫ ∞
0

ekuf(k)dk. (2.45)

The probability distribution function of Equation is the inverse of the Laplace trans-
form L−1 of the spectral transmittance such that

f(k) = L−1(Tλ̄(u)). (2.46)

Furthermore, a cumulative probability function may be defined in the form

g(k) =

∫ k

0

f(k)dk, (2.47)

where g(0) = 0, g(k → ∞) = 1 and dg(k) = f(k)dk. Thus, by definition g(k) is a
monotonically increasing and smooth function in k space. By using the g function,
the spectral transmittance can be defined as

Tλ̄(u) =

∫ 1

0

e−k(g)udg ∼=
M∑
J=1

e−k(gj)u∆gj. (2.48)

Consequently, the integration in g space replaces the wavelength integration and
can be evaluated by a finite sum of exponential terms.

For nonhomogeneous atmosphere, the k-distribution can be extended with the cor-
related k-distribution method. In this method, the vertical nonhomogeneity of the
atmosphere is considered by assuming a simple k-distribution at different tempera-
ture and pressures in a way that the spectral transmittance can be represented [see
Eq. 2.49].

Tλ̄(u) ∼=
∫ 1

0

exp[−
∑
j

kj(g)∆uj] dg. (2.49)

2.5.3 RRTMG

The present study uses the widely used rapid radiative transfer model (RRTM) for
GCM applications (RRTMG; Mlawer et al. 1997; Barker et al. 2003; Clough et al.
2005). rapid radiative transfer model for general circulations application (RRTMG)
is a Line-by-Line Radiative Transfer Model (LBLRTM) that utilizes the correlated-
K approach to accurately calculate the SOL [0.2-12.20 µm] and TIR [3.08-1000 µm]
fluxes and heating rates.

For the TIR and SOL, the RRTMG parameterization for ice and liquid optical
properties are based on the radiative transfer model Streamer [Key 1996] and Hu and
Stamnes 1993, respectively. In the model, ice crystals are assumed to be spherical
with rE,I values between 5.0 and 131.0 µm. In the case of rE,L, the model accepts
values in the range from 2.5 to 60 µm.

Note that chapter 3.4 provides the specifications of the setup and input parameters
used for the radiative transfer calculations considered in this thesis.
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2.6 Energy Budget and Cloud Radiative Effect

The energy budget (E) is a fundamental property of the climate system that quan-
tifies the energy fluxes between various interfaces of different compartments of the
Earth’s climate system [Loeb and Wielicki 2015]. At the TOA the energy budget is
equivalent to the radiation budget and can be determined with Equation 2.50. At
the surface the energy budget considers the net solar and terrestrial fluxes, turbulent
sensible (Hs), and latent heat fluxes (Hl), and the conduction of heat to the surface
(C) as indicated in Equation 2.51 where all compartments are expressed in W m−2

[Sedlar et al. 2010].

ETOA = F TOA = F ↓,TOASOL − F ↑,TOASOL − F ↑,TOATIR . (2.50)

ESFC = (F ↓,SFCSOL − F ↑,SFCSOL ) + (F ↓,SFCTIR − F ↑,SFCTIR )−Hs −Hl + C. (2.51)

The energy budget can be calculated based on best estimates of global climate mod-
els constrained by surface and satellite observations [Wild et al. 2013]. Considering
the focus of study, Figure 1.2 shows the magnitudes of the Arctic’s averaged energy
budget components.

The influence of clouds on the radiation budget is measured by determining the CRE.
It is defined as the difference between the all-sky and clear-sky net fluxes in W m−2

at the SFC, ATM, and TOA [Mace et al. 2006]. The CRE can be calculated with
equation 2.52, where x can be replaced with (SOL, TOA), (TIR, TOA), (SOL, SFC),
(TIR, SFC). The estimation throughout the ATM is calculated by the difference
between the TOA and the SFC. The CRENET , at the SFC, ATM, or TOA, is given
by the sum of the CRESOL and CRETIR.

CREx = (Fx ↓ −Fx ↑)all−sky − (Fx ↓ −Fx ↑)clear−sky. (2.52)
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Chapter 3

PS106 Expedition,
Instrumentation, Data sets, and
Methods

This chapter embeds the description of different instrumentation used to observe sev-
eral atmospheric and near-surface properties. It also presents different shipborne,
ice-floe based and satellite-based data sets that are considered to describe the atmo-
spheric and surface conditions during PS106 cruise and to use as the basis for the
analysis carried out along this thesis. Finally, it is described the methods followed
along with this thesis.

3.1 Instrumentation

During the PS106 ice floe camp (4 to 16 June 2017), 15 pyranometers stations were
deployed to investigate the spatiotemporal variability of the downward solar radi-
ation at the surface. Furthermore, the OCEANET facility and a cloud radar were
installed aboard Polarstern to collect remote sensing observations of the atmosphere
during the entire PS106 expedition. As part of OCEANET, meteorological obser-
vations and downward solar and terrestrial radiative fluxes were also measured.

3.1.1 Pyranometer Network

The Pyranometer Network (Pyrnet) was used in PS106 as a subset of 99 autonomous
stations that were developed at the Leibniz Institute for Tropospheric Research
(TROPOS) to investigate the spatiotemporal variability of global radiation induced
by clouds. A detailed description of the 99 stations is given in Madhavan et al. 2016,
and the description focused on the PS106 experiment is given in Barrientos-Velasco
et al. 2020.

The pyranometer network was first deployed as part of the ’High Definition Clouds
and Precipitation for advancing Climate Prediction’ (HD(CP )2) Observational
Prototype Experiment (HOPE) field campaigns [Macke et al. 2017]. Besides the
description provided in Madhavan et al. 2016, a detailed multi-resolution analysis
of the spatiotemporal variability of solar irradiance for HOPE is given in Madhavan
et al. 2017.

25



Chapter 3. PS106 Expedition, Instrumentation, Data sets, and Methods

Figure 3.1: Characteristics of Pyrnet set up in the Arctic. Panel (a) shows a
photograph of a pyranometer station on the ice floe. Panel (b) shows the map of
the pyranometer stations. Red circles show the location on 11 June 2017, at 14:50Z,
while the red star marks the position of Polarstern, and the turquoise hexagon marks
the approximate position of a melt-pond. Note that the latitude and longitude axes
have been inverted for easier comparison with panel (c). Panel (c) edited photograph
of the ice floe showing the approximate location of several stations (red circles) and
Polarstern (red star). Photographed by Svenja Kohnemann. Figure adapted from
Barrientos-Velasco et al. 2020.

The pyranometer network installed on an ice floe covered an approximate area of
0.83 km x 1.59 km, with individual stations separated by several decametres [see
Fig. 3.1b and c]. The location of each station was limited by other observations
that took place on the ice floe, as well as the maximum allowed safe distance from
the ship of 1 nautical mile (1.8 km). From 4 June to 16 June, Polarstern drifted
from 81.7 to 81.95 degrees northern latitude and from 9.86 to 11.58 degrees eastern
longitude.

Each pyranometer station was mounted on an aluminium rod of 1.8 m height (Fig.
3.1a). The top of each station was equipped with a data logger containing a Global
Positioning System (GPS) antenna module (model: Fastrax UP501), a meteorolog-
ical station measuring relative humidity (RH) and air temperature (Ta), and an
EKO Instruments silicon photodiode pyranometer with a spectral range of 0.3-1.1
µm (model: ML-020VM) at 1 Hz frequency. The spectral range of the photodi-
ode pyranometer does not consider the spectral irradiance beyond 1.1 µm, which
comprises about 22 % of the incoming solar energy [Nann and Riordan 1991]. Nev-
ertheless, previous studies have demonstrated that the spectral range where higher
cloud transmittance occurs between 0.3-0.7 µm [Wiscombe et al. 1984; Bartlett et
al. 1998]. Therefore, the experimental setup considered is still expected to capture
the main variability effects of atmospheric cloud transmittance.

The photodiode pyranometers used have an accuracy of about 5 %, which is substan-
tially larger than measurement uncertainty achieved by state-of-the-art secondary
standard thermopile pyranometers. It is worth mentioning that additional venti-
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Table 3.1: Main components and specifications of a pyranometer station

1. Photodiode pyranometer sensor Type (ML-0.20VM)
Response time 10ms

Zero offset - thermal radiation (200 Wm−2) 0 Wm−2

Zero offset - temperature change (5 Kh−1) 0 Wm−2

Non-stability a ±2 %
Non-linearity b ± 0.2%

Temperature response c ± 0.5 %
Spectral error (during the day) ± 2-5 %

2.ADC data logger Type (Driesen+Kern DKRF 4001-P)
Analog power supply output 3.3 V

Temperature range -40 to 85 ◦C
Differential linearity error (resolution) ±1 Least significant bit (LSB)

Gain error ±5 %
3. Amplifier Type (INA 333)

Operational temperature range -40 to + 150 ◦C
Power supply voltage range 1.8 - 5.5 V

Range of gain 1 to 1000
Gain error ± 0.3 % (Gain = 300)

4. GPS Type (FasTrax UP501)
Position accuracy 1.8 m (CEP95)
Velocity accuracy 0.1ms−1

Time accuracy ± 50 ns(RMS)
a % change in responsivity per year
b % deviation from responsivity at 1000 Wm−2 due to change in irradiance %
c % deviation due to change in ambient temperature from -10 to 50 ◦C

lation and heating improve the data quality, in particular regarding dew, rain and
frost on the pyranometers. However, such a set-up demands additional power that
makes unfeasible an adaptation given the current version of a pyranometer station.
Thus, the pyranometer network set-up is best suited for the investigation of spatial
and temporal variability. The main components and specifications of a pyranometer
station are presented in Table 3.1.

Sublimation occurring on the probe of the relative humidity sensor compromised
the observations. Therefore, the values of this parameter are not recommended for
use and are not considered in this study. The accuracy of the Ta measurements are
± 1.5 ◦ C at -40 ◦ C, increases linearly to ± 0.5 ◦ C at 0 ◦ C and remains stable up
to 40 ◦ C. Finally, power for the system was supplied by a 6 V/19 Ah Zinc carbon
VARTA 4R25-2 battery, allowing the system to work continuously for about 7 days.

Update of calibration coefficients

The pyranometers were calibrated in 2013 with a standard spectrum solar simulator
by Eko Instruments after their production [Madhavan et al. 2016]. The stability
of the calibration coefficients is specified to be better than 2 % per year. Note
that additional uncertainties are introduced in the measurement system by the data
logger and the gain of the instrument amplifier, as explained by Madhavan et al.
2016.
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To update the calibration of the sensors and account for the spectral difference be-
tween a broadband pyranometer and the pyranometer network, an inter-comparison
experiment was conducted in May 2018. The stations were set up in close vicinity
to each other for 20 days on the roof of the main building at TROPOS in Leipzig,
Germany. Out of this period, 2 hours of observations were chosen on a clear-sky
day (10:30-12:30Z). These observations were compared to a recently calibrated sec-
ondary standard broadband thermopile pyranometer with a spectral range from 0.3
to 2.8 µm (model: Kipp & Zonen CMP21). After the comparison, the calibration
coefficients were determined to minimize the difference between the network stations
and the Kipp & Zonen pyranometer.

The mean of the original calibration coefficients was 7.38 µVW−1m2, while the up-
dated calibration coefficients had a mean value of 7.19 µVW−1m2. This suggests
that, on average, the sensitivity of the instruments decreased slightly by 2.5 % over
time. Note that by updating the calibration, the root-mean-square error (RMSE)
between the pyranometer stations and the reference pyranometer was reduced from
15.3 W m−2 to 4.5 W m−2, thus showing a significant improvement.

Quality assurance

The quality of the observations consisted of checking the state of the cleanliness of
the sensor’s glass dome and the alignment of the levelling of the sensor. The quality
control was performed daily, recording the status of the levelling and cleanliness to
guarantee the accuracy of the global horizontal irradiance (GHI) observations.

Each station contains a levelling spirit ring that indicates the alignment. The level-
ling flag criterion is based on the bubble position of the spirit level of the pyranome-
ter. When the bubble is located inside the inner ring, it is considered well-levelled
when the bubble is in between the two rings, partially levelled, and outside the ring
is not levelled. During the campaign, the complete misalignment occurred when the
rod’s base was no longer properly supported by the snow due to melting, leading
to a tilt of the sensor and systematic errors, particularly for direct sunlight. The
icing of the radiation sensor dome occurred when moist air masses with supercooled
water droplets were present, which froze upon impact with the dome [Broeke et al.
2004]. This condition will generally lead to an underestimation of GHI.

The general status of the stations is presented in Figure 3.2. Every station is shown
on the Y-axis, while the date is given on the X-axis. Each square is divided into
two triangles, indicating the levelling status in the upper triangle and the cleanliness
status in the lower one. The green colour represents a well-levelled and clean station,
yellow shows a partially levelled station or a dome with liquid droplets, and red
indicates completely not levelled stations or an iced dome. The analysis of the
observations does not consider iced domes or completely not levelled stations (red
flags). The presence of liquid droplets is considered in the study due to their likely
short residence time around the dome and the fact that we have found observations
to be still useful for our analysis. Furthermore, it is worth mentioning that during
this likely short period, the presence of droplets is expected to cause a moderate
underestimation of irradiance and more noisy observations, as it is later discussed
in chapter 5.

During the study period, it is still possible that the domes were contaminated by
droplets or ice before or after the daily quality assurance checks. Such events can be
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Figure 3.2: Quality flags for the pyranometer sensors. The pyranometer station
number is shown on the y-axis and the date on the x-axis. Each square is divided
into two triangles: the upper one shows the levelling flag, and the lower triangle the
cleanliness status. Green is used for well-levelled and clean stations, while yellow
denotes partially levelled stations or the presence of liquid droplets on the domes,
while red is used for not levelled stations or iced domes. Figure from Barrientos-
Velasco et al. 2020.

identified when significant fluctuations of atmospheric global transmittance (ATg)
were observed. A deeper analysis of these cases was verified with the all-sky camera
observations operated on Polarstern.

3.1.2 Ship-borne Instrumentation

The OCEANET facility was established to provide continuous ship-borne atmo-
spheric observations. It aims to provide continuous observations for the investiga-
tion of the transfer of energy and material between the ocean and the atmosphere
[Macke 2009; Kalisch and Macke 2012; Hanschmann et al. 2012; Kanitz et al. 2013].
OCEANET has been operated aboard Polarstern since 2009 during transfer cruises
between the hemispheres, crossing the Atlantic Ocean from Bremerhaven in Ger-
many to Punta Arena in Chile and Stellenbosh or Cape Town in South Africa. In
2017, OCEANET was operated for the first time in the Arctic Ocean during two
legs of the PS106 expedition named PASCAL (Physical feedbacks of Arctic plane-
tary boundary layer, Sea ice, Cloud and AerosoL; PS106/1) and SiPCA (Survival
of Polar Cod in a Changing Arctic Ocean; PS106/2), respectively [see Figure 1.4;
Macke and Flores 2018].

29



Chapter 3. PS106 Expedition, Instrumentation, Data sets, and Methods

The OCEANET container is equipped with a multi-wavelength Raman polarization
lidar PollyXT , a 14-channel microwave radiometer (MWR) HATPRO (Humidity And
Temperature PROfiler), and a fish-eye sky camera. Complementing the standard
OCEANET observations, a Doppler cloud radar of type Mira-35 was installed about
10 meters above the container. The cloud radar can profile optically thick clouds
and measure Doppler spectra produced by vertical cloud motions. These remote
sensing instrumentation are combined with observations by an Optical Disdrometer
of type OM470, and Vaisala RS92-SGP radiosondes launched every 6 hours as input
to the Cloudnet processing [Griesche et al. 2020].

Additionally, on top of the OCEANET container, a CGR4 Kipp & Zonen broad-
band pyrgeometer (4.5 - 42 µm) and a CMP21 broadband pyranometer (0.285-2.8
µm) both manufactured by Kipp & Zonen were installed. The accuracy of these
instruments in polar regions is expected to be within ±10 W m−2 and ±20 W m−2

for pyrgeometers and pyranometers, respectively [Lanconelli et al. 2011]. In the
case of the pyrgeometer, additional uncertainties due to variation in the vertically
integrated water vapour column need to be considered. At values below 10 mm, the
atmospheric window produces spectral heterogeneities that distort the pyrgeome-
ter measurements [Gröbner et al. 2014]. Gröbner and Wacker 2015 compared the
performance of a calibrated World Infrared Standard Group (WISG) and a CGR4
pyrgeometer and found that for specific periods of time, the deviations can reach
up to 3 W m−2. Therefore, the total instrumental uncertainty for the pyrgeometer
is inferred to be ±13 W m−2. Operating these instruments aboard Polarstern in-
troduces additional uncertainties due to the ship’s exhaust plume and the ship’s
superstructures interfering with the terrestrial and solar irradiances.

In addition, a meteorological station was installed at about 10 meters above sea
level (m.a.s.l) next to the OCEANET container to measure atmospheric pressure,
temperature, and relative humidity with a sensor of type Series EE33 from E+E
elektronik33.

3.2 Data sets

This section describes the main data sets used throughout this thesis.

3.2.1 Cloudnet

Cloudnet is the project that targets a systematic evaluation of the representation
of clouds in forecast and climate models [Illingworth et al. 2007]. Within the scope
of Cloudnet, a robust series of algorithms has been developed for retrieving vertical
profiles of the macro and microphysical properties of clouds from a synergistic com-
bination of cloud radar, lidar, and microwave radiometer observations. The details
of the adaptation of the Cloudnet algorithm for the observations during PS106 is
described in Griesche et al. 2020.

This section gives a summary of the methodology applied by Griesche et al. 2020 to
obtain vertical profiles of liquid water content (qL), liquid particle effective radius
(rE,L), ice water content (qI), ice crystal effective radius (rE,I), and the additional
information of the identification of low-level stratus (LLS) clouds [see Table 3.2].
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Summary of Cloud Properties Retrievals from Cloudnet
Cloud

Instruments Assumption Limit. Reference
parameter
qL MWR and radar log-normal CDD PPT Frisch et al. 1998
qI Radar Exp. IPSD PPT Hogan et al. 2006
rE,L MWR and radar log-normal CDD PPT Frisch et al. 2002

rE,I Radar Spherical shape PPT
Delanoë et al. 2007
Griesche et al. 2020

Table 3.2: The table summarizes the instruments, main assumptions, limitations
(Limit.) and references used in Cloudnet to derive the liquid and ice water content
(q), and ice and liquid effective radius (rE). The abbreviation MWR stands for
microwave radiometer, CDD for cloud-droplet distribution, IPSD for ice-particle
size distribtuion, PPT for precipitation, and Exp for exponential.

As a first step, the measurements are averaged onto a common pixel grid with a
vertical and temporal resolution of 31.18 m and 30 s, respectively [Griesche et al.
2020]. Then, each pixel is categorized into seven distinct classes, following a bit-
wise diagnosis described by Hogan and Connor 2004. The final target classification
provides 11 different pixel categories: clear sky, cloud droplets only, drizzle or rain,
drizzle or rain and cloud droplets, ice, ice and super-cooled droplets, melting ice,
melting ice and cloud droplets, aerosols, insects, and aerosols and insects.

The cloud thermodynamic phase is implemented following Griesche et al. 2020 based
on the lidar and radar measurements. Liquid phase is assigned to pixels when the
lidar backscatter signal exceeds a threshold of 2e−5 Mm−1sr−1 and is reduced
at least by a factor of 10 within 250 m due to the strong signal attenuation in
liquid clouds. When the radar signal indicates falling particles at a dew point
temperature below 0 ◦C, the pixel is considered as ice. If both criteria are full-filled
simultaneously, the pixel is classified as mixed-phase.

The liquid water path (QL) is obtained applying the measurements from the MWR
HATPRO to the Löhnert and Crewell 2003 retrieval method. This method is based
on the analysis of a long-term radiosonde data set, which in this case is based on a
long-term data set from Ny-Ålesund - Norway (78.9◦N, 11.85◦E, WMO Code 6260).
Once QL is known, the liquid water content (qL) and rE,L are determined. The
retrieval of qL is obtained by distributing QL among the identified liquid and mixed-
phase cloud pixels defined by the Cloudnet algorithm. This method assumes a
log-normal spherical cloud-droplet distribution, which is constant with height. The
uncertainties of qL are propagated from the typical uncertainty of 20-25 g m−2 from
the QL [Löhnert and Crewell 2003].

The ice water content (qI) is obtained based on measurements from the cloud radar
for the pixels flagged as ice or mixed-phase [Hogan et al. 2006]. This parameter
depends on temperature (T; ◦C) and cloud radar reflectivity (Ze; dBZ). Based on
the values of qL and qI , vertical profiles of cloud fraction (CF) are estimated at
one-hour resolution. The rE,I is derived based on empirical relationships between
the visible extinction coefficient, cloud radar reflectivity, model temperature and
assumes a spherical shape [Griesche et al. 2020].

The Cloudnet products also contain quality flags that indicate when the pixels have
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a reliable retrieval, contain a mixture of drops and ice, instances where large ice
crystals, drizzle, or rain can bias the radar reflectivity. The latter might also affect
the reliability of QL retrievals from the MWR. The use of these flags is considered
later on in chapter 6 and 7 for the interpretation of the results.

3.2.2 CERES data set

The CERES SYN1deg, Ed.4.1. product (hereinafter CERES) provides global solar
and terrestrial radiative fluxes at the TOA, at four pressure levels, and at the SFC
interpolated to a spatial resolution of 1◦ latitude by 1◦ longitude and at 1-hour res-
olution [Young et al. 1998]. While TOA fluxes are based on radiance observations
by the Clouds and the Earth’s Radiant Energy System (CERES) instruments which
are converted into irradiance [Loeb et al. 2018], in-atmosphere and surface fluxes
are calculated based on the Fu-Liou radiative transfer model [Fu and Liou 1992]
and are adjusted for consistency with the TOA observations [Gupta et al. 2010;
Rose et al. 2013; Rutan et al. 2015; Kato et al. 2018; Minnis et al. 2020]. For this
purpose, CERES uses cloud properties from geostationary and polar satellites ob-
servations, particularly from the Moderate Resolution Imaging Spectroradiometer
(MODIS). In addition to radiative fluxes, various surface, cloud and aerosol pa-
rameters are included to enable the exploration of the relationships among clouds,
aerosols, and radiation [Minnis et al. 2020]. As ancillary input, CERES relies on re-
analysis data from the Global Modeling Assimilation Office Global Earth Observing
System (GEOS-5) in its version 5.4.

The relevant cloud properties used in this study include the CF, QL, QI , rE,L,
rE,I , cloud base (Pb) and top pressure (Pt). It is worth mentioning that the cloud
properties mentioned are estimated based on MODIS cloud retrieval algorithm for
cloud emissivity, cloud effective temperature, cloud particle effective radius, and
cloud optical depth. The complete description of the retrievals and changes made
between Edition 2 and Edition 4 algorithms are presented in Minnis et al. 2020.

Additionally, throughout this work, the surface parameters like skin temperature
(Skt), surface albedo (α), and snow/ice coverage are also relevant for analysing the
results and conditions during PS106. In contrast to previous versions, the surface
albedo is determined considering the 1.24 µm channel instead of the 2.13 µm over
snow surfaces. This change brings the advantage to maximize the range of retrieving
cloud optical depth over snow-covered areas [Sun-Mack et al. 2006]. However, this
modification increases the uncertainty of surface albedo due to variable snow surface
albedo and bidirectional reflectance [Minnis et al. 2020].

Besides the general description of CERES given in Minnis et al. 2020, additional in-
formation of data quality, accuracy, and validation of CERES is provided in CERES-
Guide 2021a and CERES-Guide 2021b. A comparison of CERES downward fluxes
products with observations at the Summit observatory in Greenland indicates a
mean bias (Standard Deviation (SD)) of 4.64 (5.35) W m−2 and 10.85 (12.77) W m−2

for the downward solar flux (SOL-D) and downward thermal infrared flux (TIR-D)
fluxes, respectively. During the polar night, the surface TIR fluxes face major chal-
lenges due to the degradation of Terra MODIS over the polar regions. However,
since this study is focused on the early summer of 2017, no additional focus is given
to the limitations during the polar night.
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In summary, the CERES product used in this thesis as an input parameter for own
radiative transfer simulations is the surface albedo. The CERES products used
for the analysis of radiative closure and cloud radiative effects are the broadband
SOL and TIR fluxes for all-sky, clear-sky, clear-sky without aerosols (also referred
to as virtually pristine or just pristine for simplicity), and cloudy without aerosols
atmosphere.

3.2.3 Ancillary data set

The ancillary data sets mentioned in this section are used to describe the synoptic,
atmospheric, and surface conditions during PS106. Additionally, part of the ancil-
lary data is also used as input parameters to perform radiative transfer simulations,
which is later on further discussed in Section 3.4.

Hourly pressure level profiles of temperature, pressure, ozone and specific humidity
from the European Centre for Medium-Range Weather Forecasts (ECMWF) Re-
Analysis (ERA5) data set are used as input parameters for the simulations. ERA5
assimilates 4D-Var using polar and geostationary satellites, surface, radiosonde,
dropsonde, and aircraft measurements [Hersbach et al. 2020]. The spatial resolution
of ERA5 is 0.25◦ latitude by 0.25◦ longitude at 1-hour resolution.

This work considers the climatological values of trace gases for the Air Force Geo-
physics Laboratory (AFGL) sub-Arctic summer atmosphere from Anderson et al.
1986. The vertical profiles of trace gases are included as inputs to the radiative
transfer simulations.

Finally, to provide a general description of the synoptic conditions during the PS106
expedition, the values of the Arctic oscillation index (AO) are used from the National
Weather Service Climate Prediction Center at National Oceanic and Atmospheric
Administration (NOAA) [NWS CPC 2021]. The AO is a large-scale index of climate
variability. This index indicates the climate pattern characterized by an exchange of
atmospheric mass between the Arctic Ocean and the surroundings at around 55◦N
latitude [Rigor et al. 2002].

3.3 General Conditions During PS106

A general synoptic-scale description focused on PASCAL (PS106/1), ACLOUD cam-
paign and Ny-Ålesund for the early summer period of 2017 is provided in Knudsen
et al. 2018. This analysis is based on near-surface and upper-air meteorological
observations, operational satellite and model data. This section describes the me-
teorological, atmospheric, and surface conditions during PS106 based on data sets
collected aboard Polarstern, CERES, and ERA5.

3.3.1 Synoptic and Surface Conditions

The PS106 cruise navigated the Arctic open ocean, marginal ice zone, and sea ice
during leg one (28 June to 21 July) and two (22 July to 16 July). The 3 regions
mentioned can be recognized with the snow cover and surface albedo [see Fig. 3.3a
and b]. Polarstern entered the defined Arctic region (70◦-90◦N), the conditions were
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Figure 3.3: Surface conditions during PS106. Panel (a) shows one hour resolution
time series of snow cover (%) obtained from CERES. Panel (b) shows time series
of surface albedo based on CERES (red line) and ERA5 (blue line). Panel (c)
shows time series of near-surface temperature based on Polarstern observations at
10 m.a.s.l (orange line), based on radiosondes at 10 m.a.s.l (green line), and skin
temperature from ERA5 (blue line), CERES (red line) and mean values obtained
from Pyrnet (light blue line). The bottom bar indicates an approximation of the
surface conditions during PS106. Dark blue indicates open ocean, yellow suggests
marginal sea ice zone, and mostly sea ice is shown in teal. Figure modified from
Barrientos-Velasco et al. 2022.

open water until 31 May 2017; during that day, Polarstern navigated the marginal
zone until reaching sea ice conditions from 1 to 18 June 2017. Between 18 and 27
June, Polarstern cruised open ocean and marginal sea ice zones until reaching sea
ice surfaces. The latter condition was relatively constant along the cruise until the
end of the expedition on 16 July 2017.

In Figure 3.3b, a comparison of surface albedo between CERES and ERA5 is pre-
sented. During PS106/1, there is a rather good agreement between both data sets.
However, during the second leg, there is a larger difference between CERES and
ERA5 from 25 June to 8 July 2017. Part of the difference might be due to a hetero-
geneous and variable sea ice cover that can lead to different results since the spatial
coverage of both data sets is different. Another plausible cause is an overestimation
of surface albedo from CERES and seasonal ablation biases from ERA5 [Trepte et
al. 2019; Dutra et al. 2010].

Based on the ship-borne observations, the near-surface temperature varied more
strongly during leg 1 than during leg 2 of PS106 [see Fig. 3.3c]. The variation is
more evident during the two episodes. The first episode describes the entering of a
colder region since it occurred during the transition from the open ocean to sea ice
from 31 May to 1 June, varying the near-surface temperature from 279K to 268K.
The second episode observed was on 7 June when the near-surface temperature
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Figure 3.4: Panel (a) shows the time series of near surface wind speed (ms−1) and
direction obtained from Polarstern observations. Panel (b) shows the AO index
reported by the NOAA.

started to decrease from about 270K to 266K, and then increased again by 10 June
to about 275 K or even higher according to Polarstern observations. During both
episodes, the coldest temperature periods have winds coming from East and South
East, suggesting a plausible influence of advected cold air influencing the near-
surface temperatures as well as local processes (Fig. 3.4).

Additionally, the influence of the large-scale Arctic circulation on the synoptic con-
ditions during PS106 is considered. For this analysis, the AO is used. The AO is a
climate index that characterizes the atmospheric circulation of the Arctic region by
considering geopotential height anomalies of the 1000 mb isobar between 20◦−90◦N .
The AO index is defined as the loading of the dominating mode obtained from an
Empirical Orthogonal Function (EOF) analysis of the monthly-mean anomaly fields.
The values considered for this study are obtained from the climate data centre of
the NOAA [NWS CPC 2021] (source: ftp://ftp.cpc.ncep.noaa.gov/cwlinks/).

A positive AO index generally corresponds to strong westerly winds in the upper
atmosphere, lower than usual atmospheric pressures and temperatures in the Arc-
tic, and an opposite effect on pressure and temperature at mid-latitudes. On the
other hand, a negative AO index corresponds to weaker upper-level winds, higher
atmospheric pressure and warmer than usual temperatures in the Arctic, and an
increase of storms in the mid-latitudes [Thompson and Wallace 1998].

For most of the PS106 cruise, the AO index was positive [see Fig. 3.4b], suggesting
a high surface pressure, more persistent cyclonic circulation allowing mid-latitude
jet streams to blow persistently and strongly from west to east [see Fig. 3.4a]. The
latter generates a locked cold Arctic air locked in the polar region.

3.3.2 Atmospheric Temperature and Humidity Conditions

The anomalies of the vertical profiles of atmospheric temperature and specific hu-
midity based on ERA5 are shown in Fig. 3.5 for the PS106 track, together with
the mean profiles and the sub-Arctic summer standard atmosphere [Anderson et al.
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1986]. Panels 3.5a and 3.5b, indicate a strong temperature and humidity inversion
layers from 1 June to 9 June 2017, followed by a generally warmer atmosphere from
10 June to 14 June 2017. Additionally, relatively warm and humid conditions are ob-
served at the end of leg 2 (11 July to 16 July 2017), caused by water vapour transport
as described in Knudsen et al. 2018 and Viceto et al. 2021. Based on the ship-borne
observations, the near-surface temperature varied more strongly during leg 1 than
during leg 2 of PS106 [see Fig. 3.3c]. Most of the humidity intrusions observed in
Fig. 3.5b have southerly and westerly origins of the advected air masses, based on
the wind direction obtained from the radiosondes (not shown). The mean vertical
profiles of atmospheric temperature and specific humidity indicate good agreement
of radiosondes and ERA5, which are colder and dryer than the climatological values
of the sub-Arctic summer standard atmosphere.

Figure 3.5: Time-height indicator plot of atmospheric profiles obtained from ERA5
along the PS106 cruise track. Panel (a) shows the atmospheric temperature anomaly
(δTa), panel (b) shows specific humidity anomalies. In (c) and (d), the mean
profiles of atmospheric temperature and specific humidity, respectively, are shown.
The blue and orange lines correspond to ERA5, radiosondes, and the Sub-Arctic
Summer standard atmosphere [Anderson et al. 1986] is displayed in black. The
grey-shaded area indicates the minimum and maximum while, while the rose-shaded
area shows the interquartile range of ERA5 vertical profiles. Figure from Barrientos-
Velasco et al. 2022.

3.3.3 Statistical Analysis of Cloud Properties

This section presents a classification of cloudy conditions to describe the atmospheric
conditions during the PS106 cruise. This classification is based on target classifica-
tion product from Cloudnet, and the identification of low-level stratus clouds (LLS)
from Griesche et al. 2020. The following description is presented in the format of
a flag classification of cloud conditions by structure, thermodynamic phase, and
whether their conditions were optimum for radiative studies during PS106. Chap-
ters 6 and 7 provide a broader description of the cloud conditions in the context of
radiative closure and cloud radiative effects analysis during PS106.

A characterisation of cloud conditions during the PS106 expedition is given next,
considering CF, vertical layer structure and thermodynamic phase. The Cloudnet
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Figure 3.6: Cloud fraction (CF) observed along the PS106 cruise track. Panel (a)
shows the vertically resolved mean CF based on Cloudnet observations at hourly
resolution. Data gaps are indicated in grey. Panel (b) shows daily mean CF based
on Cloudnet plus detection of low-level stratus clouds (LLS) introduced by Griesche
et al. 2020 (red) and CERES (blue). Source: Barrientos-Velasco et al. 2022.

vertical profiles of CF are shown in Fig. 3.6a, while a comparison of daily mean CF
is presented in Fig. 3.6b. For the last panel, Cloudnet and LLS clouds introduced
in Griesche et al. 2020 are analysed together to compare the total CF values with
CERES. Cloudnet plus LLS and CERES CF have been aggregated from hourly to
daily means. Hourly values with data gaps in the Cloudnet plus LLS observations
have been excluded from CERES to ensure consistent temporal sampling. It is
worth mentioning that the inclusion of LLS to Cloudnet CF improved the analysis
by reducing the total data gaps from 25.2 % to 6.6 % for the entire PS106 period.

The comparison aims to determine the consistency of the CERES and Cloudnet CF,
despite their different instrumental data, perspectives, spatial and temporal sam-
pling, and retrieval algorithms. It is worth noting that CERES provides a spatially
averaged CF for a 1◦ latitude by 1◦ longitude region. At the same time, Cloudnet
yields vertically resolved information on cloud cover as time series for the location
of Polarstern, as shown in Fig. 3.6a. Mean values of CF are 86.7 % and 76.1 % for
CERES and Cloudnet plus LLS, respectively. The CERES CF without exclusion
of Cloudnet data gaps is higher at 86.9 %, indicating that data gaps occur more
frequently in cloudy conditions.

A description of the type of clouds observed during PS106 is shown in Fig. 3.7. The
classification used is based on the Cloudnet target classification and supplemented
by the analysis of LLS clouds. While the cloud type classification was already
presented in Fig. 18c of Griesche et al. 2020, here we additionally consider the data
quality and a more detailed description of mixed-phase clouds for the PS106 cruise.

A description of the type of clouds observed during PS106 is presented in Fig. 3.7.
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The classification used is based on the Cloudnet target classification and supple-
mented by the analysis of low-level stratus (LLS) clouds introduced in Griesche
et al. 2020. While the cloud type classification was already presented in Fig. 18c
of Griesche et al. 2020, here we additionally consider the data quality and a more
detailed description of mixed-phase clouds for the PS106 cruise.

During PS106, 45.4 % and 35.6 % of the time, single and multilayer clouds were
observed by Cloudnet, respectively (Fig. 3.7a). The remaining 12.4 % of the time,
cloud-free conditions were detected, and data gaps occurred for 6.6 % of the time.
While single-layer clouds are more frequent during the first leg, the frequency of
multilayer clouds is higher during the second leg [see Fig. 3.7a and Fig. 18c in
Griesche et al. 2020]. The frequency of single-layer and multilayer clouds are typical
for early summer conditions, as previously observed in other studies [e.g., Shupe
2011; Nomokonova et al. 2019].

Figure 3.7: Daily and overall relative frequency of occurrence (RFO) of various
cloud characteristics. Panel (a) shows the RFO of clear-sky, single-level clouds,
and multilayer clouds. Panel (b) shows the RFO of the thermodynamic phase of
single-layer clouds, differentiating periods of ice clouds, liquid clouds, mixed-phase
clouds of type 1 or 2, precipitation (PPT), and clear-sky. Data gaps are marked in
grey in all panels. Panel (c) is the RFO of various quality flags indicating optimum
conditions (OC), low-level stratus (LLS), PPT and simultaneous occurrence of LLS
and PPT. Figure obtained from Barrientos-Velasco et al. 2022.

The cloud phase flag to analyse the thermodynamic phase of clouds. Even though
the cloud phase flag is available for the entire PS106 time series, the focus is here
directed to the thermodynamic phase of single-layer clouds, since these cases are the
most frequent, and the analysis is less complicated than for multilayer conditions.
Fig. 3.7b indicates an occurrence frequency of 32.6 % for single-layer mixed-phase
clouds of type two (ice and super-cooled droplets), 16.8 % for mixed-phase clouds of
type one (well-defined ice and liquid phase), and 15.6 % for single layer ice clouds.
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The remaining period is composed of single-layer clouds with precipitation (13.6 %),
clear-sky periods (12.1 %), and single layer liquid clouds (2.7 %).

The quality status flag shows that only 40.1 % of the time, optimum observations
conditions were identified [see Fig. 3.7c]. For about 39.0 % of the time, low-level
stratus (LLS) with a cloud base below 155 m prevailed, implying that during these
periods, the cloud base height lay below the altitude detection limit of 155 m of
the cloud radar [see Fig. 18a in Griesche et al. 2020]. Precipitation (PPT) alone
and moments with LLS and PPT occurred for about 5.1 % and 9.2 % of the time,
respectively. Under LLS and PPT conditions, the observations of cloud macro- and
microphysical parameters have a degraded quality and reduced accuracy. Thus,
for only about 40.1 % of the time, observations are of sufficient quality, e.g., for
radiative transfer simulations.

Figure 3.8: Macrophysical properties of clouds during PS106. Panel (a) shows box
plot time series of cloud top. Panel (b) similar to (a), but for the cloud base. At
the end of each panel is shown the box plot for the entire time series. The limits
of the box indicate the 25th and 75th percentile of the interquartile range, the line
inside the box denotes the median, minimum and maximum values are given by the
vertical line of each box. The outliers are presented as diamonds.

The macrophysical properties of clouds during PS106 are shown in Figure 3.8. While
during PS106/1, most of the days, clouds were relatively low at heights below 2 km,
PS106/2 indicated a rather larger variance of cloud tops and cloud bases heights.
The latter is more evident for the period between 29 June until the end of the PS106
cruise. Considering just Cloudnet data, the mean (median) cloud base height is 1.4
(0.4) km, and cloud top is 4.3 (3.6) km. By including the identification of LLS,
the cloud base height reduces to 69 (71) m. The mean (median) cloud geometrical
thickness calculated is 2.9 (1.7) m with minimum and maximum values of 31 m and
10.5 km, respectively.

Based on Cloudnet products, the statistical distributions of cloud microphysical
properties are shown in Figure 3.9. The values of rE,L indicate a monomodal distri-
bution with a larger occurrence around 7.5 µm. The mean (median) calculated is 8.7
µm (7.6 µm) with a minimum and maximum of 1.8 µm and 43.0 µm, respectively.
Given that the minimum valid size of rE,L of the cloud optical property parameter-
ization used by RRTMG [i.e., Streamer method; Key 1996; Hu and Stamnes 1993]
is 2.5 µm, all smaller retrieval results were set to this value. This correction did
not modify the results significantly, as can be observed in Figure 3.9a. In the case
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Figure 3.9: Cloud microphysics during PS106 based on Cloudnet data. Panel (a)
shows the frequency of occurrence of liquid water path (QL), (b) shows the distribu-
tion of the liquid effective radius (rE,L) based on Cloudnet (in black) and a modified
(rE,L,mod) version where all values lower than 2.5 µm are changed to 2.5 µm (in red).
Panel (c) shows the frequency of occurrence of the ice water path (QI), and panel
(d) shows the distribution of ice effective radius (rE,I). On the top of each panel
the total number of observations are indicated.

of rE,I , the distribution is also monomodal with a larger occurrence around 43 µm.
In this case, the mean (median) calculated is 41.0 µm (41.8 µm). The lowest value
derived is 18.1 µm, and the maximum is 56.3 µm. The distributions of QL and QI

show a larger distribution to values below 50 g m−2 in both cases. The mean QL is
49.7 g m−2, and the mean QI calculated is 15.2 g m−2.

The analysis of the microphysical properties of clouds considering the flags intro-
duced in Figure 3.7 indicates that the distribution of QL and rE,L do not vary much
between single and multiple layer clouds [see Fig. A.1a and b]. On the other hand,
the distribution of QI indicate higher values for multilayer clouds with a mean of
13.7 g m−2 than single layer cases with a mean of 7.1 g m−2. While the distribu-
tion of rE,I show a monomodal distribution for large size rE,I for single-layer clouds
with a mean 42.8 µm, the monomodal distribution for multilayer presents a larger
frequency for lower mean value of 39.1 µm [see Fig. A.1d].

There is also a distinct difference in the analysis of the cloud phase for single-layer
clouds. The QL values indicate more frequent larger values for mixed-phase clouds
type 2 than type 1 and single-phase liquid clouds. The mean values registered
for mixed-phase type 2, type 1 and liquid clouds are 48.7 g m−2, 31.6 g m−2 and
29.4 g m−2, respectively. In the case of QI the largest values registered are for ice
clouds with a mean 9.4 g m−2, then mixed-phase type 2 with a mean of 8.9 g m−2,
and a very low mean value of 1.7 g m−2 for mixed-phase type 1 [see Fig. A.1a and
c]. For rE,L and rE,I the values are larger for mixed-phase 2 than mixed-phase type
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1 and single-phase clouds. The mean values of rE,L (rE,I) for mixed-phase type 2,
type one and single-phase clouds are 11.2 µm (46.9 µm), 7.4 µm (41.9 µm) and 6.9
µm (42.3 µm), respectively [see Fig. A.1b and d].

The cloud macrophysical properties described in this section (i.e., cloud top and
cloud base height, cloud geometrical thickness) for most of the cases follow the
typical characteristics of low-level persistent clouds [Shupe et al. 2011; Nomokonova
et al. 2019; Achtert et al. 2020; Sedlar et al. 2010; Sotiropoulou et al. 2016]. During
PS106, nonetheless, low-level stratus clouds are observed. To retrieve their cloud
base height and microphysical properties are challenging from the ship-borne remote
sensing instrumentation Griesche et al. 2020. These situations are considered to be
frequent over the Arctic Ocean, as described in other studies [e.g., Sedlar et al. 2010;
Tjernström et al. 2014; Achtert et al. 2020].

At Ny-Ålesund similar values of QL have been reported. The mean values of 30 and
66 g m−2 have been quantified for single layer liquid and mixed-phase. In the case
QI , mean values have been observed for single-layer ice and mixed-phase clouds of
273 and 164 g m−2, respectively [Nomokonova et al. 2019]. These values are higher in
magnitude than the values observed in PS106. This variation might be due to differ-
ent characteristics of the local observations. However, the analysis of Nomokonova
et al. 2019 comprises a 14-month data set, and no specific values are given for the
summer season.

Cloud macro and microphysical properties were derived using the Cloudnet algo-
rithm during the Arctic Clouds in Summer Experiment (ACSE) conducted in 2014.
The ACSE covered the Barents Sea, Kara Sea, Laptev Sea, East Siberian Sea, and
Barrow [see Fig. 1 in Achtert et al. 2020]. Considering only reliable data observa-
tions for ACSE, the mean(median) QL during summer was 37±59 (13) g m−2 with a
peak on the distribution around 10 g m−2. This value is within a similar magnitude
to what was observed during PS106. In the case of QI , the mean(median) value
reported was 34 (7) g m−2, which is double than the value shown in Figure 3.9.

The statistical analysis of cloud properties presented in this subsection describes
local observations collected for the central Arctic for early summer 2017. In general,
the observations are consistent with the values presented in the literature [Shupe
et al. 2015; Nomokonova et al. 2019; Achtert et al. 2020]. However, it is worth
noting that the PS106 cruise was characterized by a dominant presence of low-level
clouds [see Fig. 7 in Wendisch et al. 2019] and low values of Q in contrast to other
regions. The analysis described is used as the basis for the sensitivity analysis of
cloudy conditions detailed in chapter 4.2. The results obtained in chapter 4.2 are
used as a reference for the interpretation of results in chapter 6 and 7.

3.4 Radiative Transfer Simulation Setup

The radiative transfer simulations were performed with the TROPOS Cloud and
Aerosol Radiative effect Simulator (henceforward T-CARS) [Barrientos-Velasco et
al. 2022], which is a Python-based framework to investigate aerosol and cloud radia-
tive effects. T-CARS uses the radiative transfer model RRTMG and the input data
sources such as atmospheric profiles of trace gases, temperature, humidity, proper-
ties of clouds, aerosols, and surface parameters. This framework was implemented
in Barlakas et al. 2020, Witthuhn et al. 2021 and Barrientos-Velasco et al. 2022.
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In this thesis, the T-CARS output files have an atmospheric grid that consists of 197
atmospheric levels from the surface up to 20 km height at 1-minute resolution. The
first 10 km of the atmosphere is divided into 160 levels with a grid layer thickness of
62.4 m. The following 5 km of the atmosphere have a layer thickness of 250 m, and
the last 5 km of the atmosphere a layer thickness of 193.8 m.

Hourly pressure level profiles of temperature, pressure, ozone mass mixing ratio and
specific humidity from ERA5 data set are used as input parameters for the simu-
lations. ERA5 assimilates 4D-Var using polar and geostationary satellites, surface,
radiosonde, dropsonde, and aircraft measurements [Hersbach et al. 2020]. In the
case of PS106, the Vaisala Radiosonde RS92-SGP launched every 6 hours were also
assimilated.

The atmospheric temperature and pressure measured at 10 m.a.s.l aboard Polarstern
are used in T-CARS as skin temperature and surface pressure, respectively. We
opted for this set-up since these parameters are the closest to the surface and are
the only available measurement for the entire cruise. For comparison purposes, the
surface temperature from ERA5 and CERES are also considered.

The surface albedo for our radiative transfer simulations is based on CERES. Addi-
tionally, the hourly surface albedo from ERA5 is considered for comparison. Both
data sets are collocated every minute to the Polarstern location for the entire PS106
expedition.

The input data sets mentioned previously are linearly interpolated to the simulation
grid. Moreover, the climatological values of trace gases for the Air Force Geophysics
Laboratory (AFGL) sub-Arctic summer atmosphere from Anderson et al. 1986 are
considered. The pressure level ERA5 data set is used in the model by interpolating
atmospheric pressure, temperature, specific humidity, and ozone mass mixing ratio.
Additionally, rE,L and rE,I are linearly interpolated to match the grid of the simu-
lations. The values of qL and qI are introduced into the model as QL and QI . This
step is done by multiplying each interpolated ice and water content value to the grid
layer thickness.

Note that parameterization of liquid and ice cloud properties used in RRTMG are
based on the parameterization developed by Hu and Stamnes 1993 and Key 1996,
respectively. In the case of Cloudnet, the parameterizations used to retrieve cloud
properties rely on different algorithms [see Table 3.2]. While it is important to
consider the consistency of cloud properties retrievals between the radiative trans-
fer model and Cloudnet products, it is outside the scope of the present work the
adaptation of Cloudnet retrievals into the radiative transfer model.

The surface input parameters, such as ship-borne measured pressure, temperature,
and albedo from CERES, are interpolated at 1-minute resolution and applied to
the model. The surface emissivity is assigned with a constant value based on the
amount of sea ice encountered at the vicinity of Polarstern. The values of sea ice
fraction are obtained from CERES as reference. When values of sea ice fraction are
larger than 50 %, a constant surface emissivity of 0.9999 is used in the model. If the
sea ice fraction is lower than 50 %, a constant of 0.9907 is considered. The constant
values mentioned are obtained from Wilber et al. 1999.

The T-CARS output provides vertical profiles of broadband upward and downward,
TIR and SOL fluxes, and heating rates for cloudy and clear-sky conditions. Addi-
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Parameter Data source Units
Atmospheric parameters

Atmospheric temperature ERA5 K
Atmospheric Pressure ERA5 hPa
Specific humidity ERA5 g kg−1

O3 mixed ratio ERA5 [-]
CO2 mixed ratio Anderson et al. 1986 [-]
N2O mixed ratio Anderson et al. 1986 [-]
CO mixed ratio Anderson et al. 1986 [-]
CH4 mixed ratio Anderson et al. 1986 [-]
O2 mixed ratio Anderson et al. 1986 [-]

Surface parameters
Skin temperature Ship-borne K
Surface pressure Ship-borne hPa
Surface albedo CERES [-]
Surface emissivity Wilber et al. 1999 [-]

Cloud properties
QL Cloudnet gm−2

Qi Cloudnet gm−2

rE,L Cloudnet µm
rE,I Cloudnet µm

Table 3.3: T-CARS input parameters

tionally, it is included in the output files latitude, longitude coordinates, the quality
flags mentioned in chapter 3.3.3, temperature and pressure levels, and the cloud top
and cloud base obtained from the Cloudnet data set and the cloud boundaries from
the analysis of LLS described in Griesche et al. 2020.

It is important to mention that the simulations obtained from T-CARS do not
consider aerosols since the input parameters needed for the radiative transfer model
were not measured continuously [e.g., aerosol optical thickness, aerosol scattering
albedo, aerosol asymmetry parameter]. Thus, T-CARS simulations depicts fluxes
for a virtual pristine atmosphere or an atmosphere with clouds and no aerosols.

The T-CARS output files provide the vertical profiles of broadband upward and
downward, TIR and SOL fluxes, heating rates for cloudy and clear-sky conditions
and the flag classification introduced in subsection 3.3.3 [see Fig. 3.7].
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Chapter 4

Sensitivity Analysis of Arctic
Fluxes

This chapter presents a series of sensitivity analyses to quantify the response of
radiative fluxes to the perturbation of various atmospheric and surface parameters
focused on PS106. The research aims to better understand the flux variations due to
uncertainties or variability of relevant parameters. The values found in this analysis
are used as the uncertainty range for the study of radiative closure in Chapter 6.
The sensitivity analysis for clear-sky conditions is based on the results presented in
[Barrientos-Velasco et al. 2022].

4.1 Clear-sky Perturbations

The creation of a clear-sky Arctic atmosphere is based on the 3 July 2017 at 81.9◦

latitude and 32.51◦ longitude. This day was chosen because it is the day with the
longest clear-sky period of PS106 [see Fig. 3.7]. To avoid differences in the analysis
due to surface albedo fluctuations [see Fig. 3.3], a daily constant mean value of 0.65
was used for the entire day. During this day, the CERES ice fraction was above 0.5;
therefore, the surface emissivity was kept constant at 0.9999. The 3 July covers the
solar zenith angle from 59◦ to 75◦. This range does not cover fully the solar zenith
angle (SZA) range experienced during the PS106 expedition, where the values ranged
from 47.6◦ to 80.1◦, from 31 May to 16 July 2017. Nevertheless, this analysis serves
as a reference to quantify the flux difference due to perturbations. The atmosphere
and surface conditions created are considered the base for the clear-sky and cloudy
perturbations. The following two subsections describe the atmospheric and surface
perturbations for clear-sky conditions.

4.1.1 Atmosphere

Parameters such as temperature, specific humidity and ozone mixing ratio influence
the TIR and SOL radiation budget. The following experiment considers the variation
of these parameters to quantify the radiative flux variance at the SFC and TOA.

The perturbation of atmospheric temperature is based on the instrumental uncer-
tainty of ±0.5 K of the radiosonde’s temperature sensor, as well as the observed
range of atmospheric temperature anomalies of about ±7 K during PS106 [see
Fig. 3.5c]. The variation of ±0.5 K has the strongest effect on the TIR-D flux at
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4.1. Clear-sky Perturbations

the surface, resulting in a variation of ±1 W m−2. Notice that 3 July 2017 is a day
with slightly colder than average temperatures for the first 8 km of the atmosphere,
and warmer than average temperatures at about 10 km [see Fig. 3.5a]. Considering
the larger temperature perturbation of ±7 K results in a variation of up to ±14.9
W m−2 for the TIR-D. At the TOA, the variations of ±0.5 and ±7 K yield daily
mean differences of ±1.1 W m−2 and ±15.4 W m−2, respectively.

The second parameter analysed is ozone. Ozone reduces the SOL flux in the atmo-
sphere by absorption at ultraviolet (λ . 0.35 µm) and visible wavelengths (0.5 µm
. λ . 0.7 µm). Variations of ozone concentration are significant in the stratosphere,
where reduced ozone causes colder temperatures, enhancing the decrease of ozone
[Randel and Wu 1999]. The ozone concentration is linked to synoptic mechanisms
through interactions with atmospheric dynamics and photochemistry, as described
in Anstey and Shepherd 2014. Bahramvash Shams et al. 2019 investigated the vari-
ation of the vertical profiles of ozone at four Arctic sites from 2005 to 2017. These
findings are used as a basis to quantify the sensitivity of ozone for a perturbation by
±12.5 % and ±25 %. The former value is used to approximate the monthly varia-
tion of ozone during summer months [see Fig. 5 in Bahramvash Shams et al. 2019],
which is similar to the uncertainty of ±10 % ozonesondes [Deshler et al. 2017]. The
smaller variation leads to a decrease of ±0.7 W m−2 and ±0.3 W m−2 at the SFC
and TOA for the SOL flux, respectively, and ±0.3 W m−2 both at the SFC and the
TOA for the TIR.

The last atmospheric parameter investigating the radiative perturbations is water
vapour. Water vapour is the dominant absorber throughout most of the TIR [De-
lamere et al. 2010] and has strong absorption bands in the SOL (λ > 900 nm).
The strength of SOL absorption also depends on the SZA [Wyser et al. 2008]. Our
sensitivity analysis considers a variation of 5 %, which is used to represent the
instrumental uncertainty of radiosondes, and 15 %, which approximates the range
between the minimum and maximum column amounts. The variation of 5 % leads to
differences of ±1 W m−2 and ±0.9 W m−2 for the SOL-D and TIR-D, respectively,
at the surface. At the TOA, this perturbation yields differences of ±0.5 W m−2

and ±0.7 W m−2 for the upward thermal infrared flux (TIR-U) and upward solar
flux (SOL-U), respectively [see Table 4.1]. The column amount of water vapour
is largest in July, and a positive trend in water vapour since the 1990s has been
reported, especially during summer [Di Biagio et al. 2012; Rinke et al. 2019]. In
addition, recurrent episodes of humidity intrusions can increase the water vapour
column by about 8 times above the background level and increase the TIR-D flux
at the surface by up to 16 W m−2 [Doyle et al. 2011].

4.1.2 Surface

The surface perturbations are focused on the sea surface temperature (SST), surface
albedo from CERES (α), and surface emissivity. During PS106, the temperature
measurement onboard Polarstern closest to the surface was located at 10 m above
sea level. While the SST is a relevant parameter, especially for the thermal emission,
it was opted to use the 10 m as a reference since SST was not directly measured
during the entire cruise. The accuracy of the ship-borne temperature sensor is of
±0.3 ◦C is used for the sensitivity study, together with a perturbation of ±5 ◦C,
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Chapter 4. Sensitivity Analysis of Arctic Fluxes

Figure 4.1: Comparison between the upward solar (SOL-U) flux and the SZA at
the surface (SFC; panel a), and at the top-of-the-atmosphere (TOA; panel b) of
the base simulation (black) and the variation of ±0.08 surface albedo of the base
simulation.

which corresponds to the largest difference between ship measurements and skin
temperature obtained from ERA5 and CERES [see Fig. 3.3c].

The variation of SST only influences the TIR fluxes, causing changes of ±0.3 W m−2

and ±1.4 W m−2 for the TIR-D and TIR-U, respectively, at the SFC. At the TOA,
a difference of ±0.5 W m−2 in the TIR-U. Naturally, more considerable variation
in skin temperature yields to larger flux differences as indicated in Table 4.1 and
Table 4.3, which is particularly relevant for days when these differences are more
pronounced [e.g., 6 to 8 June, 22 to 23 June, 2 to 5 July 2017; see Fig. 3.3c.]

Surface albedo is an extremely important parameter for the SOL radiative fluxes
[Shupe et al. 2005; Sedlar et al. 2010; Ebell et al. 2020; Stapf et al. 2020]. The
retrieval of this parameter from satellites in the Arctic is particularly challenging
due to the difficult cloud detection over snow- and ice-covered surfaces and rapid
temporal changes induced by melting. Ground-based observations often have limited
spatial representativeness. Figure 3.3b shows the time series of hourly surface albedo
from CERES and ERA5. However, the difference is more noticeable from 27 June
to 8 July 2017. For the PS106 cruise, the mean surface albedo difference between
CERES and ERA5 is 0.08. For this study, the daily mean surface albedo of 0.65
is kept constant, and then it is varied ±0.08 to investigate the radiative effect of
these perturbations. Additionally, the minimum (0.05), mean (0.53), maximum
(0.84) values of the CERES surface albedo for PS106 are considered to evaluate the
sensitivity of SOL fluxes to surface albedo variability during the expedition.

The following results are presented in daily means to provide a general value of the
flux difference. However, it is worth noting that fluxes depend strongly on the SZA
as shown by Figure 4.1. For instance, at a SZA of 75◦ the flux difference between
the base simulation and ±0.08 is about ±21.5 W m−2, whereas at a SZA of 58◦ the
flux difference is ±45.3 W m−2.

A variation of the surface albedo by ±0.08 yields a mean flux difference of ±2.1
W m−2 and ±33.6 W m−2 at the SFC for the clear-sky SOL-D and SOL-U, respec-
tively. This difference also depends strongly on the SZA. For instance, a SZA of
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4.1. Clear-sky Perturbations

59◦ leads to a flux difference of the SOL-U at the SFC of ±46.6 W m−2, whereas
at a SZA of 75◦ this difference is ±20.8 W m−2 (not shown). The values presented
in Table 4.1 and 4.3 for the surface albedo also indicate the large contrast between
the additional values studied (0.84, 0.53, 0.3, and 0.05) minus the constant surface
albedo of 0.65. At the SFC, open ocean [e.g., a surface albedo equal to 0.05] causes
a large reduction of the SOL-D and SOL-U by 13.9 W m−2 and 241.1 W m−2, re-
spectively. On the other hand, the highest surface albedo observed during PS106
(0.84) results in an increase of the clear-sky SOL-D and SOL-U of 5.1 W m−2 and
8.4 W m−2, respectively. At the TOA, the daily mean values indicate a reduction
by 217.6 W m−2 and an increase by 72 W m−2 for surface albedos of 0.05 and 0.84,
respectively. The importance of surface albedo under clear-sky Arctic conditions
has also been analysed in other studies [Wyser et al. 2008; Di Biagio et al. 2012;
Sedlar and Devasthale 2012]. Nevertheless, the analysis of the SOL-U flux was not
further investigated individually.

The last parameter considered in the analysis is the surface emissivity. A value of
0.9999 is used for surfaces covered by ice, while a value of 0.9907 is used for water
surfaces [Wilber et al. 1999]. Additionally, the constant value of 0.988 used by
Riihelä et al. 2017 is considered, who used this value for a wider Arctic area, based on
Hori et al. 2006. The variation of this parameter only affects the TIR-U. Contrasting
the surface emissivity over sea ice and open-ocean, a mean flux difference found is
0.8 W m−2 and 0.7 W m−2 at the SFC, and TOA, respectively. The comparison with
the value used in Riihelä et al. 2017 yields a smaller difference of 0.2 W m−2 at the
SFC and 0.1 W m−2 at the TOA.
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4.2. Clear-sky Radiative Flux Uncertainty

Comparison at the TOA

Atmospheric parameters
Parameter Variation TIR-U SOL-U NET

Temperature
±7 [K] ±15.4 ±0.1 ±15.3
±0.5 [K] ±1.1 ±0.0 ±1.1

Ozone
±25 [%] ±0.6 ±1.7 ±2.3
±12.5 [%] ±0.3 ±0.8 ±1.1

Water vapour
±15 [%] ±1.5 ±2.2 ±3.7
±5 [%] ±0.5 ±0.7 ±1.2

Table 4.2: Variation of several atmospheric parameters. The table indicates the
mean upward SOL, TIR, and net flux differences at the top-of-the-atmosphere
(TOA) of clear-sky perturbed simulations minus the simulated idealized atmosphere.
Values in W m−2.

Comparison at the TOA

Surface parameters
Parameter Variation TIR-U SOL-U NET

Skin temperature
±5 [K] ±8.1 - ±8.1
±0.3 [K] ±0.5 - ±0.5

Albedo [0.65]

0.05 [-] - -217.6 -217.6
0.30 [-] - -128.7 -128.7
0.53 [-] - -44.7 -44.7
0.84 [-] - 72.2 72.2
±0.08 [-] - ±30.2 ±30.2

Surface emissivity [0.9999]
0.9980 [-] -0.1 - -0.1
0.9907 [-] -0.7 - -0.7

Table 4.3: The table indicates the mean upward SOL, TIR, and net flux differences at
the top-of-the-atmosphere (TOA) of clear-sky perturbed simulations minus idealized
atmosphere simulation. Values in W m−2.

4.2 Clear-sky Radiative Flux Uncertainty

The clear-sky uncertainty range is used as a limit test closure of simulated and ob-
served radiative fluxes. The closure limit values quantify the uncertainty propagated
from the input parameters introduced to the radiative transfer model and consider
the instrumental uncertainties of the observations.

This analysis is focused on the downward TIR, and SOL fluxes at the SFC since the
radiative closure is based on the observations carried out during the PS106 cruise.
A similar comparison for the upward fluxes was not possible due to the logistic
challenges that such a setup requires in a ship. Based on the results presented in
Section 4.1 and the values given in Table 4.1 and Table 4.2 the total daily mean flux
uncertainty propagated from the input parameters is round ±3 W m−2 for the TIR-D
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Chapter 4. Sensitivity Analysis of Arctic Fluxes

and ±4 W m−2 for SOL-D at the SFC. Note that this refers to daily mean values;
however, for the SOL fluxes, the actual values can increase or reduce depending on
the SZA. Thus, values should be considered as a guide more than absolute values.

Additionally, it should also be considered the instrumental uncertainties of the pyrge-
ometer and pyranometer operating aboard Polarstern. As discussed in section 3.1.2
the uncertainty of the pyrgeometer and pyranometer is ±13 W m−2 and ±20 W m−2,
respectively. Thus, the total uncertainty range value from the uncertainties of the
input data sets for the radiative closure analysis is ±16 W m−2 and ±24 W m−2 for
the TIR-D and SOL-D, respectively.

4.3 Cloud Perturbations

The analysis considers the variation of cloud microphysical properties such as the
total amount of water path, effective radius (rE), and cloud phase over different
surface albedo (α). Furthermore, macrophysical properties like cloud base height
(CBH), cloud geometrical thickness (CGT) were also varied to investigate the flux
differences due to their variation. In this case, a persistent single-layer cloud was
created with cloud macro and micro-physical parameters that are based on the
description of cloud properties given in Chapter 3.3.3. Note that the following
sensitivity analysis keeps the cloud optical depth constant.

The following subsections describe the results obtained from the sensitivity study
for each of the variations considered by presenting first the flux comparisons and
then the comparison of CRE calculated for each perturbation. Table 4.3 shows the
constant and variable parameters considered for each sensitivity case.
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4.3. Cloud Perturbations
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Chapter 4. Sensitivity Analysis of Arctic Fluxes

Q variation
Q Liquid cloud Ice cloud

[g m−2] TIR-D TIR-U SOL-D SOL-U TIR-D TIR-U SOL-D SOL-U
10 287.4 239.4 324.3 296.1 251.4 239.3 378.4 278.9
25 308.9 239.6 279.0 307.6 279.0 239.4 353.0 282.4
50 313.2 239.7 236.1 318.3 300.5 239.5 323.6 286.9
75 313.5 239.8 205.4 326.3 308.5 239.6 303.4 290.2
100 313.6 239.8 181.6 332.7 311.5 239.6 288.3 292.8
125 313.7 239.8 162.6 338.0 312.7 239.7 276.1 294.9

Table 4.5: Mean TIR and SOL flux results from the sensitivity analysis of water path
(Q) for a single-layer liquid and ice clouds. The downward and upward mean fluxes
are calculated at the surface (SFC) and top-of-the-atmosphere (TOA), respectively.

4.3.1 Cloud Water Path

The cloud water path (Q) perturbations consider a variation of 10, 25, 50, 75, and
125 g m−2 for a single-phase liquid and ice cloud. For all the liquid and ice cloud
variation, cloud base height and cloud geometrical thickness are set to 250 metres.
For the liquid cloud, a constant rE,L of 8.7 µm and for the ice cloud, a rE,I of 41.0
µm are considered [see Table 4.3].

For PS106, the mean observed values of QL and QI were 49.7 and 15.2 g m−2, re-
spectively [see description in Chapter 3.3.3 and Fig. 3.9]. The uncertainty in the
retrieval is considered to be at least 25 g m−2 [Crewell and Löhnert 2003; Marchand
et al. 2003], therefore focus is given to the difference of ±25 g m−2 of the mean
value. However, additional values are also provided to deepen the comparison to
other observed values.

Table 4.5 shows the mean SOL and TIR irradiances for the perturbed Q simulations
for single-layer liquid- and ice-containing clouds. For the liquid cloud, the TIR-D
flux at the SFC varies strongest at a QL lower than 50 g m−2. This is due to
the saturation of the downward infrared radiance occurring at values lower than
approximately 60 g m−2 as the cloud radiates as a nearly-ideal black body [see Fig.
1 in Turner 2007, Fig. 3 in Garrett et al. 2002].

The variation of Q affects the SOL flux stronger than the TIR. As the values of Q
increases, the cloud albedo increases leading to a reduction (increment) of the SOL
flux at the SFC (TOA) [see section 2.4]. The SOL flux is extremely dependent on
the position of the sun and the surface conditions. At low SZA the differences are
larger as shown in Figure 4.2. For example, at a SZA of 59◦ the flux difference of the
SOL-D between 10 and 25 g m−2 is 63.3 and 25.2 W m−2 for a liquid and ice cloud,
respectively. The same comparison, but for a SZA of 75◦ leads to a flux difference
of 25.0 W m−2 for a liquid cloud and 23.5 W m−2 for an ice cloud [see Fig. 4.2a and
c].

At the TOA the variation of Q does not affect significantly the TIR-U. As seen
in Table 4.5 the values for a liquid and ice cloud remain near 239 W m−2. For the
SOL-U flux, the difference is larger and dependent on the SZA [see Fig. 4.2b and
Fig. 4.2d]. For instance, for a liquid cloud the mean SOL-U flux difference between
10 and 25 g m−2 at a SZA of 59◦ is 15.2 W m−2, while at a SZA of 75◦ is 6.7 W m−2.
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Figure 4.2: Comparison of solar (SOL) flux and the solar zenith angle (SZA) for
different values of liquid (QL; dashed line) and ice water path (QI ; solid line). Panels
(a) and (c) show the downward flux at the surface (SFC), and panels (b) and (d)
show the upward flux at the top-of-the-atmosphere (TOA).

The same comparison for an ice cloud leads to a SOL-U flux difference of 1.4 W m−2

and 4.9 W m−2, for a SZA of 59◦ and 75◦, respectively.

The Q has an important effect on the CRE. Figure B.1 shows the daily mean varia-
tion of the CRE in function of Q at the SFC and TOA. At the SFC and TOA, there
is a warming and cooling effect of clouds, respectively regardless of the cloud phase.
The TIR CRE is directly proportional to Q; however, its increase with the incre-
ment of Q does not surpass the effect of the SOL flux in the CRE. At the SFC, the
CRE for a liquid cloud decreases as the Q increases; this is due to a more optically
thick cloud that reduces the SOL-D flux warming reaching the SFC. At the TOA,
the effect is reversed since as the Q increases, the larger is the amount of SOL-U
flux reflected back at the TOA. In the case of an ice cloud, there is not such a large
variation of CRE as in the liquid case at the SFC or TOA. The large variation of
the net CRE for liquid clouds indicates that liquid clouds are more susceptible to
radiative changes mostly attributed to the SOL flux.

4.3.2 Cloud Particle Effective Radius

The rE is an important parameter affecting both TIR and SOL fluxes. Comparing
clouds with the same Q, as it is considered in all the simulations in this section, the
cloud with the largest cloud optical depth would be the one with the smallest rE
leading to a larger reflection of SOL flux and a stronger emission of TIR flux. The
cloud phase plays an important role since, in general, liquid clouds contains smaller
rE than ice clouds leading to a larger optical depth and higher reflection of the SOL
radiation to space for the same water path [Cesana and Storelvmo 2017].

For this experiment, the rE is varied for an ice and liquid cloud, keeping constant
the other macro- and microphysical parameters, as shown in Table 4.3. In the case
of the liquid cloud, the values were varied to 2.5, 5.0, 8.7, and 10 µm. Liquid
clouds can also present larger rE,L of up to 41 µm [see Fig. 3.9a], especially during
precipitation. However, such cases are outside the scope of the sensitivity analysis.
In the case of single-layer ice cloud, the values were varied to 20, 30, 41, and 45 µm
[see Fig. 3.9c].

The variation of rE,L does not affect the TIR-D significantly, since the mean flux
value of 313 W m−2 changes less than 0.4 W m−2 by varying the rE,L from 2.5 to
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rE variation
TIR-D TIR-U

Liquid Ice Liquid Ice
[µm] [W m−2] [µm] [W m−2] [µm] [W m−2] [µm] [W m−2]
2.5 313.1 20 311.0 2.5 239.8 20 239.6
5.0 313.3 30 306.7 5.0 239.8 30 239.5
8.7 313.2 41 300.5 8.7 239.7 41 239.5
10 313.0 45 298.1 10 239.7 45 239.4

SOL-D SOL-U
Liquid Ice Liquid Ice

[µm] [W m−2] [µm] [W m−2] [µm] [W m−2] [µm] [W m−2]
2.5 113.6 20 286.4 2.5 365.2 20 297.3
5.0 185.3 30 307.9 5.0 337.7 30 291.0
8.7 236.1 41 323.6 8.7 318.3 41 286.9
10 246.5 45 327.9 10 314.3 45 285.9

Table 4.6: Mean TIR and SOL flux values of the sensitivity analysis of effective
radii (rE) for liquid and ice clouds. The downward and upward mean fluxes are
calculated at the surface (SFC) and top-of-the-atmosphere (TOA), respectively.

10µm [see Table 4.6]. In the case of ice clouds, however, the same variation of rE,L
can affect the TIR-D flux up to 12.9 W m−2. At the TOA, the variation of rE,L has
a weak impact on the TIR-U flux. Both for liquid and ice, the flux remains around
239 W m−2 as the cloud radiates as a blackbody.

The rE parameter is extremely important for the SOL and therefore sensitive to the
SZA. For a liquid cloud, the comparison between 2.5 to 5.0 µm can lead to a mean
flux difference of up to 71.7 W m−2. The variation between 2.5 and 5 µm at a SZA of
75◦ yields to a flux difference of 40.2 W m−2, whereas at a SZA of 59◦ the difference
is 106.6 W m−2. In the case of an ice cloud, the comparison between a rE,I of 30 and
41µm leads to a flux difference of 9.7 W m−2 and 20 W m−2 for a SZA of 75◦ and
59◦, respectively.

At the TOA, the variation of rE affects the SOL-U in a less intense magnitude
than at the SFC. For instance, comparing a rE,L between 2.5 and 5 µm can lead to
important flux differences larger than 15 W m−2 at high SZA angles [e.g., 75◦]. The
same comparison for a SZA of 59◦ yields a flux difference of 40.6 W m−2. The flux
difference between a rE,L of 2.5 and 5 µm at a SZA of 75◦ yields to a flux difference
of 15.5 W m−2, and at a SZA of 59◦ the difference is 40.6 W m−2. For an ice cloud,
the flux difference between 30 and 41µm for a SZA of 75◦ is 3.0 W m−2 and for a
SZA of 59◦ is 4.5 W m−2.

The variation of rE affects the magnitude of the CRE significantly. Figure B.2 shows
the mean values of CRE for the variation of liquid and ice rE. Interestingly, for the
given single-layer liquid cloud case study, the only condition that can lead to a cloud
cooling effect occurs when the rE,L is small enough that the net CRE is dominated
by the SOL flux. This is because smaller droplets could lead to larger optical depth
and therefore reflect more of the SOL flux [see section 2.4].
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Figure 4.3: Comparison between the solar flux (SOL) and the solar zenith angle
(SZA) for different values of liquid (rE,L; dashed line) and ice effective radius (rE,I ;
solid line). Panel (a) shows the downward flux SOL-D at the surface (SFC), and
panel (b) shows the upward flux (SOL-U) at the top-of-the-atmosphere TOA.

4.3.3 Liquid Fraction and Surface Albedo

The radiative relevance of the amount of liquid in a single-layer mixed-phase cloud
is investigated in this section. Furthermore, the interaction between the cloud liquid
fraction and the surface conditions is evaluated. The variation of liquid fraction (LF)
was varied from 1.0 (entirely liquid) to 0.0 (entirely ice). The simulated cloud cases
are composed of a mixture of ice crystals and liquid droplets, all equally distributed
within the cloud boundaries. The variation of the cloud phase has a stronger effect
on the SOL flux than the TIR fluxes. Therefore, main emphasis is given to the SOL
flux, its dependency with the SZA, and its interaction with the surface albedo [see
Fig. 4.4].

The solar heating at the surface is linearly dependent on the surface albedo. In the
contrasting Arctic with open ocean and ice with snow areas, the effect of a mixed-
phase cloud with the same macro and microphysical properties can vary the amount
of SOL flux reaching the SFC and the TOA.

The larger the amount of QL of a mixed-phase cloud with otherwise constant total
water path, the larger is the decrease (increase) of the SOL at the SFC (TOA). As
explained in section 2.4 and 4.3.1, this is due to the increase of the cloud albedo.
Therefore, identifying the correct cloud phase is as important as determining the
surface albedo since this parameter depends on the ratio of direct to diffuse SOL
downward flux.

The Figure 4.4 shows the variation of the SOL-D for different LF over different
surface albedos. Over snow or ice surfaces (albedo = 0.8) the largest SOL-D flux
difference between a mostly liquid (LF = 0.9) and high ice cloud (LF = 0.1) occurring
at a SZA of 59◦ is 74.9 W m−2. This difference at a SZA of 75◦ is of 25.9 W m−2.
In contrast, over ocean (albedo = 0.2) these differences are larger. For instance,
comparing LF of 0.9 and 0.1 for a SZA of 59◦ and 75◦ the SOL-D flux difference are
132.0 W m−2 and 47.7 W m−2, respectively.

At the TOA a variation of LF of 0.9 and 0.1 at a SZA of 59◦ over a high reflective
surface is 14.5 W m−2, whereas over ocean this comparison leads to a difference of
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Figure 4.4: Comparison between the solar flux (SOL) and the solar zenith angle
(SZA) for several single-layer mixed-phase clouds with different liquid fractions.
The upper row shows the downward flux at the surface (SFC) and the lower row
shows the upward flux at the top-of-the-atmosphere (TOA). Panels (a) and (e) show
the comparison for a surface albedo (α) of 0.2, panels (b) and (f) for a α of 0.4,
panels (c) and (g) for a α of 0.65, and (d) and (h) for a α of 0.8.

100.8 W m−2. These results not only upholds the importance of the right identifi-
cation of the cloud phase for the SOL fluxes but also reveals the sensitivity of its
identification at low SZA in function of the surface albedo [see Fig. 4.4].

The variation of LF affects the TIR flux in a considerable lower magnitude than the
SOL flux because this parameter does not change the cloud height and temperature.
The variation of a LF of 0.9 and 0.1 can lead to a mean daily flux difference of
about and 4 W m−2 and 0.2 W m−2 of the TIR-D at the SFC and TIR-U at the
TOA, respectively. While the surface albedo influences only the SOL flux, the SST
influences the TIR flux.

The quantification of the daily mean CRE at the SFC comparing different LF
and surface albedo is presented in Figure 4.5. Over ice/snow surfaces, there is a
clear dominance of a warming effect with relatively similar values ranging around
65 W m−2. Over a surface albedo of 0.65, the warming effect is still persistent but
in a larger magnitude as the cloud tends to have a higher fraction of ice. For lower
albedos of 0.4 and 0.2, there is a cooler CRE as more liquid the cloud has. Similarly,
at the TOA the CRE is very dependent on the surface albedo. For a surface albedo
of 0.65 and 0.8, the cooling effect increases as the liquid fraction increases. On the
other hand for the simulated cases of a surface albedo of 0.4 and 0.2 there is a clear
warming effect that can go above 100 W m−2 [see Fig. B.3]. This sensitivity analysis
does not only confirm the importance of the liquid phase in mixed-phase clouds in
the radiation budget as discussed in other studies [Shupe and Intrieri 2004; de Boer
et al. 2009; Sedlar and Devasthale 2012; Morrison et al. 2012], but also highlights
its intrinsic dependency on the surface albedo and the SZA.
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Figure 4.5: Mean values of the net cloud radiative effect (CRE) for a single-layer
cloud at the surface (SFC) for several surface albedo and the liquid fraction (LF)
values.

4.3.4 Cloud Base Height

The sensitivity study presented in this section keeps constant the CGT of 250 m, Q
of 50 g m−2 and rE of 8.7µm and 41µm for the liquid and ice cloud phase, respectively.
During PS106, the cloud base detection limit of the Mira-35 cloud radar was 165
m above sea level [Griesche et al. 2020], hence the cloud base heights of 62.4 m,
124.9 m were considered to quantify the effect on the SOL and TIR fluxes of a
lower cloud base. Moreover, additional CBH of 560 m, and 2062 m were considered
for the sensitivity analysis. A CBH higher than 2000 m were not considered since
most of the CBH observed in the Arctic are below this height [see Fig. 3.8b; Shupe
et al. 2011; Maturilli and Ebell 2018; Achtert et al. 2020; Nomokonova et al. 2020;
Griesche et al. 2020].

The mean downward (at the SFC) and upward (at the TOA) fluxes of the SOL and
TIR are given in Table 4.7. The variation of the CBH yields particular interest to
the TIR-D at the SFC, especially in the atmospheric window [7.19-12.2 µm] where
the atmosphere is relatively transparent [Yung 2003]. The CBH determines the
emission temperature and the air layers contributing to the TIR-D flux reaching the
surface [Viúdez-Mora et al. 2015]. However, part of this radiation can be reduced
due to the TIR scattering effect that causes a cooling below the cloud [Zhao et al.
2018]. The results of the simulations performed indicate that a variation of 187.6 m
in the CBH yields to a flux difference of 1.6 W m−2 and 1.2 W m−2 for a liquid and
ice cloud, respectively. The second flux affected the most by this perturbation is the
SOL-U flux at the TOA with a flux difference of 1.2 W m−2 and 0.5 W m−2 for a
liquid and ice cloud, respectively.

At the TOA the TIR-U flux increases as the cloud base is closer to the surface. The
somewhat contrary value calculated at a CBH of 124.9 m for liquid and ice might be
attributed to a temperature inversion that could have contributed to a lower value
than expected in the radiative calculation.
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CBH variation
CBH Liquid cloud Ice cloud
[ m] TIR-D TIR-U SOL-D SOL-U TIR-D TIR-U SOL-D SOL-U
62.4 314.8 238.9 236.5 317.1 301.7 239.3 323.6 286.4
124.9 314.6 239.1 236.3 317.5 301.2 239.2 323.6 286.6
250 313.2 239.7 236.1 318.3 300.5 239.5 323.6 286.9
560 313.7 238.2 235.8 319.8 300.5 238.7 323.6 287.6
2062 300.7 225.9 235.1 325.8 289.4 228.2 323.7 290.2

Table 4.7: Mean TIR and SOL flux values of the sensitivity analysis of cloud base
height (CBH) for liquid and ice clouds. The downward and upward mean fluxes are
calculated at the surface (SFC) and top-of-the-atmosphere (TOA), respectively.

The CBH is a relevant parameter and challenging to determine by satellite passive
remote sensing observations [Chan and Comiso 2011], especially during night. Based
on CERES products and GEOPROF-Lidar observations, the study of Yost et al.
2020 quantified the CBH biases of -0.47 km (0.17 km) and 1.82 km (0.46 km) for
ice (liquid) clouds during day and nighttime, respectively [see Fig. 14, Fig. 15, and
Fig. 22 in their study]. Such biases affect on the TIR and SOL fluxes specially when
the differences on CBH are larger than 1 km.

The daily mean CRE was calculated and illustrated in Figure B.4. The CRE de-
creases as the CBH increases. An underestimation of about 62 m in the CBH can
lead to an overestimation of the CRE of 0.2 W m−2. While this value is rather low
in comparison to the previous sensitivity analysis, the difference is more pronounce
when the CBH surpasses 1000 m. Nevertheless, the most frequent cloud base heights
are below 300 m suggesting that other parameters have a larger influence on the
CRE as it is also discussed in Viúdez-Mora et al. 2015 [see their section 5.4].

4.3.5 Cloud Geometrical Thickness

The last variation considered in this chapter is the CGT. While active remote sensing
instruments can identify the boundary of clouds relatively well, it is more challenging
for passive remote sensing observations [Chan and Comiso 2011; Chan and Comiso
2013]. The aim of this comparison is to quantify the difference on SOL, TIR fluxes
and the CRE by varying the CGT while keeping constant the values of Q, rE, CBH,
and surface conditions [see Table 4.3].

The CGT is a parameter of particular interest in the TIR wavelengths since the
brightness temperature is indirectly sensitive to the cloud geometric height thickness
linked to the corresponding cloud temperature. The brightness temperature depends
on the effective temperature, which in turn also depends on the cloud geometric
height and thickness [see Fig. 2 in Garrett et al. 2009]. The CGT was varied for a
liquid and ice single-layer cloud. This parameter has larger effects at the TOA. The
results for the downward fluxes at the SFC and upward fluxes at the TOA for the
SOL and TIR fluxes are shown in Table 4.8.

The comparison of a CGT of 0.125 km and 3 km has an effect on the TIR-U (TIR-D)
for a liquid and ice cloud of 11.7 W m−2 (1.9 W m−2) and 6.9 W m−2 (3.3 W m−2),
respectively. In the case of the SOL flux the variation is dependent on the SZA
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(not shown). For a SZA of 59 ◦ the SOL-U (SOL-D) flux difference between a
CGT of 0.125 km and 3 km for a liquid and ice cloud are 12.4 W m−2 (3.9 W m−2)
and 3.4 W m−2 (1.2 W m−2), accordingly. In the case of a SZA of 75 ◦, the SOL-U
(SOL-D) for a liquid is 10.2 W m−2 (0.9 W m−2) and for an ice cloud is 4.7 W m−2

(1.4 W m−2).

The CGT has been invested in Yost et al. 2020 by comparing remote sensing ob-
servations from CERES Ed.4 and CALIOP/CPR Cloud thickness and quantified a
bias of −0.25 km and −0.42 km for liquid clouds during day and night, respectively.
The comparison considered opaque and non-opaque ice clouds observed during day
and night. The largest biases encountered were for opaque ice clouds during the
night of −2.74 km [see Fig. 13d in their paper]. Such a large bias can lead to im-
portant TIR-U fluxes differences at the TOA that is of relevance at the moment of
investigating the radiative effect of clouds or determining radiative closure at the
TOA.

The net CRE was calculated for all the simulations performed, and as in the sensi-
tivity analysis of the variation of the CBH, and Q there is a warming effect at the
SFC and cooling effect of clouds at the TOA [see Fig. B.5]. At the SFC, as is to
be expected, the variation of the CGT does not play a significant role in the CRE
for liquid and ice clouds. Nevertheless, at the TOA, there is a clear decrease in the
cooling of the CRE as the CGT increases in magnitude. It is worth mentioning that
the simulations performed greatly depend on cloud-top height temperature assump-
tion. For the simulations, the vertical profiles of temperature and humidity were
kept constant regardless of the variation of CGT.

CGT variation
CGT Liquid cloud Ice cloud
[ m] TIR-D TIR-U SOL-D SOL-U TIR-D TIR-U SOL-D SOL-U
125 313.2 239.1 236.2 317.8 300.4 239.1 323.6 286.8
250 313.2 239.7 236.1 318.3 300.5 239.5 323.6 286.9
1000 313.1 236.0 235.8 320.7 299.9 237.5 323.6 287.8
2000 312.5 228.8 235.5 323.5 297.9 233.0 323.7 288.8
3000 311.5 221.6 235.3 326.6 295.5 228.3 323.7 289.9

Table 4.8: Mean TIR and SOL fluxes of the sensitivity analysis of cloud geometrical
thickness (CGT) for liquid and ice clouds. The downward and upward mean fluxes
are calculated at the surface (SFC) and top-of-the-atmosphere (TOA), respectively.

4.4 Synopsis

In this chapter, the TIR and SOL flux changes due to the perturbations of several
atmospheric and surface properties in a clear-sky and cloudy atmosphere were in-
vestigated. This analysis was based on the mean values presented and discussed in
Chapter 3.3 for 3 July 2017 at 81.9◦ latitude and 32.51◦ longitude. The daily mean
results of the variation of a clear-sky atmosphere are presented in Table 4.1, Table
4.2, Table 4.3, and summarized in Table 4.9. In the case of a cloudy atmosphere,
the description of constant and variable parameters are detailed in Table 4.4 and
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Summary of the most important parameters
affecting SOL and TIR fluxes

Clear-sky conditions
Parameters Ta Ozone Water Vapour Skt α S. Emis.

TOA
TIR-U 1 5 3 2 - 4
SOL-U 4 3 2 - 1 -

SFC
TIR-D 1 4 2 3 - -
SOL-D 4 3 2 - 1 -

Table 4.9: Ranking of parameters that affect the SOL and TIR fluxes at the SFC
and TOA for clear-sky conditions. The value of 1 is given to the parameter that
affects the most, and 5 to the parameter that affects the least each flux. In bold are
marked the parameters that need the most attention. Symbol ‘-’ indicates no effect.

Summary of the most important parameters
affecting SOL and TIR fluxes

Cloudy conditions
Parameters Q rE LF and α CBH CGT

TOA
TIR-U 1 4 5 3 2
SOL-U 2 2 1 4 3
CRE 3 2 1 4 5

SFC
TIR-D 1 4 2 3 5
SOL-D 2 2 1 3 4
CRE 3 2 1 4 5

Table 4.10: Ranking of parameters that affect the SOL and TIR fluxes at the SFC
and TOA for cloudy conditions. The value of 1 is given to the parameter that affects
the most, and 5 to the parameter that affects the least each flux. In bold are marked
the parameters that need the most attention.
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results are illustrated in several figures and tables in section 4.3, appendix B, and
summarized in Table 4.10.

Clear-sky perturbations of atmospheric and surface parameters indicated that at the
SFC the most dominant parameters for the TIR flux are the atmospheric temper-
ature, water vapour, and skin temperature [see Table 4.1]. In the case of the SOL
flux, the parameters that are more sensitive to the variation of the surface albedo
(α), water vapour, and ozone. The magnitude of the variation of the surface albedo
is the highest among all and can lead to a variance larger than 30 W m−2 for the
SOL-U at the TOA.

The results of a clear-sky atmosphere were used to set the uncertainty range based on
the input parameters of T-CARS and propagate their uncertainties in radiative flux
terms. The values obtained together with the instrumental accuracy are ±16 W m−2

for the TIR-D and ±24 W m−2 for the SOL-D. These values are used for the analysis
and radiative flux comparison between observations and simulations at the SFC in
chapter 6 and 7.

For a cloudy atmosphere, several micro and macrophysical parameters of a single-
layer cloud were modified. Additionally, several simulations of mixed-phase clouds
over different surface conditions were performed. The analysis was focused on the
variation ofQ, rE, LF and surface albedo, CBH, and CGT. The comparison consisted
on focusing the individual downward (at the SFC) and upward SOL and TIR fluxes
(at the TOA) and to quantify the net CRE at both the SFC and TOA.

The interaction between cloud-phase and the surface conditions can play a decisive
role in whether a cloud has a warming or cooling effect [see Fig. 4.5, and Fig. B.3].
While the LF has an effect on both SOL and TIR fluxes, the surface albedo has a
direct effect on the SOL flux being at the same time susceptible to the changes in
the SZA [see Fig. 4.4].

Among the microphysical parameters of clouds, the Q has the largest relevance on
the TIR [see Table 4.5]. The SOL flux is sensitive to large variations of Q, and
rE which are in turn dependent on the SZA [see Fig. 4.2 and Fig. 4.3]. The
results presented in Table 4.7, Table 4.8, Figure B.4, and Figure B.5 indicate that
the perturbation of cloud macrophysical properties do not have a strong influence
on the CRE or the variation of the fluxes in general [see Table 4.10]. However,
the accurate determination of the CGT is of importance for the TIR-U flux at the
TOA due to the relation with the effective temperature and brightness temperature
[Garrett et al. 2009].
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Chapter 5

Cloud Induced Spatiotemporal
Variability of Solar Radiation

5.1 Data Analysis

This chapter presents the results, analysis, and discussion of the experiment con-
ducted with a set of 15 pyranometer stations on the ice-floe camp period during
PS106. While an introduction to the characteristics of the pyranometer network
was given in subsection 3.1.1, here, a more detailed description is given to the data
processing and data analysis for the entire period as well as for selected cases stud-
ies. This chapter is based on the data published on Barrientos-Velasco et al. 2018
and the work presented in Barrientos-Velasco et al. 2020.

5.1.1 Data Processing

The raw data of each pyranometer station are stored in ASCII files in counts of 10
bits on a SD card. The recorded data was subsequently converted to GHI ( W m−2),
air temperature (Ta in K) and relative humidity (RH in %) using the equations
given in Madhavan et al. 2016. The values of GHI, Ta and RH were averaged
to 1Hz sampling frequency according to the GPS time reference. The data set
was processed into NetCDF files following the latest 1.7 version of the Climate
and Forecast Conventions Unidata 2012. Daily files containing all 15 pyranometer
stations including GHI, Ta, RH, latitude, longitude, levelling and cleanliness flags,
station number, and corrected calibration coefficient were prepared. Earth Sun
distance (in AU), solar constant and solar zenith (θ in degrees) and azimuth angles
(α in degrees) were added to the data set based on the algorithms given in the
World Meteorological Organization (WMO) Guide to Meteorological Instruments
and Methods of Observations for practical application WMO 2008.

In this analysis, ATg is calculated from the GHI measurements following equation
2.6. ATg is hence defined as the fraction of radiation that is transmitted through
the atmosphere [e.g., Yung 2003]. While at the TOA, ATg is 1, the value is reduced
at the SFC due to absorption and scattering processes occurring in the atmosphere.
At the SFC, the highest values are generally observed during cloudless conditions,
while clouds generally cause a reduction of ATg. Under certain situations, however,
the presence of broken clouds can amplify ATg to reach values larger than 1 due
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to horizontal photon transport and 3D radiative effects. Such enhancements can
exceed 400 W m−2 and persist up to 20 seconds [Schade et al. 2007].

5.1.2 Sky Classification

An overview of cloud conditions was introduced in subsection 3.3.3. In this section,
a similar classification is made based on the visual inspection of all-sky camera ob-
servations recorded aboard Polarstern. These images provide a complete impression
of the horizontal variability of clouds which is important for the characterization of
inhomogeneities of the atmospheric transmittance. As a first step, overcast, cloud-
less and broken cloud conditions were classified from the all-sky camera observations
on Polarstern. Due to the availability of observations with a cloud radar of type
Mira-35 and multi-wavelength polarization Raman lidar PollyXT [Engelmann et al.
2016] during PS106 [Wendisch et al. 2019; Macke and Flores 2018], these were used
in addition to identify the presence of multilayer clouds, a separation which has not
been considered in previous studies [Madhavan et al. 2016; Madhavan et al. 2017;
Lohmann et al. 2016; Lohmann and Monahan 2018]. Cirrus clouds and low, geo-
metrically thin stratus clouds were also observed and considered together as thin
clouds due to their low occurrence frequency to study their effects on ATg.

The ultimate classification was made considering the daily quick looks of the range-
corrected signal at 532 and 1064 nm wavelength from the lidar, daily plots of the
radar reflectivity, and images from the all-sky camera. Whenever the lidar signal
was attenuated, the information of the cloud radar was used to identify the presence
of single or multiple layers of clouds. For apparently clear-sky moments as identified
by the lidar and radar quick looks, images from the sky camera were used to confirm
the absence of clouds or to identify thin cloud layers or broken cloud situations. In
this study, conditions were only considered cloudless when the images from the all-
sky camera did not show any clouds within its fisheye field of view. The transition
from one type of sky condition to another was only recorded when this class lasted
for longer than 15 minutes. When the change was observed for less than 15 minutes,
cases were assumed to belong to the previous sky condition. Thin clouds were
defined as clouds with a geometrical thickness below 450 m. The result of this
classification is shown by the background colour-coding in Figure 5.1.

It is worth mentioning that Cloudnet data sets were not processed at the time this
classification was made. Thus, this classification was made manually for the period
of the ice-floe camp, and then the results were published in Barrientos-Velasco et al.
2020.

The most frequent conditions observed during the ice-floe camp were overcast (39.6
%), then multilayer (32.4 %), broken clouds (22.1 %), thin clouds (3.5 %), and as the
least frequent cloudless conditions (2.4 %). The time series of Figure 5.1 indicates
a rather stable behaviour of ATg for overcast conditions and cloudless conditions,
with a mean ATg of 0.5 and 0.78, respectively. Thin clouds show a relatively stable
fluctuation of ATg with a mean of 0.72. Multilayer clouds show abrupt changes of
ATg, with a mean value of 0.46. In contrast, during broken cloud conditions, the
values vary not only in time but also in space since the standard deviation is the
highest during these conditions (see Fig. 5.1b). A summary of the distribution of
ATg is presented in Figure 5.2.
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In addition, the ice floe camp was classified into warm and cold period based on
the near-surface temperature measured aboard Polarstern (see Fig. 3.3c). The days
from 4 to 10 of June were categorized as cold conditions, and from 10 to 16 of June,
the conditions were classified as warm.

Figure 5.1: (a) Time series of atmospheric global transmittance (ATg) derived from
pyranometer network. In blue is shown the mean and in red the median. (b) Time
series of the inter-station standard deviation of ATg. Shaded grey area indicate
minimum and maximum values in (a) and (b). Source: Barrientos-Velasco et al.
2020.

Figure 5.2: Histograms of atmospheric global transmittance (ATg) for (a) overcast,
(b) multilayer, (c) broken cloud, (d) thin cloud and (e) cloudless sky conditions.
Source: Barrientos-Velasco et al. 2020.

5.2 Case Studies

Several case studies were selected based on the time series shown in Figure 5.1. Each
of the case studies corresponds to each of the five atmospheric conditions defined.

5.2.1 Clear-sky Case

The clear-sky case chosen correspond to 10 June 2017 (11:10Z - 15:43Z). This day was
the longest clear-sky period during the ice floe period. This case study also coincides
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Figure 5.3: Overview of the cloudless case: (a) shows the time series of atmospheric
global transmittance (ATg), and the green-shaded background marks the cloudless
period (June 10, 2017, 11:10Z - 15:43Z). (b) Histogram of global transmittance for
cloudless conditions. (c) Photograph from the all-sky camera at 13:51:44Z. (d) Time
series of the inter-station standard deviation (SD) of ATg based on all functional
stations. (e) Map of the stations showing the temporal SD for individual stations,
while the red star marks the position of Polarstern. Panel (f) shows the wind rose
for the selected period. Source: Barrientos-Velasco et al. 2020.

with the beginning of the warm period, with a mean ambient temperature of 274 K.
This day was also characterized by the warmest air in the upper atmospheric layers
during the ice floe period, and a relatively low boundary layer of about 200 m height
[Knudsen et al. 2018; see Fig. 3.5a].

The positive AO index (see Fig. 3.5) suggests relatively dry conditions associated
with an anti-cyclonic circulation [Knudsen et al. 2018], leading to reduced cloudiness
and enhanced downward solar radiation. The time series of ATg is shown in 5.3a,
and the green background highlights the cloudless period. The narrow distribution
of ATg with values just below 0.8 is shown in Figure 5.3b. The comparable small re-
duction of transmittance is mainly due to scattering and absorption by atmospheric
gases and, to a lesser degree, due to aerosols. In early spring or autumn, lower values
of ATg are found due to the lower sun and the resulting longer optical path through
the atmosphere [Zhao and Garrett 2015]. The temporal standard deviation of the
operational pyranometers is shown in Figure 5.3d, having a mean value of 0.014 for
the period of interest. Variability in the observed global transmittance is mainly
noticed for stations 39 and 42, with a standard deviation of 0.0090 and 0.0092, re-
spectively. This variability can likely be attributed to undetected deficiencies such
as an unleveled instrument due to melting.

5.2.2 Overcast Case

The day chosen to study overcast conditions is 6 June (00:00Z and 23:59Z). During
this day, the boundary layer increased in height from 300 m to about 430 m. This
day was characterized by the presence of a LLS cloud type with a cloud base below
100 m and a cloud top of about 490 m [see Fig. 3.7 and 3.9]. The wind speed
measured aboard Polarstern increased from 2.5 m/s to almost 10 m/s in the evening

65



Chapter 5. Cloud Induced Spatiotemporal Variability of Solar Radiation

with easterly origin [see Fig. 5.4 e and 5.4f]. The mean surface temperature recorded
by the pyranometer network during this period was 270.1 K, with an inter-station
SD of 0.38 K.

Figure 5.4: Overview of overcast case: Same as Fig. 5.3, but for 6 June 2017, 00:00Z
- 23:59Z. All-sky camera photograph taken at 13:41:54Z. Source: Barrientos-Velasco
et al. 2020.

Figure 5.5: Station map showing the average atmospheric global transmittance for
the overcast case (June 6, 2017, 00:00Z - 23:59Z). The red star marks the position
of Polarstern. Source: Barrientos-Velasco et al. 2020.

The distribution of ATg during this period was monomodal [Fig. 5.4b], with a
mean value of 0.50. The time series of the standard deviation presented values
lower than 0.1 (mean SD = 0.023), as well as high values from 7:29Z to 8:27Z,
when the dome of the instruments might have experienced momentary icing [Fig.
5.4d]. The stations showing this behaviour were 26, 30, 34, 35, 38, 40 and 43. The
spatial distribution of the SD shows slightly higher values in the southwest of the
ice floe region [Fig. 5.4e]. This effect can be most likely attributed to a more snowy
surrounded area, whereas pyranometers 37, 34, 40, 39, 42, 43 and 44 were closer
to the ice edge [Fig.3.1b]. Snow-covered surfaces reflect more SOL radiation to the
atmosphere than the open ocean. Once this reflected energy reaches a cloud, a part
of it is reflected back to the surface, increasing the total amount of downward SOL
radiation. Thus, for homogeneous single-layer clouds, the stations closer to the ice
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edge show lower variation [i.e. around 0.48] because the darker surface absorbs more
energy.

Complementary, Figure 5.5 shows the spatial distribution of the mean ATg. It
clearly shows how stations near Polarstern [red star] and the edge of the ice floe
observe lower transmittance values than the stations farther away from the ice edge,
with absolute differences ranging up to 0.06. A similar plot was made for June 5,
where the sky conditions were also overcast. A similar but less pronounced pattern
was observed, with a smaller difference of up to 0.03 [not shown].

5.2.3 Thin Cloud Case

Thin clouds were not frequent during the ice floe camp period. The only cases where
these types of clouds were observed were on 9 and 10 June. The thin-cloud case
selected for the case study was observed between 16:36Z and 18:08Z on 9 June. The
overall cloud conditions during this period were complex because the clouds varied
in both height and depth. From 16:30Z to 17:00Z, a single cloud layer with a base
height of 1.1 km and top height of 1.5 km was observed. During this period, drizzle
was observed at the cloud base. Following this period, a very shallow cloud was
observed with a cloud top of about 0.45 km from 17:00 to 18:05Z.

Figure 5.6: Overview of thin cloud case: the same as Fig. 5.3 but for 9 June 2017,
16:36-18:08Z. (c) Photograph taken at 17:29:28Z. Source: Barrientos-Velasco et al.
2020.

The mean ambient temperature during this period was 273.9 K with an SD of 0.35
K. During this condition; the cloud-base height was at 450 m, the temperature
increased steadily from 273.15 to 274.11 K. The winds came mainly from the south,
following an anticyclonic circulation with mean wind speeds of 5.2 m/s [Knudsen
et al. 2018, Fig. 3.4, Fig. 5.6f]. The variance of height and composition had an
impact on the ATg and temperature measured by the pyranometer network, as can
be seen in the shaded purple background in Figure 5.6a. The highest values of inter-
station SD occurred when the optical thickness of the cloud decreased at 17:30Z.
The mean ATg during this period was 0.72, with a left-skewed distribution [see Fig.
5.6b]. The spatial distribution of the SD shows a similar trend as in the overcast
case. This suggests that during these conditions, the highest variability occurred
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in the region away from the ice floe edge and melt pond [Fig.3.1b]. The spatial
distribution of mean transmittance shows a less evident pattern, suggesting that
part of this variability is caused by variable cloud structures more than due to the
particular location of the stations. The highest difference in the mean transmittance
between all operational stations is 0.08.

5.2.4 Multilayer Case

Multilayer cases were more frequent during the warm period of the ice floe camp.
The case selected is 13 June from 00:00Z to 19:15Z. This day had a positive AO
index, implying that the episode was dominated by an anticyclonic circulation when
the air was advected over the open ocean, favouring high temperature and humidity
(Knudsen et al. 2018, Fig. 3.5a). Wind speeds were below 5 ms−1 coming from the
south-west and north-east (see Fig.3.4a and Fig. 5.7f).

Figure 5.7: Overview of multilayer case: Same as Fig. 5.3, but for June 13, 2017,
00:00Z - 19:15Z. All-sky camera photograph taken at 10:09:35Z. Source: Barrientos-
Velasco et al. 2020.

Figure 5.8: Time series of 1-minute averaged temperature for all stations on June
13, 2017. Source: Barrientos-Velasco et al. 2020.

Considering the near-surface temperature recorded with the pyranometer network,
13 June 2017 was the warmest day of the ice floe camp (see Fig. 3.3c). At around
7:30Z and 10:15Z, the highest temperatures of 279.03 K and 281.1 K were recorded
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(see Fig. 5.8). The Polarstern temperature sensor did not record this increase in
temperature. The observed fluctuations suggest that the near-surface air temper-
ature over the ice floe experienced significant variability, likely due to turbulent
mixing of warmer elevated air masses. A spatial comparison among the sensors of
SD and mean near-surface temperature did not indicate a particular pattern. Still,
it showed relatively high differences of the mean temperature of up to 1.4 K.

From 00:00Z to 02:24Z, three layers of clouds were identified with tops at 0.9, 4.8
and 7.8 km. The remaining time of the period was characterized mainly by complex
structures of two cloud layers showing low values and a right-skewed distribution
with an ATg of 0.45. The variation observed is mainly due to the different vertical
structure of the multiple cloud layers (See. Fig. 5.7b). The time series of ATg and
inter-station SD indicated no significant variation among the stations (Fig. 5.7a and
d). Furthermore, the values of temporal SD found for the individual stations do not
show a prominent spatial variation as, for example, observed for the overcast and
thin cloud cases (Fig. 5.7e). Considering that the difference between the lowest and
the highest value of SD is low (0.007).

5.2.5 Broken Cloud Case

The case study chosen for broken cloud conditions is 8 June 2017 between 8:30Z
and 18:59Z. This period was characterized by fluctuating occurrences of stratus
fractus (Fig. 5.10b at 11:02Z) and cumulus fractus clouds (Fig. 5.9c). During
this period, south-easterly winds with a mean speed of 2.6 ms−1 dominated (Fig.
c and Fig. 5.9f). Near-surface air temperatures observed with the pyranometer
network increased by 2 K from 267 to 269 K. This behaviour was also recorded
by the Polarstern sensor (Fig. b). Before the broken cloud conditions began, the
temperatures recorded were the lowest registered during the entire campaign.

Figure 5.9: Overview of broken cloud case: Same as Fig. 5.3, but for June 8, 2017,
08:55Z - 19:00Z. All-sky camera photograph taken at 12:41:14Z. Source: Barrientos-
Velasco et al. 2020.

The broken cloud period is indicated by the pink-shaded background in Figure 5.9a
and c. The mean and median ATg is represented in Figure 5.9a in blue and red,
respectively. For this case study, the increase of diffuse solar radiation is not only
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Figure 5.10: All-sky camera photographs for (a) June 7, and (b) June 8, taken at
different times throughout the day. Source: Barrientos-Velasco et al. 2020.

due to the broken cloud conditions, but also to the multiple reflections between
surface and heterogeneous cloud fields. Under these conditions, the plane-parallel
cloud approximation cannot satisfactorily describe radiative transfer [Wendler et al.
2004; Schade et al. 2007]. In particular, it is well-known that horizontal photon
transport can lead to periods with enhanced solar radiation, where values of the
global transmittance can exceed the clear-sky values or even unity for some mo-
ments [Schade et al. 2007]. In addition, Byrne et al. 1996 demonstrated that in
broken clouds fields, the average photon path-length is greater than that predicted
by homogeneous radiative transfer calculations, also leading to enhanced absorption.

The distribution of ATg for this case study shows a left-skewed distribution and
a mean value of 0.81, with a mean, standard deviation of 0.01 (see Fig. 5.9b).The
time series shown in Figure 5.9d indicate evident spikes before and after the selected
period. Furthermore, the spatial variability, shown in Figure 5.9e, indicates higher
values of temporal standard deviation for the stations further away from the ice
floe edge. However, the mean ATg does not show the same pattern as in Figure
5.5. The latter may indicate that the variability observed is dominated by the cloud
organization and not by the contrast between the open ocean and highly reflective
surfaces.

A summary of the results given is presented in Table 5.1. This table provides the
mean values of temperature, ATg, and the SD of ATg for all the cases studies and
the periods defined in the analysis.
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Figure 5.11: Wavelet-based power spectral density (WSD) of the station-averaged
ATg (filled circles) and averaged WSD from the individual stations (empty circles),
for 3-hour periods (15:00Z-18:00Z) with broken clouds (8 June 2017), multilayer (13
June 2017) and overcast (6 June 2017) conditions. The dashed horizontal line de-
notes the measurement uncertainty of the pyranometer. Source: Barrientos-Velasco
et al. 2020.

5.3 Wavelet-based Multiresolution Analysis

This section aims to investigate the timescale dependence of variability in global
irradiance, the time series of ATg obtained from the pyranometer network have
been subjected to a wavelet-based multiresolution analysis using the Haar wavelet,
following the methodology introduced in Deneke et al. 2009 and Madhavan et al.
2017. In summary, low-pass-filtered versions of the time series are calculated first,
using a running mean of length L = 2J as a filter. In wavelet analysis, these running
means are referred to as the wavelet smooths. The difference between two wavelet
smooths of scale J and J + 1 correspond to the result of a bandpass filter and are
called wavelet details. The wavelet details are then used to obtain time-localized
estimates of the time-scale-dependent variance of the time series [Percival 1995],
which is denoted as the wavelet power spectral density Wavelet power Spectral
Density (WSD).

The results of this analysis are presented in Figure 5.11. This figure shows the
WSD obtained from the observations for a period of three hours of broken clouds,
multilayer clouds, and overcast conditions from 15:00Z to 18:00Z for the case days
presented previously, in a double-logarithmic plot, and includes estimates of its
uncertainty. Figure 5.11 compares the WSD calculated in two different ways. Filled
circles correspond to the WSD, which has been calculated based on the average ATg
of all functional stations, which approximates the WSD of ATg averaged across the
spatial domain of the network, with a characteristic length scale of about 1 km.
Empty circles correspond to the averaged WSD of individual stations, and thus a
point-like measurement. Due to the 3-hour length of the time series, the WSD for
periods at and above 1000 s cannot be reliably obtained, as it can be observed from
the increasing uncertainty.
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Figure 5.12: Wavelet-based power spectral density (WSD) of the station-averaged
ATg (filled circles) and average WSD from the individual stations (empty circles)
for 3-hour periods (15:00Z-18:00Z) of broken clouds on June 7 (circles) and June
8 (squares). Solid lines indicate the linear regression for the time period selected,
and the dashed horizontal line corresponds to the measurement uncertainty of the
pyranometer. Source: Barrientos-Velasco et al. 2020.

A characteristic decrease of variance with increasing temporal frequency (or equiv-
alently, a decreasing time period) for the different sky conditions is observed. In
particular, strongly differing slopes of the WSD are observed for the different condi-
tions and frequency ranges, which suggests that the WSD is sensitive to structural
differences of the clouds. As noted already by Madhavan et al. 2017, variability is
significantly reduced when considering the spatially averaged atmospheric transmit-
tance, irrespective of the considered cloud type. Broken clouds exhibit the largest
variability, while the multilayer cloud situations show the smallest variability across
all time scales.

Additionally, the WSD for two different periods of broken clouds is compared (see
Fig. 5.12). As noted before, on 7 June, stratus fractus was observed, with stronger
winds likely responsible for stronger fluctuations and longer periods of cloud-free
sky, while the broken clouds observed on 8 June were characterized by a mixture
of cumulus fractus, stratus fractus and stratocumulus. These conditions introduced
fewer fluctuations in ATg. The lower variability can already be seen in Figure 5.1b.
It is noteworthy that spatial averaging has a much stronger effect on the magnitude
of variability for the June 8 case, which indicates that the relevant variations in cloud
properties occurred on length scales smaller than the extent of the pyranometer
network, while a much smaller reduction is observed for June 7. This indicates
that cloud scales larger than the extent of the pyranometer network dominated the
variability in transmittance during this period.

A stronger scale-dependency can be recognized in the WSD for the broken clouds
observed on 8 June compared to 7 June. Estimating the slope of the WSD from
the 4 points above and below a period of 100s, slopes of the WSD of 1.5 and 1.7
are obtained for June 7, while much lower values of 0.9 and 1.0 are found for June
8, for spatially averaged and point observations, respectively. Here, the values for
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June 7 are close to the theoretical value of 5/3 expected from turbulence theory for
the dissipation of energy expected from homogeneous isotropic turbulence, while the
lower values are in better agreement with the values reported by Madhavan et al.
2017 for broken cloud observations.

Comparing Figure 5.11 and 5.12, differences of the WSD for the average of all
functional stations (filled circles) and the individual point-like measurements (empty
circles) can be seen, indicating that the variability is reduced by about 0.1 as the
spatial averaging cancels out part of the small-scale spatial variability. Hence, spatial
averaging of stations allows resolving temporal changes better, while the magnitude
of the difference provides information on the small-scale spatial structure of clouds.
The results obtained here also suggest that future measurements of GHI in similar
highly reflective surface conditions should be done with a temporal resolution of
at least 10 seconds to capture the variability under broken cloud conditions fully.
This conclusion corroborates the findings of Lohmann and Monahan 2018 that,
based on the HOPE-Jülich campaign, suggest increasing the current recording of
solar irradiance from one-minute resolution as recommended by the Baseline Surface
Radiation Network (BSRN) [McArthur 2005] to a much higher temporal resolution.

5.4 Synopsis and Discussion

Over the past years, the Arctic has been experiencing an unprecedented increase in
surface temperature and an associated decrease in sea ice extent, exceeding model-
based climate projections by far. Scientific efforts to identify and understand the
mechanisms that contribute most to this Arctic warming are still ongoing [Serreze
and Francis 2006; Serreze and Barry 2011; Vihma 2014; Wendisch et al. 2017]. After
the two extreme events with very low sea ice in 2007 and 2012, the debate to explain
these events was divided into two sides. Several studies suggest that meridional heat
transport is the main contributor to Arctic warming [Nussbaumer and Pinker 2012;
Graversen et al. 2011]. On the other hand, several studies propose that anomalies
in the solar radiation budget and clouds contribute to sea ice loss during summer
[Kay et al. 2008; Pinker et al. 2014].

As one specific aspect of the solar radiation budget, the present study focuses on
the analysis of the spatiotemporal variability of the solar atmospheric transmissivity
at the surface as it is introduced by clouds. Despite the fact the silicon photodiode
pyranometers used in this study operate with a limited spectral range of 0.3-1.1 µm
and thus do not cover the entire solar spectral range like a conventional broadband
thermopile pyranometer, they do capture the main changes of the solar spectral
transmission induced by clouds [Bartlett et al. 1998]. Therefore, it is worth stressing
that the analysis of the spatiotemporal variability induced by clouds in the shortwave
infrared region [e.g., in the atmospheric windows at 1.6 or 2.2 µm commonly used
for satellite remote sensing] is outside of the scope of this study, and might be a
valuable investigation for future research.

To deepen the analysis, the characterization of synoptic conditions given by Knud-
sen et al. 2018 is used as a basis. Based on the near-surface air temperature, a cold
period was identified from 4-9 June 2017 and a warm period from 10-16 June 2017.
Although the classification labels the first period as cold, the AO index indicates
that atmospheric conditions were warmer than average. In contrast, atmospheric
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circulation over the Arctic for the warm period featured stronger westerlies at sub-
polar latitudes and lower sea level pressure over the Arctic [Thompson and Wallace
1998; Rigor et al. 2002].

For the period of study, it has been demonstrated that the ATg differs significantly
for different cloud types. During the cold period, overcast single-layer clouds were
more frequent. The mean ATg during overcast conditions was relatively low (0.48).
The warm period was mainly dominated by multilayer clouds, with a mean ATg of
0.41 and winds mainly coming from west and north. The distribution and temporal
variability of ATg for overcast and multilayer clouds were similar. However, the
distinction is important since overcast conditions represent more clearly the daily
variability and the spatial distribution of the stations showing a specific pattern.
Broken clouds were observed during both periods and for wind speeds higher than
4 m/s, and air masses coming from the north and east for the cold period and from
the west during the warm period. The mean ATg for broken clouds observed was
0.61 and showed the highest temporal variability.

In addition, wavelet-based power spectra showed pronounced differences for different
sky conditions, with the highest variances for low broken clouds. Different scaling
properties were observed in two different periods of broken clouds, likely reflecting
different typical scales of cloud structures. The variances observed during broken
cloud conditions, however, seem to be smaller than the ones reported during a field
campaign in Germany in 2013 by Madhavan et al. 2017. This difference is likely
due to less convective cloud development taking place in the Arctic. Furthermore,
we studied the differences between broken cloud conditions. The mixture of stratus
fractus, cumulus fractus, and stratiformis clouds marked a higher variability com-
puted with the WSD than just stratus fractus cases that were more recurrent during
the ice floe camp. This difference is relevant to characterize the variability of so-
lar radiation better and link it to cloud structure, for example, in radiative closure
studies considering 3D radiative effects [Rozwadowska and Cahalan 2002].

For single layer clouds the location of stations showed a pattern making a division
between the stations near the ship (ice floe-edge) and the ones located farther. This
behaviour suggests that highly reflective surfaces enhance the spatial variability for
the cases studied. It should be noted that this pattern is based on the limited data
set of 2 weeks and a more solid conclusion should be made after analysing a larger
period of time.

Although a comparison of ATg including its spatiotemporal variability was made
for different sky conditions, its relevance for the solar radiation budget and the
Arctic climate system cannot be assessed based on the present, rather short time
series of observations. Specific and relevant analysis of the snow metamorphism is
still needed in order to understand thermal diffusivity and consequently the effect
on ice thickness evolution [Saloranta 2000]. Knowledge about the variability of the
downward solar radiation is of special importance in the Arctic as the heterogeneous
surface composed of snow, leads and melt ponds is warmed differently for spatially
uniform and non-uniform solar irradiance. Transmission and absorption of solar
radiation by the Arctic surface are equally important, not only to study sea ice sea
alteration [Light et al. 2008; Nicolaus et al. 2012], but also to better understand the
direct influence on bio-geochemical processes that depend on sub-ice light conditions
[Slagstad et al. 2011].
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The pyranometer network offers valuable information on the variability of the solar
flux at the surface on small scales, making it possible to better characterize temporal
and spatial fluctuations than by single station measurements. This data brings the
possibility to investigate further the effects of the horizontal distribution of clouds,
the solar zenith angle, cloud phase, surface reflectivity. Moreover, with information
on wind direction and speed, it might be possible to separate the observed variability
into components arising from advection, by cloud spatial structure, and by temporal
changes of clouds. This data set can also be used as a reference for a comparison
with radiative transfer simulations using a 3-D Monte Carlo radiative transfer model
using large-eddy simulations as input. Such analysis can help to investigate further
the link between cloud spatial structure and the resulting variability in the solar
radiation field.
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Chapter 6

Radiation Closure

In this chapter, the radiative closure (RC) analysis based on the simulations de-
rived with T-CARS, CERES products and ship-borne observations of SOL and TIR
fluxes is introduced. First, the analysis consists of comparing CERES products
and T-CARS outputs under clear-sky conditions. This comparison determines how
consistent both data sets are and quantifies the radiative difference by considering
aerosols and pristine conditions. This chapter closes with a comparison of downward
radiative fluxes from CERES, T-CARS and the ship-borne observations to evaluate
if a radiative closure can be determined for clear-sky and cloudy conditions. This
chapter is based on the results presented in Barrientos-Velasco et al. 2022.

Radiative closure is called satisfactory when the simulations agree with the ob-
servations within a predefined uncertainty range or threshold value. For clear-sky
conditions, the benchmark is defined in subsection 4.2. For the downward SOL and
TIR flux, the net uncertainty range is ±24 W m−2, and ±16 W m−2, respectively.

6.1 Radiative Flux Comparison Between CERES

and T-CARS

In this section, T-CARS outputs and CERES products are compared under clear-sky
conditions. Additionally, the effect of aerosols on the downward fluxes is investigated
by quantifying the flux differences under clear-sky and pristine conditions for the
PS106 cruise.

The aerosol contribution to the SOL-D and TIR-D flux during PS106 is illustrated
in Figure 6.1. Figure 6.1a and 6.1b shows the flux difference of CERES products
with and without aerosols for the TIR-D and SOL-D flux, respectively. Based on
CERES only, the presence of aerosols affects more intensively the SOL-D radiative
flux than the TIR-D because aerosol is transparent to thermal radiation except for
coarse mode aerosols [e.g., dust or smoke]. Under clear-sky conditions, the presence
of aerosols can lead to a mean underestimation of the SOL-D flux of −10.8 W m−2

[see Fig. 6.1f]. Panels 6.1a, b, c, and d show in detail the days on which the
difference is larger due to an important load of aerosols in specific days affecting the
computation of the mean values.

The treatment of aerosol in the CERES products is based on the aerosol optical
depth (AOD) obtained from the Model of Atmospheric Transport and Chemistry
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Figure 6.1: Time series of the flux difference of downward surface radiative fluxes
between CERES and T-CARS for pristine (P), clear-sky conditions (CS), all-sky
(AS), and cloudy without aerosols (NA). Panel (a) shows the difference of the TIR-D
CERES (CS-P) and CERES (AS-NA). Panel (b) shows the same as (a), but the
downward SOL (SOL-D) flux. Panel (c) shows the TIR-D differences between T-
CARS and CERES P, and T-CARS minus CERES CS. Panel (d) shows the same
as (c), but for the SOL-D. The histograms of each left-hand side panel are shown
on the right. The TIR-D and SOL-D fluxes are shown in red and blue, respectively.
Source: Barrientos-Velasco et al. 2022.

(MATCH; Collins et al. 2001). Based on MATCH outputs at 0.55 and 0.84 µm, it
was observed significant peaks of AOD for 30 May, 2 June, 9 June, 12 to 13 June,
14 to 15 June, 25 June, 10 July, and 16 July 2017. The majority of these peaks
presented an AOD below 0.2, except for 15 June and 10 July. During these days,
the values reached an AOD at 0.55µm of 0.61 and 0.78, respectively [see Fig. C.1].

Considering CERES products, the direct and indirect aerosol radiative effects are
calculated. The direct aerosol effect is calculated by subtracting the downward and
upward radiative fluxes for a clear-sky minus the simulated pristine atmosphere.
Similarly, the indirect aerosol effect is derived by subtracting the downward and
upward radiative fluxes of the simulated all-sky atmosphere minus a cloudy atmo-
sphere without aerosols. The results of this analysis indicates that aerosols effects
are negligible for most purposes, the values are relatively large in comparison to the
direct aerosol effect of -0.4 to -2.6 W m−2 reported by Rastak et al. 2014.

6.2 Radiative Closure for Clear-sky Atmosphere

This section compares T-CARS outputs, CERES products of the SOL-D and TIR-D
fluxes to ship-borne observations for clear-sky conditions based on the Cloudnet flag
classification and the sky camera images.

The results of the flux difference of simulations minus observations are presented
in Figure 6.2. Figure 6.2a illustrates in red the flux difference based on Cloudnet
flag classification only. This comparison indicates a skewed left distribution with a
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mean underestimation of T-CARS simulations of −24.9 W m−2 for the TIR-D. After
applying the improved quality screening described above, a mean flux difference of
−14.2 W m−2 is found, together with a correlation coefficient of 0.92, and a more
symmetric distribution than without this quality screening. The mean flux difference
below the uncertainty limit of ±16 W m−2, and the strong correlation coefficient
confirms that RC can be achieved for the T-CARS simulations under clear-sky
conditions.

In the case of CERES, the bias for the TIR-D flux is -4.6 W m−2, with a standard
deviation of 20.9 W m−2, and a root-mean-square error (RMSE) of 18.5 W m−2. The
bias found is below the instrumental uncertainty suggesting that RC can be deter-
mined for CERES. However, the rather low correlation coefficient of 0.476 indicates
that the values do not reproduce variability as well as the T-CARS simulations
and might be affected by the presence of clouds within the CERES footprint [see
Fig. 6.2c]. To test this hypothesis, clear-sky and pristine CERES products were
also considered. For both data sets, the correlation coefficient reached values above
0.765, which confirms that the all-sky CERES correlation coefficient is reduced by
the presence of clouds. With this change, the bias however increased to -19.8 W m−2

and -18.2 W m−2 for the clear-sky and pristine data sets, respectively [see Fig. 6.2d].

The negative bias found for both T-CARS and CERES fluxes might also be caused
by a positive bias of the ship-borne pyrgeometer observations, e.g., due to the in-
fluence of the exhaust plume of Polarstern or variation of temperature due to the
operational instruments located near the pyrgeometer. As there was only one pyr-
geometer measurement aboard Polarstern, it is impossible to investigate this hy-
pothesis further. However, for future campaigns, it is recommended to operate two
pyrgeometers installed in different locations of the research vessel to exclude such
influences.

The comparison for the SOL-D flux uses a stricter screening of data, which also ex-
cludes all periods when the superstructure of Polarstern obstructed the pyranome-
ter’s field of view. For T-CARS, a positive bias of 44.2 W m−2 and a correlation
coefficient of 0.85 was found initially without this screening. With screening, a bias
of 9.5 W m−2 and a correlation coefficient of 0.95 were obtained. In the case of
CERES, the biases for all-sky, clear-sky, and pristine conditions were −27.1 W m−2,
3.6 W m−2, and 12.0 W m−2, respectively. These values confirm that the larger neg-
ative bias for all-sky conditions is due to the presence of clouds within the CERES
footprint. The biases of both T-CARS and CERES are both within the uncertainty
limit of ±20 W m−2 indicating that radiative closure is achieved for both data sets.

Previous studies reported a similar magnitude of differences between simulated and
observed downward fluxes for clear-sky conditions. For instance, the analysis by
Ebell et al. 2020 focused at Ny-Ålesund reported a mean (median) flux difference
of -5.0 (-5.5) W m−2 and 12.6 (-2.6) W m−2 for the TIR-D and SOL-D, accord-
ingly [see Fig. 3 in Ebell et al. 2020]. The studies of Shupe et al. 2015 and
Miller et al. 2015 found a median difference of simulations and observations for
the TIR-D (SOL-D) flux of -6.9 (5.4) W m−2 and -5.5 (15.6) W m−2 for the Barrow
and Summit-Greenland sites, respectively.
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Figure 6.2: Histograms of flux difference (FD) of simulations minus observations for
downward TIR (TIR-D) flux (panels a and c) and the downward SOL (SOL-D) flux
(panels b and d) for clear-sky (CS) conditions. Panels a and b show T-CARS com-
parison, where the filled histograms show the filtered data by excluding the moments
where the observations were compromised. Panes c and d show the comparison of
CERES for All-sky (green), clear-sky (red) and pristine simulations (blue) for the
same filtered time steps as in T-CARS. Source: Barrientos-Velasco et al. 2022.

6.3 Radiative Closure for Cloudy Atmosphere

Several detection problems from the ship-borne remote sensing instrumentation lim-
ited the quality of the microphysical cloud retrievals. In general, under LLS and
PPT conditions, the observations of cloud macro and microphysical parameters have
a degraded quality. Thus, for only about 40.1 % of the time, observations were of
sufficient quality, for radiative transfer simulations [see Fig. 3.7]. These conditions
challenge the determination of RC for cloudy conditions. The analysis focused only
on optimum conditions lead to better results, and in some periods, T-CARS out-
puts match the observations. However, such moments were intermittent, making it
difficult to provide a RC analysis for the entire PS106 cruise.

This section focuses on the CERES all-sky products and the TIR and SOL downward
fluxes observed aboard Polarstern. Figure 6.3a illustrates the time series of the
TIR-D observations and CERES all-sky product following the same trend and, in
most of the cases, similar values are observed. Some periods can be identified with
a reduced agreement. These cases occur particularly during precipitation periods,
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which might affect the pyrgeometer measurements (e.g., 12 June, 20 June, 28 to
29 June, and 11 to 14 July). More significant discrepancies are also observed in
the presence of multilayer clouds (e.g., 20 June, 5 to 9 July), which feature a more
challenging structure and pose challenges for passive remote sensing [Minnis et al.
2019; Yost et al. 2020].

Figure 6.3: Time series of TIR-D (a) and SOL-D (b) during PS106. In panel (a)
and (b), observations are shown in solid black lines, CERES all-sky (AS) products in
the solid green line, and clear-sky (CS) in the dashed green line, clear-sky T-CARS
simulation is shown in the dashed blue line. The distribution of the time series
shown in panel (a) and (b) are shown in panel (c) and (d), respectively. Source:
Barrientos-Velasco et al. 2022.

The discrepancy shown for 13 June 2017 might also be attributed to precipita-
tion as it was also the case on 12 June. However, this cannot be confirmed by
the observations due to missing data. This day was also brought to attention by
Barrientos-Velasco et al. 2020 since the near-surface temperature measured on the
ice-floe by several instruments reached a mean temperature of 281.1 K, about 4 K
warmer than the temperature measured aboard Polarstern [Barrientos-Velasco et
al. 2020], CERES and ERA5 skin temperature. This day was also characterized by
a more humid than usual upper atmosphere, a cyclonic weather system, northerly
winds [Barrientos-Velasco et al. 2020], strong temperature inversions, and an intense
persistent fog leading to a very low horizontal visibility [see Fig. 18b in Griesche
et al. 2020]. This humidity intrusion can lead to an additional energy flux to the
surface, enhancing the fog to persist [Tjernström et al. 2019]. The fluctuations of
atmospheric temperature and relative humidity described might be different from
the atmospheric profiles used by CERES, causing the difference of up to 20 W m−2

(Fig. 6.3a).

The mean flux difference between observations and all-sky CERES TIR-D products
is 6 W m−2 with a standard deviation of 14.6 W m−2 (Fig. 6.3c). Moreover, a linear
regression between CERES and observations is illustrated in Figure 6.4a showing
a correlation coefficient (R2) of 0.69. The mean flux difference is within the in-
strumental uncertainty of ± 13 W m−2 of the pyrgeometer. Thus, it is possible to
determine a RC for CERES TIR-D radiative flux in general terms.
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Figure 6.4: Scatter plots comparing the CERES fluxes and ship-based radiative flux
observations (Obs.) for the downward TIR (a) and SOL (b) fluxes. The black line
represents the best linear fit. The resulting fit equation and the square of the Pearson
correlation coefficient (R2) are shown in each panel. Source: Barrientos-Velasco et
al. 2022.

There is relatively good agreement of SOL-D flux between the CERES simulations
and observations for the entire PS106 [see Fig. 6.3b]. Most of the discrepancies are
caused by precipitation [e.g., 13 to 14 July], broken cloud conditions, and instances
when Polarstern’s superstructures compromised the pyranometer observations [see
Fig. D.1]. Figure 6.3d shows the distribution of the time series of the SOL-D flux.
This panel shows a similar distribution between the observations and the SOL-D
flux simulated by CERES. This comparison indicates that CERES SOL-D flux is
positively biased by 23.1 W m−2, with a standard deviation of 59.3 W m−2. This
value is considered acceptable since the instrumental uncertainty is ±20 W m−2,
and the moments with broken cloud conditions or obstruction of the observations
are not excluded from the comparison. Nevertheless, it is important to stress that
obtaining good quality ship-borne observations of downward fluxes is challenging
due to recurrent obstructions of the view of the radiometer’s sensor.

6.4 Synopsis and Discussion

This chapter has presented the radiative flux comparison between CERES flux prod-
ucts, T-CARS outputs, and ship-borne observations for the PS106 expedition. First,
a comparison of the SOL-D and TIR-D between CERES products and T-CARS out-
puts for clear-sky conditions were presented.

The effect of aerosols on downward fluxes has been evaluated with CERES products.
This analysis has indicated that aerosols can enhance the TIR-D by 0.5 W m−2 and
reduce the SOL-D by −10.8 W m−2 under clear-sky conditions. Note that under
cloudy conditions, this effect is reduced to 0.1 W m−2 and −4.5 W m−2, respectively
[see Fig. 6.1a and b].

The RC for T-CARS outputs and CERES simulations have been achieved for clear-
sky conditions. Under cloudy conditions, the RC was hampered by several challenges
due to environmental conditions that compromised the ship-borne remote sensing
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observations [e.g., precipitation, LLS conditions, periods with strong radar reflectiv-
ity]. Furthermore, promising results were identified for optimum flagged conditions
[see Fig. 3.7]. However, their recurrence was irregular; therefore, it was opted to
focus on specific case studies as the ones highlighted in chapter 7.

The RC for CERES products has been determined for the TIR-D flux during all-sky
conditions for the entire PS106 cruise. The mean flux difference of TIR-D is within
the ship-borne instrumental uncertainty of the pyrgeometer (± 13 W m−2). Also, the
mean flux difference of SOL-D surpasses by 3.1 W m−2 the instrumental uncertainty
of the pyranometer (± 20 W m−2). However, this difference is considered acceptable
since the moments of broken cloud conditions or Polarstern’s infrastructure com-
promising the observations were not excluded from the analysis. Nevertheless, it is
suggested to implement an algorithm that can identify and flag the moments where
the ship’s structures hampered the observations for future studies.

The study of Riihelä et al. 2017 presents a comparison of radiative fluxes between
the CERES edition 3 products and in-situ observations from the drifting Tara ice
camp from April to September 2007. Their results are presented as daily means
and indicate a RMSE of 24.5 W m−2 and 17.1 W m−2 for the SOL-D and TIR-D,
respectively. In our study, results are relatively similar for the TIR-D, with a RMSE
of 12.3 W m−2. In the case of the SOL-D, the RMSE found for PS106 has a value of
46.5 W m−2. It should be noted that our results are based on hourly means instead
of the daily mean reported by Riihelä et al. 2017. Furthermore, the observations
made during the Tara ice floe camp were unaffected by the interference of the ship
superstructure with the observations.

The study by Dong et al. 2016 focuses on the radiative closure of SOL-D flux for
single-layer overcast liquid-phase Arctic stratus clouds over the snow-free and snow-
covered surface. Their analysis considers CERES edition 2 and 4 products, which
are subsequently compared to radiation observations and cloud retrievals at the
Atmospheric Radiation Measurement North Slope of Alaska (ARM NSA) site at
Utqiaġvik, Alaska. CERES edition 4 shows a mean bias against observations below
10 W m−2 for the SOL-D and for snow-free as well as snow conditions. Evidently,
the flux difference of 23.1 W m−2 is larger than the value reported by Dong et al.
2016; however, the present study includes more complex cloud situations, which
enlarges the differences of radiative fluxes.
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Case Studies

In this chapter, selected case studies that represent the main atmospheric condi-
tions during PS106 are presented. Each case study compares ship-borne broadband
radiative flux observations, T-CARS outputs, and CERES simulations. For cloudy
conditions, the case studies also present the comparison between CERES and Cloud-
net products of cloud macro and microphysical properties and the derivation of the
CRE. The following results are presented at a 10-minute average resolution, similarly
to Ebell et al. 2020 and Shupe et al. 2015.

7.1 Clear-sky Case

The 3 July is the day with the longest cloud-free period during PS106 [see Fig. 3.6,
Fig. 3.7, and Fig. D.2]. An overview of cloud conditions and radiative fluxes for
this day is given in Fig. 7.1 and its location is shown in Fig. 1.4. Panel (a) in
Fig. 7.1 shows ice clouds, observed by Cloudnet, from 00:00Z to around 02:30Z.
Later periods when CERES reported clouds while Cloudnet did not were further
analysed using the all-sky camera images. They showed a thin cloud at the horizon
between 21:30Z to 23:59Z, which is outside the field of view for the zenith-pointing
active remote sensing instruments. In this case study, particular focus is given to
the period of clear-sky conditions for both CERES and Cloudnet.

Good agreement is found for the ship-borne flux observations, the T-CARS sim-
ulations, and the CERES products for the SOL-D at the SFC. The mean differ-
ence of the simulations minus the observations lies below 8 W m−2, a value that is
well within the uncertainty limit of ±24 W m−2 used for the RC assessment. For
the TIR-D fluxes, there is a larger difference between the ship-borne observations
on the one hand and the T-CARS simulations and CERES products on the other
hand. However, the mean difference remains below 14 W m−2, again smaller than
the uncertainty limit of ±16 W m−2 chosen as satisfactory for the RC assessment.
Therefore, our results confirm that RC is reached for both the downward SOL and
TIR fluxes for this clear-sky case.

To analyse the consistency of T-CARS simulations and CERES products at the
TOA, the SOL-U and TIR-U fluxes are compared [see Fig. 7.1b, Fig. 7.1c]. Figure
7.1b and 7.1f shows a similar temporal behaviour of the SOL-U fluxes for the con-
sidered period. The mean difference between T-CARS and CERES is 10.0 W m−2,
with the largest instantaneous differences occurring after 18:40Z. Since the T-CARS
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simulations use the same surface albedo as CERES as input, the reason for this dif-
ference is most likely due to the spatio-temporal interpolation of CERES [Young et
al. 1998]. For the TIR-U fluxes, the mean difference is 3.7 W m−2 [see Fig. 7.1c and
7.1g], possibly, due to differences in the CERES skin temperature and the ship-borne
measurement of near-surface temperature used by T-CARS [see Fig. 3.3c and Fig.
3.3g]. The mean differences of the radiative fluxes are sufficiently small to confirm
the consistency of CERES and T-CARS fluxes, in agreement with similar studies
which compared CERES with other radiative transfer simulations [e.g., Dong et al.
2016; Dolinar et al. 2016].

Figure 7.1: Overview of radiative fluxes for the 3 July 2017 case. Panel (a) shows
the time series of the Cloudnet target classification and the CERES-based cloud
boundaries (dashed black lines). Panel (b) and (c) show the time series of the SOL
fluxes and TIR fluxes, respectively at 10-minutes resolution. In both panels (b and
c), the down-looking arrow indicates (↓) the downward fluxes at the surface (SFC),
and the up-looking arrow (↑) shows the upward fluxes at the top of the atmosphere
(TOA). Panels (d) and (e) show histograms of the difference of T-CARS/CERES
SOL-D and TIR-D fluxes and observations at the surface, respectively. Panels (f)
and (g) show histograms of the difference of T-CATS and CERES SOL-U and TIR-U
fluxes at the TOA, respectively. The number of 10-minute data points contributing
to the histogram in panel (d) is 44, while it is 55 for panels (e)-(g). Pale-rose
shading indicates periods when the ship’s superstructures obstructed the ship-borne
flux observations. Light-blue background indicates the period of clear-sky considered
for the analysis. Source: Barrientos-Velasco et al. 2022.
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7.2 Single and Multilayer Ice Cloud Case

Single layer clouds are the most prominent atmospheric conditions during PS106
[see Fig. 3.7]. The day chosen to investigate these types of clouds under relatively
stable surface conditions is 2 July 2017.

Based on the target classification of Cloudnet, this day was characterized by well-
defined single and multilayer ice clouds [see Fig. 7.2a and Fig. D.3]. Middle and
high-level ice clouds were observed for most of the day, with an average cloud base
at about 2.6 km. An exception is observed for the period from 5:57Z to 8:35Z when
a relatively thin cloud layer consisting of ice and super-cooled droplets was identified
[see Fig. 7.2a]. For most of the day, the cloud top height from CERES is significantly
lower than that from Cloudnet, probably because the cloud is semi-transparent in
the thermal infrared, and warmer radiation from the lower altitude bias the cloud
top height retrieval used in CERES. The cloud base height is relatively close to
the base obtained from the Cloudnet target classification. It is well-known that the
retrieval of cloud top height from passive satellite instruments is limited by large
uncertainties for thin ice clouds and polar regions [e.g., Yost et al. 2020]; therefore,
these discrepancies are not surprising.

The comparison of CERES and T-CARS fluxes against observations for the SOL-D
and TIR-D show a good agreement [see Fig. 7.2b, 7.2c, 7.2d and 7.2e]. The values are
below the clear-sky uncertainty limits established in chapter 4.2. This comparison
suggests that RC is achieved for T-CARS and CERES. At the TOA, there is a more
significant difference of -15.4 W m−2 and -15.0 W m−2 for the TIR-U and SOL-U,
respectively [see Fig. 7.2f and 7.2g]. This difference is likely linked to the differences
in cloud properties retrieved by Cloudnet and CERES that are displayed in Fig.
7.3. Discrepancies in other parameters such as the skin temperature, atmospheric
profiles, cloud top height, and cloud geometrical thickness might also have had an
effect on the flux differences at the TOA.

Panels a and b of Fig. 7.3 show the time series of the Q and rE obtained from
Cloudnet and CERES, respectively. Despite the difference in retrieval methods,
there is, in general, a good agreement of the values of QI and rE,I from CERES
and Cloudnet [see Fig. 7.3a and 7.3b]. Based on CERES, the entire day was
characterized by the presence of a mixed-phase cloud. The values shown for QL are
relatively large, especially during the period from 17:00Z to 19:00Z. It is possible that
within the CERES footprint, a cloud with such a large QL might have been present.
Nevertheless, it is worth noting that the fluxes shown in Fig. 7.2b and (c) are
calculated considering the cloud fraction, which remained below 15 % from 12:30Z
until the end of the day (not shown). The latter suggests that care must be taken
when comparing cloud properties obtained from the ship-borne active instruments
and from CERES with its coarse spatial footprint.

In Figure 7.3c is shown the 10-minute time series of the CRE at the SFC and TOA
based on CERES products and T-CARS simulations. In general for this case study,
the net CRE at the SFC is consistent between T-CARS and CERES, despite the
noted discrepancies in cloud properties. The net CRE at the SFC has values of
1.3 W m−2 and 2.7 W m−2 for CERES and T-CARS, respectively. At the TOA,
the difference is more significant due to the mentioned differences in the TIR-U
flux. The net CRE at the TOA derived by T-CARS is 8.9 W m−2, whereas CERES
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suggests a cooling by -11.1 W m−2. It is suspected that the flux differences are
caused by difference in skin-temperature (see Fig. 3.3c) and near surface values
between CERES and T-CARS, an overestimation of Q and misidentification of cloud
top boundaries by CERES affecting the TIR CRE at the TOA. This case study is also
complex due to the variable surface conditions that in combination to the different
cloud properties increase the flux differences [see Fig. 3.3]. Such inconsistencies
need to be clarified and further investigated in future studies.

Figure 7.2: Overview of radiative fluxes for the 2 July 2017 case. Panel (a) shows
the time series of the Cloudnet target classification and the CERES-based cloud
boundaries (dashed black lines). Panel (b) and (c) show the time series of the SOL
fluxes and TIR fluxes, respectively at 10-minutes resolution. In both panels (b and
c), the down-looking arrow indicates (↓) the downward fluxes at the surface (SFC),
and the up-looking arrow (↑) shows the upward fluxes at the top of the atmosphere
(TOA). Panels (d) and (e) show histograms of the difference of T-CARS/CERES
SOL-D and TIR-D fluxes and observations at the surface, respectively. Panels (f)
and (g) show histograms of the difference of T-CATS and CERES SOL-U and TIR-U
fluxes at the TOA, respectively. The number of 10-minute data points contributing
to the histogram in panel (d) is 44, while it is 55 for panels (e)-(g). Pale-rose
shading indicates periods when the ship’s superstructures obstructed the ship-borne
flux observations. Light-blue background indicates the period of clear-sky considered
for the analysis. Source: Barrientos-Velasco et al. 2022.

7.3 Mixed Phase Cloud Case

The selected case to study mixed-phase clouds is 26 June 2017. This day was
characterized by well-defined cloud layers consisting of ice and liquid droplets, cor-
responding to a mixed-phase cloud of type 1. A further reason for the selection is
the long period of optimum observation conditions reported by Cloudnet [Fig. 3.7c].
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Figure 7.3: Time series of 10-minutes resolution cloud microphysics properties and
CRE between CERES and Cloudnet for 2 July 2017 case. Panel (a) shows the
comparison between CERES and Cloudnet of liquid water path (QL; blue) and ice
water path (QI ; red). Panel (b) shows the liquid effective radii (rE,L; blue) and the
ice effective radii (rE,I ; red). Panel (c) shows the cloud radiative effect (CRE) at
the surface (SFC; solid lines) and the top of the atmosphere (TOA; dashed lines)
from T-CARS (brown) and CERES (green). Source: Barrientos-Velasco et al. 2022.

Moreover, this day is also of interest due to an underestimation of high-level cloud
amount by CERES in comparison to Cloudnet, as is corroborated in Fig. 7.4a. This
day is also characterized by changing surface conditions, as the ship crossed the
sea-ice transit zone [see Fig. 3.3 and Fig. D.4].

This day was characterized by a low-level cloud located within the first 2 km of
the atmosphere, and by several periods with a relatively thin ice cloud layer located
between 6 and 9 km height [Fig. 7.4a]. According to Cloudnet, the well-separated
liquid phase layer within the ice clouds is characterized by low radar reflectivity
values, upward-directed Doppler velocity, and high lidar backscatter. There were
two periods around 10:00Z and 23:00Z where, due to uncorrected attenuation, QL

could not be derived by Cloudnet [Fig. 7.5a and b]. These two periods, marked by
the pale-yellow shaded areas, are excluded from the T-CARS and CERES histogram
analysis for a fair comparison shown in Figures 7.4d, (e), (f), (g).

Panel (b), (c), (d) and (e) in Fig. 7.4 indicate a good agreement between in-situ ob-
servations and CERES fluxes. The daily mean difference of fluxes is 16.1 W m−2 and
-0.6 W m−2 for the SOL-D and TIR-D, respectively. For the T-CARS simulations,
the mean flux difference is significantly larger, with 77.1 W m−2 for the SOL-D and
-12.0 W m−2 for the TIR-D. Based on these results, RC can be confirmed for the
SOL-D and TIR-D fluxes from CERES products and the TIR-D T-CARS simula-
tions. The difference in the T-CARS SOL-D fluxes exceeds the expected uncertainty
limits. An additional comparison is made considering the cloud properties to inves-
tigate the latter. At the TOA the flux difference between T-CARS and CERES is
low with a mean flux difference of -0.2 W m−2 for the TIR-U [see Fig. 7.4f]. For
the SOL-U the mean flux difference is -19 W m−2 [see Fig. 7.4g], which in part is
mostly attributed by the two periods at 03:00Z and 09:00Z where the values of Q
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Figure 7.4: Same as Figure 7.2, but for 26 June 2017. Pale-orange shaded back-
ground indicate lidar attenuation. Source: Barrientos-Velasco et al. 2022.

Figure 7.5: Same as Figure 7.3, but for 26 June 2017. Pale-orange shaded back-
ground indicate lidar attenuation. Source: Barrientos-Velasco et al. 2022.

reduce considerably.

Panels (a) and (b) of Fig. 7.5 show the 10-minute time series of cloud properties
from the Cloudnet and CERES data sets. In contrast to Cloudnet, CERES reports
only three periods with the presence of a mixed-phase cloud. The largest difference
in cloud properties occurs in the cloud water path products. For Cloudnet, the mean
QL is 56.2 g m−2, and for QI , the mean is 1.9 g m−2. In the case of CERES, these
values are 119.7 g m−2 and 38.1 g m−2 for QL and QI , respectively. The variable
and lower values of Q are likely responsible for the rapid changes and the positive
(negative) bias of the SOL-D (TIR-D) flux visible in Fig. 7.4a and b.

This case study has a strong cloud cooling influence both at the SFC and TOA that
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is enhanced by the surface albedo [see Fig. 7.5c and Fig. 3.3b]. In Fig. 7.5c an
abrupt change of the CRE at the SFC and the TOA is visible at 05:00Z, due to a
simultaneous rapid reduction of surface albedo from a value of 0.6 to 0.27 [see also
Fig. 3.3a].

Based on CERES, a daily-mean net CRE of -79.5 W m−2 and -127.9 W m−2 is found
at the SFC and TOA. The T-CARS simulations also indicate radiative cooling at
the SFC and the TOA, but smaller in magnitude. As the downward SOL and TIR
fluxes at the surface from CERES are more consistent with in-situ observations, the
CERES values are considered to be more accurate than T-CARS outputs.

7.4 Synopsis

In this chapter, selected case studies were described depicting the most relevant
and frequent sky conditions observed during the PS106 cruise. Each case study
presented a comparison between simulations and observations to investigate the RC
and in cloudy cases to also quantify the CRE. For most of the cases, the results
indicated a good agreement between T-CARS, CERES and shipborne observations,
suggesting that RC was successful. However, significant differences of CRE have
been reported at the TOA despite indicating similar microphysical cloud properties
between CERES and Cloudnet. These differences at the TOA might be attributed
to differences in the thermodynamic atmospheric profiles, different cloud phase and
macrophysical characteristics of cloud structure between both data sets.

These case studies also illustrated time periods where high-level clouds were misiden-
tified by CERES and periods where Cloudnet missed low-level clouds. Despite not
capturing the correct cloud boundaries, CERES succeeded to provide simulated
surface fluxes similar to the downward fluxes observed aboard Polarstern. On the
other hand, the miss-identification of clouds by Cloudnet challenged the correct
cloud microphysical retrievals enlarging the flux difference (FD) between T-CARS
and observations. It is suggested that future studies also consider the upward fluxes,
especially for the SOL flux, due to its important sensitivity with the surface albedo.
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Chapter 8

Radiation Budget and Cloud
Radiative Effects

In this chapter, the analysis of the CRE and the radiation budget for PS106 cruise
and the Arctic region based on CERES products are presented. The results are
analysed in the context of the CF, Q, SZA, and surface albedo. The results presented
in this chapter are based on Barrientos-Velasco et al. 2022.

8.1 CRE Analysis

This chapter presents the estimation of the CRE and radiation budget for the
summer-time Arctic and the period of the PS106 expedition based on CERES prod-
ucts. It was initially planned to include the T-CARS simulations in this analysis;
however, the limited satisfactory results obviated a meaningful comparison for the
entire PS106 cruise. In particular, the exclusion of situations with the prevailing
low-level stratus clouds, precipitation and ice clouds are expected to bias mean fluxes
since the microphysical products were not of sufficient quality for radiative transfer
simulations. The CERES data for the period of the first [from 16:45Z on 28 May
until midnight on 20 June 2017] and the second leg of PS106 [22 June to 16 July
2017] are used for consistency with the temporal analyses given in chapter 6.2. The
cruise track during this period lays entirely within the Arctic, defined here to cover
the range from 70◦-90◦N, and consistent with the definition used by several previous
studies [e.g., Walsh et al. 2009; Huang et al. 2017]. In addition to the effects of
clouds on the radiation budget, the relevance of the direct aerosol radiative effect
for the radiation budget is briefly discussed based on CERES products.

The CRE along the cruise track of the PS106 cruise is shown as a time series with
hourly resolution in Figure 8.1 for the SOL, TIR, and net components at the SFC
and the TOA. The TIR CRE at the SFC and TOA have mean values of 60.6 and
14.4 W m−2, respectively. These values suggest significant warming of the surface
and cooling of the atmosphere caused by clouds. Periods when the TIR CRE at the
surface surpassed 80 W m−2 occurred mostly for persistent mixed-phase single-layer
low-level clouds [e.g., 3 to 6 June, 16 to 17 June, 25 June, and 1 July 2017; see Fig.
3.7a and 3.7c]. The persistent cloud structure observed from 5 June to 7 June 2017
is studied in more detail in Egerer et al. 2021, who suggest that humidity inversions
supply moisture to the cloud layer, increasing the persistence of the cloud. Time
periods with the largest TIR CRE occurred mostly over sea ice or the marginal zone.
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Figure 8.1: Time series of hourly TIR (a), SOL (b), and NET (c) CRE for PS106
expedition at the SFC (solid line) and at the TOA (dashed line). Source: Barrientos-
Velasco et al. 2022.

The SOL CRE shows a clear dependency on the surface albedo and SZA, as shown
by the oscillations visible at the SFC and the TOA in Figure 8.1b. The colour band
shown at the bottom of Figure 8.1 indicates whether Polarstern was located in the
open sea, the sea ice-marginal zone, or within the sea ice. The surface conditions
and the SZA strongly modulate the magnitude of the SOL CRE. Thus, the highest
values of SOL CRE are found for open ocean rather than for sea ice due to the high
surface albedo of ice, which enhances the amount of reflected SOL radiation and
reduces the SOL CRE.

The magnitude of CRE depends on several additional factors, including cloud macro
and microphysics, surface conditions, and SZA [Shupe et al. 2005; Sedlar et al. 2010;
Ebell et al. 2020; Stapf et al. 2020]. To investigate the interactions among these
parameters, the values of CRESFC are plotted versus these parameters in a scatter
plot in Figure 8.2 using colour-coding on the points based on the SZA values. Figure
8.2 clearly illustrates that neither of the considered parameters alone can explain the
magnitude of the CRE. Nevertheless, it can be recognized that the SZA determines
whether clouds cool (low SZA) or warm the surface (high SZA) and that an increase
in CF also causes an increase in the CRE.

In panel 8.2b, the CF is compared with the CRESFC to investigate the dependence
of the net CRE on this parameter. The dependence on surface albedo shown in
Figure 8.2b indicates that larger surface cooling by clouds occurs over the open
ocean than over ice. Displaying cases with a surface albedo lower (higher) than 0.4
in separate panels [see Fig. 8.2c and Fig. 8.2d, respectively]. The role of QL as
reported by CERES is investigated for different surface types. Over open ocean, the
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8.1. CRE Analysis

Table 8.1: Cloud radiative effect (CRE) based on CERES for PS106 cruise and
Arctic region. Source: Barrientos-Velasco et al. 2022.

CRE [W m−2]
PS106 Arctic R.

TIR SOL Net TIR SOL Net

TOA

Mean 14.5 -62.8 -48.4 14.3 -55.8 -40.1
SD 10.2 45.8 42.4 4.0 30.1 27.5

Median 13.2 -54.9 -39.6 14.3 -46.9 -21.9
IQR 13.2 47.3 45.3 3.6 25.6 22.8

SFC

Mean 60.8 -69.6 -8.8 51.3 -60.6 -9.3
SD 68.2 -60.2 0.6 51.0 -51.8 2.2

Median 23.0 51.9 44.2 9.5 32.1 28.1
IQR 22.3 57.9 37 11.7 27.4 26.7

CRESFC depends more strongly on SZA than on QL. Over highly reflective surfaces,
in contrast, larger values of QL more often cause a warming than a cooling effect at
the SFC [see Fig. 8.2d].

The CRESFC has also been compared to the surface albedo to determine how this pa-
rameter influences the CRE. Figure 8.2b shows a strong relation among the CRESFC ,
the surface albedo and the SZA. While the correlation between SZA and the CRESFC

is evident, the surface albedo importantly indicates that the largest cooling CRESFC

occur over the open ocean than over ice and that most of the warming of the CRESFC

occurred over highly reflective surfaces. Moreover, Figure 8.2b shows a subdivision
in two by separating the data points with a surface albedo higher or equal than 0.4
[Fig. 8.2d], and lower than 0.4 [Fig. 8.2c]. This subdivision aims to investigate
the role of QL derived by CERES, which largely contribute to the CRE [Shupe and
Intrieri 2004; Ebell et al. 2020] on both types of surface albedo. This analysis indi-
cates that over the open ocean, the CRESFC is more dependent on the SZA than
the magnitude of QL. Over high reflective surfaces, the dependence of SZA over the
CRESFC is also evident; however, in this case, larger values of QL caused warming
more frequently than a cooling effect at the surface [see Fig. 8.2d].

For the PS106 cruise, the SOL cooling by clouds dominates over the TIR warming,
leading to a net cooling of -8.8 W m−2 at the surface [see Table 8.1]. For a similar
time period but over other locations in the Arctic, the net CRE at the surface
was also investigated by two other studies. For Ny-Ålesund, NO, Ebell et al. 2020
find values within a range of about -20 W m−2 to -40 W m−2 [see Fig. 6c in Ebell
et al. 2020]. Considering the SOL CRE, the study of Stapf et al. 2020 focused
on the ACLOUD airborne campaign, calculated a mean SOL CRE at the surface of
-32 W m−2; however, by considering a proposed cloud-free retrieval of surface albedo
taking into account spectral effects, this value increases to -62 W m−2, which is
similar to our result of -68.8 W m−2 [see Table 8.1]. It is worth noting that Ebell et
al. 2020 consider a surface albedo that is not affected by diffuse downward radiation,
and values obtained by CRE represent a cloud-free albedo [Chen et al. 2006]. Due
to the strong sensitivity of the SOL CRE to surface albedo, a critical assessment of
the accuracy of surface albedo used by CERES, including spectral and directionality
effects, e.g., with in situ observations, is recommended.
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Figure 8.2: Scatter plots comparing the CRESFC with several parameters. Panel
(a) shows the comparison with cloud fraction (CF). Panel (b) shows the comparison
of surface albedo (α). Panels (c) and (d) show the comparison between the liquid
water path (QL) at low surface albedo (< 0.4) and high surface albedo (> 0.4). All
scatter plots are colour coded with the values of the solar zenith angle (SZA). Source:
Barrientos-Velasco et al. 2022.

A similar analysis has been applied to the Arctic region to embed the results obtained
for PS106 in a wider context. Panels (f) and (i) of Figure 8.3 show the mean CRE at
the SFC and TOA for the entire time period of PS106, respectively. Additionally,
the mean surface albedo, the TOA albedo, and the cloud fraction are shown in
panels (a), (b), and (c), respectively.

For the considered period and the Arctic region, a larger cloud fraction is found
over the open ocean than over land. This might be attributable to an increase of
lower-tropospheric stability over land, which inhibits the mixing between the free
troposphere and cloud layer, thus reducing cloud fraction [Morrison et al. 2012].
The latter effect is most evident over the Barents Sea, central Arctic, Baffin Bay,
and Siberian Sea [Fig. 8.3c]. Over sea-ice, the cloud fraction is also large, with a
particularly high occurrence of low and mid-low level clouds (not shown).

Based on CERES, low-level clouds are frequently found over the entire Arctic Ocean,
with enhanced occurrence frequencies over the Barents Sea, Kara Sea, Laptev Sea,
and the central Arctic. Mid-level clouds are mainly present over Greenland, East
Arctic-Russia, Ellesmere Island and the central Arctic Ocean. High-level clouds oc-
cur more frequently over land, specifically over the Arctic-Russia, near Iqaluit in
Canada, North of Sweden, Finland, and Norway (not shown). The spatial distribu-
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8.1. CRE Analysis

Figure 8.3: Maps of several time-averaged CERES data sets for the Arctic (70◦

to 90◦N) and the time period of the PS106 expedition. Panel (a) shows the mean
surface albedo, (b) the top of the atmosphere (TOA) albedo, and (c) the mean cloud
fraction (CF). Panels (d), (e), and (f) show the CRE for the SOL, TIR, and net
spectral regions, respectively, at the surface (SFC), while panels (g), (h), and (i)
present the same at the TOA. An orthographic projection is used, and the PS106
cruise track is indicated in magenta. Source: Barrientos-Velasco et al. 2022.

tion of cloud fraction as visible in Figure 8.3c is consistent with the results of Palm
et al. 2010 who report about an anticorrelation between sea ice extent and cloud
fraction based on satellite-based lidar measurements from the CALIOP mission for
a 5-year period.

Differences in the spatial distribution of cloud fraction yield differences in CRE
values both at the SFC and the TOA. As indicated by Figure 8.3f, the surface CRE
is highly dependent on surface albedo, suggesting a warming effect of clouds by up
to 20.5 W m−2 over highly reflective regions covered with snow/sea ice [Fig. 8.3a].
At the TOA, the CRE shows a similar dependence on surface albedo but with a
stronger cooling effect. The mean CRE for the considered period is -9.3 W m−2 at
the surface, while it is -40.1 W m−2 at the TOA [see Table 8.1]. The TOA albedo
depends on cloud fraction and surface albedo. Low values are only expected for
clear-sky conditions over ocean, while high values correspond to either snow-covered
or opaque clouds. This effect is, in particular, visible for the Barents Sea area, which
corresponds to open ocean with a low surface albedo [Fig. 8.3a]; thus, the relatively
high values found in Figure 8.3b are caused by the frequent occurrence of clouds, as
indicated in Figure 8.3c. This region is of particular interest because mean values
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Chapter 8. Radiation Budget and Cloud Radiative Effects

of CRE at the TOA and SFC are larger than for the rest of the Arctic.

Previous studies have also investigated the CRE at the surface in the Arctic; see
Table 8.3 for a list. The SHEBA expedition carried out observations in the Beaufort
and Chuchki Sea, and its observations were used to estimate the CRESFC for an
entire annual cycle. Based on SHEBA, Intrieri et al. 2002a concluded that clouds
warm the surface for most of the year. During early July, however, a cooling effect
of the surface by about -4 W m−2 was found. Based on the Arctic Summer Cloud
Ocean Study (ASCOS) ship-borne campaign, the CRESFC was also calculated, find-
ing a warming effect, with values ranging from 5 to about 75 W m−2 [see Fig. 8
in Sedlar et al. 2010]. Long-term observations can be used to resolve details of the
annual cycle. Based on 10-years of observations at the North Slope Alaska (NSA)
and NOAA Barrow Observatory (BRW) sites, the analysis of Dong et al. 2010 found
a surface CRE ranging from -15 to -35 W m−2 for the period from the end of May
to the middle of July [see Fig. 3 in Dong et al. 2010]. In contrast, the mixed-phase
Arctic Clouds Experiment (M-PACE) conducted at the NSA site found a CRESFC

ranging from 40 to 80 W m−2 for the months from September to December [de Boer
et al. 2011], which is significantly larger than values reported by Dong et al. 2010.

In contrast to the rest of the Arctic, Greenland is covered by ice and snow during
the entire year. Clouds have a warming effect during the entire annual cycle, with
the highest values of CRE found from July to October [see Fig. 5 in Miller et al.
2015]. From May to July, Miller et al. 2015 report mean values of net CRE within
a range of about 15 to 40 W m−2, which is in the same range as the mean values
reported in Figure 8.3.
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Chapter 8. Radiation Budget and Cloud Radiative Effects

The study from Kay and L’Ecuyer 2013 shows the CRE based on a combination of
active and passive satellite-based remote sensing observations over the Arctic Ocean
and report a mean CRESFC of about -30 to -40 W m−2 at the surface for the period
from the end of May to mid of July. These values are evidently larger than the mean
value of -9.3 W m−2 found in the present study. However, the results of Kay and
L’Ecuyer 2013 focus mostly on the Arctic Ocean and exclude Greenland.

The comparison and discussion of the results with previous studies provide valu-
able context on the CRE across the Arctic for different seasons and locations. This
analysis contributes to bringing ship-borne and satellite-based products together to
validate and preliminarily investigate the causes of the main discrepancies. Nev-
ertheless, it is worth noting that such a comparison cannot fully account for all
factors affecting the results, including the consideration of particular sites, regions,
cloud conditions, seasons, data sets, methods to obtain surface albedo, and different
temporal averaging.

8.2 Radiation Budget

An overview of the most important components of the radiation budget is given
in Figure 8.4. This figure shows the mean values along the PS106 cruise track in
parentheses and for the entire Arctic. A full list of the different flux components can
be found in Table 8.3. Along the PS106 cruise track and under all-sky conditions,
the radiation budget at the SFC indicates a strong warming influence by the SOL net
flux with 110.9 W m−2, while the TIR fluxes cool the surface by -22.1 W m−2. The
presence of clouds enhances the TIR-D flux at the SFC by about 62.1 W m−2, while
reducing the SOL-D and SOL-U by 121.0 W m−2 and 51.5 W m−2, respectively. For
the period of interest, the net radiation budget at the SFC has a value of 88.8 W m−2

for PS106, and a value of 94.4 W m−2 for the entire Arctic. The difference in the net
radiation budget for the PS106 track and the entire Arctic is relatively small with a
value of 5.6 W m−2, and can be attributed to differences in the mean incoming SOL
radiation at the TOA, downward TIR radiation, the transmission of SOL radiation
through the atmosphere, and the surface albedo.

At the TOA and for the PS106 cruise, the mean net radiation budget is 0.2 W m−2,
while for clear-sky conditions, the net radiation budget would be 48.6 W m−2. At the
TOA, the presence of clouds increases the reflected solar radiation by 62.9 W m−2

and reduces outgoing TIR flux by 14.5 W m−2. For the Arctic, the net radia-
tion budget under all-sky conditions has a value of 7.8 W m−2, versus a value of
47.9 W m−2 for clear-sky conditions. This indicates that the cooling by the cloud
radiative effect is smaller for the entire Arctic than for PS106. This difference is
mainly attributed to an increased reflection of solar radiation due to a larger cloud
fraction and higher surface albedo along the PS106 track compared to the Arctic.

To consider the radiation budget of the atmosphere, the flux divergence has been
calculated as the difference between the mean values at the TOA and the SFC. The
net values found for the entire Arctic (-86.6 W m−2) and PS106 (-88.6 W m−2) show
a significant cooling, and are once more relatively similar in magnitude. Since the
net radiation budget for PS106 and the Arctic are relatively similar at the SFC, TOA
and within the atmosphere, the PS106 expedition can be considered representative
for the entire Arctic (see Table 8.3).
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8.2. Radiation Budget

Figure 8.4: Radiation budget for PS106 cruise (a) and the entire Arctic region for
the PS196 period (b). Mean values for the SW (SOL, yellow) and LW (TIR, red) are
shown in W m−2. Values in parentheses show the radiation budget during cloudless
conditions. Source: Barrientos-Velasco et al. 2022

Considering net fluxes for pristine and clear-sky conditions, the direct aerosol radia-
tive effect at the surface along the PS106 track and the entire Arctic are -4.2 W m−2

and -5.9 W m−2, respectively. At the TOA, the radiative effect of aerosols causes a
minor cooling by -0.1 W m−2 for both the PS106 track and the Arctic for clear-sky
conditions, which changes to a small warming effect of 2.2 W m−2 and 1.9 W m−2

for PS106 and the Arctic, respectively in the presence of clouds. These values are
consistent with the study of Markowicz et al. 2021, who determined the aerosol
radiative effect based on radiative transfer simulations and the long-term aerosol
reanalysis provided by the Navy Aerosol Analysis and Prediction System from 2003
to 2015. Focusing on the Arctic, they report an annual mean net direct (indirect)
aerosol radiative effect of -3.01 (-1.88) W m−2 and -0.73 (0.31) W m−2, at the sur-
face and TOA, respectively [see their Table 5]. While the values calculated in this
study are larger than their annual mean, the magnitude is consistent with the early
summer values reported for the months from May to July [see their Fig. 12a and
Fig. 13a].

It is worth pointing out that the values of aerosol radiative effects reported here
critically depend on an accurate representation of aerosol properties in the radiative
transfer calculations underlying the CERES products. As aerosol properties are
represented based on the assimilation of MODIS products into the MATCH aerosol
transport model, its accuracy in the Arctic determines the accuracy of our findings,
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and the use of reanalysis properties can have significant biases [e.g., Witthuhn et al.
2021].
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Chapter 8. Radiation Budget and Cloud Radiative Effects

8.3 Synopsis

In this chapter, the CRE based on CERES products along the PS106 cruise track
and the Arctic region have been analysed and quantifed. The analysis of the CRE
was extended to the entire cruise based on CERES due to its good agreement with
downward fluxes observations as discussed in chapter 6.3. The analysis of the CRE
indicated a cooling effect at the SFC and at the TOA of 8.8 W m−2 and 48.4 W m−2,
respectively. The CRE at the SFC was further studied by comparing their connec-
tion with parameters like CF, surface albedo, QL, and SZA. This analysis indicated
that the SZA modulates the intensity of the CRE more than the other parameters
mentioned. Furthermore, the intricate link between the surface albedo and the SZA
confirms that at low surface albedo (open ocean), the SOL CRE can reach the high-
est cooling values. In contrast, over high surface albedo (snow and sea ice), the
values are lower since part of the SOL flux is reflected to the TOA.

Besides studying the CRE for the PS106 cruise track, the analysis was extended for
the Arctic region for the period of the expedition. This analysis revealed a clear
dependence of the CRE with the surface conditions indicating a warming effect over
high reflective surfaces and cooling effect over the ocean over the time period under
consideration, especially over the Barents Sea. The mean values for the Arctic region
were relatively similar to during PS106, suggesting that the PS106 can be considered
representative for the Arctic region.

The results presented in this chapter were also compared to the literature [see Table
8.2], which are based on other campaigns, periods, regions of focus and types of
observations. Based on the PS106 expedition and region of focus, the results pre-
sented are congruent to the findings published in Ebell et al. 2020, and Stapf et al.
2020; Stapf et al. 2021. Based on the results presented in this chapter, it is em-
phasized the need to compare and validate ground-based and satellite observations
for an extended analysis of small scale processes into more robust and long-term
observations.

The radiation budget was quantified for cloudy and clear-sky conditions [see Fig.
8.4 and Table 8.3]. While this analysis can quantify the CRE, it also puts in evi-
dence the dominance of the SOL flux during summer. For instance, for PS106 at
the TOA, the mean SOL and TIR flux vary about 62.9 W m−2 and 14.5 W m−2,
respectively between cloudy and cloudless conditions. At the SFC, the variation for
the downward (upward) SOL flux is 121.0 (51.5) W m−2, and for the TIR is 62.1
(1.3) W m−2. Similar values were found for the Arctic region.
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Chapter 9

Summary, Conclusions and
Outlook

In this last chapter, the main results of this thesis are summarized and discussed.
The research questions proposed in Chapter 1.5 are answered in the context of the
findings of this thesis which are partially presented in Barrientos-Velasco et al. 2020
and Barrientos-Velasco et al. 2022. This chapter also raises several open questions
that should be investigated in future work.

9.1 Summary and Conclusions

Arctic amplification is considered a robust feature of climate change [Serreze et al.
2007; England et al. 2021; IPCC 2021]. However, the underlying processes and
feedback mechanisms are still not fully understood. Clouds play a significant role
in modifying the thermodynamic state of the atmosphere and the radiation budget.
They are also involved in several processes that play a key role in understanding
Arctic amplification. Moreover, cloud feedbacks constitute the largest inter-model
uncertainty in general circulation models [Bony et al. 2006; Block et al. 2020].

The research project (AC)3 in its first phase aimed to understand key atmospheric
processes better and collect valuable in-situ and remote sensing observations in the
central Arctic with two major field campaigns [Wendisch et al. 2019]. Within this
framework, project A01 aimed to improve the availability of detailed atmospheric
observations in the central Arctic from shipborne remote sensing observations aboard
the German Research Vessel Polarstern with the PS106 cruise [Griesche et al. 2020].
Furthermore, fine-scale modelling with large-eddy simulations of low-level stratus
(LLS) Arctic clouds was carried out to investigate mixed-phase clouds [Neggers et
al. 2019]. As part of project A01, this thesis aimed to better understand the surface
radiation budget in the Arctic by evaluating and analysing the data collected during
PS106 and using them to quantify the radiative effects of clouds. Moreover, the
analysis was expanded by intercomparing the local results to satellite observations
to provide a broader spatial context.

In this thesis, sets of radiative transfer simulations under clear-sky and cloudy con-
ditions were performed to investigate and quantify the radiative effects of several
perturbations [Chapter 4]. Moreover, the accuracy of the observations was evalu-
ated and analysed to determine the radiative variation on the broadband downward
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Chapter 9. Summary, Conclusions and Outlook

SOL and TIR radiation under different sky conditions [Chapter 5, 6, 7]. Finally,
the radiation budget and the radiative effects of clouds have been quantified for the
PS106 period [Chapters 7 and 8].

Do we understand cloud radiation interactions in the Arctic?

On the one hand, Arctic clouds lead to an increase of TIR radiation at the sur-
face, resulting in an increase of snow and ice melting. On the other hand, clouds
reduce the amount of the SOL radiation reaching the surface by reflecting the SOL
radiation and thus reducing the warming. The strength of the effects mentioned
are particularly dependent on the season and also the microphysical properties of
clouds, which in turn are sensitive to atmospheric [e.g., variation of temperature
and humidity; Curry et al. 1996; Cox et al. 2015], surface conditions [e.g., snow/ice
cover and surface albedo; Francis et al. 2005; Kay et al. 2008; Schweiger et al. 2008;
Eastman and Warren 2010; He et al. 2019; Choi et al. 2020] and the elevation of
the sun. During summer, the parameters that have the most significant impact on
the radiation budget at the surface are the surface albedo, cloud type, and the SZA
[Minnett 1999; Dong et al. 2001; Shupe and Intrieri 2004; Sedlar et al. 2010; Stapf
et al. 2019; Ebell et al. 2020].

In this thesis, sets of several sensitivity analyses were conducted to understand the
cloud radiation interactions better and quantify the response of radiative fluxes to
variability and uncertainties of several atmospheric and surface parameters during
the PS106 cruise. Under cloudy conditions, the parameter that affects the most the
TIR flux is the water path [Q]. At the surface the effect is quite evident for liquid
and ice clouds, especially for values lower than around 60 g m−2 given that the cloud
radiates as a nearly-ideal black body [see Fig. 1 in Turner 2007, Fig. 3 in Garrett
et al. 2002]. At the TOA, the TIR-U flux is also affected by Q; however, for cases
with a large uncertainty of cloud geometrical thickness (CGT), the TIR-U flux can
significantly change. This is due to the dependence of CGT with the cloud effective
temperature and brightness temperature [Garrett et al. 2009].

It has been shown that under cloudy conditions, the parameters that affect the most
the SOL flux at the SFC and TOA are the surface albedo and the cloud phase. For
a given amount of cloud water path, the optical depth of a liquid cloud is larger
than an ice cloud, since liquid clouds contain more particles that are smaller in
size than in the case of an ice cloud. This physical characteristic leads to a larger
reflection of the SOL flux at the TOA [Cesana and Storelvmo 2017]. This effect is
triggered by the interaction with the surface conditions [see Fig. 4.5 and Fig. B.3],
where the SOL flux may be absorbed or reflected in larger magnitude by the surface.
The interaction between cloud properties and the surface conditions is susceptible
to significant changes due to the SZA. At lower a SZA, the differences are enhanced
since the SOL radiation must travel through more atmosphere.

Additionally, the small-scale variability of the SOL flux was investigated at high
spatiotemporal resolution [Barrientos-Velasco et al. 2020]. The observations ob-
tained from a network of 15 pyranometer stations deployed over an ice-floe for 13
days enabled the analysis of SOL flux variability under different atmospheric con-
ditions. The spatiotemporal variability of SOL radiation was analysed in terms of
atmospheric transmittance (ATg). The analysis of the published data set obtained
during this experiment led to the identification of five typical sky conditions [i.e.,

104



9.1. Summary and Conclusions

overcast, multilayer, broken clouds, thin clouds and clear-sky conditions; Barrientos-
Velasco et al. 2018]. Furthermore, the time series of ATg revealed a higher spatial
variability during broken-cloud conditions than for another type of sky conditions
[see Fig. 5.1 and Fig. 5.2].

In addition, the observations of the pyranometer network captured a spatial pattern
of mean ATg where the stations near the ice floe edge showed lower values than
the ones further away during overcast conditions [see Fig. 5.5]. This feature is
likely explained by an increase in solar absorption by open water. In contrast, the
stations located further away possibly experienced an increase in multiple reflections
between a high albedo of snow and ice surfaces and the cloud base. It should be
considered that this pattern is based on the limited data set of 2 weeks, and a more
solid conclusion should be made after analysing a longer period of time.

The results found in this study were compared to those of a field campaign held in
Germany in 2013 [Madhavan et al. 2017]. The results presented in this thesis indicate
a relatively lower variability than the ones reported by Madhavan et al. 2017, which
is likely due to more convective cloud development taking place in Germany than
the stratiform Arctic clouds.

Under which conditions can state-of-the-art shipborne and passive satel-
lite remote sensing observations constrain the radiative effects of clouds?

The in-situ and Cloudnet products created based on the observations collected dur-
ing the PS106 cruise [Macke and Flores 2018; Griesche et al. 2020; Wendisch et al.
2019] were used as input parameters into a 1D radiative transfer model to simulate
SOL and TIR broadband fluxes [Barrientos-Velasco et al. 2021; Barrientos-Velasco
et al. 2022]. The simulations generated and collocated satellite simulations from
CERES [Minnis et al. 2020] were compared to broadband downward radiative flux
observations to evaluate whether radiative closure could be determined [see Chapter
6 and Chapter 7].

First, it is important to determine if satellite and shipborne products observed rel-
atively similar atmospheric conditions. During the PS106 cruise, the cloud fraction
observed from satellite and shipborne remote sensing were 86.7 % and 76.1 %, re-
spectively. It is plausible that the difference in cloud fraction might be due to the
spatial coverage of CERES of 1◦ by 1◦ in contrast to point shipborne base measure-
ments. Nevertheless, there is, in general, a good agreement between Cloudnet and
CERES capturing the fluctuations in cloud fraction for the cruise period. Moreover,
it was found that standard Cloudnet and the supplementary determination of LLS
clouds developed by [Griesche et al. 2020] improved the identification of clouds by
about 18.6 % in contrast to the standard Cloudnet products [see Fig. 3.6].

Before attempting to constrain the radiative effects of clouds from remote sensing
observations, it is necessary to verify the baseline by analysing clear-sky conditions.
An evaluation for clear-sky conditions was done by identifying all the cloudless pe-
riods based on Cloudnet products and sky-camera images. The comparison among
CERES fluxes products, radiative transfer simulations and broadband downward
SOL and TIR shipborne observations indicated that, in general, the CERES and
own simulations were within the instrumental uncertainties of the radiometers es-
tablishing trust under these conditions [see Chapter 6.2]. Nevertheless, it is worth
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Chapter 9. Summary, Conclusions and Outlook

mentioning that several observations challenges were encountered with the radiome-
ters due to the obstruction from the ship’s superstructures, exhaustion, and plausi-
ble temperature fluctuation near the vicinity of the instruments tampering with the
quality of the radiometers.

Under cloudy conditions, the comparisons between simulations and observations
were analysed for the entire PS106 cruise [see Chapter 6] and further investigated in
selected cases studies [see Chapter 7]. The radiative closure could not be achieved
for the own simulations for the entire PS106 cruise due to several detection problems
from the remote sensing instrumentation, which limited the quality of the microphys-
ical cloud retrievals. Significant discrepancies between simulations and observations
were found during LLS and precipitation (PPT) conditions. In general, under LLS
and PPT conditions, the observations of cloud macro and microphysical parameters
have a degraded quality. Thus, for only about 40.1 % of the time, observations are
of sufficient quality to determine radiative closure [see Fig. 3.7 and Chapter 6.3].
The analysis only considering optimum conditions led to better results, and in some
periods, the performed simulations matched the observations. Nevertheless, such
periods were intermittent, making it difficult to provide a radiative closure anal-
ysis for the entire PS106 cruise. Therefore, the current work focused on selected
case studies to depict the periods with good agreement with the observations and
illustrate part of the challenges encountered

For all-sky conditions, CERES surface radiative fluxes and observations agreed well
during PS106, with a mean flux difference of 6.0 W m−2 and 23.1 W m−2 for the
SOL-D and TIR-D flux, respectively. The comparison yielded a correlation coeffi-
cient of 0.69 (0.77) and RMSE of 12.2 W m−2 (46.5 W m−2) for the TIR-D (SOL-D).
The results for the TIR-D flux lay within the instrumental uncertainties. For the
SOL-D flux, the value is considered acceptable since the entire time series is consid-
ered, including periods when the superstructure of Polarstern obstructed the pyra-
nometer. However, it is worth mentioning that these values should be interpreted
with caution, and further investigation is needed. These results are consistent with
the findings by Dong et al. 2016, and Riihelä et al. 2017, who also performed com-
parisons between in-situ radiative fluxes and CERES products at the ARM NSA
site, as well as the Tara ice camp and on the Greenland Ice Sheet, respectively.

Can we quantify the effects of clouds on the surface radiation budget,
and how representative are the PS106 results for the entire Arctic?

Considering the acceptable agreement found between CERES and the broadband
SOL-D and TIR-D flux observations, the mean radiation budget and cloud radia-
tive effects have been estimated along the cruise track and for the entire period of
PS106 cruise. The most dominating contribution of the surface radiation budget
was the SOL radiation. The SOL flux lead to a net surface flux of 88.8 W m−2, and
94.4 W m−2 for PS106 and the entire Arctic, respectively. Additionally, the effect
of clouds on the radiation budget has been quantified. The mean net CRE during
PS106 along the cruise track is -8.8 W m−2 at the SFC and -48.4 W m−2 at the
TOA, which suggests an atmospheric cooling of 39.6 W m−2 [see Chapter 8]. For
the entire Arctic, the net CRE is similar to PS106, with values of -9.3 W m−2, and
-40.1 W m−2, at the SFC and TOA, respectively [see Fig. 8.4].
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9.2. Outlook

The similarity between the local and regional CRE suggests that the PS106 cloud
observations along the cruise track are representative of the cloud conditions found
over the Arctic during this scenario. The results are also consistent with the summer
results obtained from Ebell et al. 2020, who calculated the CRE during 2017 at Ny-
Ålesund - Norway [see their Fig. 6].

The effect of clouds in the surface radiation budget were also investigated considering
the reaction with other parameters such as the SZA and the surface albedo. It
was shown that while the cloud microphysical properties play an important role in
quantifying the CRE, the magnitude of CRE can be critically modulated by the
surface conditions and the SZA [see Fig. 7.5c, Fig. 8.2, and Fig. 8.3a and c].
This is corroborated by the sensitivity analysis presented in Chapter 4.3.3. It was
demonstrated that, especially under an extreme surface albedo [very low near 0.2 or
very high above 0.8], the warming or cooling radiative effect of clouds at the surface
depends less on their microphysical properties to determine whether they warm or
cool the surface [see Fig. 4.5]. Moreover, it was also demonstrated that during the
PS106, the strongest warming effect of clouds was observed at high SZA, when the
relative importance of the SOL flux for the radiation budget is lower.

In summary, the work presented in this thesis has enhanced the understanding of rel-
evant cloud radiative interactions by analysing the observations collected during the
PS106 cruise and satellite observations. State-of-the-art remote sensing shipborne
observations and satellite products were compared and evaluated through a radia-
tive closure analysis, which provided additional information on how well-retrieved
cloud properties and radiative transfer modelling represented the observations in
order to physically explain the radiative effects of clouds and the radiation budget.

9.2 Outlook

The work presented in this thesis is entirely focused on the early summer PS106 re-
search cruise. It is planned to extend the same analysis by intercomparing local and
satellite observations for the Multidisciplinary drifting Observatory for the Study of
Arctic Climate (MOSAiC) expedition [Shupe et al. 2022]. Analysing a longer period
will allow research on potential methods to improve the accuracy of the observations
to investigate the radiative effect of clouds for the entire annual cycle. An extension
of the analysis will potentially improve our understanding of Arctic amplification
[Taylor et al. 2022]. Particular focus will be dedicated to overcoming the limitations
encountered with Cloudnet products, especially over LLS conditions in summer.
For MOSAiC, also cloud products based on the Shupe-Turner [Shupe et al. 2015]
algorithms will be available, allowing a comparison of Cloudnet and ARM products
accuracies concerning the microphysical properties of Arctic clouds. In addition,
particular attention will be given to instances where TIR radiative properties are
highly sensitive to small changes in Q [lower than 60 g m−2; Garrett et al. 2002;
Turner 2007; Tjernström et al. 2015; Achtert et al. 2020], which are poorly captured
in this study. Furthermore, given the importance of the surface albedo and skin
temperature to the interpretation of the cloud radiative effect and radiation budget,
it is planned to evaluate the local observations during MOSAiC to the values used
in this study.

Future results are intended to complement and support the (AC)3 phase 2 objectives
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Chapter 9. Summary, Conclusions and Outlook

and infer the analysis in a climatological aspect by deriving radiative kernels to
elucidate the role of cloud radiative feedbacks and their interactions with other
radiative feedbacks [Soden et al. 2008; Zelinka et al. 2012; Tan and Storelvmo 2019;
Zelinka et al. 2020]. Also, there is particular interest in exploiting the enhanced
information captured by the hyperspectral observations of Infrared Atmospheric
Sounding Interferometer (IASI) in contrast to broadband observations which can
allow identifying atmospheric characteristics, especially during the winter. Besides
the use of a 1D broadband radiative transfer model, it is planned to perform radiative
transfer simulations in the same IASI spectra with a particular focus at the TOA.
Bringing together the CERES and IASI attributes, it is planned to widen the analysis
for a period of 23 and 16 years, respectively.

An important aspect of improvement relates to the adaptation of a 1D radiative
transfer model to the cloud microphysical parameterizations used in Cloudnet. This
thesis did not investigate the consistency between radiative transfer models and
remote sensing observations retrievals; however, such analysis can potentially help
determine how well radiative transfer modelling can physically explain the radiative
effect of clouds.

There is still room to further investigate the effect of clouds in the Arctic at dif-
ferent scales. Adopting a small scale and high temporal resolution perspective, the
analysis of solar radiation variability can be extended, including observations of the
surface albedo at the same spatial and temporal resolution as the pyranometer net-
work. Such a experimental setup could quantify the spatial variability induced by
multiple reflections between the highly reflective surface and clouds and the effects
of inhomogeneities in surface albedo. This type of experiment can provide addi-
tional information to elucidate cloud and surface interactions like the one shown in
Figure 5.5 or in more complex scenarios with broken clouds conditions. Addition-
ally, in the future, experiments including one or several spectrometers can provide
information to quantify changes in the spectral distribution of solar radiation under
different sky and surface conditions. Furthermore, with observations extending into
the shortwave infrared range, a similar analysis could help to understand better
cloud effects on atmospheric transmissivity at wavelengths above 1.1µm.

To better understand the complexity of radiative transfer in the Arctic due to cloud
variability and surface albedo heterogeneity, it is recommended to utilize 3D radia-
tive transfer models in the future [Scheirer and Macke 2003; Marshak and Davis
2005]. This recommendation can potentially help interpret the observations ob-
tained with the pyranometer network. In addition, such studies can potentially
deepen the understanding of plane-parallel biases of broken clouds over sea ice sur-
faces [Rozwadowska and Cahalan 2002; Wendler et al. 2004].
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Appendix A

Cloud Microphysical Properties
During PS106

Microphysical properties of clouds based on Cloudnet for different atmospheric con-
ditions. The classification considers the method described in Chapter 3.3.3.

Figure A.1: Microphysical properties of single-layer and multilayer cloud conditions
during PS106. Panels (a) and (c) show the frequency of occurrence of liquid (QL)
and ice (QI) water path, respectively. Panels (b) and (d) show the distribution of
the frequency of occurrence of ice and liquid effective radius. In orange is depicted
all single-layer cases, and in green the multilayer cases.
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Appendix A. Cloud Microphysical Properties During PS106

Figure A.2: Same as Fig. A.1, but for single-layer liquid (in blue), ice (in grey),
mixed-phase type 1 (in green), type 2 (in orange) cloud conditions.
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Appendix B

CRE of Sensitivity Analysis

This appendix shows complementary results to chapter 4. The following figures
represent the daily mean net CRE for the different simulations performed varying
cloud micro- and macrophysical properties of clouds and surface conditions.

Variation of microphysical properties of clouds

In this section is shown the mean results of the net CRE of the variation of Q and
rE for simulated single-layer liquid and ice cloud.

Figure B.1: Mean values of the net cloud radiative effect (CRE) for a single-layer
liquid and ice cloud at the surface (SFC) and at the top of the atmosphere (TOA)
for several values of cloud water path (Q).
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Appendix B. CRE of Sensitivity Analysis

Figure B.2: Mean values of the net cloud radiative effect (CRE) for a single-layer
liquid and ice cloud at the surface (SFC) and at the top of the atmosphere (TOA)
for several values of effective radius (rE).

Figure B.3: Mean values of the net cloud radiative effect (CRE) for single-layer
mixed-phase clouds at the top of the atmosphere (TOA) for several values of surface
albedo.
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Variation of macrophysical properties of clouds

In this section is shown the mean results of the net CRE of the variation of cloud
base height (CBH) and cloud geometrical thickness (CGT) for simulated single-layer
liquid and ice cloud.

Figure B.4: Mean values of the net cloud radiative effect (CRE) for a single-layer
liquid and ice cloud at the surface (SFC) and at the top of the atmosphere (TOA)
for several values of cloud base height (CBH).

Figure B.5: Mean values of the net cloud radiative effect (CRE) for a single-layer
liquid and ice cloud at the surface (SFC) and at the top of the atmosphere (TOA)
for several values of cloud geometrical thickness (CGT).
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Appendix C

CERES Aerosol Products

CERES AOD inputs come from the Model of Atmospheric Transport and Chemistry
(MATCH) as described in Collins et al. 2001.
Based on the values from MATCH the time series of aerosols concentration is given
at 55 µm and 84 µm (see Fig. C.1).

Figure C.1: Time series of AOD for PS106 based on CERES products. In teal is
shown the AOD at 55 µm and in orange a 84 µm.
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Appendix D

Additional Observations

Sky-camera images

This appendix includes additional observations that were used to better analyse or
characterize results presented in the Thesis.

Figure D.1: Sky-camera photographs for 2 July 2017 04:00:08Z (a), for 2 July 2017
12:13:33Z (b), 3 July 2017 04:14:09Z (c), and 3 July 2017 12:04:08Z (d). All times
in UTC.
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Appendix D. Additional Observations

MODIS observations

Figure D.2: Moderate Resolution Imaging Spectroradiometer (MODIS) screenshot
for 3 July 2017. The red symbol indicates Polarstern’s location. The orange line
indicates MODIS track.

Figure D.3: Same as Fig. D.2, but for 2 July 2017.
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Figure D.4: Same as Fig. D.2, but for 26 June 2017.
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Block, K., Schneider, F. A., Mülmenstädt, J., Salzmann, M., and Quaas, J.: Climate
models disagree on the sign of total radiative feedback in the Arctic. In: Tellus
A: Dynamic Meteorology and Oceanography 72.1, 2020, pp. 1–14. doi: 10.1080/
16000870.2019.1696139.

Boccolari, M. and Parmiggiani, F.: Trends and variability of cloud fraction cover
in the Arctic, 1982–2009. In: Theoretical and Applied Climatology 132.3, 2018,
pp. 739–749.

Bodas-Salcedo, A., Andrews, T., Karmalkar, A. V., and Ringer, M. A.: Cloud liquid
water path and radiative feedbacks over the Southern Ocean. In: Geophysical
Research Letters 43.20, 2016, pp. 10, 938–10, 946. doi: https://doi.org/10.
1002/2016GL070770.

119

https://doi.org/10.5194/amt-13-1757-2020
https://doi.org/10.5194/acp-2021-1004
https://doi.org/10.1594/PANGAEA.896710
https://doi.org/10.5281/zenodo.5725382
https://doi.org/10.5281/zenodo.5725382
https://doi.org/10.1029/1998JC900002
https://doi.org/10.1175/JCLI3756.1
https://doi.org/10.1080/16000870.2019.1696139
https://doi.org/10.1080/16000870.2019.1696139
https://doi.org/https://doi.org/10.1002/2016GL070770
https://doi.org/https://doi.org/10.1002/2016GL070770


Bibliography

Bony, S. et al.: How Well Do We Understand and Evaluate Climate Change Feed-
back Processes? In: Journal Climate 19.15, 2006, pp. 3445–3482. doi: 10.1175/
JCLI3819.1.

Box, J. E., Colgan, W. T., Wouters, B., Burgess, D. O., O’Neel, S., Thomson, L. I.,
and Mernild, S. H.: Global sea-level contribution from Arctic land ice: 1971-2017.
In: Environmental Research Letters 13.12, 2018. doi: 10 . 1088 / 1748 - 9326 /

aaf2ed.

Broeke, M. van den, As, D. van, Reijmer, C., and Wal, R. van de.: Assessing and
Improving the Quality of Unattended Radiation Observations in Antarctica. In:
Journal of Atmospheric and Oceanic Technology 21.9, 2004, pp. 1417–1431. doi:
10.1175/1520-0426(2004)021<1417:AAITQO>2.0.CO;2.

Burek, K. A., Gulland, F. M. D., and O’Hara, T. M.: Effects of climate change on
Arctic marine mammal health. In: Ecological Applications 18.sp2, 2008, S126–
S134. doi: 10.1890/06-0553.1.

Byrne, R. N., Somerville, R. C. J., and Subaşilar, B.: Broken-Cloud Enhancement
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Delanoë, J., Protat, A., Bouniol, D., Heymsfield, A., Bansemer, A., and Brown, P.:
The Characterization of Ice Cloud Properties from Doppler Radar Measurements.
In: Journal of Applied Meteorology and Climatology 46.10, 2007, pp. 1682–1698.
doi: 10.1175/JAM2543.1.

Deneke, H. M., Knap, W. H., and Simmer, C.: Multiresolution analysis of the tem-
poral variance and correlation of transmittance and reflectance of an atmospheric
column. In: Journal of Geophysical Research: Atmospheres 114.D17, 2009. doi:
10.1029/2008JD011680.
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using ground-based sensor synergy. In: Atmospheric Chemistry and Physics 19.6,
2019, pp. 4105–4126. doi: 10.5194/acp-19-4105-2019.

Nussbaumer, E. A. and Pinker, R. T.: The role of shortwave radiation in the 2007
Arctic sea ice anomaly. In: Geophysical Research Letters 39.15, 2012. doi: 10.
1029/2012GL052415.

NWS CPC, A. index.: Arctic Oscillation index from the National Weather Service
- Climate Prediction Center at NOAA. Last access: May 30. 2021.

Olsen, M. S. et al.: The Changing Arctic Cryosphere and Likely Consequences: An
Overview. In: AMBIO 40.1, 2011, pp. 111–118. doi: 10.1007/s13280-011-0220-
y.

Overland, J., Francis, J. A., Hall, R., Hanna, E., Kim, S.-J., and Vihma, T.: The
melting Arctic and midlatitude weather patterns: Are they connected? In: Journal
Climate 28.20, 2015, pp. 7917–7932.

Palm, S. P., Strey, S. T., Spinhirne, J., and Markus, T.: Influence of Arctic sea ice
extent on polar cloud fraction and vertical structure and implications for regional
climate. In: Journal of Geophysical Research: Atmospheres 115.D21, 2010. doi:
10.1029/2010JD013900.

Percival, D. P.: On estimation of the wavelet variance. In: Biometrika 82.3, 1995,
pp. 619–631. doi: 10.1093/biomet/82.3.619.

Perovich, D. K.: Sunlight, clouds, sea ice, albedo, and the radiative budget: the
umbrella versus the blanket. In: The Cryosphere 12.6, 2018, pp. 2159–2165. doi:
10.5194/tc-12-2159-2018.

130

https://doi.org/10.1175/1520-0450(1991)030<0447:SSIUCA>2.0.CO;2
https://doi.org/10.1175/1520-0450(1991)030<0447:SSIUCA>2.0.CO;2
https://doi.org/https://doi.org/10.1029/2019MS001671
https://doi.org/10.1029/2012GL053738
https://doi.org/10.5194/acp-20-5157-2020
https://doi.org/10.5194/acp-20-5157-2020
https://doi.org/10.5194/acp-19-4105-2019
https://doi.org/10.1029/2012GL052415
https://doi.org/10.1029/2012GL052415
https://doi.org/10.1007/s13280-011-0220-y
https://doi.org/10.1007/s13280-011-0220-y
https://doi.org/10.1029/2010JD013900
https://doi.org/10.1093/biomet/82.3.619
https://doi.org/10.5194/tc-12-2159-2018


Bibliography

Petty, G. W.: A first course in atmospheric radiation. 2nd ed. Madison, Wis: Sundog
Pub, 2006.

Pinker, R. T., Niu, X., and Ma, Y.: Solar heating of the Arctic Ocean in the context
of ice-albedo feedback. In: Journal of Geophysical Research: Oceans 119.12, 2014,
pp. 8395–8409. doi: 10.1002/2014JC010232.

Pithan, F. and Mauritsen, T.: Arctic amplification dominated by temperature feed-
backs in contemporary climate models. In: Nature Geoscience 7.3, 2014, pp. 181–
184. doi: 10.1038/ngeo2071.

Polyakov, I. V. et al.: Arctic Ocean Warming Contributes to Reduced Polar Ice Cap.
In: Journal of Physical Oceanography 40.12, 2010, pp. 2743–2756. doi: 10.1175/
2010JPO4339.1.

Previdi, M., Smith, K. L., and Polvani, L. M.: Arctic amplification of climate change:
a review of underlying mechanisms. In: Environmental Research Letters 16.9,
2021, p. 093003. doi: 10.1088/1748-9326/ac1c29.

Proshutinsky, A., Pavlov, V., and Bourke, R. H.: Sea level rise in the Arctic Ocean.
In: Geophysical Research Letters 28.11, 2001, pp. 2237–2240. doi: 10.1029/

2000GL012760.

Randel, W. J. and Wu, F.: Cooling of the Arctic and Antarctic polar stratospheres
due to ozone depletion. In: Journal of Climate 12.5, 1999, pp. 1467–1479.

Rastak, N. et al.: Seasonal variation of aerosol water uptake and its impact on the
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row also known as Utqiaġvik, (b) SHEBA, and (c) Eureka. The
solid black line indicates cloud fraction, ice-only (solid blue), liquid-
only (solid red), liquid precipitation including drizzle and rain (solid
orange), mixed-phase cloud fraction (solid light green), and mixed-
phase column fraction (solid dark green). Also included are the oc-
currence fractions of ice in any type of cloud (dashed blue), liquid in
any type of cloud (dashed red), and multiple, distinct layers of liquid
water in any type of cloud (dashed orange). Annual average occur-
rence fractions for each phase type are indicated at the right. Figure
obtained from Shupe et al. 2011. . . . . . . . . . . . . . . . . . . . . . 4

1.2 Diagram of the annual energy budget for the Arctic (70-82◦N). The
solar (SW) and thermal infrared (LW) flux are shown in yellow and
pink, respectively. The orange arrow indicates the heat transport
to the Arctic. The Squiggly and broken upward arrows denote the
sensible heat (SH; Hs) and latent heat (LH; Hl), correspondingly.
All fluxes are expressed in W m−2. The Figure is obtained from
Christensen et al. 2016. . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.3 Series of September Arctic sea ice extent anomaly with high- and
low-ice years shown (top), and the time series of autumn low cloud
cover anomaly showing cloud anomalies during high- and low-ice years
(bottom). Figure obtained from Eastman and Warren 2010 . . . . . . 7

1.4 Cruise track of the PS106 Polarstern expedition is shown on a polar
stereographic map of the Arctic. The red line shows the track for the
first leg (PS106/1, also denoted as PASCAL), the black line indicates
the position for the ice floe camp during PASCAL, and the blue line
shows the cruise track for the second leg (PS106/2, also denoted as
SiPCA). The upper left box zooms in the ice floe camp drift. Green
dots indicate the start of PASCAL and SiPCA legs, and the begin-
ning and end of the ice floe camp. Orange dots depict the location
of several case studies discussed in chapter 7. Figure adapted from
Barrientos-Velasco et al. 2022. . . . . . . . . . . . . . . . . . . . . . . 9

2.1 Geometry of the definition of radiance. . . . . . . . . . . . . . . . . . 12

2.2 Scattering regimes for atmospheric particles, where x = α = 2π · r/λ.
Figure obtained from Petty 2006. . . . . . . . . . . . . . . . . . . . . 16

144



List of Figures

2.3 Single scattering albedo (ω̃) and co-albedo (defined as 1-ω̃) as a func-
tion of wavelength for water and ice particles of several sizes. Panels
(a) and (c) depicts the ω̃ over the visible [0.4 µm < λ < 0.7 µm],
near IR [0.7 µm < λ < 4 µm] and TIR range [4 µ < λ < 50 µm].
Panels (b) and (d) shows the scattering co-albedo for the solar band.
Figure obtained from Petty 2006. . . . . . . . . . . . . . . . . . . . . 20

2.4 Broadband solar albedo of water and ice water clouds as a function of
the liquid (QL)and ice water path (QI) and the mean effective water
droplet radius (ae; here referred as rE,L) and hexagonal ice crystals
size (De; here referred as rE,I) for the solar spectrum [0.2-5 µm].
Figure obtained from Yung 2003 . . . . . . . . . . . . . . . . . . . . . 21

3.1 Characteristics of Pyrnet set up in the Arctic. Panel (a) shows a
photograph of a pyranometer station on the ice floe. Panel (b) shows
the map of the pyranometer stations. Red circles show the location
on 11 June 2017, at 14:50Z, while the red star marks the position of
Polarstern, and the turquoise hexagon marks the approximate posi-
tion of a melt-pond. Note that the latitude and longitude axes have
been inverted for easier comparison with panel (c). Panel (c) edited
photograph of the ice floe showing the approximate location of sev-
eral stations (red circles) and Polarstern (red star). Photographed by
Svenja Kohnemann. Figure adapted from Barrientos-Velasco et al.
2020. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26

3.2 Quality flags for the pyranometer sensors. The pyranometer station
number is shown on the y-axis and the date on the x-axis. Each
square is divided into two triangles: the upper one shows the levelling
flag, and the lower triangle the cleanliness status. Green is used for
well-levelled and clean stations, while yellow denotes partially levelled
stations or the presence of liquid droplets on the domes, while red is
used for not levelled stations or iced domes. Figure from Barrientos-
Velasco et al. 2020. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

3.3 Surface conditions during PS106. Panel (a) shows one hour resolution
time series of snow cover (%) obtained from CERES. Panel (b) shows
time series of surface albedo based on CERES (red line) and ERA5
(blue line). Panel (c) shows time series of near-surface temperature
based on Polarstern observations at 10 m.a.s.l (orange line), based
on radiosondes at 10 m.a.s.l (green line), and skin temperature from
ERA5 (blue line), CERES (red line) and mean values obtained from
Pyrnet (light blue line). The bottom bar indicates an approximation
of the surface conditions during PS106. Dark blue indicates open
ocean, yellow suggests marginal sea ice zone, and mostly sea ice is
shown in teal. Figure modified from Barrientos-Velasco et al. 2022. . 34

3.4 Panel (a) shows the time series of near surface wind speed (ms−1) and
direction obtained from Polarstern observations. Panel (b) shows the
AO index reported by the NOAA. . . . . . . . . . . . . . . . . . . . . 35

145



List of Figures

3.5 Time-height indicator plot of atmospheric profiles obtained from ERA5
along the PS106 cruise track. Panel (a) shows the atmospheric tem-
perature anomaly (δTa), panel (b) shows specific humidity anoma-
lies. In (c) and (d), the mean profiles of atmospheric temperature
and specific humidity, respectively, are shown. The blue and orange
lines correspond to ERA5, radiosondes, and the Sub-Arctic Summer
standard atmosphere [Anderson et al. 1986] is displayed in black. The
grey-shaded area indicates the minimum and maximum while, while
the rose-shaded area shows the interquartile range of ERA5 vertical
profiles. Figure from Barrientos-Velasco et al. 2022. . . . . . . . . . . 36

3.6 Cloud fraction (CF) observed along the PS106 cruise track. Panel
(a) shows the vertically resolved mean CF based on Cloudnet obser-
vations at hourly resolution. Data gaps are indicated in grey. Panel
(b) shows daily mean CF based on Cloudnet plus detection of low-
level stratus clouds (LLS) introduced by Griesche et al. 2020 (red)
and CERES (blue). Source: Barrientos-Velasco et al. 2022. . . . . . . 37

3.7 Daily and overall relative frequency of occurrence (RFO) of various
cloud characteristics. Panel (a) shows the RFO of clear-sky, single-
level clouds, and multilayer clouds. Panel (b) shows the RFO of the
thermodynamic phase of single-layer clouds, differentiating periods of
ice clouds, liquid clouds, mixed-phase clouds of type 1 or 2, precip-
itation (PPT), and clear-sky. Data gaps are marked in grey in all
panels. Panel (c) is the RFO of various quality flags indicating opti-
mum conditions (OC), low-level stratus (LLS), PPT and simultaneous
occurrence of LLS and PPT. Figure obtained from Barrientos-Velasco
et al. 2022. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 38

3.8 Macrophysical properties of clouds during PS106. Panel (a) shows
box plot time series of cloud top. Panel (b) similar to (a), but for
the cloud base. At the end of each panel is shown the box plot for the
entire time series. The limits of the box indicate the 25th and 75th
percentile of the interquartile range, the line inside the box denotes
the median, minimum and maximum values are given by the vertical
line of each box. The outliers are presented as diamonds. . . . . . . . 39

3.9 Cloud microphysics during PS106 based on Cloudnet data. Panel
(a) shows the frequency of occurrence of liquid water path (QL), (b)
shows the distribution of the liquid effective radius (rE,L) based on
Cloudnet (in black) and a modified (rE,L,mod) version where all values
lower than 2.5 µm are changed to 2.5 µm (in red). Panel (c) shows
the frequency of occurrence of the ice water path (QI), and panel (d)
shows the distribution of ice effective radius (rE,I). On the top of
each panel the total number of observations are indicated. . . . . . . 40

4.1 Comparison between the upward solar (SOL-U) flux and the SZA at
the surface (SFC; panel a), and at the top-of-the-atmosphere (TOA;
panel b) of the base simulation (black) and the variation of ±0.08
surface albedo of the base simulation. . . . . . . . . . . . . . . . . . . 46

146



List of Figures

4.2 Comparison of solar (SOL) flux and the solar zenith angle (SZA) for
different values of liquid (QL; dashed line) and ice water path (QI ;
solid line). Panels (a) and (c) show the downward flux at the surface
(SFC), and panels (b) and (d) show the upward flux at the top-of-
the-atmosphere (TOA). . . . . . . . . . . . . . . . . . . . . . . . . . . 53

4.3 Comparison between the solar flux (SOL) and the solar zenith angle
(SZA) for different values of liquid (rE,L; dashed line) and ice effective
radius (rE,I ; solid line). Panel (a) shows the downward flux SOL-D
at the surface (SFC), and panel (b) shows the upward flux (SOL-U)
at the top-of-the-atmosphere TOA. . . . . . . . . . . . . . . . . . . . 55

4.4 Comparison between the solar flux (SOL) and the solar zenith angle
(SZA) for several single-layer mixed-phase clouds with different liquid
fractions. The upper row shows the downward flux at the surface
(SFC) and the lower row shows the upward flux at the top-of-the-
atmosphere (TOA). Panels (a) and (e) show the comparison for a
surface albedo (α) of 0.2, panels (b) and (f) for a α of 0.4, panels (c)
and (g) for a α of 0.65, and (d) and (h) for a α of 0.8. . . . . . . . . 56

4.5 Mean values of the net cloud radiative effect (CRE) for a single-layer
cloud at the surface (SFC) for several surface albedo and the liquid
fraction (LF) values. . . . . . . . . . . . . . . . . . . . . . . . . . . . 57

5.1 (a) Time series of atmospheric global transmittance (ATg) derived
from pyranometer network. In blue is shown the mean and in red
the median. (b) Time series of the inter-station standard deviation
of ATg. Shaded grey area indicate minimum and maximum values in
(a) and (b). Source: Barrientos-Velasco et al. 2020. . . . . . . . . . . 64

5.2 Histograms of atmospheric global transmittance (ATg) for (a) over-
cast, (b) multilayer, (c) broken cloud, (d) thin cloud and (e) cloud-
less sky conditions. Source: Barrientos-Velasco et al. 2020. . . . . . . 64

5.3 Overview of the cloudless case: (a) shows the time series of at-
mospheric global transmittance (ATg), and the green-shaded back-
ground marks the cloudless period (June 10, 2017, 11:10Z - 15:43Z).
(b) Histogram of global transmittance for cloudless conditions. (c)
Photograph from the all-sky camera at 13:51:44Z. (d) Time series
of the inter-station standard deviation (SD) of ATg based on all
functional stations. (e) Map of the stations showing the temporal
SD for individual stations, while the red star marks the position of
Polarstern. Panel (f) shows the wind rose for the selected period.
Source: Barrientos-Velasco et al. 2020. . . . . . . . . . . . . . . . . . 65

5.4 Overview of overcast case: Same as Fig. 5.3, but for 6 June 2017,
00:00Z - 23:59Z. All-sky camera photograph taken at 13:41:54Z. Source:
Barrientos-Velasco et al. 2020. . . . . . . . . . . . . . . . . . . . . . . 66

5.5 Station map showing the average atmospheric global transmittance
for the overcast case (June 6, 2017, 00:00Z - 23:59Z). The red star
marks the position of Polarstern. Source: Barrientos-Velasco et al.
2020. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66

147



List of Figures

5.6 Overview of thin cloud case: the same as Fig. 5.3 but for 9 June 2017,
16:36-18:08Z. (c) Photograph taken at 17:29:28Z. Source: Barrientos-
Velasco et al. 2020. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 67

5.7 Overview of multilayer case: Same as Fig. 5.3, but for June 13,
2017, 00:00Z - 19:15Z. All-sky camera photograph taken at 10:09:35Z.
Source: Barrientos-Velasco et al. 2020. . . . . . . . . . . . . . . . . . 68

5.8 Time series of 1-minute averaged temperature for all stations on June
13, 2017. Source: Barrientos-Velasco et al. 2020. . . . . . . . . . . . . 68

5.9 Overview of broken cloud case: Same as Fig. 5.3, but for June 8,
2017, 08:55Z - 19:00Z. All-sky camera photograph taken at 12:41:14Z.
Source: Barrientos-Velasco et al. 2020. . . . . . . . . . . . . . . . . . 69

5.10 All-sky camera photographs for (a) June 7, and (b) June 8, taken at
different times throughout the day. Source: Barrientos-Velasco et al.
2020. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70

5.11 Wavelet-based power spectral density (WSD) of the station-averaged
ATg (filled circles) and averaged WSD from the individual stations
(empty circles), for 3-hour periods (15:00Z-18:00Z) with broken clouds
(8 June 2017), multilayer (13 June 2017) and overcast (6 June 2017)
conditions. The dashed horizontal line denotes the measurement un-
certainty of the pyranometer. Source: Barrientos-Velasco et al. 2020. 72

5.12 Wavelet-based power spectral density (WSD) of the station-averaged
ATg (filled circles) and average WSD from the individual stations
(empty circles) for 3-hour periods (15:00Z-18:00Z) of broken clouds on
June 7 (circles) and June 8 (squares). Solid lines indicate the linear
regression for the time period selected, and the dashed horizontal
line corresponds to the measurement uncertainty of the pyranometer.
Source: Barrientos-Velasco et al. 2020. . . . . . . . . . . . . . . . . . 73

6.1 Time series of the flux difference of downward surface radiative fluxes
between CERES and T-CARS for pristine (P), clear-sky conditions
(CS), all-sky (AS), and cloudy without aerosols (NA). Panel (a)
shows the difference of the TIR-D CERES (CS-P) and CERES (AS-
NA). Panel (b) shows the same as (a), but the downward SOL
(SOL-D) flux. Panel (c) shows the TIR-D differences between T-
CARS and CERES P, and T-CARS minus CERES CS. Panel (d)
shows the same as (c), but for the SOL-D. The histograms of each
left-hand side panel are shown on the right. The TIR-D and SOL-D
fluxes are shown in red and blue, respectively. Source: Barrientos-
Velasco et al. 2022. . . . . . . . . . . . . . . . . . . . . . . . . . . . . 78

6.2 Histograms of flux difference (FD) of simulations minus observations
for downward TIR (TIR-D) flux (panels a and c) and the down-
ward SOL (SOL-D) flux (panels b and d) for clear-sky (CS) condi-
tions. Panels a and b show T-CARS comparison, where the filled
histograms show the filtered data by excluding the moments where
the observations were compromised. Panes c and d show the com-
parison of CERES for All-sky (green), clear-sky (red) and pristine
simulations (blue) for the same filtered time steps as in T-CARS.
Source: Barrientos-Velasco et al. 2022. . . . . . . . . . . . . . . . . . 80

148



List of Figures

6.3 Time series of TIR-D (a) and SOL-D (b) during PS106. In panel (a)
and (b), observations are shown in solid black lines, CERES all-sky
(AS) products in the solid green line, and clear-sky (CS) in the dashed
green line, clear-sky T-CARS simulation is shown in the dashed blue
line. The distribution of the time series shown in panel (a) and (b) are
shown in panel (c) and (d), respectively. Source: Barrientos-Velasco
et al. 2022. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 81

6.4 Scatter plots comparing the CERES fluxes and ship-based radiative
flux observations (Obs.) for the downward TIR (a) and SOL (b)
fluxes. The black line represents the best linear fit. The resulting fit
equation and the square of the Pearson correlation coefficient (R2)
are shown in each panel. Source: Barrientos-Velasco et al. 2022. . . . 82

7.1 Overview of radiative fluxes for the 3 July 2017 case. Panel (a) shows
the time series of the Cloudnet target classification and the CERES-
based cloud boundaries (dashed black lines). Panel (b) and (c) show
the time series of the SOL fluxes and TIR fluxes, respectively at 10-
minutes resolution. In both panels (b and c), the down-looking ar-
row indicates (↓) the downward fluxes at the surface (SFC), and the
up-looking arrow (↑) shows the upward fluxes at the top of the atmo-
sphere (TOA). Panels (d) and (e) show histograms of the difference
of T-CARS/CERES SOL-D and TIR-D fluxes and observations at
the surface, respectively. Panels (f) and (g) show histograms of the
difference of T-CATS and CERES SOL-U and TIR-U fluxes at the
TOA, respectively. The number of 10-minute data points contribut-
ing to the histogram in panel (d) is 44, while it is 55 for panels (e)-(g).
Pale-rose shading indicates periods when the ship’s superstructures
obstructed the ship-borne flux observations. Light-blue background
indicates the period of clear-sky considered for the analysis. Source:
Barrientos-Velasco et al. 2022. . . . . . . . . . . . . . . . . . . . . . . 85

7.2 Overview of radiative fluxes for the 2 July 2017 case. Panel (a) shows
the time series of the Cloudnet target classification and the CERES-
based cloud boundaries (dashed black lines). Panel (b) and (c) show
the time series of the SOL fluxes and TIR fluxes, respectively at
10-minutes resolution. In both panels (b and c), the down-looking
arrow indicates (↓) the downward fluxes at the surface (SFC), and
the up-looking arrow (↑) shows the upward fluxes at the top of the
atmosphere (TOA). Panels (d) and (e) show histograms of the differ-
ence of T-CARS/CERES SOL-D and TIR-D fluxes and observations
at the surface, respectively. Panels (f) and (g) show histograms of the
difference of T-CATS and CERES SOL-U and TIR-U fluxes at the
TOA, respectively. The number of 10-minute data points contribut-
ing to the histogram in panel (d) is 44, while it is 55 for panels (e)-(g).
Pale-rose shading indicates periods when the ship’s superstructures
obstructed the ship-borne flux observations. Light-blue background
indicates the period of clear-sky considered for the analysis. Source:
Barrientos-Velasco et al. 2022. . . . . . . . . . . . . . . . . . . . . . . 87

149



List of Figures

7.3 Time series of 10-minutes resolution cloud microphysics properties
and CRE between CERES and Cloudnet for 2 July 2017 case. Panel
(a) shows the comparison between CERES and Cloudnet of liquid wa-
ter path (QL; blue) and ice water path (QI ; red). Panel (b) shows the
liquid effective radii (rE,L; blue) and the ice effective radii (rE,I ; red).
Panel (c) shows the cloud radiative effect (CRE) at the surface (SFC;
solid lines) and the top of the atmosphere (TOA; dashed lines) from
T-CARS (brown) and CERES (green). Source: Barrientos-Velasco
et al. 2022. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88

7.4 Same as Figure 7.2, but for 26 June 2017. Pale-orange shaded back-
ground indicate lidar attenuation. Source: Barrientos-Velasco et al.
2022. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

7.5 Same as Figure 7.3, but for 26 June 2017. Pale-orange shaded back-
ground indicate lidar attenuation. Source: Barrientos-Velasco et al.
2022. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 89

8.1 Time series of hourly TIR (a), SOL (b), and NET (c) CRE for
PS106 expedition at the SFC (solid line) and at the TOA (dashed
line). Source: Barrientos-Velasco et al. 2022. . . . . . . . . . . . . . . 92

8.2 Scatter plots comparing the CRESFC with several parameters. Panel
(a) shows the comparison with cloud fraction (CF). Panel (b) shows
the comparison of surface albedo (α). Panels (c) and (d) show
the comparison between the liquid water path (QL) at low surface
albedo (< 0.4) and high surface albedo (> 0.4). All scatter plots are
colour coded with the values of the solar zenith angle (SZA). Source:
Barrientos-Velasco et al. 2022. . . . . . . . . . . . . . . . . . . . . . . 94

8.3 Maps of several time-averaged CERES data sets for the Arctic (70◦ to
90◦N) and the time period of the PS106 expedition. Panel (a) shows
the mean surface albedo, (b) the top of the atmosphere (TOA) albedo,
and (c) the mean cloud fraction (CF). Panels (d), (e), and (f) show
the CRE for the SOL, TIR, and net spectral regions, respectively, at
the surface (SFC), while panels (g), (h), and (i) present the same at
the TOA. An orthographic projection is used, and the PS106 cruise
track is indicated in magenta. Source: Barrientos-Velasco et al. 2022. 95

8.4 Radiation budget for PS106 cruise (a) and the entire Arctic region
for the PS196 period (b). Mean values for the SW (SOL, yellow)
and LW (TIR, red) are shown in W m−2. Values in parentheses show
the radiation budget during cloudless conditions. Source: Barrientos-
Velasco et al. 2022 . . . . . . . . . . . . . . . . . . . . . . . . . . . . 99

A.1 Microphysical properties of single-layer and multilayer cloud condi-
tions during PS106. Panels (a) and (c) show the frequency of occur-
rence of liquid (QL) and ice (QI) water path, respectively. Panels (b)
and (d) show the distribution of the frequency of occurrence of ice
and liquid effective radius. In orange is depicted all single-layer cases,
and in green the multilayer cases. . . . . . . . . . . . . . . . . . . . . 109

A.2 Same as Fig. A.1, but for single-layer liquid (in blue), ice (in grey),
mixed-phase type 1 (in green), type 2 (in orange) cloud conditions. . 110

150



List of Figures

B.1 Mean values of the net cloud radiative effect (CRE) for a single-
layer liquid and ice cloud at the surface (SFC) and at the top of the
atmosphere (TOA) for several values of cloud water path (Q). . . . . 111

B.2 Mean values of the net cloud radiative effect (CRE) for a single-
layer liquid and ice cloud at the surface (SFC) and at the top of the
atmosphere (TOA) for several values of effective radius (rE). . . . . . 112

B.3 Mean values of the net cloud radiative effect (CRE) for single-layer
mixed-phase clouds at the top of the atmosphere (TOA) for several
values of surface albedo. . . . . . . . . . . . . . . . . . . . . . . . . . 112

B.4 Mean values of the net cloud radiative effect (CRE) for a single-
layer liquid and ice cloud at the surface (SFC) and at the top of the
atmosphere (TOA) for several values of cloud base height (CBH). . . 113

B.5 Mean values of the net cloud radiative effect (CRE) for a single-
layer liquid and ice cloud at the surface (SFC) and at the top of the
atmosphere (TOA) for several values of cloud geometrical thickness
(CGT). . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 113

C.1 Time series of AOD for PS106 based on CERES products. In teal is
shown the AOD at 55 µm and in orange a 84 µm. . . . . . . . . . . . 114

D.1 Sky-camera photographs for 2 July 2017 04:00:08Z (a), for 2 July 2017
12:13:33Z (b), 3 July 2017 04:14:09Z (c), and 3 July 2017 12:04:08Z
(d). All times in UTC. . . . . . . . . . . . . . . . . . . . . . . . . . . 115

D.2 Moderate Resolution Imaging Spectroradiometer (MODIS) screen-
shot for 3 July 2017. The red symbol indicates Polarstern’s location.
The orange line indicates MODIS track. . . . . . . . . . . . . . . . . 116

D.3 Same as Fig. D.2, but for 2 July 2017. . . . . . . . . . . . . . . . . . 116
D.4 Same as Fig. D.2, but for 26 June 2017. . . . . . . . . . . . . . . . . 117

151



List of Figures

152



List of Tables

3.1 Main components and specifications of a pyranometer station . . . . . 27

3.2 The table summarizes the instruments, main assumptions, limitations
(Limit.) and references used in Cloudnet to derive the liquid and
ice water content (q), and ice and liquid effective radius (rE). The
abbreviation MWR stands for microwave radiometer, CDD for cloud-
droplet distribution, IPSD for ice-particle size distribtuion, PPT for
precipitation, and Exp for exponential. . . . . . . . . . . . . . . . . . 31

3.3 T-CARS input parameters . . . . . . . . . . . . . . . . . . . . . . . . 43

4.1 Variation of several atmospheric and surface parameters for clear-sky
simulations. The table indicates the mean upward and downward
SOL and TIR flux differences between the perturbed simulations mi-
nus the idealized base atmosphere simulation. All values indicate
surface fluxes in W m−2. . . . . . . . . . . . . . . . . . . . . . . . . . 48

4.2 Variation of several atmospheric parameters. The table indicates the
mean upward SOL, TIR, and net flux differences at the top-of-the-
atmosphere (TOA) of clear-sky perturbed simulations minus the sim-
ulated idealized atmosphere. Values in W m−2. . . . . . . . . . . . . 49

4.3 The table indicates the mean upward SOL, TIR, and net flux dif-
ferences at the top-of-the-atmosphere (TOA) of clear-sky perturbed
simulations minus idealized atmosphere simulation. Values in W m−2. 49

4.4 Description of constant and variable parameters for the sensitivity
analysis of a single-layer cloudy sky. . . . . . . . . . . . . . . . . . . . 51

4.5 Mean TIR and SOL flux results from the sensitivity analysis of water
path (Q) for a single-layer liquid and ice clouds. The downward and
upward mean fluxes are calculated at the surface (SFC) and top-of-
the-atmosphere (TOA), respectively. . . . . . . . . . . . . . . . . . . 52

4.6 Mean TIR and SOL flux values of the sensitivity analysis of effective
radii (rE) for liquid and ice clouds. The downward and upward mean
fluxes are calculated at the surface (SFC) and top-of-the-atmosphere
(TOA), respectively. . . . . . . . . . . . . . . . . . . . . . . . . . . . 54

4.7 Mean TIR and SOL flux values of the sensitivity analysis of cloud
base height (CBH) for liquid and ice clouds. The downward and
upward mean fluxes are calculated at the surface (SFC) and top-of-
the-atmosphere (TOA), respectively. . . . . . . . . . . . . . . . . . . 58

153



List of Tables

4.8 Mean TIR and SOL fluxes of the sensitivity analysis of cloud geomet-
rical thickness (CGT) for liquid and ice clouds. The downward and
upward mean fluxes are calculated at the surface (SFC) and top-of-
the-atmosphere (TOA), respectively. . . . . . . . . . . . . . . . . . . 59

4.9 Ranking of parameters that affect the SOL and TIR fluxes at the
SFC and TOA for clear-sky conditions. The value of 1 is given to the
parameter that affects the most, and 5 to the parameter that affects
the least each flux. In bold are marked the parameters that need the
most attention. Symbol ‘-’ indicates no effect. . . . . . . . . . . . . . 60

4.10 Ranking of parameters that affect the SOL and TIR fluxes at the
SFC and TOA for cloudy conditions. The value of 1 is given to the
parameter that affects the most, and 5 to the parameter that affects
the least each flux. In bold are marked the parameters that need the
most attention. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

5.1 Mean values of: Ambient temperature Ta [K], atmospheric global
transmittance ATg [-] for case studies (C) and all period (P). All
based on the pyranometer network. Source: Barrientos-Velasco et al.
2020. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71

8.1 Cloud radiative effect (CRE) based on CERES for PS106 cruise and
Arctic region. Source: Barrientos-Velasco et al. 2022. . . . . . . . . . 93

8.2 Summary of literature comparison of range CRESFC from different
studies. Values in parenthesis indicate the mean for the entire study.
Source: Barrientos-Velasco et al. 2022. . . . . . . . . . . . . . . . . . 97

8.3 Radiation budget for PS106 for all-sky (AS) and a cloudless-sky (CS)
based on CERES. Values represent mean and standard deviation (in
parentheses) from 28 May to 20 June, 22 June to 16 July 2017.
Source: Barrientos-Velasco et al. 2022. . . . . . . . . . . . . . . . . . 101

154



List of Tables

Acknowledgement

I would like to take the opportunity to thank several people who supported me
over the past years, whose guidance and encouragement made my PhD journey
unforgettable.

I would like to acknowledge and give my deepest thanks to my supervisors, Hartwig
Deneke, Anja Hühnerbein and Andreas Macke, for their constant support and fruit-
ful discussion throughout this thesis. Their guidance and advice carried me through
all the stages of writing my thesis. They also motivated me to investigate my re-
search topic from different angles and overcome unexpected challenges.

I would also like to express my warm appreciation to Patric Seifert and Hannes J.
Griesche for all the work invested in our discussions and the feedback I received
from them over the past years. Their opinions were always of high importance and
part of the foundation of my thesis.

Moreover, I am very thankful to Jonas Witthuhn for his support and good sugges-
tions during different stages of my PhD work. I am also very grateful to Vasileios
Barlakas for all the help I received from him when I arrived in Leipzig and his
friendship.

I would like to thank Fabian Senf, Rico Hengst, Sebastian Bley, Vasileios Tzallas,
Stephan Lenk, and Daniel Merk. Each of them supported me and were part of a
very enjoyable and pleasant working group. I learnt something new from each one
of them.

I would like to thank the TROPOS and (AC)3 communities who allowed me to
experience an enjoyable working environment that fostered new friendships and
scientific connections that were crucial for the development of this thesis.

I would like to express my immense gratitude to my brothers for their constant
support during different stages in my life. I thank my dear mom and dad, who have
sacrificed so much for me that all my accomplished goals will always be dedicated
to them.

Last but not least, I would like to thank my friends and express my innermost
gratitude to Dattaraj P. Mahale, whose unconditional support and caring has always
inspired and pushed me further in any situation. I thank him for always believing
in me and being my core support.

155


	Introduction
	Motivation
	Characteristics of Arctic Clouds
	Effect of Arctic Clouds on the Radiation Budget
	Link Between Arctic Clouds and Surface Conditions
	Objectives of (AC)3 and this Thesis
	Outline

	Theoretical Background
	Radiative Quantities
	Radiative Interactions
	Absorption
	Scattering and Extinction

	Radiative Transfer Equation
	Radiative Transfer in the Arctic
	Surface Reflection and Transmission
	Clear-sky Conditions
	Optical Properties of Clouds

	Radiative Transfer Modelling
	Two-stream Approximation
	Correlated k-distribution
	RRTMG

	Energy Budget and Cloud Radiative Effect

	PS106 Expedition, Instrumentation, Data sets, and Methods
	Instrumentation
	Pyranometer Network
	Ship-borne Instrumentation

	Data sets
	Cloudnet
	CERES data set
	Ancillary data set

	General Conditions During PS106
	Synoptic and Surface Conditions
	Atmospheric Temperature and Humidity Conditions
	Statistical Analysis of Cloud Properties

	Radiative Transfer Simulation Setup

	Sensitivity Analysis of Arctic Fluxes
	Clear-sky Perturbations
	Atmosphere
	Surface

	Clear-sky Radiative Flux Uncertainty
	Cloud Perturbations
	Cloud Water Path
	Cloud Particle Effective Radius
	Liquid Fraction and Surface Albedo
	Cloud Base Height
	Cloud Geometrical Thickness

	Synopsis

	Cloud Induced Spatiotemporal Variability of Solar Radiation
	Data Analysis
	Data Processing
	Sky Classification

	Case Studies
	Clear-sky Case
	Overcast Case
	Thin Cloud Case
	Multilayer Case
	Broken Cloud Case

	Wavelet-based Multiresolution Analysis
	Synopsis and Discussion

	Radiation Closure
	Radiative Flux Comparison Between CERES and T-CARS 
	Radiative Closure for Clear-sky Atmosphere
	Radiative Closure for Cloudy Atmosphere
	Synopsis and Discussion

	Case Studies
	Clear-sky Case
	Single and Multilayer Ice Cloud Case
	Mixed Phase Cloud Case
	Synopsis

	Radiation Budget and Cloud Radiative Effects
	CRE Analysis
	Radiation Budget
	Synopsis

	Summary, Conclusions and Outlook
	Summary and Conclusions
	Outlook

	Appendix
	Cloud Microphysical Properties During PS106
	CRE of Sensitivity Analysis
	CERES Aerosol Products
	Additional Observations
	Literature
	List of Abbreviations
	List of Symbols
	List of Figures
	List of Tables
	Acknowledgements

