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VOORWOORD 

Het onderzoek, dat geleid heeft tot dit proefschrift, vond plaats op 

het Mathematisch Instituut der Universiteit van Amsterdam. 

Ik dank allen, die op enigerlei wijze hebben bijgedragen tot het tot-

standkomen van het proefschrift. In het bijzonder ben ik dank verschuldigd 

aan mijn promotor Prof. Dr. E.M. de Jager voor de wijze waarop hij mijn 

werk heeft begeleid. Zijn belangstelling en enthousiasme waren een voort-

durende stimulans. Verder ben ik Prof. Dr. Ir. W. Eckhaus erkentelijk voor 

zijn bereidheid als coreferent op te treden. 

Mijn dank gaat uit naar het Mathematisch Centrum voor zijn bereidheid 

dit proefschrift uit te geven. In het bijzonder dank ik Linda Brown voor 

het snelle en nauwkeurige typewerk en de heren D. Zwarst, J. Suiker, 

J. Schipper, J. v.d. werf en E. Michel voor de verzorging van het drukwerk. 

Het omslagontwerp en de tekeningen zijn van T. Baanders. 
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SAMENVATTING 

In dit proefschrift behandelen we singulier gestoorde beginwaarde-

problemen en begin-randwaardeproblemen in JR
2 , welke beschreven worden door 

een differentiaalvergelijking van het type 

( 1) f(x,t) 

met£ een kleine positieve parameter (i.e. 0 < £ << 1). De operator L2 is 

een lineaire hyperbolische differentiaaloperator, gedefinieerd door 

(2) 

(met c 1 < c 2). De operator L 1 is een differentiaaloperator van de eerste 

orde en is hetzij lineair 

(3) au au 
a(x,t)at + b(x,tlax + d(x,t)u 

hetzij quasilineair 

(4) au au 
a(x,t,u)at + b(x,t,u)ax + d(x,t,u). 

We nemen aan, dat L1 nergens in zijn definitiegebied tot een nulde orde 

operator degenereert. 

De exacte oplossing van beginwaardeproblemen van bovengenoemd type is in 

het algemeen zeer moeilijk te bepalen. Daarom stellen we ons in de praktijk 

vaak tevreden met een benadering voor de oplossing, welke geldig is voor 

kleine waarden van£. Een dergelijke benadering kan formeel verkregen wor-

den door in de differentiaalvergelijking (1) de limietovergang £ + 0 te 

nemen (d.w.z. £ = 0 te substitueren) en de oplossing w van het aldus ont-

stane, zogenaamde gereduceerde probleem L1[w] = f als eerste benadering te 

nemen voor de oplossing u van (1). Deze formele methode leidt vaak (maar 

niet altijd) tot een goede benadering voor u en de cruciale vraag rijst 

dan ook: wanneer is w wel een goede benadering voor u en wanneer niet? 



Op deze vraag wordt in dit proefschrift nader ingegaan. We zullen onder 

meer voorwaarden aangeven, waaronder de formeel bepaalde functie ween 

correcte benadering levert voor de oplossing u van (1). 

We onderzoeken lineaire beginwaardeproblemen in het halfvlak t? O met 

(v) 

een differentiaalvergelijking van het type (1), (2), (3). Met behulp van 

de methode van de energie-integralen worden puntsgewijze a priori schat-

tingen afgeleid voor de oplossing u en haar eerste afgeleiden. Vervolgens 

construeren we een formele benadering voor u en gebruiken we de a priori 

schattingen om aan te tonen, dat deze formele benadering voor kleine waar-

den van E een correcte benadering vormt voor u. 

We onderzoeken ook quasilineaire beginwaardeproblemen in het halfvlak t? 0 

met een differentiaalvergelijking van het type (1), (2), (4). We construe-

ren een formele benadering en formuleren een afschattingsstelling waaruit 

het bestaan volgt van een oplossing u, welke voor kleine waarden van E 

weinig verschilt van de formele benadering. Het bewijs van de afschattings-

stelling berust op een "fixed point" stelling voor contracties in een 

Banachruimte. 

Verder bestuderen we lineaire begin-randwaardeproblemen in de strip 

0 x t, t? 0 met een differentiaalvergelijking van het type (1), (2), 

(3). Ook hier leidt de methode van de energie-integralen tot puntsgewijze 

a priori schattingen voor de oplossing u. We geven een benadering voor u, 

welke geldig is voor kleine waarden van E. Analoge resultaten worden af-

geleid voor lineaire karakteristieke randwaardeproblemen, waarbij de rand 

van het definitiegebied gedeeltelijk samenvalt met een karakteristiek ,van 

de operator L2 . 

Voor alle lineaire problemen tonen we onder meer aan, dat de oplossing u 

van het singuliere storingsprobleem onder bepaalde, hierna te specificeren 

voorwaarden puntsgewijs convergeert naar de oplossing w van het gereduceer-

de probleem L1[w] = f als E naar nul nadert, en wel uniform in elk begrensd, 

gesloten deelgebied van het open definitiegebied van het probleem. Voor 

quasilineaire beginwaardeproblemen vinden we een analoog resultaat, mits 

we ons beperken tot deelgebieden waar w regulier is. 

b Alle resultaten worden verkregen onder de voorwaarden a> 0 en c 1 <; < c 2 . 

De tweede conditie houdt in, dat de subkarakteristieken van de operator L1 
"timelike" zijn m.b.t. de door de operator L2 gedefinieerde karakteristie-

ke richtingen. 
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ABSTRACT 

This thesis is devoted to singularly perturbed initial value problems 

and initial-boundary value problems in m2 which are governed by a differ-

ential equation of the type 

( 1) f(x,t) 

where 8 is a small positive parameter (i.e. 0 < 8 << 1), the operator L2 is 

a linear hyperbolic differential operator given by 

(2) 

(with c 1 < c 2 ) and the operator L 1 is a nonvanishing first order differen-

tial operator which is either linear 

(3) au au 
a(x,t)at + b(x,t)ax + d(x,t)u 

or quasilinear 

(4) au au 
a(x,t,u)at + b(x,t,u)ax + d(x,t,u). 

We consider linear initial value problems in the half-planet~ 0 which are 

governed by (1), (2), (3). Employing an energy integral method we establish 

pointwise a priori estimates for the solution u and its first derivatives. 

Moreover, we construct a formal approximation for u and prove its correct-

ness for small values of 8 by applying the a priori estimates. 

We consider also quasilinear initial value problems in the half-planet~ 0 

which are governed by (1), (2), (4). We construct a formal approximation 

and formulate an estimation theorem from which the existence of a solution 

u near the formal approximation follows, provided that 8 is sufficiently 

small. The proof of the estimation theorem is based on a contraction mapping 

principle for operators in a Banach space. 

Furthermore we investigate linear initial-boundary value problems in the 

strip O $ x $ l, t 0 which are governed by (1), (2), (3). Pointwise a 
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priori estimates for the solution u are established by means of an energy 

integral method and an approximation for u is given which is valid for 

small values of£. Similar results are obtained for linear characteristic 

boundary value problems with a boundary which partly coincides with a 

characteristic of the operator L2 . 

For all linear problems it is shown that the solution u of the singular 

perturbation problem converges pointwise to a function was£ tends to zero, 

uniformly in any compact subset of the open region of definition of the 

problem. This function w is the solution of the reduced equation L1[w] f 

which follows from (1) by putting£= 0. For quasilinear initial value prob-

lems we obtain a similar result, provided that we restrict ourselves to 

subsets where the function w is regular. 

All results are obtained under the assumptions 

a > 0 and 

the second condition stating that the subcharacteristics of the operator 

L 1 are timelike with respect to the characteristic directions connected 

with the operator L2 . 
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INTRODUCTION 

This work deals with initial value problems and initial-boundary value 
. 2 

problems in IR which are governed by a differential equation of the type 

(1) f(x,t) 

where Eis a small positive parameter (i.e. 0 < E << 1), the operator L2 is 

a linear hyperbolic differential operator of the second order given by 

(2) 

(with c
1 

< c
2

) and the operator L1 is a nonvanishing first order differen-

tial operator which is either linear 

(3) dU dU a(x,t)3t + b(x,t) 3x + d(x,t)u 

or quasilinear 

(4) clu clu a(x,t,u)3t + b(x,t,u) 3x + d(x,t,u). 

The equation (1) describes the propagation of waves and occurs in many prob-

lems in mathematical physics. One class of physical problems which lead to 

the equation (1) concerns certain phenomena which are governed in first 

approximation by a quasilinear conservation law of the type 

If higher order effects are taken into account there results a nonlinear 

mathematical model which yields after linearization an equation of the type 

(1). Phenomena which can thus be described are for instance traffic flow, 

the flow of water in long rivers and glacier flow. Also certain chemical 

exchange processes and the process of sedimentation in rivers are governed 

by a conservation law of the above mentioned type. For details we refer to 

WHITHAM [56, chapter 3] where also an extensive bibliography can be found. 

Other physical problems which lead to the equation (1) are so-called 
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overdamped vibration problems. Problems of this kind are governed by an 

equation of the type 

(5) 

whereµ is some large positive constant (i.e.µ>> 1) and L
2 

and L
1 

are 

given by (2) and (3). Puttingµ= E-l in (5) we obtain the equation (1). 

Physically the large constantµ corresponds to a strong suppression of the 

vibration which may be caused for instance by a heavy damping (mechanical 

problems) or by a highly absorbing surrounding medium (radiation problems). 

An example of an overdamped vibration is given by the propagation of elec-

trical signals along a conducting wire of large resistance. In this case the 

mathematical description leads to the well-known telegraph equation with a 
-1 

small factor E = µ in front of the wave operator (see SMITH & PALMER [46]). 

Other overdamped vibration problems are for instance the motion of a vib-

rating string imbedded in a highly viscous medium and the propagation of 

radiation through a highly absorbing medium. 

Since problems which are governed by an equation of the type (1) be-

long to the class of so-called singular perturbation problems we shall give 

a brief description of the concept of singular perturbation problem. This 

description will be followed by a discussion of some techniques which are 

characteristic of singular perturbation theory. 

Let Q be some domain in IRn with boundary 3D and let~= (x
1

,x2 , ... ,x) de-
n,, 

note a point in IRn. We consider the boundary value problem 

-+ 
X € Q 

(6) 
-+ 

g, (x) 
l 

along 3D (i 1,2, ... ,k) 

where f and gi (i = 1,2, ... ,k) are given functions and the Bi[u] 

(i = 1,2, ... ,k) are expressions involving u and its derivatives; the con-

stant k is a positive integer depending on the type of boundary value 

problem. L2 and L1 are differential operators of arbitrary type (either 

ordinary differential operators or partial differential operators of ellip-

tic, parabolic or hyperbolic type) and of arbitrary order; these operators 
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may be linear or nonlinear. The constant Eis a small positive parameter 

which appears only as a factor in front of the operator L2 . 

One can think of the left-hand side of the differential equation (6) as con-

sisting of a term L1[u] together with a small perturbation sL2[u]. For this 

reason problems of the type (6) are called perturbation problems; the term 

L
1
[u] is referred to as the unperturbed E-independent part of the operator 

L(E) and the term EL2[u] is called the perturbation. 

One distinguishes between regular perturbation problems and singular pertur-

bation problems. A class of singular perturbation problems is characterized 

by the fact that the order of L2 is larger than the order of L 1 ; in case 

the order of L2 is lower than or equal to that of L 1 we speak of regular 

perturbation problems (for an analysis of the concepts regular perturbation 

versus singular perturbation we refer to ECKHAUS [10]). From now on we shall 

assume that (6) is a singular perturbation problem in which the order of 

L2 is larger than that of L 1 • 

A solution u of problem (6) is in general difficult to obtain explicitly. 

In practice, however, it often occurs that one is content with an approxi-

mation u of u which is valid for small values of E. In that case the prob-

lem reduces to the determination of a function u which satisfies 

(7) lim II u - ;'.11-
E+o Q 

o. 

Here II • II - denotes some norm which has been given in advance. We may take 
Q 

for instance the sup-norm 

llu - ;'.11- S:::P lu - ;'.1 
Q 

Q 

or the L2-norm 

llu ;:;'.11- [ f 
~ 2 -->- l 

Q 
lu - ul dx] 2 

Q 

where Q denotes the closure of Q; also norms involving derivatives are pos-

sible. The construction of the approximation u is usually carried out in 

two steps. First one constructs a so-called formal approximation u which 

satisfies the differential equation and the boundary conditions (6) up to 
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some order of£. In a second step one proves the correctness of the formal 

approximation by showing that (7) holds. 

We shall now discuss both steps in some more detail, where it will be assum-

ed for .simplicity that the operators L1 and L2 , as well as the expressions 

Bi (i = 1,2, ... ,k), are linear. However, much of what will be said applies 

also to nonlinear problems. 

One always starts the construction of the formal approximation by solv-

ing the reduced equation 

f(x), X E Q 

which follows from the equation (6) by putting£= 0. The solution w0 is 

chosen such that it satisfies as many of the boundary conditions (6) as 

possible (the reduced equation together with the selected boundary condi-

tions is also referred to as the reduced problem). If w
0 

is sufficiently 

smooth it satisfies the differential equation (6) up to order£, namely 

f(x) + 0(£), £ ,j, 0 

uniformly valid in subsets of Q. However, since the order of L2 is larger 

than that of L 1 the function w0 generally does not satisfy all boundary con-

ditions (6), so w0 is not a formal approximation of u. 

In order to cope with the remaining boundary conditions (6) a so-called 

boundary layer function v 0 is added to w0 which, for£ approaching zero, 

tends asymptotically to zero everywhere in Q with the exception of a small 

neighborhood of the boundary 3Q where it contributes to w
0 

in such a way 

that the remaining boundary conditions are fulfilled; the appearance of 

boundary layers is characteristic of singular perturbation problems. Usually 

a boundary layer function can be constructed by stretching the coordinate, 

say xn, which measures the distance of a point x to the boundary (if neces-

sary, one introduces local coordinates in a neighborhood of the boundary). 

The following type of boundary layer function occurs frequently in singular 

perturbation problems: 

X 0 
n 
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where pis some positive constant. 

Once a boundary layer function v
0 

has been determined a formal approxima-

tion u of u (up to order E:) can be written down, namely 

u 

Formal approximations of higher order can be obtained by taking more terms 

into account. For instance, the function 

(8) u 
n k n k l E: wk+ l E: vk 

k=0 k=0 

with an appropriate choice for the functions wk (k = 0,1, ... ,n) and the 

boundary layer functions vk (k = 0,1, ... ,n) may give a formal approximation 
n+l 

of u up to order E 

As an illustration we shall now construct a formal approximation for the 

solution of a simple initial value problem in one independent variable, 

namely 

f''' [u] a 

d
2

u du f (t), 0 < t < 00 E:--+ -+ u 
dt2 dt 

(9) 

u(0;E:) cl, ut(0;E:) c2 

with f some C
00
-function. This problem can of course easily be solved expli-

citly, but we give this example in this introduction merely to illustrate 

the construction of a formal approximation. Stretching the coordinate t by 

introducing 

T = t 
E: 

we can write the differential operator (9) as 

+ u. 

Let u be defined by (8) where the functions wk depend on t and the boundary 

layer functions vk depend on T. Then we obtain 
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n n 
L(£)[ l £kwk] + L(£)[ l £kvk] 

k=O k=O 

2 
dw0 -l d v 0 dv0 = -- + WO + £ (-- + --) 
dt dt2 dt 

(10) 
k dwk 

2 n d wk-1 
+ L £ ( dt + wk +---) 

k=l dt2 

2 
dvk n k-1 d vk 

+ L £ (--+ --+ vk-1) 
k=l d,2 dt 

and also 

n k -1 {~(O;e) 'w0~0l + L £ {wk(O) + £ vk-1 (O)} + £nV (0) 
k=l n 

( 11) 
dw -1 dvk 

;;' (O; £) = l £k{~(O) + £ dT(O)}. 
t k=O dt 

The functions wk (k = 0,1, ••. ,n) and vk (k = 0,1, ••. ,n) can now be obtained 

by solving the following set of initial value problems 

f (t)' 0 < t < 00 

(12) 

dv dw0 ( 13) _oco, dc2 - -(O)} dt dt 

lim v 0 (t) 0 
t-+<x> 

and fork 1,2, ... ,n 



(14) 

(15) 

2 
d vk 
--2- + dT 

dT 

dv 
~(O) 

dT 

2 
d wk-1 

- --2-, 
dt 

0 < t < 00 

It is easily verified that the functions vk are of the type 

(xv) 

with Pk(t) some polynomial int; these functions are typical boundary layer 

functions. Moreover it follows from (10), (11), (12), (13), (14) and (15) 

that 

n+l f (t) + 0 (e: ) , 

u(0;e:) = c
1 

+ O(e:n+l) 

ut(0;e:) = c2 

0 < t < 00 

sou is a formal approximation (up to order e:n+l) for the solution u of (9). 

For an exposition of formal constructive methods we refer to COLE [6] 

and NAYFEH [32]. FRIEDRICHS [14] has written a survey article on the occur-

rence of boundary layers in various branches of mathematical physics. A gen-

eralization of the concept of formal approximation can be found in ECKHAUS 

[11]. 

n+l After a formal approximation up to some order of e:, say E , has been 

constructed its correctness (that is, the validity of (7)) remains to be 
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shown. This can be done by introducing the so-called remainder term z defin-

ed by 

(16) z = u - u 

and proving that 

(17) 0. 

n+1 Since u is a formal approximation of u up to order E it follows that z 

satisfies a boundary value problem of the type 

{"''' [s] 
L(E)[u] - L(E)[;] = 0(En+1), + 

X E $1 

(18) 

B. [z] 0(En+1) along ,H1 (i 1,2, ... ,k) 
1. 

so in order to prove (17) it suffices to derive an a priori estimate for the 

solution z of (18) which estimates llzlli'i in terms of the right-hand side 

function and the boundary functions. Once an a priori estimate has been 

established, say for instance 

llzll?i E t 0 

we obtain from (8) and (16) 

(19) 
n k 

llu- l E(wk+v)ll-
k=O k n 

E -j, 0 

from which the correctness of the formal approximation follows. The series 

in the left-hand side of (19) is called an asymptotic expansion of u into 

powers of £. 

REMARK. Not every formal approximation is a correct approximation. Examples 

of formal approximations which are not approximations can be found for in-

stance in ECKHAUS [11] and will also be given in this thesis. 

A priori estimates for the solution z of (18) can be obtained by var-

ious methods, depending on the nature of the operators L 1 and L2 . For prob-

lems with a singular perturbation of elliptic type (that is, for problems 
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with an elliptic operator L2 ) a priori estimates have been established 

amongst others by BESJES [2], ECKHAUS & DE JAGER [12], VAN HARTEN [23], HUET 

[24*], LIONS [28] and VISIK & LYUSTERNIK [49], whereas a priori estimates 

for problems with a singular perturbation of parabolic type can be found for 

instance in BESJES [2] and LIONS [28]. In this thesis we shall be concerned 

primarily with singular perturbation problems in m 2 which are governed by 

an equation of the type (1) in which the operator L2 is a linear hyperbolic 

differential operator of the second order. A priori estimates for solutions 

of these kind of problems can be obtained by applying the so-called energy 

integral method. This method can briefly be described as follows: 

consider the initial-boundary value problem 

(20) 
{

Lu 2[u] + L1 [u] = f (x,t) in Q c m2 

or u and its first normal derivative prescribed along 35"1 

where the operators L2 and L1 are given by (2) and (3) (in order to fix the 

idea one may think of L2 as the wave operator and take for Q the strip 

0 < x < 1, 0 < t < 00 ; in that case u should be prescribed along x = 0, 

t 0 and x = 1, t 0, whereas u and ut should be prescribed along t 0, 

0 $ x $ 1). Note that (20) is not a singular perturbation problem. We multi-

ply the differential equation by a linear combination of u(x,t) and its 

first derivatives and integrate the resulting formula over a suitably chosen 

region Sc Q, which usually contains a part of the boundary 35"1. This yields 

J J (cwt+ Sux + yu) (Liu]+ L1 [u])dxdt 

s 
J J (cmt + Sux + yu) f dxdt. 

s 

Selecting the coefficients a= a(x,t), S = S(x,t) and y = y(x,t) in an appro-

priate way, applying GREEN's theorem in the plane to the left-hand side 

integral and taking into account the prescribed initial and boundary condi-

tions we obtain certain integrals of positive definite quadratic forms in 

u, ux and ut, usually referred to as energy integrals. A careful manipula-

tion of these energy integrals leads then to an a priori estimate for the 

solution u of (20). 

The energy integral method has been known for a long time as a powerful tool 
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for obtaining a priori estimates and uniqueness proofs for solutions of 

initial value problems, not only in IR2 but also in IRn (see for instance 

HADAMARD [22], RUBINOWICZ [42], WEBER [53], ZAREMBA [57] and the review in 

the article by FRIEDRICHS [13]). In its simplest form, with the choice 

(21) a - 1, f3 - y - 0 

the method has been applied to CAUCHY's problem for linear hyperbolic equa-

tions of the second order (see FRIEDRICHS & LEWY [15]); a less trivial 

choice of a, f3 and y is required for a proof of the uniqueness of the solu-

tion of TRICOMI's problem (cf. PROTTER [40]) or FRANKL's problem (cf. 

MORAWETZ [31]). Although the energy integral method is usually applied to 

hyperbolic equations it has also been used for elliptic equations (see 

GARABEDIAN [16, p.426]). 

If the energy integral method descriLed above is applied to singularly per-

turbed initial value problems which are governed by an equation of the type 

(1), (2), (3) a slight complication is formed by the presence of the small 

factor E in front of the hyperbolic operator L2 since it turns out that due 

to this factor the choice (21) for a, f3 and y does no longer lead to useful 

estimates (see DE JAGER [26]). In case the coefficient d(x,t) in (3) is 

identically equal to zero this difficulty can be overcome by choosing a and 

f3 such that 

(22) a(x,t) - a(x,t), f3(x,t) - b(x,t) 

(where a(x,t) and b(x,t) are the coefficients occurring in L1 ). 

With this choice it is possible to derive by means of the energy integral 

method a priori estimates for solutions of initial value problems with a 

singular perturbation of hyperbolic type, provided that the coefficients a, 

b, c 1 and c 2 in L1 and L2 satisfy a so-called "timelike" condition (see 

DE JAGER [26]). 

A generalized version of the energy integral method described above has been 

applied by DZAVADOV [7] to singularly perturbed initial value problems in 

IRn. In that case the differential equation is multiplied by L 1[u] and inte-

grated over a suitably chosen region. For a problem in m2 multiplication 

by L1[u] comes down to the choice (22), provided that d(x,t) = 0. 
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An application of the energy integral method to singularly perturbed initial-

boundary value problems in IRn with a quasilinear first order operator L
1 

of the type 

dU dU p 
a(x,t)ai: + l bk(x,t)clxk + c(x,t) lulu, 

k=l 

can be found in GENET & MADAUNE [17]. 

p > 0 

A different form of the energy integral method, based on a multiplication 

of the equation by a second derivative of u, has been used by BLONDEL [3]. 

There exists a large amount of literature on singular perturbation 

problems. Singular perturbations of elliptic type have been studied for in-

stance by BESJES [2], ECKHAUS [9], ECKHAUS & DE JAGER [12], GRASMAN [20], 

DE GROEN [21], VAN HARTEN [23], HUET [24*], DE JAGER [25], LIONS [28], 

O'MALLEY [37] and VISIK & LYUSTERNIK [49]; for singular perturbations of 

parabolic type we refer to BESJES [2] and LIONS [28]. Extensive bibliograph-

ies can be found in LIONS [28], NAYFEH [32] and O'MALLEY [37], [38]. Con-

sidering this large amount of literature the number of articles that deal 

with singular perturbations of hyperbolic type is relatively small. BLONDEL 

[3], [4], DZAVADOV [7], DE JAGER [26], SMITH [44], SMITH & PALMER [46] and 

WEINSTEIN & SMITH [55] have studied singularly perturbed initial value prob-

lems for linear hyperbolic differential equations, whereas singularly per-

turbed initial-boundary value problems have been investigated by DZAVADOV 

[8], GENET & PUPION [18] and WEINSTEIN & SMITH [55] (linear problems) and 

by GENET & MADAUNE [17] and MADAUNE [30] (nonlinear problems). Singula,;r: 

perturbations of hyperbolic type are also discussed in the books by COLE 

[6], LIONS [28], ROSEAU [41] and WHITHAM [56]. 

We shall end this introduction with a survey of the contents of this thesis. 

The first two chapters of the thesis are devoted to singularly perturb-

ed initial value problems for ordinary differential equations of the second 

order, because problems of this kind can be considered as special cases of 

similar problems for hyperbolic equations and in our opinion the methods 

that will be used later on in the analysis of singularly perturbed initial 

value problems for hyperbolic differential equations can,best be understood 

by applying these methods first to relatively simple problems for ordinary 

differential equations. 
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In chapter I we deal with linear problems of the type 

(23) 
{ 

d
2

u du E--2 + a(t)-d + b(t)u = f(t), 
dt t 

u(O;E) cl, ut(O;E) c2 

0 < t < 00 

where the coefficient a(t) is strictly positive. 

Applying the energy integral ~ethod we establish pointwise a priori esti-

mates for the solution of the initial value problem and its first deriva-

tive, which are uniformly valid in any bounded segment Ost s T for E suf-

ficiently small. Next we construct a formal approximation for the solution 

and use the a priori estimates to prove its correctness. It is shown that 

the difference between the solution and the formal approximation and also 

the difference between their first derivatives tend pointwise to zero as E 

approaches zero, uniformly in any bounded segment Ost s T. We investigate 

also problems of the type (23) with a strictly negative coefficient a(t). 

It is shown that in this case the solution tends pointwise to infinity as 

E approaches zero. 

In chapter II we deal with nonlinear problems of the type 

{

Ed
2

~ + a(t,u)ddu + b(t,u) = O, 
dt t 

u(O;E) cl, ut(O;E) c2 

0 < t < 00 

where the coefficient a(t,u) is strictly positive. 

We construct a formal approximation and formulate an estimation theorem 

from which the existence of a solution near the formal approximation fol-

lows; the difference between this solution and the formal approximation 

and also the difference between their first derivatives are shown to con-

verge pointwise to zero for E tending to zero, uniformly in any bounded 

segment Ost s T where the solution w0 of the reduced problem is regular. 

The estimation theorem is a modified version of a similar theorem by 

VAN HARTEN [23] and its proof is based on a contraction mapping principle 

for operators in a Banach space. 

In the two chapters that follow we extend the results of the chapters I 

and II to singularly perturbed initial value problems for hyperbolic dif-

ferential equations. In chapter III we discuss linear problems of the type 
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f(x,t), -oo < X < oo, 0 < t < oo 

u(x,0;£) = g(x), -oo < X < oo 

-co< X < oo 

where the operators L
2 

and Ll are given by (2) and (3). The coefficient 

a(x,t) is assumed to be strictly positive. An energy integral method is 

employed which yields pointwise a priori estimates for the solution of the 

initial value problem and its first derivatives, provided that the coeffi-

cients satisfy the so-called "timelike" condition 

for - 00 < x < 00 , 0 st< 

These a priori estimates are, for£ sufficiently small, uniformly valid in 

any compact subset of - 00 < x < 00 , 0 st< 00 • The energy integral method 

that is employed is an extension of a similar method developed by DE JAGER 

[26] and is basically different from the methods used by other authors (cf. 

[3], [4], [7], [44], [46] and [55]). Next we construct a formal approxima-

tion for the solution and use the a priori estimates to show that the dif-

ference between the solution and the formal approximation and also the dif-

ference between their first derivatives tend pointwise to zero as£ ap-

proaches zero, uniformly in any compact subset of - 00 < x < 00 , 0 st< 00 

In chapter IV we investigate nonlinear problems of the type 

o, -oo < X < oo, 0 < t < oo 

u(x,0;£) f(x), -oo < X < oo 

-co < X < co 

where the operator L1 is given by (4) and the functions c(x,t) and a(x,t,u) 

are strictly positive. It is shown that a formal approximation can be con-

structed if the solution w0 of the quasilinear reduced problem is sufficient-

ly smooth. The existence of a solution of the full equation near this for-

mal approximation is established by applying the estimation theorem of chap-

ter II; the difference between this solution and the formal approximation 

and also the difference between their first derivatives are shown to con-

verge pointwise to zero for£ tending to zero, uniformly in compact subsets 



(xxii) 

of ~00 < x < 00 , 0 st< 00 where w
0 

is regular. As in chapter III the results 

are obtained under the condition that the coefficients satisfy a "timelike" 

condition. Here this condition reads 

-c(x,t) < b(x,t,u) < c(x,t) 
a(x,t,u) for - 00 < x,u < 00 , 0 st< 

Generally, however, the solution w0 of the quasilinear reduced problem does 

not exist in the classical sense for all t 0. Hence we are led to the 

concept of "generalized solution of the reduced problem". A discussion of 

generalized solutions and their relevance to singular perturbations of hyper-

bolic type is presented. 

The last two chapters of this thesis are devoted to singularly per-

turbed initial-boundary value problems for hyperbolic differential equations. 

In chapter V we consider the following problem in a strip: 

2 
{au 

E --
3t2 

u(x,O; E) 

ut(x,O;E) 

u(O,t; E) 

u(l,t;E) 

= g(x), 

= h(x), 

k 1 (t), 

k
2
(t), 

f(x,t), 0 < X < l, 0 < t < 00 

0 s x s l 

0 s X s l 

0 s t < 

0 s t < 00 

where the operator L1 is given by (3), the coefficients c(x,t) and a(x,t) 

are strictly positive and the boundary functions satisfy 

g(O) 

Applying a modified version of the energy integral method developed in chap-

ter III we derive pointwise a priori estimates for the solution of this 

problem. We give also pointwise estimates for the first derivatives of the 

solution. The estimates are, for E sufficiently small, uniformly valid in 

any compact subset of Os x s l, 0 st< 00 • 

Under the additional condition b(x,t) > 0 we construct a formal approxima-

tion for the solution. The correctness of the approximation is established 

by applying the a priori estimates; we show that the difference between the 
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solution and the formal approximation tends pointwise to zero as£ approach-

es zero, uniformly in any compact subset of Os x s l, 0 st< 00 • Here, too, 

the results are obtained under the restriction that the coefficients satisfy 

the "timelike" condition. 

b(x,t) 
-c(x,t) < a(x,t) < c(x,t) for Os x s l, 0 st< oo 

In chapter VI we investigate boundary value problems of the type 

a2u clu clu 
£clxcly + a(x,y)clx + b(x,y)cly + c(x,y)u f(x,y), (x,y) E D 

u(x,O;s) = g(x), 0 s x < 00 

u(¢{y),y;£) = h(y), 0 s y < 

where the region Dis given by 

D {(x,y) J ¢(y) < x < 00 , O < y < oo} 

with ¢(y) some non-decreasing function defined for Os y < 00 and satisfying 

¢(0) = 0. The coefficients a(x,y) and b(x,y) are strictly positive and the 

boundary functions satisfy 

g(O) h(O). 

Note that in this problem the part of the boundary given by y = O, 0 s x < 

coincides with a characteristic of the second order differential operator 

a2 
clxcly 

Problems of this kind are sometimes referred to as Goursat problems. Apply-

ing a modified version of the energy integral method developed in chapter 

III we establish pointwise a priori estimates for the solution of this bound-

ary value problem which are uniformly valid in any compact subset of D for 

£ sufficiently small. Next we construct a formal approximation for the so-

lution and use the a priori estimates to show that the difference between 

the solution and the formal approximation converges pointwise to zero for 

£ tending to zero, uniformly in any compact subset of D. 



(xxiv) 

NOTATIONS 

Numbers 

2Z: integers. 

JN: positive integers. 

JR: real numbers. 

JRn := { (xl ,x2, ..• ,xn) I xk E JR; k 

JR+, positive real numbers. 

JR+: nonnegative real numbers. 

~= complex numbers. 

ReA: real part of A E ~-

ImA: imaginary part of A E ~-

argA: argument of A E ~,A~ 0. 

1,2, ... ,n} with n E JN, n 2 2. 

a•b: dot or scalar product of vectors a and b. 

axb: cross or vector product of vectors a and b. 
2 D: closure of the open set D c JR. 

3D: boundary D\D of the open set D c JR2 . 

Functions 

u(t): real-valued function of the variable t E JR. 

u(t;E): real-valued function of the variable t E JR, depending on the 

parameter E E JR. 

u' 

u" 

du_ first derivative of u(t) or u(t;E). dt· 

d 2u --2 : second derivative of u(t) or u(t;E). 
dt 

u(x,t): real-valued function of the variables x,t E JR. 

u(x,t;E): real-valued function of the variables x,t E JR, depending OJi 

dU 
the parameter E E JR. 

dU "°ax' first derivatives of u(x,t) or u(x,t;E). 

a2u - 2-: second derivatives of u(x,t) or u(x,t;E). 
dX 
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Order symbols 

If n E lN and u(x,t;E) is a function defined in Q c m2 then 

u(x,t;E_) = O(En), E + 0 uniformly in Q iff there exist positive constants 

C and EO such that lu(x,t;E) I 5 CEn for (x,t) E Q and O < E 5 E0 . 

Function spaces 

0 C [0,T]: space of real-valued, continuous functions defined in [O,T] c lR. 
k C [O ,T], k E JN: space of real-valued, k times continuously differen-

tiable functions defined in [O,T] c lR. 

C
00

[0,T] := kDo Ck[O,T]. 

c 0 (Q), ck(Q) and C
00

(Q) denote similar spaces of real-valued functions 

defined in Q c lR2 • 

Norms 

For functions of the variable t defined in O 5 t 5 T: 

sup lul, 
[O,T] 

II ull [O ,T] 

T I 

[ r 2 ii 
6 

u dt J , 

sup lul 
[O ,T] 

II ull [ J 1, 0,T 

l 
+ E2 sup lutl 

[0,T] 

T 

J luldt 

For functions of the variables x and t defined in a compact subset Q c lR.
2

: 

lultl 
1 3 

lul 0 sup lul, sup lul + E4 sup lu I + E,; sup lutl 
Q Q Q X Q 

I 

llullQ [ If 2 l2 u dxdtj 
Q 

Generic constants 

Sometimes C and E0 denote generic constants of which the value may be 

different on each appearance. 





CHAPTER I 

INITIAL VALUE PROBLEMS FOR LINEAR 

ORDINARY DIFFERENTIAL EQUATIONS 

In this chapter we shall discuss the initial value problem (singular 

perturbation problem) 

ru du b(t;E:)u f(t;E:), 0 < t < 00 E:-- + a(t·E:)- + 2 ' dt 
(1) dt 

u(O;c) cl (cl, ut(O;c) c2 (cl 

where E: is a small positive parameter, i.e. 0 < E: << 1. 

The functions a, band f depend on the variable t and on the parameter E:. 

The initial data c 1 (E:) and c2 (c) are constants depending on E:. 

It will be assumed that the coefficient a(t;E:) is either strictly positive 

for O t T 

or strictly negative 

for O t T 

valid for each constant T > 0 provided that E: is sufficiently small, say 

0 < E: c 0 with c0 depending on T. Here a 0 is some positive constant 

depending on T and c 0 but independent of E:. 

There exists a large amount of literature on singularly perturbed initial 

value problems for ordinary differential equations. Most authors investi-

gate these problems by writing them as a system of first order equations, 

see for instance HOPPENSTEADT [24], O'MALLEY [38, chapter 4], PONZO & WAX 

[39], VASIL'EVA [47], VASIL'EVA & VOLOSOV [48] and WASOW [52, chapter 10]. 

The problems considered by these authors are generally nonlinear. 
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Singularly perturbed initial value problems in the form of a single differ-

ential equation of higher order are less frequently encountered in litera-

ture. We mention here the work of GRADSTEIN [19], O'MALLEY [37], SMITH [45], 

VOLOSOV [50], [51] and WEINSTEIN & SMITH [54]. 

In spite of this wide variety of literature we have thought it appropriate 

to devote the first two chapters of this thesis to singularly perturbed 

initial value problems for linear and nonlinear ordinary differential equa-

tions of order two. Our considerations are that initial value problems for 

hyperbolic differential equations (which form the main subject of our in-

vestigations) can be solved essentially in the same way as initial value 

problems for ordinary differential equations, so the methods that will be 

used in.the analysis of linear and nonlinear hyperbolic equations (chapters 

III and IV) can best be understood by applying them first to relatively 

simple problems which are governed by linear and nonlinear ordinary differ-

ential equations (chapters I and II). 

In the sections 1 and 2 of this chapter we shall study problem (1) 

with a strictly positive coefficient a(t;£). We shall derive a priori esti-

mates for the solution u of (1) (section 1) and construct an asymptotic ex-

pansion into powers of£ for this solution (section 2). 

In section 3 we shall discuss problem (1) in case the coefficient a(t;£) is 

strictly negative. 

1. A priori estimates 

We consider the initial value problem (1) under the following condi-

tions: 

(2) 

for each positive constant T there exists a positive constant £0 
(depending on T) such that 

(i) 1 a(t;E) EC [0,T], 1 b(t;E) EC [0,T], 0 f(t;E) E C [0,T] 

valid for every value of£ satisfying 0 < £ $ £
0 

(ii) the functions a(t;E), b(t;£) and their first derivatives are 

uniformly bounded in 0 $ t $ T for 0 < £ $ £0 , i.e. there exist 

positive constants A and B (depending on T and £0 but independ-

ent of£) such that for all t E [0,T] and all£ E (0,£
0

] 



(2) 

{

la(t;e:) l + 1:(t;e:) l 

fb(t;e:)·! + ldt(t;e:J1 

(iii) a(t;E) a 0 > 0 

$ A 

$ B 

valid for all t E [O,T] and all e: E (O,e:0 ], where a 0 is some 

constant depending on T and e:0 but independent of e:. 

3 

For the moment it will be assumed that the initial conditions are homogen-

eous, so 

(3) 

In order to derive an estimate for the solution u(t;e:) of (1) in an inter-

val O $ t:,; T we multiply the differential equation (1) by 2u. This yields 

(4) 2fu 

valid for O $ t:,; T and O < e::,; e:0 , where arguments have been omitted for 

simplicity. 

Similarly, multiplication of (1) by 2aut leads to 

(5) 

valid for O:,; t:,; T and O < e: $ e:
0

• 

Adding (4) and (5) and using the inequalities 

{ 

2 2 
-2a ut: 

2fu:,; u 

2 2 2 2abuut + 2afut $bu + f 

we obtain 

(6) 

valid for O:,; t:,; T and O < e::,; e:0 • 
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From the positiveness of a(t;E) it follows that for 0 t T and E suffi-

ciently small, say 0 < E EO with EO a generic constant 

2 
+ 2EUUt + 

2 2 
+ 2Euut 

2 au EaUt <! aou + EaQut 

! 2 ! 2 
<! (ao - E2 )u + E(a0 - E2 )U t 

where the positive constant m (independent of E) may be defined by 

So integrating (6) with respect tot and using this inequality as well as 

( 3) we obtain 

t 
2 2 I (u2 + 2 II 112 m(u + ~ut) SM ~u )dT + M f t [0,T] 

0 

or 

t 

(7) : J 
0 

valid for OS ts T and 0 <ES E
0

, where the positive constant M (inde-

pendent of E) is given by 

M = max(2 + A, 1 +A+ B2 + 2B) 

and ll•ll[O,T] denotes the L2-norm. 

Using GRONWALL's lemma (see for instance RUBINSTEIN [43, p.26]) we obtain 

from (7) 

u2 + Eut2 s M II fll [2 J exp(Mt) m 0,T m 

M 2 MI' 
s m II fll [0 ,T] exp(~) 

and hence 



(8) 
c (Tl II fll C J 0,T 

_I 
C(T)E 2 llfll[ J 0,T 

valid for O t T and O < E E: 0 , where the positive constant C(T), de-

pending on T but independent of E, is given by 

C(T) 

Note that so far we did not use the differentiability of the coefficient 

b(t;E) required in (2, i and ii). 

Now that we have established estimates for the solution of the homo-

geneous initial value problem (1) it is not difficult to obtain estimates 

for the inhomogeneous problem. We put 

(9) u(t;E) = w(t;E) + p exp{-

t 

I b(T;E) dT} 
a(T;E) 

0 

- Eq exp{- a(O;E)t} 
E 

where the £-dependent constants p and q are defined by 

p 

q 

a(O;E) {a(O;E)Cl (E) + EC2 (E)} 

a 2 (0;E) - Eb(O;E) 

b(0;E)C1 (E) + a(0;E)C2 {E) 

a 2 (0;E) - Eb(O;E) 

Substitution of (9) into (1) yields 

with 

{

E ::; + a(t;E) ~: + b(t; E)w 

w(O;E) = wt(O;E) 0 

F(t;E), 0 < t < 00 

F(t;E) 
d2 

f(t;E) - Ep -- exp{-
dt2 

t 

I b(T;E) dT} 
a(T;E) 

0 

- qa(O;E){a(t;E) - a(O;E)}exp{- a(O;E)t} + 
E 

5 
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+ Eqb(t;E)exp{- a(O;E)t}. 
E 

using-the positiveness of a(t;E) it is easily verified that there exists a 

generic· constant C(T), depending on T but independent of£, such that 

So applying the estimates (8) to the function wand using (9) as well as 

the positiveness of a(t;E) we obtain 

I Ju(t;E) I :s; 

l i~~(t;E) I :s; 

valid for 0 :s; t :s; T and 0 < E :s; £0 , with C(T) a generic constant. 

We summarize the results in 

THEOREM 1. Let u(t;E) be the solution of the initial value problem (1) under 

the conditions (2). Then we have in every interval 0 :s; t :s; T the estimates 

(10a) 

(10b) 

sup lu(t;E) I 
[0,T] 

sup 1~u(t;E) I 
[0,T] t 

I 

:s; c(T){E- 2 llfll[O,TJ + Jc 1 (Ell + Jc2 (EJI} 

valid for all values of£ satisfying 0 < £ :s; £0 , where £
0 

is a con-

stant depending on T and C(T) is a positive constant depending on T but 

independent of£. 

REMARKS. 

1. The differentiability of the coefficient b(t;E) can be disposed of in 

case c 1 (£) = c 2 (E) = 0 (see formula (8)). 

2. An estimate for the second derivative d
2

u2 follows by substitution of 
dt 

(10a) and (10b) into the differential equation (1). 
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2. Asymptotic expansions 

As an application of the a priori estimates that have been established 

in the preceding section we shall now construct an asymptotic expansion into 

powers of E for the solution u(t;E) of the initial value problem (1). In 

order not to complicate the calculations we shall assume that the functions 

a, band fas well as the initial data c 1 and c 2 are independent of the para-

meter E. Furthermore we shall assume that a, band fare C
00
-functions. So 

we consider the initial value problem 

{"'" 
du f(t), E--+ a(t)dt + b(t)u 0 < t < co 

(11) dt2 

u(O;E) cl, ut(O;E) c2 

with O < E << 1 and 

{ a(t) , 
co + b(t) E C00 (IR+), f(t) E C00 (IR+) C (IR ) , 

(12) 
a(t) > 0 for 0 s t < co . 

Expanding the functions a(t) and b(t) into a Taylor series we obtain for 
any n E lN u { 0} 

n k n+l I ~t + an+l (t)t 
k=O 

{a(t) 
n 

b tk b (t)tn+l b(t) I + k n+l k=O 

with a 0 = a(O), b 0 = b(O) etc. 
We define the differential operator L(E) by 

() d 2u d L E [u] = E-- + a(t).....::: + b(t)u. 
dt2 dt 

Putting T =!_and expanding L(E) into powers of Ewe obtain 
E 

+ 
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We construct now a formal approximation u(t;£} of u(t;£) in the form 

(13) u(t;£) 

where the functions wk and vk (k 

culation shows that 

0,1, ... ,n) have to be determined. A cal-

(14) 
n k dwk 

+ l £ {a(t) dt + b(t)wk + 
k=l 

n 
+ I 

k=l 

dvk i 
a(O} dT + l 

j=l 

. dvk . 
a.,J --...::2 

J dT 

k-1 
+ l b.Tjvk . 1} + R(t;£) 

j=O J -J-

where the function R(t;£) is defined by 

R(t;£) n+l 
£ 

2n 
I 

k=n+l 

n 
I 

j=k-n 

1 1 n k dvk 2n k+ 1 n J' 
+ (t) n+ n+ I.' c - + I.' ( I.' b an+l £ T l d l £ l ., vk_' 

k=O ' k=n j=k-n J J 

N.B. Empty sums, i.e. sums of which the upper limit of ·summation is less 

than the lower limit, are to be inte:rpreted as zero. 

Putting t = 0 in (13) we get 
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(15) 

The formal approximation~ of the solution u of (11) is now obtained by sol-

ving the following set of initial value problems 

(16) 

(17) 

and fork 

( 18) 

(19) 

dv 
_0(0) 

dT 

1,2, .•. ,n 

a(t) dt + b(t)wk 

{ 

dwk 

wk(0) -vk-l (0) 

2 
d vk 
--+ 
d/ 

dv 
~(Ol 

dT 

dvk 
a(0)-= dT -

f(t), 0 < t < 00 

2 
d wk-1 

- --2-, 
dt 

0 < t < 00 

k 
a,Tj 

dvk . k-1 
I ---=l. - I j 

b .T vk . l' 0 
j=l J dT j=0 J -J-

It is easily established that the functions vk(T), being of the form 

(20) Pk(T)exp{-a(0)T} 

< T < 00 
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with Pk(T) a polynomial in T, are typical boundary layer functions and also 

that (14) and (15) can be written as 

L (£) [~] f(t) + R(t;e:), 0 < t < 00 

(21) ~(O;e:) cl+ 
n+1 (0) £ V n 

~t(O;e:) c2. 

Finally it is easily verified that for any nonnegative number T 

R(t;e:) £ + 0 

uniformly valid in 0 $ t $ T. Hence the function u provides a formal approx-

imation (up to order e:n+l) for the solution u of problem (11). 

Introducing the remainder term z(t;e:) by 

(22) z(t;e:) u(t;e:) - u(t;e:) 

it follows from (11) and (21) that 

L(e:)[z] = -R(t;e:) I 0 < t < 00 

z (0;e:) n+1 
V (0) -£ n 

zt (0;e:) 0 

so we obtain from theorem 1 

{'t") 0 (e:n+1 l, £ + 0 
(23) 

dz(t·e:) 
I 

0 (e:n+2), £ + 0 dt ' 

uniformly valid in 0 $ t $ T. 

Since e:n+lv (T) is uniformly of order e:n+l in 0 $ T < 00 it follows from n 
(13), (22) and (23) that 



n k n-1 k+l + O(£n+1), u(t;£) I £ wk(tl + I £ vk(T) 
k=O k=O 

£ + 0 

du n k dw n k dvk I 

dt (t;£) I £ 2(t) + I £ dT (T) + 0(£n+,), 
k=O dt k=O 

£ ,j, 0 

uniformly valid in O $ t $ T. 

The accuracy in the expansion for~~ can be improved by applying the for-

mula with n replaced by n+l and using the fact that the terms 

and 

n+l are uniformly of order£ In this way we obtain 

THEOREM 2. Let u(t;£) be the solution of the initial value problem (11) 

under the conditions (12). Then we have for any n E JN u {O} 

n k n-1 k+l + O(£n+1), r"' I £ wk(t) + I £ vk(T) £ ,j, 0 
k=O k=O 

(24) 

du n k dwk n k dvk 
+ O(£n+1), dt (t;£) I £ dt (t) + I £ -(T) £ ,j, 0 

k=O k=O dT 

uniformly valid in every bounded interval O $ t $ T, where T =!.and the 
£ 

functions wk and vk (k = 0,1, ... ,n) follow successively from (16), (17), 
(18) and (19). 

In case n = 0 empty sums are to be interpreted as zero. 

COROLLARY 1. It follows from (24) that first approximations (n=O) for the 

solution u of (11) and its derivative are given by 

£ ,j, 0 

11 

{

u(t;£) 

du(t·£) 
dt ' £ ,j, 0 

uniformly valid in every bounded interval O $ t $ T, where w0 is the solu-

tion of the so-called reduced differential equation (16) which follows from 

(11) by putting£= 0. 
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COROLLARY 2. It follows from (24) and (20) that for any n E IN U {O} 

n k n+l rt,s) I e: wk(t) + O(e: ) , € + 0 
k=0 

du n k dwk n+l 
dt(t;e:) I € dt (t) + O(e: ) , € + 0 

k=0 

uniformly valid in every bounded interval O < o $ t $ T, where o is an arbi-

trarily small positive constant independent of e:. 

REMARK. If the condition of infinite smoothness of the functions a, band 

f is weakened, then the expansions (24) are valid for all n E JN u {0} with 

n $ n0 , the bound n0 being determined by the differentiability of the func-

tions a, band f. 

3. The case a (t; e:) $ -a0 ..::...Q 

In this section we shall study problem (1) with a strictly negative co-

efficient a(t;e:). In order not to complicate the calculations it will be 

assumed that the functions a, band fare independent of e:; without loss of 

generality it will further be assumed that c1 (e:) = c2 (e:) = 0. Thus we con-

sider the initial value problem 

(25) 
{

e::) + a(t)~~ + b(t)u 

u(0;e:) = ut(0;e:) 0 

f(t), 0 < t < 00 

with 0 < e: << 1 and 

{

a (t) E c2 (IR+), b (t) E c 1 (IR+), f (t) E c 1 (IR+) 

(26) 

a(t) < 0 for 0 $ t < oo. 

Without loss of generality we may assume that there exists no interval 

[0,t0 ) with the property that f(t) = 0 for 0 $ t < t
0

• Otherwise we could 

* take the largest interval with this property, say [0,t0 ), and formulate a 
* similar initial value problem for u in t 0 < t < 00 with homogeneous initial 

* * conditions at t = t 0 , the solution in [0,t
0

) being given by u(t;e:) = 0. 
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In the preceding section we have shown that the solution u(t;E) of pro-

blem (25) with a positive coefficient a(t) satisfies 

lim u(t;E) w(t) 
£+0 

uniformly in 0 t T, where w is the solution of the reduced problem 

(27) 
{

a(t)~: + b(t)w = f(t), 

w(0) 0. 

0 < t < 00 

It will turn out that the solution u(t;E) of problem (25) with a negative 

coefficient a(t) behaves quite differently. We shall show that for every 

value oft with t o > 0 (o arbitrarily small but independent of£) the 

solution u(t;E) (and hence also the difference u(t;E) - w(t)) increases ex-

ponentially as£ tends to zero. 

In order to analyse the solution u of (25) we put 

t 

(28) u(t;E) = w(t) + U(t;E)exp{-¾ J a(T)dT} 

0 

where w is the solution of the reduced problem (27) which is given by 

t t 

(29) w(tl J 
f(T) J b(/;) 
a(T) exp{- a(i;)d/;}dT. 

0 T 

Then we obtain for Uthe initial value problem 

dU a(t)dt + {b(t) - a' (t)}U 

(30) 

0, 

with 

t 

£11 (t)exp{¼ J a(T)dT}, 

0 

0<t<oo 

the prime denoting differentiation with respect tot. Defining the function 

v(t;E) by 
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v(t;e:) 

(31) 

t t T -I !\:;- exp[ I {b(s) - a' (s)}ds +.!.I a(slds]dT 
a(s) e: 

0 T 

t 

= - a(~) I 
0 

t 

f(T)exp{ I b(slds 
a(sl 

T 

0 

T 

+¼I a(s)ds}dT 
0 

it is easily established that v satisfies the initial value problem 

(32) 

where 

(33) 

So putting 

(34) 

d 2v d e:-- - a(t)2 + {b(t) - a' (t) }v = -e:4i(t)v(t;e:) 
dt2 dt 

v(0;e:) 0, 

Iq; = -~ (b-a') _ (b-a' ,2 
dt a a 

l d f a'-b ' = --- + (--)f 2 dt a 2 . 
a 

U(t;e:) v(t;e:) + z(t;e:) 

t 

+ e:!2 (t) exp{¼ I a(T)dT} 
0 

we obtain from (30) and (32) 

(35) 

with 

(36) 

{

e:d
2

z - a(t)dz + {b(t) - a'(t)}z 
dt2 dt 

z(0;e:) = zt(0;e:) 0 

F(t;e:), 

t 

e:!(t)exp{-¼ I a(T)dT} 
0 

{

F(t;e:) = e:4i(t)v(t;e:) + 

2b-a' 
! = '1 - '2 = (--2-)f + 

a 

b b 2 
(~- - -2)w. dt a a 

0 < t < 00 

We shall show that z(t;e:) is relatively small with respect to v(t;e:), or 

more precisely 



(37) £ + 0 

uniformly in each interval O < o st s T, where o is an arbitrarily small 

positive constant independent of£. 
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Let us assume for the moment that f(O) = l i O (without loss of generality 

we may assume the constant l to be positive). From the differentiability 

off it follows that there exists an interval [O,t0J such that 

(38) 

Using this inequality we obtain from (31) the following estimates for v(t;E) 

which are valid for sufficiently small values of£: 

(39) 
{

o s v(t;E) 

v(t;E) :C:: BE 

SAE for O s t s T 

for O < o st s T. 

Here A and Bare positive constants independent of£, and o is some arbi-

trarily small positive constant independent of£. Furthermore it is easily 

established that the function F defined by (36), (29) and (33) satisfies 

(40) 

aot 
JF(t;E) I s C(T)dv(t;E) + lf(t;E) lexp(--) 

£ 

valid for Ost s T, where C(T) is some generic constant depending on T but 

not on£, and a0 = min[O,T] la(t) J. 
From this inequality we obtain with the aid of (38) and (39) an estimate 

for the L2-norm of F, namely 

_ 3/2 
IIFII[ J-0(£ ), O,T £ + 0 

so it follows from theorem 1 that the solution z of (35) satisfies 

(41) 3/2 z(t;E) = 0(£ ), £ + 0 

uniformly in Ost s T. 
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Finally we obtain from (39) and (41) 

£ + 0 

uniformly valid for O < o t T. 

Let us now consider the case where f(O) = 0. 

We assume that there exists an interval (O,t0 ] with the property that 

f(t) t O for O < t t 0 (without loss of generality we may assume f(t) to 

be positive for O < t t 0 ). In addition it will be assumed that there 

exist positive constants c 1 , c2 and a such that 

(42) 

(note that necessarily a~ 1 because of the differentiability off at t = 0). 

Using (42) we obtain from (31) the following estimates for v(t;E:) which are 

valid for sufficiently small values of£: 

for O t T 

(43) 

for O < o t T. 

Here A and Bare positive constants independent of£, and o is some arbi-

trarily small positive constant independent of£. We also obtain from (40), 

(42) and (43) the estimate 

IIFII [O,T] 
a+3/2 

0(£ ) , £ + 0 

so theorem 1 yields 

(44) z(t;E:) £ + 0 

uniformly valid in O t T. 

Finally it follows from (43) and (44) that 

£ + 0 



uniformly valid for O < o St ST. 

Using the formulae (28), (31), (34) and (37) we obtain 

t 

u(t;E) w(t) + {1 + 

(45) 

O(E!) }v(t;E)exp[-¼ J 
0 

l t t 
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a(T)dT] 

t 

w(t) - 1+0(E 2 ) I f(T)exp{ J b(O di; 
¼J 

a(/;) d/;}dT a(t) a(/;) 
0 T T 

uniformly valid in every bounded interval 0 < 0 s t s T. 

REMARK. One easily verifies that the solution w(t) of the reduced problem 

(27) provides a formal approximation for u(t;E) in case f(O) = 0. However, 

it follows from formula (45) that w(t) does not approximate u(t;E) for small 

values of E since the difference u - w increases exponentially as E tends to 

zero. Hence we conclude that a formal approximation for the solution u of 

problem (25) with a negative coefficient a(t) is not necessarily a good 

approximation. 

Finally we obtain from (45) 

THEOREM 3. Let u(t;E) be the solution of the initial value problem (25) 

under the conditions (26) and let the function f(t) satisfy 

(46) 

in sowe interval Ost s t 0 , where the constants c 1 and c 2 are either both 

positive or both negative and the constant a is nonn_egative. Then we have 

(47) u(t;E) 

t t 

f(T)exp{ J b{Odi; - _El J a(i;)d/;}dT, a(/;) 
T T 

uniformly valid in every bounded interval O < o St ST, where o is an 

arbitrarily small positive constant independent of E. 

E t 0 

COROLLARY. It follows from (39), (43) and (45) that the solution u(t;E) of 

(25) under the conditions (26) and (46) satisfies 

t 
exp{-¼ J a(T)dT} s u(t;E) s K2Ea+l 

0 

t 

exp{-¼ f a(T)dT} 
0 
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valid for 0 < o $ t $ T and£ sufficiently small. Here K1 and K2 are £-inde-

pendent constants which are either both positive or both negative. 

REMARK .. Using a result of SMITH [45, p.245] (see also formula (49)) it is 
l 

possible to replace the term 0(£ 2 ) in the right-hand side of (47) by 0(£). 

4. Discussion 

The a priori estimates for u and~~ that were established in theorem 1 

are, under the conditions stated, the sharpest possible in the sense that 

the £-dependent factors in front of the quantities II fl! [0,T]' !c1 (£) I and 

ic2 (E) I are the smallest possible. This can easily be checked by consider-

ing appropriate initial value problems. As an example we shall prove that 
_l 

the factor E 2 in the right-hand side of (10b) is optimal. 

Let u be the solution of the initial value problem 

(48) 
{

Ed
2
; + = f(t;E), 

dt 

u(0;E) ut(0;E) 0 

0 < t < 00 

with 

f(t;E) exp(-!:.). 
E 

It is easily verified that this solution satisfies 

so it follows from the relations 

E + 0 

{

llfll[O,T] = 0(£½), 

du 
sup lat (t;E) I 0(1), 

[0,T] 
E + 0 

_l 
that the factor E 2 in the right-hand side of (10b) is the smallest possible. 

In a similar way the other factors in (10a) and (10b) can be shown to be 

optimal. 
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Alteniative methods for obtaining a priori estimates have been given 

by O'MALLEY [37] and SMITH [45]: an estimate for the solution u of (1) (with 

a positive coefficient a(t;e:)) is derived by integrating the differential 

equation twice and then either solving the resulting Volterra equation by 

successive approximations (O'MALLEY) or applying GRONWALL's lemma (SMITH). 

The latter method yields the estimate 

(49) 

where 

T 

ilfll 1,[0,T] = f lf(,;e:) ldL 
0 

This estimate may for certain problems (e.g. problem (48)) be sharper than 

(10a). 

Estimates which are valid in the infinite interval O t < 00 have been de-

rived by WEINSTEIN & SMITH [54] for an equation of the type (1) and by 

HOPPENSTEADT [24] for a nonlinear system of first order equations. 

The estimates obtained in section 1 for solutions of linear differen-

tial equations will turn out to play an important role in the investiga-

tions of nonlinear initial value problems. We shall deal with these pro-

blems in chapter II. 

The energy integral method underlying the proof of theorem 1 can be ge~eral-

ized to yield a priori estimates for solutions of singularly perturbed ini-

tial value problems for hyperbolic differential equations and asymptotic 

expansions for these solutions can be obtained by a generalization of the 

expansion technique developed in section 2. This subject will be discussed 

in chapter III. 



CHAPTER II 

INITIAL VALUE PROBLEMS FOR NONLINEAR 

ORDINARY DIFFERENTIAL EQUATIONS 

In this chapter we shall extend the linear theory developed in chapter 

I to nonlinear initial value problems. In particular we shall investigate 

the quasilinear problem 

(1) 

du a(t,u;E)dt + b(t,u;E) f (t; £), 

where£ is a small positive parameter, i.e. 0 < £ << 1. 

0 < t < 00 

Under appropriate conditions on the data we shall establish in section 1 

the existence of a solution for problem (1), together with an a priori 

estimate for this solution. 

In section 2 we shall construct a formal approximation u for the solution 

u of (1). The correctness of this approximation will then be verified with 

the aid of the results of section 1. 

1. Existence and a priori estimates 

We shall start this section with the formulation of a theorem on non-

linear operators defined in some normed linear space. This theorem is a 

modified version of a theorem by VAN HARTEN [23, p.190] and its proof is 

based on a contraction mapping principle for operators in a Banach space. 

Let us define the following spaces: 

{

R: 

B: 

a normed linear space with norm 11•11 

a Banach space with norm 1•1 



·Let p be a certain positive number and let !1(p) c R denote the ball with 

radius p, that is 

Q(p) {w E R \ llwll ::; p}. 

We consider a nonlinear operator F from Q(p) into B satisfying 

(2) F[0] 0 

where 0 denotes the zero element in R or B. 
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It is assumed that F can be split up into a linear part Land a nonlinear 

part '!': 

(3) F[u] L[u] + '!'[u]. 

The linear operator L can be extended to a map from R into Band this exten-

sion will also be denoted by L. In addition we assume that the following 

conditions for the operators Land'!' are satisfied: 

-1 Condition a. L: R +Bis bijective and the inverse operator L : B + R is 

continuous, that is 

for all VE B 

where lissome positive constant. 

Condition b. '!': !1(p) B satisfies the Lipschitz condition 

valid for all w1 ,w2 E !1(p) and all p E [O,p]. 

Here m(p) is supposed to be continuous for p E [O,p] and monotonically de-

creasing for decreasing p with 

lim m(p) 0. 
p-1-0 

Our problem is to determine an element u E !1(p) which satisfies 
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(4) F[u] f 

for a given f EB. 

L-l[v] b . 1 . Putting·u = we o tain the fo lowing equivalence: 

F[u] f, u E Q(p), f EB~ T[v] v, VE L[Q(p)], f EB 

where the nonlinear operator T: L[Q(p)] +Bis given by 

T[v] 
-1 

f-'¥ 0 L [v]. 

After these preparations we can formulate 

THEOREM 1. Suppose that the nonlinear operator F: Q(p) + B with Q(p) a 

closed ball with radius p in a normed linear space R (norm II - II) and B a 

Banach space (norm l•I) satisfies the conditions (2) and (3) and the condi-

tions a and b. 

Let p0 be defined as the largest number p E [O,p] for which 

Then problem (4) has for sufficiently small f EB, viz. 

I I < 1 0 f - 2,{..Po, 

a solution u in the ball Q(p
0

) and this solution satisfies the estimate 

(5} 
-1 !lull s 2£. If!. 

PROOF. Since problem (4) is equivalent to 

T[v] v, VE L[Q(p)], f EB 

it can be considered as a search for a fixed point of an operator T from 

L[Q(p)] c B into B. The existence of such a fixed point can easily be esta-
-1 

blished. Following VAN HARTEN [23, p.191] we show that for 2£. If! s p s Po 



(i) Tis defined in the ball B(lp) = {v EB I lvl lp}, 

(ii) Tis a strict contraction on B(lp), 

(iii) T[B(lp)] C B(lp). 

Ad (i): for any v E B(lp) we have 

and II -l II 0 -
1 1 vi L [vJ P P0 P 
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so it follows that B(lp) c L[n(p)]. Since Tis defined in L[n(p)] 

it is also defined in B(lp). 

Ad (ii): for v 1 ,v2 E B(lp) we have 

Ad (iii): for v E B(lp) we have 

1 
2 lp + m(p)p 

It is well known that a strictly contractive map T from a sphere (in a 

Banach space) into itself has exactly one fixed point in that sphere. This 

leads to the unique existence of a solution v E B(lp). Due to the equiva-

lence there exists also a solution u E n(p) of problem (4); actually we 

have 
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Note that uniqueness of u has not been established in the whole ball Q(p), 

but only in L-l[B(lp)] c Q(p). 

Finally, choosing p =Powe obtain the largest domain for.which uniqueness 

can be guaranteed; choosing p = 2l- 1 1fl we find the estimate (5), which 

concludes the proof of theorem 1. 

The proof given above is, apart from the definition of the operator T, ident-

ical to the proof of a similar theorem by VAN HARTEN [23, p.191]. The dif-

ference between VAN HARTEN's theorem and ours is formed by the definition 

of the operator F: in our case F maps a ball belonging to a normed linear 

space into a Banach space, whereas VAN HARI'EN considers an operator F which 

maps a (linear subspace of a) Banach space into a normed linear space. 

Our formulation has the advantage that the theory is applicable to more 

general operators F, since Fis allowed to be defined only in a ball instead 

of in a linear subspace. This fact will enable us for instance to consider 

quasilinear differential operators F with coefficients having singularities 

when regarded as functions of u. 

Another advantage is lying in the fact that Fis defined in a subset of a 

normed linear space instead of in a subset of a Banach space. This will be-

come clear when we apply theorem 1 to hyperbolic differential equations con-

taining a quasilinear first order part (see chapter IV, section 1). 

After these preliminaries we turn our attention to the initial value 

problem (1). We impose the following conditions on the data: 

(6) 

there exists a positive constant T 1 such that for each positive con-

stant T satisfying T < T 1 there exists a positive constant £1 (depend-

ing on T) such that 

(i) 1 a(t,0;£) EC [0,T], 0 b (t,0;£) E C [0,T], u f(t;£) E c0[o,T] 

valid for every value of£ satisfying O < £ £ 1 

(ii) the function a(t,0;£) and its first derivative ~:(t,0;£) as well 

as the function bu(t,0;£) are uniformly bounded in O t T for 

0 < £ £1 



(6) 

(7) 

[iii 
valid for all t E [O ,T] and all £ E (0, £ 1], where a 0 is some 

constant depending on T and £ 1 but independent of£ 
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there 

Stant 

exists a positive constant T2 such that for each positive con-

T satisfying T < T2 there exist a positive constant u 0 and a 

positive constant £2 (depending on T and u 0 ) such that 

(i) 0 a(t,u;£) E C [0,T], 0 b(t,u;E) EC [0,T] 

(ii) the derivative au(t,u;E) exists and is uniformly bounded in 

[0,T] X [-u
0

,u
0

J for O < £ $ £2 

(iii) the derivative bu (t,u;E) exists in [O,T] x [-u0 ,u0 J for O < £ s £2 
and satisfies a Lipschitz condition with exponent a> 0, viz. 

valid for all (t,u) E [O,T] x [-u0 ,u0 J and all£ E (0,£2 ]. Here 

C(T,u0 ,£2 ) is some positive constant depending on T, u0 and £2 
but independent oft, u or£. 

It follows from the conditions (6,i) and (7,i) that we may assume without 

loss of generality that 

(8) b(t,0;£) - 0 for OS t < 00 and O < £ << 1. 

The existence of a solution for problem (1) can now be established by ap-

plying theorem 1. In terms of this theorem we introduce for any positive 

T with T <TO= min(T 1 ,T2 ) and for any fixed value of£ with 

0 < £ S £
0 

min(£ 1 ,£2 ) the Banach space 

B {u I u E c0co,T]} 

with norm 
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sup lul 
[O,T] 

and the normed linear space 

(9) R {u I u E c2[0,T], u(O) O} 

with norm 

! 
(10) sup lul + E2 sup Ju I. 

[0,T] [O,T] t 

Choosing p = u0 we define the operator F: Q (p) B by 

F[u] d 2u du b(t,U;E) E--+ a(t,u;E)dt + 
dt

2 

which according to (8) satisfies the relation (2). For the operator L: R B 

we take the linearization of Fin the origin, thus 

Then the operator 1: Q(p) given by 

1[u] F[u] - L[u] } du {a(t,u;E) - a(t,O;E) dt 

Using the conditions (6) we obtain from theorem 1 in chapter I (and from 

the first remark following that theorem) 

valid for all EE (O,E0 ] and all v EB, where M(T) is some positive constant 

depending on T but independent of E, and EO is some generic constant. So in 

terms of theorem 1 we have 

It can easily be verified that the operator 1 satisfies a Lipschitz condi-

tion. Using the conditions (7) we obtain for every p E [O,p] and every 



V,W E R ·th I I (e:l < Wl. V l - p, lwl~e:) $ p the following relation 

'¥[v] - '¥[w] 

+ b(t,v;e:) - b(t,w;e:) - bu (t,O;e:) (v-w) 

with O < e. < 1 (i 
1. 

1,2,3). Hence it follows that 
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_! a. 
$ C(T){p sup lvt - w I+ max(e: 2 p,p) sup Iv - wl} 

[0,T] t [0,T] 

-½ a. wl (e:l ~C(T)max(e: p,p )lv-
1 

valid for O < e: $ e:
0

• Here C(T) is a positive constant which depends (apart 

from u0 and e:0 ) on T but not one:. 

So still using the terminology of theorem 1 we conclude that 

m(p) 

N.B. The following 

if a does not 

if b is linear 

- ! a. C(T)max(e: 2 P,P ). 

simplifications are easily established: 

depend on u then m(p) = C(T)pa., 
_! 

in u then m(p) = C(T)e: 2 p. 

Solving m(p 0 ) = ½.t we obtain 

with 

( 11) 

A Po= N(T)e: 

if a does not depend on u 

otherwise 
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and N(T) some positive constant depending on T but independent of E. 

Finally, applying theorem 1 we obtain 

THEOREM.2. Let the functions a(t,u;E), b(t,u;E) and f(t;E) satisfy the con-

ditions (6), (7) and (8), and let T be some positive constant satisfying 

T < T0 = min(T1 ,T2 ). Then there exist positive constants £ 0 , M(T) and N(T) 

(depending on T but independent of E) such that for O t T < T0 and 

0 < E,;; EO problem (1) has a solution u ER, provided that f is sufficiently 

small, viz. 

sup I fl 
[0,T] 

,;; ;\ 
2M(T) E. 

Here the normed linear space R is given by (9) and (10), and the nonnegative 

constant;\ is given by (11). 
The solution u satisfies the estima.te 

REMARKS. 

luliE) ,;; 2M(T) sup lfl. 
[O ,T] 

1. Note that the coefficients a(t,u;E) and b(t,u;E) are allowed to have 

singularities in u. For instance, if 

a(t,u;E) 1 
1-u 

we choose the positive const~nt u0 mentioned in (7) such that u0 < 1. 

With this choice the conditions (6) cu,0 (7) for a(t,u;E) are fulfilled, 

as one easily verifies. 

2. A similar theorem can be formulated for more general nonlinear initial 

value problems of the type 

{

Ed
2

u + F(t,li;E) dt2 
u(O;E) = ut(O;E) 

+ 

f(t; E), 0 < t < 00 

0 

(where u denotes the vector (u,ut)) provided that suitable conditions 

are imposed on the nonlinear function F, namely 



(i) F(t,0;£) - 0 for OSt<oo 
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and 0 < £ << 1, 

(ii) in order that theorem 1 of chapter I is applicable to the lineari-

zed problem one must require that (6) holds, with a(t,0;£) and 

bu(t,0;£) replaced by Fut(t,0;£) respectively Fu(t,0;£), 

(iii) in order that the nonlinear part 1 given by 

1[u] F(t,U;£) 

satisfies a Lipschitz condition it is sufficient to require that 

there exist positive constants T, u0 and £0 such that the functions 

and F are continuous and uniformly bounded in 
UUt UtUt F, Fuu' F 

0 s t s T, lul S u0 , lutl S u0 for O < £ s £0 . 

2. Asymptotic expansions 

As an application of the a priori estimates obtained in the foregoing 

section we shall construct an asymptotic expansion into powers of£ for the 

solution u of the quasilinear initial value problem 

(12) 
{ 

(£) _ d 2u du 
L [u] = £--2 + a(t,u)dt + b(t,u) = 0, 

dt 

u(0;£) c 1 , ut(0;£) c2 . 

0 < t < 00 

For simplicity it will be assumed that all data are C
00

-functions, that is 

( 13) a(t,u) E c00 
(JR+ x JR), b(t,u) E C

00
(JR+ x JR). 

In addition we assume that 

(14) a(t,u) > 0 for Ost< oo and - 00 < u < 00 

However, we emphasize that the conditions (13) and (14) are not necessary 

and can be weakened considerably (see the remarks following theorem 3 of 

this section) . 

According to a standard procedure in singular perturbation theory a formal 

approximation u for the solution u of problem (12) can be constructed by 
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putting 

(15) 

t 
where T = E and wk and vk (k = 0,1) are functions which have to be deter-

mined. For the moment we shall assume that these functions have the follow-

ing properties 

(16) 

there exists a positive number T0 (possibly T0 
k = 0,1 

wk (tl E cco[o,TJ 

valid for every positive T satisfying T < T0 ; 

fork 0, l; 

co) such that for 

for any n E IN u{O} and any polynomial P(T) the expression 

(k 0, 1) 

is uniformly bounded in O T < co 

We shall verify the validity of these properties later on, when the functions 

wk and vk have been determined explicitly. 

Let T be some positive number satisfying T < T0 . Expanding the coefficient 

a(t,u) we obtain using (15) and (16) 

a(t,u) 

uniformly valid in O t T < T
0

. 

Using 
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we get 

~ du dwO dvO 
a(t,ul dt = a(t,w0 l dt + a(t,w0 l dT 

dw1 dv1 
+ £{a(t,w0l dt + a(t,wOl dT} 

dwO dvO oa 
+ £(wl + vol ( dt + dT lau(t,wol 

uniformly valid in O t T < T0 • 

So putting t = £T and expanding into powers of£ we arrive at 

dw1 dv1 
+ a(t,w0 l dt + a(O,w0 (0ll dT 

aa dwO aa dvO 
+ au(t,wolwl dt + au(O,wO(Ollwl {Ol dT 

aa dwO aa dvO 
+ au (O,wO (Ol l dt (Olva + au (O,wO (Ol lvO dT] 

uniformly valid in O t T < T0 . 

N.B. 
dw0 dw1 

Unless otherwised~~ated tg~
1
argument of w0 , dt, w1 , dt is t and the 

argument of v 0 , dT' v 1 , dT is T. 

(£l ~ A similar expansion of the other terms in L [u] leads to the following 

expansion of the operator: 
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( 17) 
dw1 + e[a(t,w0 J dt + b(t,w0 Jw1 + ~1 (t)] 

2 d v 1 + £[--2- + 
d, 

uniformly valid in O t T < T0 , where 

~1 (t) 

(18) 

Now we take for w0 the solution of the nonlinear initial value problem 

(19) f 
dw0 

a(t,w0~ dt + b(t,w0 ) 

w0 (OJ - c1 • 

0, t > 0 

Note that this solution does not necessarily belong to the class C
00

(lR+) but 

may have singularities for finite values oft. As an example consider the 

case where 

The solution is given by w0 = l~t and has a singularity at t = 1. 

We shall denote by T0 the smallest value oft for which the solution w0 of 

(19) becomes singular (T0 = 00 if w0 has no singularities). Then we have 



w0 E C
00

[0,T] for each positive T with T < T0 . 

The functions v
0

, w1 and v 1 can now be obtained by solving the following 

set of initial value problems 

(20) 

(21) 

(22) 

2 d v0 
--2- + 
dT 

2 d v 1 
--2- + 
dT 
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Note that only the first term w0 of the expansion of u follows from the sol-

ution of a nonlinear initial value problem; the remaining functions v0 , w1 
and v 1 satisfy linear equations which can easily be solved. 

It is not difficult to verify that the conditions (16) are satisfied. In 

particular, the functions v 0 and v 1 have the form 

v
1 

(T) 

dw0 
dt (O) - C2 

( ) ) exp[-a(O,w0 (0) )T] a(O,w0 0 
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with Pk(,) (k = 1,2) polynomials in,. So we see that v0 and v 1 are typical 

boundary layer functions. 

Finally, we obtain from (15), (17), (19), (20), (21) and (22) the result 

L (£)[~u] = R(t ) ;£ , 0 < t < T < TO 

u(0;£) 2 c 1 + £ v 1 (O) 

where R(t;£) is some function satisfying 

R(t;£) 2 0 (£ ) , £ + 0 

uniformly in Ost: T < T0 . 
Hence the function u(t;£) defined by (15), (18), (19), (20), (21) and (22) 

provides a formal approximation (up to order £2 ) for the solution u of pro-

blem (12). 

Higher order approximations can be obtained by considering 

(23) u(t;£) n E N, n 2': 2. 

In that case it can be shown that wk and vk (k = 0,1) are given by (18}, 

(19), (20), (21) and (22), whereas wk and vk (k 2': 2) follow from the linear 

problems 

(24) 

respectively 

(25) 
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the functions ~k and o/k (k E JN, k 2) being completely determined by the 

functions w0 ,w1, .•• ,wk-l respectively the functions w0 ,w1, ... ,wk and 

vO,vl, .•. ,vk-1" 
The functions vk(T) (k E lN u{O}) are boundary layer functions of the type 

(26) 
k+l 

vk(T) = I PJ~k) (T)exp[-ja(O,w0 (0))T] 
j=l 

with P~k) (T) a polynomial in T. 
J 

It follows that 

R(t;£), 0 < t < T < TO 

(27) u(0;£) 

with 

R(t;£) £ + 0 

uniformly valid in O t T < T0 • 

Next we shall prove that a formal approximation u is indeed a good approxi-

mation for the solution u of (12). To this end we put 

(28) z(t; £) u(t;£) - u(t;E:). 

Then we obtain from (12) and (27) 

where 

iz ~ dz £-2- + a(t,z+u)dt + F(t,z;£) 
dt 

z(0;£) -£n+lv (0) 
n 

-R(t;E:) I 0 < t < T < TO 

F(t,z;£) { ~ ~ }du ~ ~ a(t,z+u) - a(t,u) dt + b(t,z+u) - b(t,u). 
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Defining a function z(t;E) by 

(29) 

we obtain 

* d z E--+ 
dt2 

{ 

2~ * ~ dz * a (t,z;E)dt + b (t,z;E) -R (t;E), 0 < t < T < TO 
(30) 

where 

z(O;E) 

* a (t,z;E) ~ ~ n+l a(t,z+u-E v (0)) n 

* b (t,z;E) ~ ~ n+l 
{a(t,z+u-E vn(O)) ~ n+l du a(t,u-E V (O))~d n t 

* R (t;E) ~ n+l R(t;E) + {a(t,u-E vn(O)) 

n+l 
+ b(t,u-E vn(O)) - b(t,u). 

It is easily established that the functions * a , * b 

~ du 
a(t,u)} dt 

* and R satisfy the condi-

tions (6), (7) and (8) of theorem 2 (with Lipschitz exponent a= 1) and that 

* R (t;E) 

uniformly valid in O t T < T0 . 

So according to theorem 2 there exists for sufficiently small values of Ea 

solution~ of (30) which satisfies 

(31) 

Here C (T) is some positive constant dependi.ng on T but independent of E. 

Using (23), (28) and (29) we obtain from the estimate (31) the following 

theorem, which is a nonlinear generalization of theorem 2 of chapter I: 
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THEOREM 3. Let the functions a(t,u) and b(t,u) satisfy the conditions (13) 

and (14), and let w
0 

be the solution of the nonlinear initial value problem 

(19). Let T0 denote the smallest value oft for which w0 becomes singular 

(T 0 =~if w0 has no singularities). 

Then there exists for O $ t $ T < T0 and for sufficiently small values of E 

a solution u of problem (12). This solution and its derivative satisfy for 

any n E IN u {O} the relations 

n k n-1 k+l + 0(En+1), 

C"' I E wk(t) + I E vk(T) E .j.- 0 
k=O k=O 

(32) 
k dwk k dvk 

du(t·E) 
n n 

+ O(En+l), I E dt (t) + I E dT (T) E .j.- 0 dt ' 
k=O k=O 

uniformly in every bounded interval O $ t $ T < T0 ; the functions wk and vk 

(k = 0, 1, ..• ,n) follow successively from (19), (20), (21), (22), (24) and 
t (25) where Tis defined by, 
E 

In case n = 0 empty sums are to be interpreted as zero. 

COROLLARY 1. It follows from (32) that first approximations (n=O) for the 

solution u of (12) and its derivative are given by 

{

u(t;E) 

du 
dt (t; E) 

w
0

(t) + O(E), 

dw0 dw0 t 
= dt (t) + {c2 - dt (O)}exp[-a(O,wo(O))-;;J + O(E), 

E .j.- 0 

E .j.- 0 

uniformly valid in every bounded interval O $ t $ T < T0 , where w0 is the 

solution of the reduced problem (19). 

COROLLARY 2. It follows from (32) and (26) that for any n E lN u {O} 

n k + O(En+l), r;,) I E wk(t) E .j.- 0 
k=O 

du n k dwk 
+ O(tc:n+l), dt(t;tc:) I E dt (t) E .j.- 0 

k=O 

uniformly valid in every bounded interval O < 8 $ t $ T < T0 , where o is an 

arbitrarily small positive constant independent of E. 
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REMARK 1. The statements of theorem 3 remain valid if the conditions (13) 

and (14) are replaced by the less stringent requirements 

(33) 

and u E I 

where T 1 is some positive constant with T 1 < T
0 

and I is some open subset 

of JR containing the range Rwo of w0 : 

{y E JR j 3 y 
tE[O,T 1 ] 

In that case the relations (32) are uniformly valid in every bounded inter-

val OS t ST with TS T 1 • 

The conditions (33) have the advantage that they allow the functions 

a(t,u) and b(t,u) to have singularities in u, provided that these singular-

ities do not belong to Rwo· As an illustration we consider the nonlinear 

initial value problem 

{

E d
2

u + l_ du + u 
dt2 u dt 

u(O;E) c 1 > O, 

0, 0 < t < 00 

It is easily established that 

for Ost< oo 

and also that 

valid for OS t S T 1 , where T1 is an arbitrarily large positive constant. 

Hence it follows that the conditions (33) can be fulfilled by choosing 

I 

and we obtain 

cl 
{ u E JR I 2 < l+c T l < u < cl + 1}, 

1 1 
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u(t;E) E -1- 0 

uniformly valid in every bounded interval O $ t $ T. 

REMARK 2. The condition of infinite smoothness of the data can be weakened. 

In that case the expansions (32) are valid for all n E IN u{O} with n $ n O, 

the bound n 0 being determined by the differentiability of the data. 

REMARK 3. Since the solution u of an initial value problem which is governed 

by a differential equation of the type 

du 
dt 

F(t,u) 

(with u and F vector-valued functions) is uniquely determined if Fis con-

tinuous with respect tot and locally lipschitzian with respect to u 

(PICARD-LINDELOF theorem), we may conclude that the solution u of which the 

existence has been established in theorem 3 is unique. A similar remark can 

be made for the solution u mentioned in theorem 2. 



CHAPTER III 

INITIAL VALUE PROBLEMS FOR LINEAR 

HYPERBOLIC DIFFERENTIAL EQUATIONS 

In this chapter we shall investigate the initial value problem (singu-

lar perturbation problem) 

[ J L1
(£) [u] £L2 u + f (x,t;£), (x,t) ED 

( 1) 
u(x,0;£) = g(x;£), -oo < X < oo 

-oo < X < oo 

where£ is a small positive parameter, i.e. 0 < £ << 1, the region Dis the 

upper half-plane 

D {(x,t) I -oo < x < 00 , 0 < t < oo} 

and the differential operators L
2 

and L1£) are defined by 

a2u a2u a2u" 
L2[u] = - 2- + {c1 (x,t) + c 2 (x,t)}clxclt + c 1 (x,t)c2 (x,t)-2-clt ax 

(2) 

respectively 

(3) a(x,t;£):~ + b(x,t;£):: + d(x,t;£)u. 

The functions a, b, d, f, g and h depend on the variables x and/or t and 

on the parameter£; the functions c 1 and c 2 satisfy 

in D, 

which implies that L2 is a hyperbolic operator. 



Furthermore it will be assumed that the coefficient a(x,t;E) is strictly 

positive, i.e. 

inn 
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valid for each compact subset n c D provided that Eis sufficiently small, 

say O < E E0 . Here a 0 is some positive constant depending on n and on EO 

but independent of E. 

Compared to singular perturbations of elliptic type there exists relatively 

few literature on singular perturbations of hyperbolic type. BLONDEL [3], 

[4], DZAVADOV [7], DE JAGER [26], SMITH [44] and SMITH & PALMER [46] studied 

singularly perturbed initial value problems for linear hyperbolic differen-

tial equations, whereas singularly perturbed initial-boundary value problems 

were investigated by DZAVADOV [8] and GENET & PUPION [18] (linear problems) 

and by GENET & MADAUNE [17] and MADAUNE [30] (nonlinear problems). Singular 

perturbations of hyperbolic type are also discussed in the books by COLE 

[6, pp.129-140], ROSEAU [41, chapter 6] and WHITHAM [55, chapters 3 and 10]. 

The energy integral method that will be applied in this chapter to linear 

initial value problems of the type (1) is an extension of a similar method 

developed by DE JAGER [26] and differs basically from the methods used in 

[3], [4], [7], [44] and [46]. A brief discussion of these papers together 

with a comparison of the results will be given in section 4. 

Section 1 of this chapter will be devoted to some preliminaries. In 

section 2 we shall derive a priori estimates for the solution u of (1)" and 

in section 3 we shall construct an asymptotic expansion into powers of E 

for this solution. 

1. Preliminaries 

We bring into mind that the characteristics of the operator L2 defined 

by (2) follow from the equations 

dx 
dt = cl (x,t) and dx 

dt = c2 (x,t). 

We shall assume that c 1 and c 2 are c 1-functions. Under this condition it 

is possible to draw at each point (x0 ,t0 ) two vectors, tangent to the 
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characteristics through (x0 ,t0 ) and pointing in the direction of increasing 

t (see figure 1). These vectors define the so-called characteristic direc-

tions at (xo,to). 

t 

X 

Figure 1: Characteristic directions 

The characteristics of the operator L~£) defined by (3) follow from the 

equation 

dx 
dt 

b(x,t;£) 
a(x,t;£) 

In order not to mix up the characteristics of L
2 

and L~£) we shall refer to 

the latter as subcharacteristics. 

In the analysis of the initial value problem (1) the position of the 
(£) 

subcharacteristics of the unperturbed operator L 1 with respect to the 

characteristics of the perturbing operator L2 plays an important role. Be-

fore entering into this subject we shall give a definition. 

N 1 ,. ( ) b l f ' ' f . ,.2 ,. 2 0 h DEFINITIO . Leto/ x., t ea C - unction satis ying o/x + o/t > • Te curve 

<j>(x,t) = 0 has at one of its points (x0 ,t0 ) a spacelike (resp. timelike 

resp. characteristic) direction with respect to the characteristic directions 

connected with L2 iff 
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The curve cj>(x,t) 0 is said to be spacelike (resp. timelike resp. character-

istic) if it has a spacelike (resp. timelike resp. characteristic) direction 

at each of its points. 

This definition admits the following geometrical interpretation. 

directions be described by the vectors p = (c:) and Let the characteristic 
+ - (c2\ q - 1 ,. 

\ I 
acterized 

The direction of tJ:e tangent to the curve cj>(x,t) 

by a vector;= (-cp:)- Evaluating cross products 

= 0 can be char-

we obtain 

the dot denoting the scalar product. 

Hence it follows that the curve cj>(x,t) = 0 has a spacelike (resp. timelike) 
+ + direction at (x0 ,t0 ) iff the vectors p and q are lying on the same side 

(resp. on different sides) of the tangent to the curve at (x0 ,t0 ) (see fig-

ure 2). 

t 

~/_ 
-~ 

Space like 

direction 

t 

X 

I 
I 

Timelike 

direction 

X 

Figure 2! Direction of a curve 

t 

Characteristic 

directions 

X 

With this knowledge we turn our attention to the following model prob-

lem (cf. COLE [6, p. 129]) 
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(x,t) E D 

(4) u(x,O;e:) = g(x), -oo < X < oo 

-oo < X < oo 

00 

where a, b, c 1 and c 2 are constants with a> 0 and c 1 < c 2 and g is a C -

function. 

We shall investigate under which conditions the solution w(x,t) of the re-

duced problem 

aw aw 

{ 

a at + b ax = O' 

w(x,O) g(x), 

which is given by 

(5) w(x,t) b g(x - - t) 
a 

(x,t) E D 

-oo < X < oo 

provides for small values of e: an approximation for the solution u(x,t;e:) 

of (4). 
We shall distinguish between problems with spacelike subcharacteristics and 

problems with timelike subcharacteristics. 

1. The subcharacteristics are spacelike. 

In this case, according to definition 1, the coefficients satisfy 

either or 

A possible situation is sketched in figure 3. Note that the subcharacteri-

stic through Plies outside the characteristic triangle PRS. 



t 

p 

Q R 

{

--- characteristics 
through P 

------ subcharacteristic 
through P 

s X 

Figure 3: Spacelike subcharacteristics 
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From the theory of hyperbolic differential equations it is known (see for 

instance GARABEDIAN [16, p. 105]) that the value of the solution u(x,t;£) 

at the point P depends only on the values of g(x) with x in the segment RS. 

On the other hand the value of w(x,t) at the point P depends only on the 

value of g at the point Q (cf. (5)). Since the value of g at Q is indepen-

dent of the values of g(x) with x in RS (in fact we assumed that g(x) be-

longs to C
00

(IR), but not that g(x) is analytic in IR) we expect that general-

ly w(x,t) does not approximate u(x,t;£) for small values of£. This is"con-

firmed by the following example. 

EXAMPLE 1. Consider problem (4) with g(x) some C
00

-function satisfying 

g(x) X for X -1 

g(x) 0 for X 2 0 

-1 < g(x) < 0 for -1 < X < 0. 

b The coefficients are supposed to satisfy a> 0, c 1 < c 2 and 0 < c 2 < a 

which ill!Plies that the subcharacteristics are spacelike. 

It follows from the theory of hyperbolic differential equations that 
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u(x,t;e:) - 0 for 

On the other hand the solution of the reduced problem satisfies 

w(x,t) g(x - !::_ t) < 0 
a 

for O<x<!::_t 
a 

< 00 

so the function w(x,t) does not approximate u(x,t;e:) in the region 

0 < c 2t < x <; t < 00 (see figure 4). 

t 

X 

X !::.t 
a 

X 

Figure 4 

Hence we conclude that generally in the case of spacelike subcharacteri.stics 

the solution w(x,t) of the reduced problem turns out to be a bad approxima-

tion for the solution u(x,t;e:) of (4). However, w(x,t) does not necessarily 

provide a bad approximation. This is illustrated by 

EXAMPLE 2. Consider problem (4) with g(x) = x and a> 0, c 1 < c2 . No other 

conditions are imposed on the coefficients. 

It is easily verified that the solution of this problem is given by 

u(x,t;e:) X - ; t + E:~1 
a 

Since w(x,t) is given by 

w(x,t) 
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it follows that 

u(x,t;e:) w(x,t) + 0 (£), £ + 0 

uniformly valid in D, so in this example w(x,t) approximates u(x,t;e:) for 

small values of£, whether the subcharacteristics are spacelike or not. 

Note that if in this example the condition a> 0 is replaced by a< 0 

the solution u increases exponentially for all (x,t) with t o > 0 if£ 

tends to zero, regardless whether the subcharacteristics are timelike or 

spacelike. In this case w does not approximate u for small values of£. 

2. The subcharacteristics are timelike. 

In this case the coefficients satisfy (b - ac1 ) (b - ac 2 ) < O, that is 

(6) 

A typical situation is sketched in figure 5. Note that the subcharacteristic 

through Plies inside the characteristic triangle PRS. 

t 

p 

.__ _______ __,_ _______ __.__ ________ ,_ _______ ..:;;,.x 

R Q s 

Figure 5: Timelike subcharacteristics 

Using the same arguments as before (see text following figure 3) we have no 

reason to suspect w(x,t) of being a bad approximation for u(x,t;e:). However, 

it follows from example 2 that the timelike condition (6) alone does not 
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guarantee that w is a good approximation for u; it appears that we have to 

impose an additional condition and by the results of example 2 we get the 

suggestion to impose a> 0 as additional condition. Therefore we shall con-

fine ourselves from now on to problems with timelike subcharacteristics and 

a positive coefficient a. It will be shown in the sections 2 and 3 that 

these restrictions are sufficient in order that the solution w of the re-

duced problem approximates the solution u for small values of£, not only 

for problems of type (4) with constant coefficients but also for more gen-

eral problems of type (1). For a discussion of initial value problems with 

timelike subcharacteristics and a negative coefficient a we refer to 

BLONDEL [3], [4] (see also section 4). 

We shall end this section with a physical interpretation of the 

conditions 

(7) 

Introducing characteristic coordinates by 

we may write the differential equation 

(8) 

(with constant coefficients and c 1 < c 2 ) in the form 

(9) 

dU Let us consider a jump Kin the derivative 38 across the characteristic 

s = 

We shall examine the propagation of K along s = s
0

• 

Assuming that u itself is continuous across s = s 0 we can evaluate 
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equation (9) at s s 0-o and form the difference to obtain 

and hence 

b - ac2 exp[ 2 (r 
£(c2 - cl) 

Here KO= K(r0 ) is the jump across s = s 0 at the point (r0 ,s0 ). It follows 

that a jump across a characteristic propagates to infinity along that char-

acteristic; in case b - ac2 < 0 we have 00 exponential decay, where-

as for b - ac2 > 0 we have exponential growth. 

A similar discussion for jumps in~: across a characteristic r = r 0 shows 

that b - ac 1 > 0 implies exponential decay 00 , whereas b - ac 1 < 0 

leads to exponential growth. 

Hence we conclude that necessary and sufficient conditions for exponential 

decay are given by 

Together with the condition c 1 < c 2 these conditions are equivalent to 

Thus we have shown that the conditions (7) are in fact necessary and suffi-

cient conditions for exponential decay of jumps in the first derivatives. 

We may expect these conditions to be fulfilled for any problem describing 

some physical system. 

Another way to obtain the conditions (7) by physical arguments is the 

following (see also ROSEAU [41, p. 198]). Let us look for solutions of the 

equation (8) which are periodic in the space variable and exponentially de-

caying 00 • To this end we set 
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u exp(ikx - At) 

and we require that 

{
~, m, 

A E a:, 

k > 0 

Substitution into the differential equation yields the following relation 

between A and k 

o. 

The roots A of this equation will have a positive real part if and only if 

the quantity argf(iy) decreases by 2n as y increases from - 00 to +00 • For y 

running through these values the point 

f(iy) -£(kc1 - y) (kc2 - y) + i(kb - ay) 

describes a parabola in the complex plane (see figure 6). 

Im 

Re 

Figure 6: Position of f(iy) 
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It is easily verified that we have exponential decay if and only if a> 0 

(in which case the point f(iy) travels in the proper direction along the 

parabola) and the origin lies inside the parabola. By calculating the points 

of intersection with the imaginary axis we see that the latter condition is 

equivalent to 

indicating that the conditions (7) can also be considered as necessary and 

sufficient conditions for the equation (8) to admit exponentially decaying 

periodic solutions. 

Now that we have established the physical relevancy of the conditions 

(7) we are going to derive in the sections 2 and 3 a priori estimates and 

asymptotic expansions for the solution of problem (1) under the conditions 

(7). 

2. A priori estimates 

We consider the initial value problem (1) under the following condi-

tions: 

1 -c
1 

(x,t) E C (D), 1 -c2(x,t) EC (D) 

in iS 

c 1 (x,t) resp. c 2 (x,t) is uniformly bounded in any strip 

{ ( x, t) I O $ x < 00 , 0 :,; t :,; T} resp. { ( x, t) I -00 < x :,; 0, 0 :,; t :,; T} 

(10) i.e. 

tc1 (x,t) I :,; Ml for 0 :,; X < oo, 0 :,; t :,; T 

c 2 (x,t) I :,; Ml for -co< X :,; O, 0 :,; t :,; T 

where M1 is some positive constant which may depend on T 



52 

(11) 

( 12) 

for each compact subset n c D there exists a positive constant £ 1 
(depending on n) such that 

(.i) 1 a(x,t;E) E C (n), 

0 d(x,t;E) E C (n), 

b(x,t;E) E c 1 (n) 

f(x,t;E) E CO (n) 

valid for every value of E satisfying O <ES £ 1 

(ii) the functions a(x,t;E), b(x,t;E) and their first derivatives, 

as well as the function d(x,t;E), are uniformly bounded inn 

for O <ES £ 1 , i.e. there exists a positive constant M2 (de-

pending on n and £1 but independent of£) such that for all 

(x,t) En and all EE (0,£1] 

(iii) 

(iv) 

lal + l~I + dX l~I clt 
s M2 

lbl + lclbl 
dX + lclbl 

clt 
s M2 

!di s M2 

a(x,t;E) ;:: a 0 > o 

valid for all (x,t) En and all EE (0,£ 1], where a 0 is some 

constant depending on n and £1 but independent of E 

fb(x,t;E) - a(x,t;E)c 1 (x,t) ;:: p > O 

1<x,t;E)c2 (x,t) - b(x,t;E) ;:: p > O 

valid for all (x,t) En and all EE (0,£ 1], where pis some con-

stant depending on n and £ 1 but independent of E 

for each interval [x1 ,x2 J there exists a positive constant £2 (de-

pending on x 1 and x 2 ) such that 

valid for every value of E satisfying O <Es £2 . 
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REMARK. The conditions (11,iv) imply that the subcharacteristics of Li£) 

are, for£ sufficiently small, timelike with respect to the characteristic 

directions connected with L2 . 

In order to derive a priori estimates for the solution u(x,t;E) of (1) in 

some compact subsets c D we enclose S by a compact subset n c Din the 

following way (see figure 7): 

we draw the line t = T where T sup(x,t)ESt. 

Next we draw a characteristic {(x,t) j x = y 1 (t)} satisfying:= c 1 and 

lying to the right of S. This characteristic intersects the lines t = 0 

resp. t =Tat the points B resp. C. 

Likewise we draw a characteristic {(x,t) x = y 2 (t)} to the left of S, 

satisfying~:= c 2 and intersecting t = 0 resp. t =Tat A resp. D. It is 

assumed that C lies to the right of D. 

Then n is defined as the closure of the region ABCD. 

D C 
--------------------t T 

X X 

X 

A B 

Figure 7: Construction of n 

Note that the construction of n is possible because of the boundedness of 

the functions c 1 and c 2 , which has been postulated in (10). 

Now that n has been determined we multiply the differential equation (1) by 

2u to obtain (omitting arguments) 
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(13) u2 {-2d + 3a +db}+ 2Eu2 + 2E(c1 + c )u u + 2Ec c u 2 
3t dX t 2 t X 1 2 X 

valid for (x,t) En and O < E $ EO min(E 1 ,E2 ), the values of E1 and E2 
depending on n (see the conditions (11,i) and (12)). 

Multiplication of (1) by 2aut yields 

( 14) 

2aduu 2a2u 2 - 2abu u + 2 f - t - t t x a ut 

valid for (x,t) En and O < E $ E
0

. 

Finally, multiplication of (1) by 2bux leads to 

(15) 

- 2bduu - 2abu u - 2b2u 2 + 2bfu 
X t X X X 

likewise valid for (x,t) E Q and O < E $ E
0

. 

Adding (13), (14) and (15) and using the inequalities 

- 2aduu - 2bduu - 2a2u2 - 4abu u - 2b2u 2 + 2fu + 2afu + 2bfu t X t t X X t X 



and 

we obtain the relation 

(16) 

valid for (x,t) E Q and O < £ £ 0 , where the expressions Q1 , Q2 and Q3 
(quadratic in u, ut and ux) are defined by 

( 17) 

with 

3 - 2d + d2 + ~+ clb 
Y11 clt clx 

cla 3b 3a(c1+c2) cl(cl+c2) 2 
Y22 2 + -+ clx + { clx } 3t clx 

clb cl(ac1c2 ) 
Y23 cl+ c2 + -+ clx clt 

Integrating (16) over Q and using GREEN's theorem in the plane we obtain 

(see figure 7) 

55 
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C C D 

I Qldx + I (Q2 - c1Q1)dt + I (c2Q1 - Q2)dt $ 

(18) D B A 

B 

ff Q3dxdt + 2 ff t2a.xdt + I Qldx 
Q Q A 

valid for O < € $ €0 . 

In order to obtain a priori estimates for u, ux and ut in Q it is important 

that for€ sufficiently small the following crucial requirements are ful-

filled: 

(i) the expression Q1 , quadratic in u, ut and ux, is positive definite 

in Q 

(ii) the expression Q2 - c1Q1' quadratic in u and ut + c 1ux, is positive 

definite in Q 

(iii) the expression c2Q1 - Q2, quadratic in u and ut + c 2ux, is positive 

definite in Q. 

It is easily verified from (17) that (i) is fulfilled iff 

in Q. 

These conditions were supposed to be satisfied (see the conditions (11, iii 

and iv)). 

REMARK. Note that these conditions are just the conditions (7) discussed at 

the end of section 1, which follow here in a natural way from the mathemat-

ical analysis. 

Since we have for€ sufficiently small 

b 2 + (b - ac 1 ) (ac2 - b) 
;:,: in Q 

a a 

it follows that 
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2 2 e;{b(c 1 + 2 
Ql au + 2£UUt + Eaut + 2£bu u + c2) ac 1c 2 }ux t X 

E½)u2 + 
b2 l 2 ! 2 ;:: (a - da- + 2P - £2}u 

b(c1+c2 ) - ac1c 2 t 

(19) + £(1 -

It is easily established from (17) that 

so we find for£ sufficiently small 

(20) 

Similarly we obtain for£ sufficiently small 

(21) 

Hence, using (19), (20) and (21) we arrive at 

Ql ;:: m(u2 2 + £U2) + £Ut X 

(22) m{u2 + 2 Q - c1Ql ;:: E(ut + cl ux) } 2 

c2Q1 - Q2 ;:: m{u2 + E(Ut + 
2 

c2ux) } 

valid for (x,t) E Q and£ sufficiently small, say 0 < £ £
0

, where £
0 

is 

some generic constant and the positive constant m, depending on Q but in-

dependent of£, is given by 
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It is easily established that there exists a constant M 2, depending on Q 

but independent of£, such that 

(23) 

valid for (x,t) E Q and 0 < £ $ £0. 
Using (22} and (23) we obtain from ( 18) 

C C 

m f (u2 + 2 £u2)dx f 
2 2 

£Ut + + m {u + £(Ut + c 1 ux) }dt 
X 

D B 

D 

(24) + m f 2 {u + £(Ut + 2 c2ux) }dt $ 

A 

ff (u2 + 2 £u2)dxdt 2 M £Ut + + MKl (Q,£) 
X 

Q 

valid for 0 < £ :s; £0 , where the positive constant K1 (Q,£), depending on Q 

and£, is defined by 

! ! 
K W,£) = ilfll + llgll + £ 2 llg II + £ 2 1ihll , 1 Q I x I I 

I denoting the segment AB= [y2 (0),y1 (0)] (see figure 7). 

One easily verifies that formula (24) with the same values of m and Mis 

also valid for any similar region n• c n with A'B' c AB, D'C'//DC and B'C' 

and A'D' characteristic segments with directions c 1 resp. c2 (see figure 8). 

D C 
- - ------------------ - - --t = T 

D' C' 

X y2 (t) X = y 1 (t) 

Q' 

X 

A A' B' B 

Figure 8: The region n• C Q 
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So applying (24) to regions Q• c Q with A' 

obtain 

A, B' Band D'C'//DC we 

(25) 2 2 2 (u +£u +£u )dx t X 

valid for O $ t $ T and O < £ $ £
0

• 

Using GRONWALL's lemma we derive from (25) the estimate 

(26) 

y 1 (t) 

f (u
2 

+ £u! + £u!)dx $ C(Q)K~(Q,£) 

y
2

(t) 

valid for O $ t $ T and O < £ $ £0 , where the positive constant C(Q), de-

pending on Q but independent of£, is given by 

Applying (24) to a region Q' inside Q and using the estimate (26) we obtain 

C' 

I 2 
{u + £(Ut + 

2 
c 1ux) }dt $ 

2 C(Q)K1 (Q,£) 

(27) B' 

D' 

I 2 
{u + £(Ut + 

2 
c 2ux) }dt $ 

2 C(Q)K
1 

(Q,£) 

A' 

valid for all characteristic segments B'C' and A'D' lying inside Q (with 

directions c 1 resp. c 2 ) and all£ satisfying O < £ $ £0 . Here C(Q) denotes 

some generic positive constant, depending on Q but independent of£. 

Now that we have established estimates in L2-norm it is not difficult 

to derive pointwise estimates for u and its first derivatives. Using (26) 

we obtain for every (x,t) E Q and 0 < £ $ £0 
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X 

12 f 
y 2 (t) 

Yl (t) 

(28) 2 f 
y 2 (t) 

I 

u;(C,t,s)a<r ' 

or 

Integrating this inequality with respect to x between the limits y 2 (t) and 

y 1 (t) we obtain 

(29) 

with 

inf {y1 (t) - y 2 (t)} > 0 
[0,T] 

sup {y1 (t) - y 2 (t)} > 0, 
[0,T] 

so we derive from (28) and (29) the pointwise estimate 

valid for (x,t) En and 0 < E E0 , where c(n) is a positive constant de-

pending on n but independent of E, and EO is some generic constant. 

In order to obtain pointwise estimates for au and au inn we proceed as 
dX clt 

follows (see figure 9): 
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D C 

-------------- - - - - - t T 

P(x,t) 

X 
X Yl (t) 

A Q R B 

Figure 9 

Let P(x,t) be an arbitrary point inn. We draw two characteristics through 

P, one with direction c 2 and intersecting the line t = 0 at Q, the other 

with direction c 1 and intersecting the initial line at R. 

We multiply the differential equation (1) by 2(ut + c 1ux) to obtain after 

some calculations 

(30) 

valid for (x,t) E Q and 0 < £ £0 , where 

b 

From the timelike condition (11,iv) we conclude that for£ sufficiently 

small, say 0 < £ £0 
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Hence if follows from (30) that 

~ 2 3 (b-ac1) 
-----(u + p(c2-c1 ) t 

valid for (x,t) E Q and O < 

inn. 

p 

Integrating this inequality with respect tot along the characteristic QP 
and using the second estimate in (27) we obtain 

(31) 

valid for (x,t) E Q and O < £ £0 , where C(Q) is a positive constant (de-

pending on Q but independent of£) and the positive constant K2 (fl,£) (de-

pending on both Q and£) is given by 

K2 (Q, £) = sup If I + II gll I + 
Q 

! ! 
£ 2 sup lg I+ £ 2 sup lhJ. 

I x I 

Likewise, multiplying (1) by 2(ut + c 1ux) and integrating along the charac-

teristic RP we obtain 

(32) 

valid for (x,t) E Q and 0 < £ £0 . 

Finally, it follows from (31) and (32) that 
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f 3u 
i~(x,t;£J I :,; 

3u l I at (x,t;£) I $ 

valid for (x,t) E Q and 0 < £:,; £
0

. 

We summarize the results in 

THEOREM 1. Let u(x,t;£) be the solution of the initial value problem (1) 

under the conditions (10), (11) and (12), and let the region Q be given as 

in figure 7. 

Then we have for£ sufficiently small, say O < £ $ £0 with £0 depending on 

Q, the following estimates in L2-norm 

valid for 0:,; t $ T 

B' 

A' 

where B'C' and A'D' are arbitrary characteristic segments in Q with direc-

tions c 1 resp. c 2 . The positive constant C(Q) depends on Q but not on the 

parameter£. The positive constant K
1 

(Q,£), depending on both Q and£, is 

given by 

l I 
K1 W,£) = lifll + llgll + £ 2 llg II + £ 2 llhll 

Q I x I I 

with I = Q n { (x,t) j t = 0}. 

We also have for£ sufficiently small the following pointwise estimates 

I 
(33a) rp iu(x,t;£) I s C(Q)£- 4Kl (Q,£) 

3u -1 (33b) sup l~(x,t;£l I s C(Q)£ K
2

(Q,£) 
Q 

3u -1 (33c) sup lat<x,t;£l I $ C(Q)£ K
2

(Q,£) 
Q 
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where again the positive constant C(Q) depends on n but not on£. The posi-

tive constant K2 (n,£), depending on both n and£, is given by 

sup 
n 

3. Asymptotic expansions 

lfl + llgll + I 
! ! 

£ 2 sup lgxl + £ 2 sup lhl. 
I I 

As an application of the a priori estimates that we derived in the pre-

ceding section we shall now construct an asymptotic expansion into powers of 

£ for the solution u(x,t;E) of the initial value problem 

(

EL
2
[u] + L

1
[u] 

u(x,0;£) = g(x), 

ut(x,0;£) = h{x), 

f(x,t), (x,t) E D 

(34) 

where O < £ << 1 and 

{

L/uJ = a2~ + 
3t 

dU 
L 1[u] a(x,t)at + 

-oo<x<oo 

-oo < X < oo 

dU 
b(x,t) 0x + d(x,t)u. 

In order not to complicate the calculations it will be assumed that all 

functions belong to the class C
00

• In addition we shall require 

c 1 (x,t) < c 2 (x,t) in i3 

c 1 (x,t) uniformly bounded in any strip { (x,t) 0 :<; X < 00, 0 :<; t :<; T} 

(35) c 2 (x,t) uniformly bounded in any strip {(x,t) -00 < X :<; 0, 0 :<; t :<; T} 

a(x,t) > 0 in i3 

a(x,t)c1 (x,t) < b(x,t) < a(x,t)c2 (x,t) in D. 

The construction of the formal approximation is similar to the construction 

given in chapter I, section 2 for ordinary differential equations. Expand-

ing the coefficients into a Taylor series we obtain for any n E lN u {O} 



a(x,t) 

b(x,t) 

n k n+l l ¾(x)t + an+l (x,t)t 
k=O 

k n+l 
l bk(x)t + bn+l (x,t)t 

k=O 

~ k ~ n+l 
l ck(x)t + cn+l (x,t)t 

k=O 

c 1 (x,t)c2 (x,t) n * k * n+l l ck(x)t + cn+l (x,t)t 
k=O 

d(x,t) 
n k n+l l ~(x)t + dn+l (x,t)t 

k=O 

where a 0 (x) = a(x,O) etc. 
(e;) 

We define the differential operator L by 

Putting T !. and expanding L(e:) into powers of e; we obtain 
€ 

n ~ k k ~ n+l n+l a2 
{ l ck(x)e: T + cn+l (x,e:T)E: T }axaT 

k=O 

n * k k * n+l n+l a
2 

+ e:{ l ck(x)e: T + c 1 (x,e:T)E: T }--2 k=O n+ ax 

1 n k k n+l n+l a 
+ e:- { l a (x)e: T + a 1 (x,n)e: T }--;;-

k=O k n+ oT 

k k n+l n+l a + { l bk(x)e: T + b 1 (x,e:T)E: T }--;;-
k=O n+ ox 

n k k n+l n+l 
+ { l ~(x)e: T + dn+l (x,e:T)E: T }. 

k=O 
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We shall construct a fonnal approximation u(x,t;e:) of u(x,t;e:) in the fonn 

(36) u(x,t;e:) 
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where the functions wk and vk (k 0,1, ... ,n) have to be determined. A cal-

culation shows that 

n n 
L(E)[~J = L(s)[ l skwk] + L(E)[ l Ek+lvk] 

k=O k=O 

2 a v0 av0 = L1 [w0 ] + {-;;- + a(x,0)8-r} 

n 
Ek(Ll[wk] (37) + I + Liwk-1 ]) 

k=l 

2 
clvk n k cl vk 

+ I E {--+ a(x,0)8-r + <l>k (x,T)} 
k=l a,2 

+ R(x,t;E) 

where the functions <l>k(x,,) and R(x,t;E) are defined by 

and 

R(x,t;E) 

k-1 I -;; . (x)Tj 
j=O J 

2 
cl vk . l k-2 -J- \ 

dXdT + l 
j=O 

k . <lvk-j k~l . clvk-j-l 
+ l a. (x),J -- + l bJ_(x),J ax 

j=l J cl, j=O 

n+l 2n 1 n 
E L2[wn] + l Ek+ { l 

k=n j=k-n 

n-1 a2v . 
+ En+l l c~(x),j n-J-1 

j=O J a} 

2n n 
+ l Ek+2{ I 

k=n j=k-n 

2 
~ n+l n+l n k+l cl vk 

+ cn+l(x,t)s T l s -;;--;,- + 
k=O oXoT 



* n+1 n+1 
+ cn+l (x,t)£ T 

2n n 
+ I I 

k=n+1 j=k-n 

n+l n+1 
+ an+l (x,t) £ T 

n+1 n+l 
+ bn+l (x,t)£ T 

n+1 n+l 
+ dn+l (x,t) £ T 

n 
I 

k=0 

n 
I 

k=0 

n 
I 

k=0 

2 
k+2 cl vk 

£ 

n k+1 l £ vk. 
k=0 

N.B. Empty sums are to be interpreted as zero. 

Putting t = 0 in (36) we get 

(38) 

The formal approximation u of the solution u of (.34) is now obtained by 

solving the following set of initial value problems 

(39) 

(40) 

lim v 0 (x,,) = 0, 
'[-+<><> 

f(x,t), (x,t) E D 

(x,T) E D 

-oo < X < oo 

-oo < X < oo 

67 
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and for k = 1, 2, ... ,n 

(41) 

(42) 

{

a(x,t) 
0
;: + b(x,t) 

0
;; + d(x,t)wk -L2 [wk_ 1 J, 

wk(x,O) -vk-l (x,O), -oo < x < oo 

2 o vk 
--+ 

oT 2 

lim vk (x,T) = O, 
T.._ 

(x,T) E D 

-oo < X < oo 

-oo < X < oo 

(x,t) E D 

It is easily established that the functions vk(x,T) are of the form 

(43) 

with Pk(T;x) some polynomial in T with coefficients depending on x; they 

are typical so-called boundary layer functions. 

The formulae (37) and (38) can now be written as 

(44) 

(£) ~ 
L [u] = f(x,t) + R(x,t;£), 

n+l u(x,0;£) = g(x) + £ vn(x,O), 

-co < X < oo. 

(x,t) ED 

-oo < X < oo 

One easily verifies that for every compact subset n c D 

(45) n+l R(x,t;£) = 0 (£ ) , £ + 0 

uniformly valid inn. Hence the function u provides a formal approximation 

(up to order £n+l) for the solution u of problem (34). 

REMARK. Note that so far we did not use the timelike condition ac 1 < b < ac2 . 

Apparently a formal approximation can also be constructed if the subcharac-

teristics are spacelike. It is only in the proof of the correctness of the 

formal approximation (which follows presently) that the timelike condition 

becomes essential. 



Introducing the remainder term z(x,t;E) by 

(46) z(x,t;E) u(x,t;E) - u(x,t;E) 

we obtain from (34) and (44) 

L(E)[z] -R(x,t;E), (x,t) E D 

-oo < X < co 

-co< X < oo 

so using (45) we get from theorem 1 

3 
z(x,t;E) O(En+i), E -1- 0 

E -1- 0 

E -1- 0 

uniformly valid in any compact subset Q c D. 

Hence it follows from (36) and (46) that 

u(x,t;E) 

n-1 3wk n-2 
ux(x,t;E) I k I E ax(x,t) + 

k=0 k=0 

n-1 3wk n-1 
ut(x,t;E) I k L E 3t(x,t) + 

k=0 k=0 

3vk k+l + 0 (En), E 3x(X,T) 

3vk k + 0 (En), E 3-r(x,T) 
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E -1- 0 

E + 0 

E + 0 

uniformly valid in any compact subset Q c D. Applying these estimates with 

n replaced by n+l we finally obtain 

THEOREM 2. Let u(x,t;E) be the solution of the initial value problem (34), 

where all data are C
00

-functions which in addition satisfy the conditions 

(35). Then we have for any n E JN u {G} 
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n n-1 k k+l + O(£n+l), u(x,t;£) I £ wk (x,t) + I £ vk(x,i:) £ + 0 
k=O k=O 

n n-1 k :lwk k+l :lvk 
+ O(£n+l), (47) u (x,t;£) I £ ax<x,t) + I £ ax<x,i:) £+0 

X k=O k=O 

n k :lwk n k :lvk 
+ O(e:n+l), ut(x,t;£) I £ at(x,t) + I £ °"""a-r(x,T) E: + 0 

k=O k=O 

uniformly valid in any compact subset Q c D, where i: =!.and the functions 
£ 

wk and vk (k = 0,1, ... ,n) follow successively from (39), (40), (41) and 

(42). 

In case n = 0 empty sums are to be interpreted as zero. 

COROLLARY 1. It follows from (47) that first approximations (n 

solution u of (34) and its first derivatives are given by 

u(x,t;£) 

u (x,t;£) 
X 

w0 (x,t) + 0 (£), £ + 0 

£ + 0 

0) for the 

:lwo :lwo t 
at(x,t) + {h(x) - at(x,O)}exp[-a(x,O);J + 0(£}, 

£ + 0 

uniformly valid in any compact subset Q c D, where w0 is the solution of 

the reduced problem (39). 

COROLLARY 2. It follows from (47) and (43) that for any n E JN U {0} 

n k + O(£n+l), u(x,t;£) I £ wk (x,t) 
k=O 

£ + 0 

n k :lwk 
+ O(£n+l), ux(x,t;£) I £ ax(x,t) 

k=O 
£ + 0 

n k :lwk 
+ O(En+l), ut(x,t;£) I £ at(x,t) 

k=O 
£ + 0 

uniformly valid in any compact subset Q c {(x,t) I -00 < x < 00 , 0 < o t < 00 } 

where o is an arbitrarily small positive constant independent of£. 



REMARK. If the condition of infinite smoothness of the data is weakened 

then the expansions (47) are valid for all n E JN u {O} with n n O, the 

bound n
0 

being determined by the differentiability of the data. 

4. Discussion 
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The a priori estimate (33a) that has been established in theorem 1 is, 

under the conditions stated, the sharpest possible in the sense that the 
_! 

factor E 4 in front of the constant K1 is the smallest possible. This can 

easily be verified by considering the initial value problem. 

(x,t) E D 

-co< X < oo 

with 

f(x,t;E) 2x2 2 x 2 
{s + t + (1 - --)t }exp(--). 

E E 

Its solution is given by 

u(x,t;s) 

Defining the compact subset Q by 

we have 

Q {(x,t) It - 2 x 2 - t, 0 t 1} 

{

llfllQ = 

sup lul 
Q 

I 
0 (E 4 ), 

0 ( 1), 

E i' 0 

E + 0 

I 
so it follows that the factor E- 4 in the right-hand side of (33a) is 

optimal. 

The energy integral method presented in section 2 is an extension of a 

similar method developed by DE JAGER [26], which will now briefly be 
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discussed. DE JAGER considered the initial value problem 

a2 2 a2u au au £{~ - c (x,t)--
2

} + a(x,t)at + b(x,t) 3x = f(x,t), 
3t2 3x 

u(x,0;£) = g(x), 

under the conditions 

in D, 

{

a(x,t) > 0 

lb(x,t) I < c(x,t) 
a(x,t) 

-oo < X < oo 

-co < X < oo 

c(x,t) > 0 in i5 

in D. 

(x,t) ED 

A formal approximation u for the solution u of this problem can be con-

structed as in section 3. In order to prove the correctness of this approx-

imation one needs an a priori estimate for the remainder term z which is 

a solution of the initial value problem 

(48) 
{ 

a2z d--
at2 

z(x,0;£) 

2 a2 z 3z 3z c (x,t)-2-} + a(x,t)at + b(x,t) ax= F(x,t;£), (x,t) ED 
3x 

0, -oo < X < oo 

with F(x,t;£) = 0(£), £ + 0, uniformly valid in any compact subset Q D. 

Multiplying the differential equation by a special linear combination 

of zt and zx, namely azt + bzx (which represents the derivative of z along 

a subcharacteristic) and integrating the resulting formula over a suitably 

chosen rectangle Q = {(x,t) I x 1 x x
2 , 0 t T} one obtains the point-

wise estimate 

(49) 
_! 

sup lz(x,t;£) I C(Q)g 2 IIFIIQ 
Q 

from which the correctness of the formal approximation follows. 

Compared to DE JAGER's method the extended energy integral method used in 

section 2 yields some obvious improvements. Firstly, by multiplying the 

differential equation (48) not only by azt + bzx but also by z we obtain 

an estimate which is sharper than (49), namely (cf. theorem 1) 



_l 
sup Jz(x,t;£) I C(n)£ 4 11FIIQ, 

Q 

a result which has been shown to be optimal. 
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Secondly, by integrating over a region with characteristic boundaries in-

stead of over a rectangle it is possible to obtain pointwise estimates for 
az az 

the derivatives ax and at' namely (cf. theorem 1) 

l~I + l~I sup ax sup at 
Q Q 

-1 
C(Q)£ sup IFI. 

Q 

Finally, the extended energy integral method enables us to deal with more 

general differential equations which compared to (48) contain an additional 

term d(x,t)z in the left-hand side. 

We shall end this section with a discussion of some other work in the 

same field. 

The singularly perturbed initial value problem (1) has also been in-

vestigated by BLONDEL [3]. The following general result was established: 

if the solution u of (1) tends for£+ 0 pointwise to a continuously differ-

entiable limit function win a compact subset Q c D which is bounded by 

the line t = 0 and two characteristics (in case of timelike subcharacter·-

istics) or by the line t = 0, a characteristic and a subcharacteristic (in 

case of spacelike subcharacteristics) (see figure 10) then w = w0 in Q, 

where w
0 

is the solution of the reduced problem. 

dx 
dt 

Timelike 

subcharacteristics 

dx b 
dt a 

Spacelike 

subcharacteristics 

Figure 10: The region Q 

dx 
dt 

Spacelike 

subcharacteristics 

b 
a 
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From this result BLONDEL concluded that the solution u of problem (1) with 

spacelike subcharacteristics cannot converge pointwise to a c1-function in 

a region Q as described above, unless all data are suitably chosen con-

stants.- Since example 2 at page 46 contradicts this conclusion a further 

investigation of problem (1) with spacelike subcharacteristics is justified. 

For timelike subcharacteristics and a positive coefficient a BLONDEL showed 

that 

u(x,t;e:) e: + 0 

uniformly valid in any compact subset Q c D, where w0 denotes the solution 

of the reduced problem. Note that this result is considerably weaker than 

the result mentioned in corollary 1 at page 70. 

It was also shown in [3] that the derivatives ~u and~~ converge in L2-norm 
dWQ dWQ X 

to the corresponding derivatives~ and at of the solution of the reduced 

problem as e: tends to zero. However, pointwise convergence of these deriva-

tives remained an open question. This question seems to have been answered 

for the first time by SMITH & PALMER [46] and SMITH [44] for hyperbolic 

systems with constant coefficients (see further on). Our results (47) for 

hyperbolic equations with variable coefficients correspond with those obtain-

ed by SMITH and PALMER. 

BLONDEL [3], [4] investigated also the behaviour of the solution u of (1) 

with timelike subcharacteristics and a negative coefficient a. It was ,shown 

that if the functions f, g and h in (1) are given by f(x,t;e:) = F(x), 

g(x;e:) = h(x;e:) = 0 with Fa smooth positive-valued function independent of 

t and e:, then the solution u of (1) tends exponentially to infinity in the 

interior of Dase: approaches zero. A consequence of this result is the 

following: suppose that there exists for suitably chosen functions f, g and 

ha solution u of (1) which converges pointwise to a limit function as e: 

tends to zero. Then it suffices to replace f by f + F (with F independent 

oft and e:, positive and arbitrarily small) in order that the solution of 

the resulting initial value problem tends exponentially to infinity as e: 

approaches zero. In other words, the convergence of u is a phenomenon which 

is unstable with respect to the right-hand side function f. 

We strongly believe that the solution u of problem (1) with a negative 

coefficient a tends exponentially to infinity in every point (x,t) with 
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t 2 o > 0 as£ tends to zero, regardless whether the subcharacteristics are 

spacelike or timelike (cf. chapter I, section 3); an exception has to be 

made for very special choices of the functions f, g and h (for instance 

f = g = h = 0). However, so far we have not been able to prove this con-

jecture. 

Singularly perturbed initial value problems in more than one space 

variable have been studied by BLONDEL [4] and DZAVADOV [7]. It was shown 

by these authors that the solution u and its first derivatives converge in 

L
2
-norm to the solution w0 of the reduced problem and the corresponding 

derivatives of w0 as£ tends to zero. 

SMITH [44] studied the singularly perturbed hyperbolic system 

(x,t) E D 

(50) 

(x,t) ED 

with u(x,0;£) and v(x,0;£) prescribed for - 00 < x < 

It was shown that if the constant coefficients A1 , B1 , A2 and B2 sat-

isfy the conditions 

(51) 

then the solution u, v of (50) is for small values of£ approximately given 

by a solution of the reduced problem obtained from (50) by putting£= 0. 

A simplified version of (50) with A1 
investigated by SMITH & PALMER [46]. 

1 
2 and f 1 f was 

There is an overlap between our results and those of SMITH. One easily 

verifies that with the special choice 

f(x,t) 

u V 
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(50) is equivalent to the second order equation 

a2~ a2~ a~ a~ £(--'!' - __ '!') + a--1'... +b--1'... = f(x t) 
at2 ax2 at ax ' ' 

(x,t) E D 

with ct,(x,0;£) and ct,t(x,0;£) prescribed for - 00 < x < oo 

In this case the conditions (51) take the form 

a> 0, 

so for constant coefficients our results correspond with those of SMITH. 

Results obtained by means of a comparison technique have recently been 

published by WEINSTEIN & SMITH [55]. 

The a priori estimates obtained in theorem 1 will play an important 

role in the investigations of nonlinear initial value problems. We shall 

deal with these problems in chapter IV. 

Moreover, the energy integral method underlying the proof of theorem 1 can 

be modified to yield a priori estimates for solutions of singularly perturb-

ed initial-boundary value problems. The chapters V and VI will be devoted 

to this subject. 



CHAPTER IV 

INITIAL VALUE PROBLEMS FOR NONLINEAR 

HYPERBOLIC DIFFERENTIAL EQUATIONS 

In this chapter we shall extend the linear theory developed in chap-

ter III to nonlinear initial value problems. In particular we shall in-

vestigate the quasilinear problems 

f(x,t; E) 1 (x,t) E D 

(1) 

0, -co< X < co 

and 

r[u)' Ml [u] 0, (x,t) E D 

(2) 
u(x,0;£) = f(x), -oo < X < oo 

ut(x,0;£) = g(x), -oo < X < oo 

where £ is a small positive parameter, i.e. 0 < E << 1, and the region D 

is the upper half-plane 

D {(x,t) \ -oo < x < oo, 0 < t < oo}. 

Here the hyperbolic operator L
2 

is defined by 

(3) 2 a2u 
C (x,t)--2 ax 

. h ( ) 0 . h . 1 . I' ( £) . wit c x,t > in D, and t e quasi inear operators ~1 and M1 are given 

by 
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(4a) dU dU a(x,t,u;£)3t + b(x,t,u;£)ax + d(x,t,u;£) 

(4b) dU dU a(x,t,u):it + b(x,t,u) 3x + d(x,t,u). 

Under appropriate conditions on the data we shall establish in section 1 

the existence of a solution for problem (1); among other things it will be 

required that 

(5) 0 

and also that the right-hand side function f(x,t;£) is of sufficiently small 

order in£. The existence proof is similar to the proof that we gave in 

section 1 of chapter II for ordinary differential equations: using a priori 

estimates for the solution of the linearized problem (which can be obtained 

from theorem 1 in chapter III) we can apply theorem 1 of chapter II which 

leads to the existence of a solution for problem (1), together with an 

estimate for this solution. 

In section 2 we shall construct a formal approximation u for the solution u 

of (2). The correctness of this approximation will then be verified by apply-

ing the results of section 1 to the remainder term. 

Section 3 will be devoted to a further discussion of the construction of the 

formal approximation. 

In section 4 we shall deal with two special cases of problem (2) in which 

the coefficients a and bare independent of u. 

REMARK. It is possible to consider the problems (1) and (2) with a more 

general hyperbolic operator L2 defined by 

(6) 

where c 1 (x,t) < c 2 (x,t) in D (cf. chapter III). Although we restrict our-

selves for reasons of simplicity to the case where L2 represents the wave 

operator, that is 

in D, 

it is emphasized that more general problems with L2 given by (6) can be 
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treated in a similar way. 

1. Existence and a priori estimates 

We consider the initial value problem (1) where the operators L2 and 

MiE) are defined by (3) and (4a). In order to comply with the condition 

(5) (cf. theorem 1 of chapter II) we assume that 

(7) d(x,t,0; E) - 0 for (x,t) E D and 0 < E << 1. 

This assumption can be made without loss of generality. Apart from (7) we 

impose the following conditions on the data: 

(8) 

1 -c (x,t) E C (D) 

c(x,t) > 0 in i3 

c(x,t) is uniformly bounded in any strip 

{(x,t) I -00 < x < oo, Ost s T} 

for each compact subset n c D there exists a positive constant El 

(depending on Q) such that 

(i) 1 a(x,t,O; E) E C (n), 

d (x,t,O; E) E CO (n), u 

1 b(x,t,0; E) E C (n) 

0 
f(x,t;E) E C (n) 

valid for every value of E satisfying·o <ES El 

(ii) the functions a(x,t,O;E), b(x,t,O;E) and their first derivatives 

(9 ) as well as the function du(x,t,O;E) are uniformly bounded inn 

for O <Es El 

(iii) a(x,t,O;E) a
0 

> 0 

valid for all (x,t) En and all EE (O,E 1 ], where a 0 is some 

constant depending on n and El but independent of E 
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(9) 

(10) 

(iv) 

{

a(x,t,0;e)c(x,t) + 

a(x,t,0;e)c(x,t) -

b(x,t,0;e) p > 0 

b(x,t,0;e) p > 0 

valid for all (x,t) E Q and all EE (0,e 1], where pis some 

constant depending on Q and e 1 but independent of E 

for each compact subset Q c D there exist a positive constant u 0 
and a positive constant e

2 
(depending on Q and u 0 ) such that 

(i) 0 b(x,t,u; E) E C (Q), 0 d(x,t,u; E) E C (Q) 

valid for all u E [-uo,Uo] and all EE (0,E2] 

(ii) the derivatives au(x,t,u;e) and bu(x,t,u;e) exist and are uni-

formly bounded inn x [-u0 ,u0 J for 0 <es e
2 

(iii) the derivative du(x,t,u;e) exists in Q x [-u0 ,u0 J for 

0 <Es e
2 

and satisfies a Lipschitz condition with exponent 

a> 0, viz. 

valid for all (x,t,u) En x [-u0 ,u0 J and all EE (0,e2 J. 
Here c(n,u0 ,e2 ) is some positive constant depending on n, u 0 
and e 2 but independent of x, t, u or E. 

In order to establish the existence of a solution for problem (1) we con-

sider a compact subset Q c D which is bounded by the lines t = 0 and t = T 

(T > 0) and by two characteristics of the operator L2 , one with a negative 

slope, the other with a positive slope (see figure 1). 



dx 
dt = C 

dx 
dt -c 

Figure 1 
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T 

The existence proof will be based on theorem 1 of chapter II. In terms of 

this theorem we introduce for any fixed value of E with 

0 <Es EO = min(E 1 ,E2 ) the Banach space 

with norm 

lul 0 = sup lu[ 
Q 

and the normed linear space 

( 11) R I 1 0 {u u EC (Q), L2[u] EC (Q), u(x,O) 

with norm 

(12) I I ( E) I I ¾ I dU I ¾ I dU I u 1 = sup u + E sup + E sup n n ax n at· 

O} 

We state here explicitly that the expression L2[u] in (11) may contain 

weak second derivatives. 

Let B(p) be a ball in R with radius p, that is 

B(p) {u ER I [uliE) s p}. 
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Choosing p = uO we define the operators F: B(p) B, L: R +Band 

'¥: B(p) + B by 

F[u] 

L[u] 

'¥[u] {a(x,t,u;E)-a(x,t,O;E)}:~ + {b(x,t,u;E)-b(x,t,O;E)}:~ 

Using the conditions (8) and (9) we obtain from theorem 1 in chapter III 

valid for all EE (O,£O] and all v EB, where M(Q) is some positive con-

stant depending on Q but independent of E, and EO is some generic constant. 

So in terms of theorem 1 in chapter II we have 

.e. 

It can easily be verified that the operator'¥ satisfies a Lipschitz condi-

tion. Using the conditions (10) we have for every p E [O,p] and every 
. I I (E) I I (E) u,v ER with u 1 p, v 1 p the following relation 

'¥[u] - '¥[v] 

+ d(x,t,u; E) - d(x,t,v; E) - du (x,t,O; E) (u-v) = 

+ {d (x,t,v+0
5

(u-v);E)-d (x,t,O;E)}(u-v) u u 



with O < 0i < 1 (i 1,2, ... ,5). Hence we obtain, again using (10) 

_1 a 
+ B(Q)max(£ 4 p,p )sup lu-vl 

Q 

_, a (£) 
s C{Q)max(£ 4 p,p) lu-vl 1 
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valid for O < £ s £0 . Here A(Q), B(Q) and C(Q) are positive constants 

which depend (apart from u0 and £0 ) on the region n. They do not, however, 

depend on £. 

Using the terminology of theorem 1 in chapter II we conclude from the fore-

going that 

m(p) 
_, Ci, 

C{Q)max(£ 4 p,p ) . 

N.B. The following simplifications are easily established: 

if a and b do not depend on u then m(p) = C(Q)pa; 

with 

(13) 

_, 
if dis linear in u then m(p) = C(Q)£ 4 p . 

A 

.!.. ,t we obtain 
2 

1 
4a 

1 
max(l, 4a) 

if dis linear in u_ 

if a and b do not depend on u 

otherwise 

and N(Q) some positive constant depending on n but independent of£. 

Finally, applying theorem 1 of chapter II we obtain 

THEOREM 1. Let Q be some compact subset of Das shown in figure 1. Then 

there exist positive constants £
0

, M(Q) and N(Q) (depending on Q but in-

dependent of£) such that for (x,t) E Q and O < £ s £ 0 problem (1) under 
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the conditions (7), (8), (9) and (10) has a solution u ER, provided that 

f is sufficiently small, viz. 

( 14) sup lfl 
Q 

Here the normed linear space R is given by (11) and (12), and the positive 

constant A is given by (13). 

The solution u satisfies the estimate 

_! 
$ 2M(Q)£ 4 sup !fl. 

Q 

REMARKS. 

1. Since theorem 1 of chapter II applies to nonlinear operators F mapping 

a (ball belonging to a) normed linear space into a Banach space it was 

sufficient to verify that the linear space R defined by (11) and (12) 

is a normed linear space; we did not have to prove the linear space R 

(supplied with some suitable norm) to be a Banach space. Such a proof 

would have been necessary if we had applied the theory developed by 

VAN HARTEN [23, chapter 7] for nonlinear operators F mapping a (linear 

subspace of a) Banach space into a normed linear space. 

2. Note that in theorem 1 the functions a(x,t,u;£), b(x,t,u;£) and 

d(x,t,u;£) are allowed to have singularities.in u (cf. chapter II). 

3. A similar theorem can be formulated for more general nonlinear initial 

value problems of the type 

f (x,t; £), (x,t) E D 

Q, -oo < X < oo 

(where~ denotes the vector (u,u ,u )) provided that suitable conditions t X 

are imposed on the nonlinear function F, namely 

(i) + 
F(x,t,0;£) - 0 for (x,t) E D and 0 < £ << 1, 

(ii) in order that theorem 1 of chapter III is applicable to the 

linearized problem one must require that (9) holds, with 
+ 

a(x,t,0;£), b(x,t,0;£) and du(x 1 t,0;£) replaced by F (x,t,0;£), 
ut 
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Fu (x,t,0;£) resp. Fu(x,t,0;£), 
X 

(iii) in order that the nonlinear part~ given by 

~(x,t,u;£) 
clu 

F(x,t,U;£) - F (x,t,0;£)a 
ut t 

clu 
Fu (x,t,0; £)~ 

X 

- F (x,t,0; £)u u 

satisfies a Lipschitz condition it is sufficient to require that 

there exist for every compact subset Q c D positive constants u
0 

and £0 (depending on Q) such that the function F and its second 

derivatives with respect to u, ut and ux are continuous and uni-

formly bounded for (x,t) E Q, Jul u0 , Jut! u0 , Juxl u0 and 

0 < £ £0. 

2. Asymptotic expansions 

As an application of the a priori estimates obtained in the foregoing 

section we shall construct an asymptotic expansion into powers of£ for the 

solution u of the quasilinear initial value problem 

0, (x,t) E D 

( 15) u(x,0;£) = f(x), -oo < X < oo 

_ex,< X < oo 

where the operators L2 and M1 are defined by (3) and (4b). 

For sirrplicity it will be assumed that all data are C
00

-functions, that 

is 

a(x,t,u) E C
00 (D x IR), b(x,t,u) E C

00 (D x IR), 

(16) d(x,t,u) E C
00 (D x IR), 

f (x) E C
00 

(IR), 

In addition we require that 
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(17) 

c(x,t) > 0 in D 

c(x,t) is uniformly bounded in any strip 

{ (x,t) I -00 < x < 00 , 0 :,; t s T} 

a(x,t,u) > 0 in D x IR 

Jb(x,t,u) I < a(x,t,u)c(x,t) in D x IR. 

A formal approximation u for the solution u of problem (15) can be con-

structed as follows: we put 

( 18) 

t where T =; and wk and vk (k = 0,1) are functions which have to be deter-

mined. For the moment we shall assume that the functions wk and vk (k = 0,1) 

have the following properties 

(19) 

for any n,m E JN u{O} and any polynomial P(T;x) in T with 

coefficients depending continuously on x the expression 

is uniformly bounded in every semi-infinite strip 

x
1 

S x S x
2

, 0 ST< oo 

We shall verify the validity of these properties later on, when the func-

tions wk and vk have been determined explicitly. 

Expanding the coefficient a(x,t,u) we obtain 

a(x,t,'.~) 



uniformly valid in any compact subset Q c D. 

Using 

we obtain 

uniformly valid in any compact subset Q c D. 

So putting t = £T and expanding into powers of£ we arrive at 

~ dU a(x,t,u)3t = 

-uniformly valid in each compact subset Q c D. 

87 
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N.B. Unless otherwise stated the arguments are x,t or x,T. So w0 stands for 

w0 (x,t), v 0 stands for v 0 (x,T) etc. 

(£) ~ 
A similar expansion of the other terms in L [u] leads to the following 

expansion of the operator, 

(20) 

uniformly valid in each compact subset n c D, where 

2 
2 3 WO 

C (x,t)--2-
dX 

(21) 

The functions wk and vk (k = 0,1) can now be obtained by solving the follow-

ing set of initial value problems: 



(22) 

(23) 

a(x,t,w0 )3t + b(x,t,w0 )a°x + d(x,t,w0 ) 

{ 

8w
0 

3w
0 0, 

w
0

(x,O) f(x), -oo < x < oo 

lim Vo (x,T) = 0, 
T-+o:> 

-oo < X < oo 

(x,T) E D 

-oo < X < oo 
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(x,t) E D 

{

a(x,t,w0 ) 
3
:: + b(x,t,w0 ) 

3
:: + d(x,t,w0 )w1 -4> 1 (x,t), (x,t) ED 

(24) 

w
1 

(x,O) -v
0

(x,O), -oo < x < oo 

(x,T) E D 

(25) -oo < X < oo 

0, -oo < X < 

Note that only the first approximation w
0 

follows from the solution of a 

nonlinear problem; the remaining functions v 0 , w1 and v 1 satisfy linear 

equations which can easily be solved. 

In order to verify the properties (19) we make the crucial assumption 

(26) 

which is only true in case the reduced quasilinear equation (22) is of a 

very special kind. The regularity of w0 (x,t) for general quasilinear first 

order differential equations will be discussed in section 3. 

It follows from (26) that the conditions (19) are satisfied. In particular, 
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the functions v
0 

and v 1 have the form 

clwo 
3t(x,O) -g(x) 

v 1 (x,T) 

exp[-a(x,o,w
0

(x,O))T] 
a(x,o,w

0
(x,O)) 

with Pk(T;x) (k = 1,2) polynomials in T with coefficients depending on x. 

So we see that v 0 and v 1 are typical boundary layer functions. 

Finally, we obtain from (18), (20), (22), (23), (24) and (25) the result 

L (E) [~u] = R( t ) X, ;E , (x,t) E D 

2 u(x,O;E) = f(x) + E v 1 (x,O), 

-oo < X < co 

where R(x,t;E) is some C
00
-function satisfying 

R(x,t;E) 2 O(E ) , E + 0 

uniformly in any compact subset Q c D. 

-co < X < co 

Hence the function ~(x,t;E) defined by (18), (21), (22}, (23}, (24) and 

(25) provides a formal approximation (up to order E2 ) for the solution u of 

problem (15). 

Higher order approximations can be obtained by considering 

(27) u(x,t;E) n E IN, n 2. 

In that case wk and vk (k = 0,1) are given by (21), (22), (23), (24) and 

(25), whereas wk and vk (k 2) follow from the linear problems 
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{

a(x,t,w0 ) 
3
:: + b(x,t,w0 ) 

3
:; + d(x,t,w0 )wk -<l\ (x,t), (x,t) ED 

(28) 

respectively 

(29) 

wk(x,0) -vk-l (x,0), -oo < x < oo 

lim vk(x,T) = 0, 
T-+oo 

-CO< X < co 

-oo < X < co 

(x,T) E D 

the functions wk and ~k (k E IN, k 2) being completely determined by the 

functions w0 ,w1 , .•• ,wk-l respectively the functions w0 ,w1 , •.. ,wk and 

v 0 ,v1 , •.. ,vk_1 . The functions vk(x,T) (k E IN u{0}) are boundary layer func-

tions of the type 

(30) 
k+l 
L Pt) (T;x)exp[-ja(x,0,w

0
(x,0))T] 

j=l 

with P~k) (T;x) a polynomial in T with coefficients depending on x. 
J 

It follows that 

(31) 

R(x,t;E), (x,t) E D 

u(x,0;e::) = f(x) + E:n+lv (x,0), 
n 

-oo < X < co 

00 

with R(x,t;E) some C -function satisfying 

R(x,t; £) E: + 0 

uniformly in any compact subset Q c D. 

-co < X < oo 

Before entering into a discussion of the condition (26) we shall prove that 

a formal approximation u is indeed a good approximation for the solution u 

of (15). To this end we put 
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(32) z(x,t; E) u(x,t; E) - u(x,t; E). 

Then we obtain from (15) and (31) 

~ ~ a~ + {a(x,t,z+u) - a(x,t,u)}at 

~ ~ au + {b(x,t,z+u) - b(x,t,u)}ax 

+ d(x,t,z+u) - d(x,t,u) -R(x,t;E),(x,t)ED 

-oo < X < oo 

zt(x,0;E) = 0, -oo < X < oo~ 

Defining a function z(x,t;E) by 

(33) z(x,t;E) 

we get 

a
2
~ 2 a

2
~ * ~ az * ~ az E{-- - c (x,t)--2} + a (x t z·E)- + b (x t Z"E) 2 ' '~, at ' ' ' ax at ax 

(34) * + d (x,t,z; E) . * -R (x,t;s), (x,t) E D 

z (x,0; E) 0, -oo < X < oo 

where 



(35) 

* ~ a (x,t,z; £) 

* b (x,t,z;£) 

~ ~ n+l a(x,t,z+u-£ v (x,O)) 
n 

~ ~ n+l b(x,t,z+u-£ vn(x,O)) 
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* ~ d (x,t,z; £) ~ ~ n+l ~ n+l 3u {a(x,t,z+u-£ v (x,O)) - a(x,t,u-£ v (x,0))}-;;-
n n ot 

~~ Ml ~ Ml + {b(x,t,z+u-£ v (x,O)) - b(x,t,u-£ v (x,O)) }-;;-n n ox 

~ ~ n+l ~ n+l + d(x,t,z+u-£ vn(x,O)) - d(x,t,u-£ vn(x,O)) 

n+l ~ ~ n+l ~ n+l d - £ {b(x,t,z+u-£ v (x,O)) - b(x,t,u-£ v (x,O))}-d v (x,O) n n x n 

* R (x,t;£) R(x,t; £) 

n+2 2 d 2 
+ £ c (x,t)--2 vn (x,O) 

dx 

~ n+l ~ 3u + {a(x,t,u-£ vn(x,O)) - a(x,t,u)}at 

~ n+l ~ 3u + {b(x,t,u-£ vn(x,O)) - b(x,t,u)} 3x 

~ n+l + d(x,t,u-£ vn(x,0)) - d(x,t,u). 

It is easily established that the functions a*, b*, d* and R* satisfy the 

conditions (7), (9) and (10) of theorem 1 (with Lipschitz exponent a= 1) 

and that 

* R (x,t; £) 

uniformly valid in each compact subset Q c D. 

So taking for Q some characteristic region as shown in figure 1 we conclude 

from theorem 1 that there exists for sufficiently small values of£ a solu-

ti_on z of (34), provided that (cf. (14)) 

(36) 
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where the constant\, according to (13), is given by 

if a and b do not depend on u 

otherwise. 

The condition (36) can be simplified to yield n 0 (if a and bare inde-

pendent of u) or n 1 (otherwise). 

According to theorem 1 the solution z satisfies the estimate 

(37) 

where C(n) is some positive constant depending on Q but independent of E. 

Using (27), (32) and (33) we obtain from (37) the following theorem which 

is a nonlinear generalization of theorem 2 of chapter III: 

THEOREM 2. If the solution w0 (x,t) of the nonlinear problem (22) belongs to 

the class C
00

(D) then there exists for sufficiently small values of Ea sol-

ution u of problem (15) under the conditions (16) and (17). 

This solution and its first derivatives satisfy for any n E IN u{O} the 

relations 

u(x,t;E) 
n n-1 

k k+l + O(En+l), l E wk(x,t) + l E vk(x,T) 
k=0 k=0 

3u n k3wk n-1 k+1 3vk +O(En+l), (38) 3x(x,t;E) I E ~(x,t) + I E ~(x,T) 
k=0 k=0 

3u n k3wk n k3vk 
+ O(sn+l), 8t(x,t; E) I E at(x,t) + I E - 3-(x,T) 

k=0 k=0 T 

uniformly in any compact subset Q c D; the functions wk and vk 

E -1- 0 

E -1- 0 

E + 0 

(k = 0,1, ... ,n) follow successively from (22), (23), (24), (25), (28) and 
t (29) where Tis defined by T 
E 

= -. 
In case n = 0 empty sums are to be interpreted as zero. 

COROLLARY 1. It follows from the proof of theorem 2 that in case 

w 
O 

(x, t) E C 
00 

( Q) , with Q some characteristic region as sho~m in figure 1, the 

results of theorem 2 remain valid for any compact subset Q• c n. 
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COROLLARY 2. It follows from (38) that first approximations (n 

solution u of (15) and its first derivatives are given by 

0) for the 

U (x,t;E) 
X 

w
0

(x,t) + 0(s), 

dWO 
~(x,t) + 0(E), 

E + 0 

E + 0 

dWO dWO t 
3t(x,t) + {g(x) - 3t(x,0)}exp[-a(x,0,w0 (x,0))£] + 0(s), 

E + 0 

uniformly valid in any compact subset Q c D, where w0 is the C
00
-solution 

of the reduced problem (22). 

COROLLARY 3. It follows from (38) and (30) that for any n E lN u{0} 

u(x,t; E) 

u (x,t;e:) 
X 

n k 3wk 1 L E ~(x,t) + O(sn+ ), 
k=0 

E + 0 

E + 0 

E + 0 

uniformly valid in any compact subset Q c {(x,t) I -00 < x < 00 , 0 < o t < 00 } 

where o is an arbitrarily small positive constant independent of E. 

REMARKS. 

1. It is not necessary that the conditions (16) and (17) hold for all u E IR. 

It is sufficient if these conditions are fulfilled for u EI with I some 

open subset of IR containing the range Rwo of w0 . This implies that the 

functions a(x,t,u), b(x,t,u) and d(x,t,u) are allowed to have singulari-

ties in u, provided that these singularities are not in Rwo (cf. the 

first remark following theorem 3 in chapter II). 

2. The condition of infinite smoothness of the data (and hence also the cond-

ition that w0 belongs to C
00

(D)) can be weakened. In that case the expan-

sions (38) are valid for all n E lN u{0} with n n 0 , the bound n 0 being 

determined by the differentiability of the data (see also subsection 4.2). 
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3. Generalized solutions of the reduced problem 

In the preceding section we saw that for the construction of a first 

approximation (n = 0 in theorem 2) it is necessary that the solution w0 of 
2 -the reduced problem belongs at least to the class C (D). However, in non-

linear problems of the type (15) where the coefficients a and b depend on 
00 

u this necessary condition is often violated, even if the data are C -func-

tions. This is caused by the possible multivaluedness of w
0

, a phenomenon 

which will now briefly be discussed. For more details we refer to LAX [27]. 

We look for a solution u of the differential equation 

(39) au dU 
3t + q, (u) 3x = O' (x,t) E D 

which also satisfies the initial condition 

(40) u(x,O) f(x), -oo<x<oo 

We require that 

1 q,(u) EC (JR), f(X)EC 1 (JR). 

It follows from the differential equation (39) that u is constant along 

characteristics x = x(t) satisfying 

(41) dx 
dt q,(u). 

Using the constancy of u we conclude from (41) that the characteristics are 

straight lines. Geometrically the solution u of (39), (40) can now be con-

s.tructed by drawing through each point (x0 ,0) a straight line with slope 

:~ = q,(ffxoll . Along this line u has the constant value f(x0 ). 

One easily verifies that for sufficiently small values oft an analytical 

form of the solution is implicitly given by 

u - f(x - tq>(u)) 0 

since we obtain from this formula 
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au cJ>(u)f'(x-t<l>(u)) 
at= - 1 + t<l>'(u)f'(x - t<l>(u)) 

(42) 

au f' (x - t<l>(u)) 
ax= 1 + t<I>' (u)f' (x - tcJ>(u)) 

the prime denoting differentiation with respect to the argument. 

Let us now assume that cJ> is monotonically increasing, i.e. 

cJ>' (u) > 0 for u E IR. 

If f is a monotonically increasing function then it follows from (42) that 

au and au remain bounded for all t > 0. On the other hand, if f is a de-
at ax 
creasing function then~ and au tend to infinity as the denominators in 

at ax 
(42) approach zero. 

This is also illustrated by the geometrical construction mentioned before: 

for increasing f the characteristics issuing from t = 0 diverge in the 

direction of positive t and u remains single-valued for all t > 0; for de-

creasing f the characteristics intersect after some time t = tB and u be-

comes multivalued at the points of intersection (see figure 2). 

t 

Increasing f, 
diverging characteristics 

X 

Figure 2 

t 

Decreasing f, 
converging characteristics 

X 
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We can think of u as a wave with propagation velocity t(u), higher values 

of u travelling faster than lower ones. If the propagation velocity is a 

decreasing function of x (which happens for instance if t' (u) > 0, f' (x) < 0) 

the wave will break after some time t = tB to give a multivalued function 
au d au u(x,t) (see figure 3). It follows that fort~ tB the derivatives at an ax 

may become infinite. 

u 

Figure 3: u as function of x (t fixed) 

Both from the analytical and the geometrical point of view it will be clear 

that if the function f is not increasing then no continuous function u(x,t) 

exists which solves (39), (40) for all t 0 in the classical sense. It 

seems therefore natural to introduce generalized solutions of (39). 

DEFINITION 1. A piecewise continuous function u(x,t), continuously differ-

entiable at its points of continuity, is a generalized (distributional, weak) 

solution of (39) iff 

(i) u satisfies (39) in the classical sense at all points of continuity 

and 

(ii) the jump condition 

(43) 

U,e_ 

(u,e_ - ur)~; = f w U~)df; 
u r 

holds at all lines of discontinuity x 

defined by 

x(t), where u,e_ and ur are 



{: uf_ (x,t) lim u(y,t) 
ytx 

u (x,t) lim u(y,t). 
r y+x 

A generalized solution of (39), (40) with fa piecewise continuous 

function is not necessarily uniquely determined. However, if we restrict 

ourselves to generalized solutions which in addition satisfy 

(44) u r 
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at every point of discontinuity (x,t) then it can be shown that there exists 

a uniquely determined (single-valued) function u(x,t) which solves (39), 

(40) for all t 0 in generalized sense. For a discussion of the condition 

(44) we refer to LAX [27]. 

The concept of generalized solution can be extended to include bounded mea-

surable functions. 

DEFINITION 2. A bounded, measurable function u(x,t) is a generalized (dis-

tributional, weak) solution of (39) iff 

u 

ff {~tu+ ~x f ~(~)d~}dxdt 0 
D 0 

for all test functions~ E c 1 (D) with compact support in D. 

It can be shown that for piecewise continuous functions the definitions 

1 and 2 are equivalent (cf. LAX [27]). 

As before, a generalized solution u of (39), (40) with fa bounded, measur-

able function is not necessarily uniquely determined. However, also in this 

case existence and uniqueness can be guaranteed if certain additional condi-

tions are imposed on u (see OLEINIK [33], [35]). 

As an illustration we shall give an example of a generalized solution in the 

sense of definition 1. 
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EXAMPLE 1. 

r ~= 0, (x,t) -+ arctan u E D clt dX 
(45) 

u(x,O) -x, -oo < X < 00 

The solution of this problem is implicitly given by 

F(x,t,u) - u - t arctan u + x 0 

and it is easily verified that the lowest value oft for which 

Fu(x,t,u) = 0 

is given by t = 1 (with x = u = 0), so breaking takes place at tB = 1. This 

can also be checked graphically. The characteristic through (x0 ,0) is for 

t > 0 given by 

(46) arctan x 0 

If we consider (46) as an equation in x0 with x and t given then it easily 
xo-x 

follows from the graphs of arctan x0 and -t- that breaking occurs at 

(x,t) = (0,1) (see figure 4). Fort> 1 and suitably chosen x there are 

several characteristics passing through (x,t). 

/ 

{-

----

Figure 4 

graph of arctan x0 X -X 
graph of _O_ for x = 0, t = 1 

t 
graph of for x = 0, t > 1 t 
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The region in the (x,t)-plane where u(x,t) is multivalued is bounded by the 

envelope 

(47) {: 2 s - (1 + s) arctan s 
(s E JR) 

(cf. WHITHAM [56, p.23]). We have sketched the situation in figure 5. 

t 

I 
I 

(0, 1)1 
I 
I 
I 

I 

Region of multivaluedness 

u 

X 

Graph of u(x,t0 ), t
0 

> 1 

Figure 5 

X 

In order to obtain from this multivalued function the generalized solution 

of (45) we have to insert a discontinuity, often referred to as a shock. The 

line of discontinuity must pass through the point (0,1) and lie in the shad-

ed region (see figure 5). In addition the shock position must be such that 

the jump condition (43) holds. It is easily verified that the line 

{(x,t) Ix= 0, t 1} satisfies all requirements because of the uneven char-

acter of the problem. The generalized piecewise continuous solution is 

sketched in figure 6. 
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t 

_____ t 

(0, 1) 

u 

', ', 
\ 
I 
I 

I 
I 

/ 
/ 

-------~.,f-,--------7 X 
/ 

I 
I 

I 
I 
\ 

' ' 

/ 

-------------------,"x ' '-

Shock position Generalized solution at t 

Figure 6 

From this example one might get the impression that the line of dis-

continuity necessarily coincides with the characteristic through the break-

ing point. However, this is not true as an analysis of the following problem 

shows: 

clu + arctan u clu = 0 
3t dX ' 

(x,t) ED 

{:.- 1 3 0 3x , X 

u(x,0) 

X < 0. 

The breaking point is again given by (0,1) but one may verify that the char-

acteristic x = 0 does not satisfy the jump condition (43), so it cannot 

coincide with the line of discontinuity. 

Finally, it should be remarked that the concept of generalized solutions 

can be extended to more general initial value problems of the type 

+ <jl(x,t,u):: + 'l'(x,t,u) 

u(x,0) f(x), - 00 < x < oo 

0, (x,t) ED 



Also the restriction that w be monotonic in u can be disposed of (see 

OLEINIK [36]). 
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Let us now return to singular perturbation problems and see what the 

introduction of generalized solutions leads to. For singular perturbations 

of parabolic type it is known (OLEINIK [33], [34]) that under appropriate 

conditions on the data the solution u of 

(48) 
{

E:) = :~ + W(x,t,u)~~ + IJl(x,t,u), 

u(x,0;E) f(x), - 00 < x < 00 

(x,t) E D 

converges for E + 0 in some integral norm to the generalized solution w of 

{

:: + w(x,t,w) :: + IJl(x,t,w) 

w(x,0) f(x), - 00 < x < oo 

0, (x,t) E D 

More strongly, if W(x,t,u) = u and IJl(x,t,u) = 0 we have BURGERS' equation 

and problem (48) can be solved explicitly (see BURGERS [5] and WHITHAM [56, 

chapter 4]). It turns out that u converges pointwise tow for E + 0 with the 

exception of arbitrarily small neighborhoods of the lines of discontinuity 

where a smooth transition takes place (see figure 7). 

{ 

graph 

-----graph 

Figure 7: Convergence of u for fixed t 

of w 

of u 
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We strongly believe that similar results hold for problems with a singular 

perturbation of hyperbolic type. A possible strategy to solve this kind of 

problems will now be illustrated by the following example 

L (E) [u] 
2 2 au au 

- E(~ - c2~) + -+ arctan u- = o, 
at 2 ax

2 at ax 
(x,t) E D 

u(x,0;E) = -x, -00 < X < ex, 

ut(x,0;E) = 0, -oo < X < 

where c is some constant satisfying 

(49) 

This inequality implies that the timelike condition is fulfilled. 

From example 1 we know the shock position and the region of multivaluedness 

for the solution of the reduced problem. We draw through the breaking point 
. f . dx + . (0,1) two characteristics satis ying dt = _c_ Using the timelike condition 

(49) it can be shown that these characteristics lie outside the region of 

multivaluedness (see (47) and figure 8). 

t 1 - X 
C 

t 

t 

(0, 1) 

-----------------------a> X 

Figure 8 

Since the generalized solution of the reduced problem is infinitely smooth 

in the region 



* D { (x,t) I O t < 1 + x v O 
C 

we have the approximation 

t < 1 - ~} 
C 

u(x,t;E) w(x,t) + O(E), E + 0 

* 
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uniformly valid in each compact subset Q c D (see corollary 1 of theorem 2). 

Approximations for u in the remaining region D\D* have not been established 

yet. Since it follows from (43) that shocks originating from the reduced 

equation necessarily take place·along timelike curves in the (x,t)-plane a 

promising strategy for future investigations seems to be the following (see 

also chapter VI): 

1. Define for an arbitrarily small positive number o (independent of E) the 

region D0 by 

{ (x,t) Ix > 0 A t > 1 + x - o} 
C 

and consider the Goursat problem L(E)[u] 

of u along the boundary to be known. 

0 in D0 , assuming the values 

2. Construct a formal approximation u for u in D0, consisting of the general-

ized solution w augmented with a boundary layer function at x = 0. 

3. Prove that lim {u(x,t;E) - ;(x,t;E)} = 0 in D0 , using the fact that 
E+D 

u(x,1 + X - O;E) - W(X,1 + X - 0) 
C C 

0 (E), E + 0 for x;:: 0 

(cf. chapter VI). 

Since the unknown function u(O,t;E), t;:: 1 occurs only in the bo~dary layer 

function it follows that 

lim u(x,t;E) 
dO 

w(x,t) in {(x,t) Ix;:: 

In a similar way one obtains an estimate in {(x,t) Ix~ -O At<'. 1 - X - o}. 
C 

The .above mentioned procedure can be carried out if one knows a priori that 

both u(x,t;E) and its tangential derivative along the shock remain bounded 
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as E tends to zero. Finally, approximations in regions containing a part of 

the line along which the shock takes place may be constructed by adding to 

the generalized solution a free boundary layer giving a smooth transition 

(depending on E) from values of w(x,t) with x < 0 to values of w(x,t) with 

X > 0. 

In the next section we shall discuss two nonlinear initial value prob-

lems of the type (15) in which the coefficients a and bare independent of 

u. 

4. Problems with a and b independent of u 

4.1. The case d(x,t,u) d(x,t)sin u 

We consider the quasilinear initial value problem 

a2u 2 a2u 3u 3u d-- - c (x,t)-2-} + a(x,t)at + b(x,t) ax+ d(x,t)sin u = 0, 
3t2 3x 

(50) 

u(x,0;E) = f(x), -oo < X < oo 

-oo < X < oo 

where Eis a small positive parameter, i.e. 0 < E << 1. 

The following conditions are imposed on the data 

(51) 

and 

c(x,t) > 0 in i:i 

c(x,t) is uniformly bounded in any strip 

{ ( X' t) I -oo < X < 00' 0 s; t s; T } 

(x,t) E D 



a(x,t) > 0 in D 

lb(x,t) I < a(x,t)c(x,t) in D. 

We ask for an approximation of the solution u of (50), valid for small 

values of £. 

It has been shown in section 2 that the reduced problem 

(52) 

Ja(x,t):: + b(x,t):: + d(x,t)sin w 

t(x,O) f(x), -oo < x < 00 

o, (x,t) ED 
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holds a key position in the construction of an approximation for the solu-

tion u of (50); it is in fact the smoothness of the solution w of (52) 

which determines the highest order of accuracy we can obtain. 

Since an obvious change of coordinates transforms problem (52) into 

an equivalent problem of the type 

(53) 

f:: + d(x,t)sin w 

lw(x,O) f(x), 

0, (x,t) E D 

-oo < X < oo 

it follows that instead of (50) we may consider without loss of generality 

the simpler problem 

(54) 

2 
{au 

£ --
at2 

u(x,0;£) 

2 a2u au c (x,t)--2 } + - + d(x,t)sin u 
ax at 

0, (x,t) E D 

f(x), -oo<x<oo 

-oo < X < oo 

for as far as the construction of an approximation for u is concerned there 

is qualitatively no difference between the problems (50) and (54). 

An approximation for the solution u of (54) can easily be given in explicit 

form. We find for the solution w of the reduced problem (53) 
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(55) 

where 

(56) 

1 2 arctan[tan{2f(x)}exp{¢(x,t)}] + 2kTI 

{

w(x,t) 

if (x,t) E J\:, k E 2Z 

w(x,t) (2k + l)TI if (x,t) E Bk, k E 2Z 

{ ( X, t) I ( 2k - 1) TI < f ( X) < ( 2k + 1) TI, 0 $ t < 00 }, 

Bk= {(x,t) j f(x) = (2k + l)TI, 0 $ t < 00 }, 

t 

¢(x,t) - f d(x,T)dT. 

0 

k E 2Z 

k E 2Z 

Since w(x,t) E C
00

(D) we obtain from corollary 2 of theorem 2 

THEOREM 3. For sufficiently small values of E there exists a solution u of 

problem (54) under the conditions (51). This solution satisfies 

u(x,t;E) w(x,t) + O(E), E -1- 0 

uniformly in each compact subset D c D, where w(x,t) is given by (55) and 

(56). 

A sketch of was function of x for different values oft is given in 

figure 9. 

f(x) 

w 

Tisinx, d(x,t) _ 1 f(x) 

t 
Figure 9 : w as function of x for { t 

t 

w 

;--~,-- -- --
/ \ 
I I , /_.-----\1 
; 11 

I\ X 
t \~ _____ / 1 : \.. ______ ,/ I 
\ I \ I 

- '~--~ --2!_ - - ~--L - -

sin x, d(x,t) - -1 



Note that in case d(x,t) - 1 

lim w(x,t) 
t-+<x> 

and in case d(x,t) - -1 

lim w(x,t) 

2k1T if (2k - 1)1T < f(x) < (2k + 1)1r, 

1) 1T if 2k1T < f(x) < (2k + 1)1T, 

t-+<x> 
-{" + 

(2k - 1) 1T if (2k - 1)1T < f(x) < 2k1T, 

4.2. The case d(x,t,u) 

We consider the quasilinear initial value problem 

o, 
(57) 

u(x,O;E:) = f(x), -oo<x<oo 

-oo < X < oo 
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k E 2Z 

k E 2Z 

k E ZZ. 

(x,t) E D 

where E: is a small positive parameter, i.e. 0 < E: << 1, and vis a positive 

number. 

The following conditions are imposed on the data 

(58) 

and 

c(x,t) E Cco(D), f(x) ECco(JR), g(x) E Cco(JR) 

c(x,t) > 0 in i:i 

c(x,t) is uniformly bounded in any strip 

{ (x,t) I -co < x < co, 0 s t s T} 
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a(x,t) > 0 in D, d 2 (x,t) > 0 in D 

Jb(x,t) I < a(x,t)c(x,t) in D. 

We ask for an approximation of the solution u of (57), valid for small 

values of E. Note that in this problem the function d(x,t,u) does not belong 

to the class C
00 (D x JR), except when vis even. 

In order not to complicate the calculations we shall restrict ourselves to 

the following special form of problem (57): 

L(E)[u] a2u 2 a2u clu ululv (x,t) - d-- C (x,t)--2 } + -+ 0, E D 
at2 ax clt 

(59) u(x,0;E) = f(x), -00 < X < 00 

ut(x,0;E) = g(x)' -co< X < 00 

As we pointed out in subsection 4.1 this is no serious limitation as long 

as we are concerned with approximations of u, since the reduced problem 

fa(x,t):: + b(x,t):: + d 1 (x,t)w + d2 (x,t)wlwlv 

\w(x,O) f(x), -oo < x < oo 

L 

0, (x,t) E D 

can always be transformed into an equivalent problem of the type 

0, 

(60) 

fa: + wlwlv 

t(x,O) f(x), 

(x,t) E D 

-co< X < co 

by means of a LIOUVILLE transformation followed by a transition to charac-

teristic coordinates. 

We shall now establish an approximation for the solution u of (59). 

Firstly, let us remark that for even values of v the theory of section 2 



may be applied in a straightforward manner, since we have in that case 

d(x,t,u) E C
00 (D x IR) and the solution w of (60), given by 

(61) w(x,t) f(x) 

belongs to C
00

(D). So we obtain from corollary 2 of theorem 2 

u(x,t;E:) f(x) ---------- + 0 ( £) , 
{1 + vtlf(x) lv}l/v 

£ + 0 

for even v, uniformly valid in each compact subset~ c D. 
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In order to deal with other values of v we shall assume for the moment that 

the function f has no zeroes. Then the solution (61) of the reduced problem 

belongs again to C
00

(D). Starting with this function as a first approximation :o it is possible to construct for any n E lN u {O} a formal approximation 

u for u in the form 

(62) u(x,t;E:) 

in the same way as we did in section 2. Note that the higher derivatives of 

the function ululv remain bounded for u in a neighborhood of w
0 

due to the 

fact that w0 has no zeroes. 

The proof of the correctness of the expansion is similar to the proof 

given in section 2. The only difference is that in the application of theo-

rem 1 to problem (34) the Lipschitz exponent a mentioned in (10, iii) is 

now given by 

a = min(v, 1) 

* instead of a 

in this case 

1, since the function d (x,t,z;E:) defined by (35) satisfies 

* 3d ~ -;:::;- (x,t,z;E:) 
dZ 

As in section 2 the application of theorem 1 to problem (34) leads to the 

existence of a solution z satisfying (37), provided that (cf. (14)) 
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(63) n + 1 > A + l 
4 

Here the constant A, according to (13), is given by 

A 4 min(v, 1) 

The condition (63) can also be written as 

(64) 1 
min(v,1) > 4n + 3 

Hence we may conclude that an increase of the number of terms in (62) yields 

not only better approximations for u but it also enables us to consider 

smaller values of v. In particular, letting n tend to infinity we obtain 

for all v > 0 

u(x,t;E) E: -} 0 

uniformly valid in each compact subset Q c D, provided that f has no zeroes. 

Let us now investigate what happens if the function f has zeroes. 

Starting with (61) as a first approximation w0 it is not possible to con-

struct a formal approximation of arbitrarily high order, because for any 

fixed value of v 

(i) the higher derivatives of uJul\! may become unbounded in a neighborhood 

of w0 , since w0 may be equal to zero, 

(ii) the higher derivatives of w
0 

with respect to x become unbounded in a 

neighborhood of a zero off. 

As for the derivatives of w
0

, a calculation shows that 

dWO f' (x) 

ax= {1 + vt!fCxl lv}l+l/v 

(65) 
2 3 wo f"(x) 

3x2- = {1 + vtlf(x) lv}l+l/v 
v(v + l)tlf(x) lv{f' (x)} 2 

f(x){l + vtlf(x) lv} 2+l/v 



so if f 

that in 

N.Bl. 

has in x = x0 a zero with multiplicity k (k E JN) 

a neighborhood of x = x0 

82w
0 

. {unbounded if O < v < 1, k 
--1.s 
ax2 

bounded otherwise. 

a jump discontinuity in x = x0 if v k 
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then it follows 

1. 

N.B2. If f(x) = 0 in a neighborhood of x 

zero with infinite multiplicity. 

x0 then we can think of x 0 as a 

On the other hand, w0 is for all positive values of v infinitely continuous-

ly differentiable with respect tot. 

a2w 
From the fact that --f is unbounded for O < v < 1, k = 1 it apparently 

ax 
follows that for small values of v we cannot even start the formal approxi-

mation with a first term w0 given by (61). Although it will turn out that 

we can do something about this by some regularization technique it will be 

clear that we may not expect to obtain expansions of high order. Of course, 

the highest possible order of the approximation increases as v increases, 

but since we want our results to be valid for as many values of v as pos-

sible, including small ones, we shall from now on restrict ourselves to 

first order approximations. Putting 

u(x,t;E:) 

and excluding for a moment the combination O < v < 1, k 

section 2 (formula (31) with n = 0) 

(E:) -~ L [u] = R(x,t;E:), (x,t) E D 

u(x,O;E:) 

g(x), -oo < X < co 

1 we obtain as in 

-oo < X < co 
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where R(x,t;E) is a function satisfying 

R(x,t;E) O(E), E -1- 0 

uniformly in each compact subset Q c D. 

Applying the estimate (37) with n = 0 we get 

u(x,t;E) E -1- 0 

uniformly valid in each compact subset Q c D, provided that (64) holds with 

n = 0, that is 

1 
V > 3 

< 1 Note that for O < v - 3, k > 1 approximations of higher order are required 

because of (64); in that case one must also investigate the regularity of 
anwo 

the functions -- (n 3). Since this involves a number of tedious calcu-
axn 

lations which do not lead to an essential improvement of the results we 

shall not go further into this matter. 

We shall now examine the case O < v < 1, k = 1. 

Let us suppose that f has a certain number of zeroes with multiplicity 

k = 1 which are nowhere dense in JR. Since we only consider approximations 

in bounded subsets of D we may assume without loss of generality that this 

number is finite, say m, and we denote the zeroes by xi (i = 1,2, ... ,m) 

where x. < x. for i < j. 
1. J aLwo 

Since ----::-:-:Tis unbounded in a neighborhood of each of the zeroes we 
ax 

shall consider instead of (59) the modified problem 

a2u 2 a2u au ululv d-- C (x,t)--2 } + -+ 0, (x,t) E D 
at2 ax at 

(66) U(x,O;E) f (x;E), -oo < X < co 

Ut(x,O;E) = g(x), -oo < X < oo 

with O < v < 1 and 

(67) f(x;E) 
m (x 

f(x) i~l [l - exp{-
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Here pis some positive constant to be determined later on. 

Note that the zeroes off have multiplicity k 2. Moreover, we obtain from 

(67) 

f (x) - f (x; E) 

(68) 

f(x) 
m 

I 
i=l 

(x - x. ) 2 

exp{----l-} 
E2p 

E -J. 0 

uniformly valid in every compact subset of IR, where N is an arbitrarily 

large positive number. Since xi (i = 1,2, ... ,m) is a zero off with multi-

plicity k = 1 it follows that 

(69) f(x) - f(x;E) E -J. 0 

uniformly valid in every compact subset of IR. 

For small values of Ethe initial functions f and f differ only slightly, 

so we may expect the solution U of (66) to differ slightly from the solu-

tion u of (59). We shall now try to approximate u by constructing an approx-

imation for U. 

A first approximation for U is given by 

(70) U(x,t;E) 

where v
0 

is the boundary layer function 

~ ~ V . t 
-{g(x) + f(x;E) [f(x;E) I }exp(--) 

E 

and w0 is the solution of the reduced problem, viz. 

(71) 
f (X;E) 
~ V 1/v . 

{ 1 + vt I f (x; E) I } 

This function is now twice continuously differentiable with respect to x. 

Putting 
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(72) Z (x,t;E) 

we obtain as in section 2 (cf. formula (34)) 

2 a2z az * * C (x,t)--2 } + -+ d (x,t,Z;E) -R (x,t;E) 
3t2 dX 3t 

(73) r~-
Z(x,O;E) Zt(x,O;E) 0, -oo < X < co 

where 

* d (x,t,Z;E) 

* R (x,t;E) 

2 
2 3 WO 

C (x,t)--2-} 
dX 

2 2 d 2 
+ E c (x,t){--2 v0 (x,0;E) 

dx 

From (67) it follows that 

E + 0 

E + 0 

2 3 v0 - --2-(x,t;E)} 
dX 

(x,t) 

uniformly valid in each compact subset of JR, so using (65) we obtain 

* R (x,t;E) E + 0 

uniformly valid in each compact subset n c D. 

Hence, applying theorem 1 to (73), we obtain 

Z (x,t;E) E + 0 

E D 



uniformly valid in each compact subset n c D, provided that 

(74) 

Using (70) and (72) we get 

U(x,t;E) 

uniformly valid in each compact subset n c D. 

From (61), (69) and (71) we easily derive that 

£ + 0 

£ + 0 

uniformly valid in each compact subset n c D, whence 

(75) U(x,t;E) £ + 0 

uniformly valid in each compact subset n c D, with 

3 
K = min(p,-p + 4). 
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In order to estimate the difference between the solution u of the original 

problem (59) and the solution U of the modified problem (66) we put 

(76) z(x,t;E) u(x,t;E) - U(x,t;E) - f(x) + f(x;E). 

Then it follows from (59) and (66) that 

ri£- 2 a2z az 
C (x,t)-2 } + -+ d(x,t,z;E) -R(x,t;E), (x,t) E D 

at 2 ax at 

(77) 

z (x,0;£) zt(x,0;£) 0, -oo < X < co 

where 
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d(x,t,z;£) (z + U + f - f) lz + U + f - f Iv 

R(x,t;£) (U + f 
~ ~ V V fl iu + f - fl - uiul 

2 ~ + £c (x,t){f"(x;£) - f"(x)}. 

We shall examine the right-hand side function R. 

Since the function wO defined by (61) has the same zeroes as fit follows 

from (68) that 

V ~ p+Vp iwO(x,t)I {f(x) - f(x;£)} = 0(£ ), £ + 0 

uniformly valid in each compact subset n c D. 

Using this result together with the formulae (69) and (75) and the 

inequality 

for x 0, y 0 and O <a~ 1 

we obtain for£ sufficiently small 

~ ~ V V I (U+f-f) iu+f-fi - uiul I (v+1) if-fl· lu + 0(f-f) Iv 

with O < 0 < 1 and Ca generic constant independent of£. 

Hence it follows that 

R(x,t;£) A 0(£ ) , £ + 0 

uniformly valid in each compact subset n c D, where 

(78) A 3 min{1 - p, p + Vp, p + V(4 - p)} 



Applying theorem 1 to (77) we obtain 

z(x,t;E) E + 0 

uniformly valid in each compact subset Q c D, provided that 

(79) 

Hence, using (69), (75) and (76), we obtain 

(80) u(x,t;E) 
I 

wo(x,t) + O(Eµ-;;)' E + 0 

uniformly valid in each compact subset Q c D, where 

µ min{l - p, p + ¼, p + vp, p + v(¾ - p)}. 
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Next we shall determine the positive constant p. This constant has to be 

chosen such that the inequalities (74) and (79) are satisfied, where A is 

given by (78). A straightforward calculation shows that these inequalities 

can only be fulfilled for some positive value of p if we restrict ourselves 

to values of v satisfying 

2 
V > 3 

In that case an optimal valueµ 

finally we obtain from (80) 

¾ is obtained if we choose p 

u(x,t;E) 3/8 w
0

(x,t) + 0(E ), E + 0 

2 uniformly valid in each compact subset Q c D, provided that v > 3 

We summarize the results in 

3 
8 • So 

THEOREM 4. Under each of the following restrictions on v and f there exists 

for sufficiently small values of Ea solution u of problem (59) under the 

conditions (58), which satisfies 

u(x,t;E) E + 0 



120 

uniformly in each compact subset n c D: 

(i) v = 2k (k E JN); in this case a= 1 

(ii) v > 0 and f has no zeroes; in this case a= 1 

(iii) V. 

(iv) 1 - < 3 
(v) £< 

3 

1 . h. 3 ; int is case a= 4 
v < 1 and zeroes off have multiplicity k 2; in this case a 

3 v < 1; in this case a= 8 . 

3 
4 

Finally we remark that nonlinear initial-boundary value problems in 

more than one space variable, which are governed by a differential equation 

of the type discussed in this section, have been studied by GENET & MADAUNE 

[17] and MADAUNE [30]. It was shown amongst other things that the solution 

u of these kind of problems converges in some integral norm to the solution 

w0 of the reduced problem as£ tends to zero. 

A discussion of nonlinearities of the type ululv is also given by LIONS 

[29]. 



CHAPTER V 

INITIAL - BOUNDARY VALUE PROBLEMS FOR 

LINEAR HYPERBOLIC DIFFERENTIAL EQUATIONS 

In this chapter we shall discuss the initial-boundary value problem 

(singular perturbation problem) 

e:L2[u] + Lie:)[u] f(x,t;e:), (x,t) E D 

u(x,O;e:) = g(x;e:), 0 $ X $ l 
( 1) 

ut (x,O;e:) = h(x;e:), 0 $ X $ l 

u(O,t;e:) kl (t;e:), 0 $ t < 00 

u(l,t;e:l k 2 (t;e:), 0 $ t < 00 

where e: is a small positive parameter, i.e. 0 < e: << 1, the region Dis the 

strip 

D { (x,t) \ 0 < X < l, 0 < t < 00 } 

d . L(e:l and the ifferential operators L2 and 1 are defined by 

( ) clu b (x t. e:) clu + d ( ) a x,t;e: at+ , , clx x,t;e: u. 

The functions a, b, d, f, g, h, k 1 and k 2 depend on the variables x and/or 

t and on the parameter e:; the function c satisfies 

c(x,t) > 0 in D, 

which implies that L2 is a hyperbolic operator. 
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It will be assumed that the boundary functions g, k 1 and k 2 are continuous, 

no exception being made for the corners of the strip; so we require in 

particular 

{

g(0;i::) 

g(l;i::J 

valid for all E with 0 < E << 1. 

Furthermore we shall impose the growth conditions discussed in section 

1 of chapter III (cf. formula (7) of that chapter), that is, we assume the 

coefficient a(x,t;i::) to be strictly positive and we require that the func-

tions a, band care such that for sufficiently small values of Ethe sub-

characteristics of Lii::) are timelike with respect to the characteristic 

directions connected with L2 . 

There exists few literature on singularly perturbed initial-boundary value 

problems for hyperbolic differential equations. For problems in IR2 with 

constant coefficients an analysis based on Laplace transforms is given in 

WHITHAM [56, chapter 10]. Initial-boundary value problems with more than 

one space variable have been investigated by DZAVADOV [8] and GENET & 

PUPION [18] (linear problems) and by GENET & MADAUNE [17] and MADAUNE [30] 

(nonlinear problems). 

Using a modified version of the energy integral method developed in 

chapter III we shall derive in section 1 a priori estimates for the solution 

u of problem (1). In section 2 we shall construct an approximation for the 

solution u of a problem of the type (1), in which the parameter i:: occurs 

only as a factor in front of the operator L2 . 

REMARK. It is possible to consider problem (1) with a more general hyper-

bolic operator L2 defined by 

with c 1 (x,t) < 0 < c 2 (x,t) in D. However, since all essential features of 

the general theory become manifest in the special case where 
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in D 

we prefer to discuss the latter for reasons of simplicity. 

1. A priori estimates 

We consider the initial-boundary value problem (1) under the following 

conditions 

(2) 

(3) 

{

c(x,t) 

c(x,t) 

1 -E C (D) 

> 0 in D 

for each compact subset Q c D there exists a positive constant El (de-

pending on Q) such that 

(i) 1 a(x,t;E) E C (Q), 

d(x,t;E) E CO (Q), 

b(x,t;E) E C1
(QJ 

f(x,t;E) E CQ(Q) 

valid for every value of E satisfying O < E El 

(ii) the functions a(x,t;E), b(x,t;E) and their first derivatives, as 

well as the function d(x,t;E), are uniformly bounded in Q for 

0 < E El 

(iii) a(x,t;E) ::>: a 0 > o 

valid for all (x,t) E Q and all E E (0,El], where ao is some con-

stant depending on Q and El but independent of E 

(iv) {a(x,t,c)c(x,t) + b(x,t;E) ::>: p > 0 

a(x,t;E)c(x,t) - b(x,t;E) ::>: p > 0 

valid for all (x,t) E Q and all E E (0, El], where p is some con-

stant depending on Q and El but independent of E 
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for each positive constant T there exists a positive constant £
2 

(de-

pending on T) such that 

(4) and 

1 g(x;£) EC [O,l], 

1 kl (t;E) E C [0,T], 

fg(0;£) 

1(l;£) 

h(x;£} E c0[o,l] 

valid for every value of£ satisfying O < £ $ £2 • 

In order to derive a priori estimates for the solution u(x,t;£) of (1) in 

some compact subset Sc D we encloses by a rectangle 

Q { (x,t) I O $ x $ l, 0 $ t $ T} 

where T sup(x,t)ES t (see figure 1). 

t 

t T 
D------------------•C 

n•------------------•C' 

X l 

A B X 

Figure 1 
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Let a be some positive constant (independent of£) to be determined later on 

and let S = S(x,t;e} and y = y(x,t;e) be continuously differentiable func-

tions (depending on the variables x and t and on the parameter e) likewise 

to be specified later on. 

We multiply the differential equation (1) by 2aau to obtain 

cl 2 2 2eaauut} cl 2 - 2eaac2uu} ~aa u + + iz{aabu 
X 

u2{-2aad 
2 cl(aac2) (5) cl (aa ) cl(aab)} + 2euu 3 (aa) - 2euu +--.-+ clt dX t clt X clx 

2 - 2eaac2u2 + 2aafu + 2eaaut 
X 

valid for (x,t) E Q and 0 < £ $ e
0 

= min(e 1,e2 ), the values of e 1 and e
2 

being determined by the region Q (see the conditions (3,i) and (4)). 

Multiplication of (1) by 2Sut yields 

(6) 2313 eu- -tclt 

2 
2£U u a (~c ) + 

t X oX 

valid for (x,t) E Q and 0 < e $ e
0

• 

Finally, multiplication of (1) by 2yux leads to 

(7) 

likewise valid for (x,t) En and 0 < £ $ e0 • 



126 

Adding (5), (6) and (7) we obtain 

(8) 

where the expressions Qi (i 1,2,3,4) are given by 

Q3 u2{-2aad + a(aa2) + a(aab)} + 2c:uut a(aa) -2c:uu a(aac2) 
at ax at X ax 

(9) 

Integrating (8) over the rectangle~ and using GREEN's theorem in the plane 

we obtain (see figure 1) 

(10) 

We shall now specify the functions Sandy. 

Leto be an arbitrarily small positive number (independent of£) sat-

isfying O < o < ½,t. Let 'JI (x) be some C
00 

-function defined for O :,; x :,; l 
which satisfies 

for 0 $ X $ l.,e_ 
2 

for 0 $ X $ lo 
2 

( 11) 
1 'JI (x) monotonically increasing for 2 o :,; x $ o 

'Jl(x) '¥Cl - xl 



(see figure 2a) and let the C co -function <I> (x; e:) by defined by 

(12) <l>(x;e:) e: + (1 - e:)'l'(x) for O :::; x $ l 

(see figure 2b). 

'I' <I> 

1 1 

e: 

Figure 2a 

I 
I 
I 
I 
I 
I 
I 
I 

I I 
-----!- - --- -t-- -

: : I I 

cS 

Figure 2b 

We now choose the functions Sandy as follows 

( 13) {: S(x,t;e:l 

y(x,t;e:) 

a(x,t;e:)<l>(x;e:) + 2e:a a<!>+ 2e:a 

b(x,t;e:)<l>(x;e:) + e:¢(x) b<I> + e:¢ 
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X 

where ¢(x) is some C
00
-function defined for O $ x $ l, which will be speci-

fied later on. This leaves the constant a and the function¢ to be deter-

mined. 

Now that we have chosen Sandy we shall have a closer look at the expres-

sions Qi ( i = 1,2,3,4). Let us start with Q2 . The integrals along AD and BC 

in the right-hand side of (10) contain in their integrands the function ux 

that we do not know a priori along AD and BC. This difficulty can be over-

come by choosing the function¢ such that y e: along AD and y $ -e: along 

BC. Since we have from (11), (12) and (13) 
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ly(O,t;E) = £b(0,t;£) + £$(0) 

ly(l,t;£) £b(l,t;£) + £$(l) 
l., 

this can be achieved by choosing¢ such that 

f coi B + 1 

~(l):, -B - 1 

along AD 

along BC 

where the £-independent nonnegative constant Bis defined by 

B sup lb(x,t;£) I 
(x,t)E!1 

0<£$£0 

(cf. the condition (3,ii)). A possible choice for¢ is given by 

¢ (x) (B + 1) (1 - ¥) for 0 $ x $ l. 

With this choice we obtain along AD, using (9), (13) and the inequality 

y(0,t;£) £ 

2 2 2 - 2£aac2uu 2 2 aabu2 2 2 
Q2 $ -£CU - 2£ (a+ 2a)c utux + - £ ut X X 

-2c2 (_!_EU + a.au) 2 - 2 2 1 2 2£ c {2 ux + (a+ 2a)ut} 2 X 

(14) 

+ (a.ab+ 2a2a2c2 )u 2 + £2{2(a + 2a) 2c 2 - 2 
l}ut 

2 2 2) $ Ml (u + £ ut 

and similarly along BC, using (9), (13) and the inequality y(l,t;£) :, -£ 

(15) 
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for certain positive constants M1 and M2 depending on Q but independent of£. 

As for the expression Q3 , it is easily established that there exist positive 

constants M3 (depending on Q and a but independent of£) and M4 (depending 

on Q but independent of a and£) such that 

(16) 

valid for (x,t) E Q and O < £ £0 . The independence of M4 with respect to 

a follows from the observation that the terms aw and bW in (13) are indepen-

dent of a. 

Next we consider Q4 . Substituting (13) into (9) we obtain after some calcu-

lations 

Using (3,iv) it is not difficult to verify that there exists a positive 

constant p 0 , independent of a and£ and satisfying 

0 < Po < 1 - sup 

(x,t)EQ 

M 
ac 

such that for sufficiently large a, say a> a 1 

valid for (x,t) E Q and O < £ £0 . 

Hence it follows that there exist for a> a 1 positive constants M5 (de-

pending on Q and a but independent of£) and M6 (depending on Q but indepen-

dent of a and£) such that 
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( 17) 

valid for (x,t) E Q and 0 < £ S £0 . 

Taking a. such that 

we obtain from (16) and (17), using (12) 

(18) 

valid for (x,t) E Q and 0 < £ $ £0 . 

Finally we investigate the expression Q 1 . Substituting (13) into (9) we 

obtain 

It follows from the conditions (3,iii) and (3,iv) that there exists a posi-

* tive constant m, depending on Q but independent of£, such that 

valid for (x,t) E Q and 0 < £ S £0 • Moreover, the expression 

is definite positive if we choose a sufficiently large, say a> a 3 • Sotak-

ing for the constant a 
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and using the condition (3,iii) we obtain the inequality 

(19) 

valid for (x,t) En and O < £ $ £0 , where mis some positive constant de-

pending on n but independent of£. 

It is also easily established that 

(20) 

valid for (x,t) En and O < £ s £0 with M7 some positive constant depending 

on n but independent of£. 

Putting 

we obtain from (10), (14), (15), (18), (19) and (20) 

C 

(21) m I ff 
D ABCD 

valid for O < £ $ £
0 

where the positive constant K(n,£), depending on n and 

£, is defined by 

II fl! + II gll [ "J + II k II [ J + II k II [ J n o,~ 1 o,T 2 o,T 

with II •lln denoting the L2-norm over n, etc. 

Since (21) with the same values of m and Mis also valid for every 

rectangle n• = ABC'D' inside n = ABCD (see figure 1) we obtain as in section 

2 of chapter III, using GRONWALL's lemma, the estimate 

l 

f (u2 + £~u2 + £~u2 )dx $ C(Q)K2 (n,£) t X 

0 
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(cf. formula (26) of chapter III), whence particularly 

(22) 

and 

(23) 

0 

l-o I (u
2 

+Eu!+ Eu!)dx $ C(Q)K
2

(n,E) 

0 

valid for 0 $ t $ T and 0 < E $ E
0

; the constant C(Q), depending on n but 

independent of E, is given by 

C(Q) ~exp(MT). 
m m 

Pointwise estimates for u(x,t;E) can be obtained from (22) and (23) by 

applying SOBOLEV' s inequality ( cf. AGMON [ 1, p. 32]; see aiso formula ( 33a) 

of chapter III). We formulate the results in 

THEOREM 1. Let u(x,t;E) be the solution of the initial-boundary value prob-

lem (1) under the conditions (2), (3) and (4), and let n be the closed rec-

tangle O $ x $ l, 0 $ t $ T. Then we have for E sufficiently small, say 

0 < E $ EO with EO depending on n, the following estimates in L2-norm 

0 

l-o I (u
2 

+Eu!+ Eu!)dx $ C(Q)K
2

(n,E) 

0 

We have also the following pointwise estimates 

(24a) 

(24b) 

_l 
sup lu(x,t;E) I $ C(Q)E 2K(Q,E) 
n 

valid for 0 $ t $ T 

valid for 0 $ t $ T. 

Here C(Q) is some positive constant depending on n but independent of E, o 
is an arbitrarily small positive constant independent of E and satisfying 
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1 
0 < 0 < 2.e.. 
The positive constant K(Q,£), depending on both Q and£, is given by 

K(Q,£) 

(25) 

with 11-IIQ denoting the L2-norm over Q, etc. 

REMARKS. 

1. It is possible to obtain pointwise estimates for the derivatives ux and 

ut by taking into account integrals along characteristics (cf. chapter 

III, section 2). It follows after tedious calculations that 

au I -2 fi I ax(x,t;E) C(Q)E K1 (Q,£) 

au -2 
sup lat'(x,t;E) I C(Q)E K1 (Q,£), 

Q 

the positive constant Kl(Q,£) being given by 

+£sup \g I+£ sup lhl +£sup lk1 I +£sup lk2 I 
[o,.e.J x [o,.e.J [0,TJ t [0,TJ t 

(cf. the formulae (33b), (33c) of chapter III). 

2. Other estimates are possible if it is given that 

b(O,t;E) 2 b 0 > 0 for O t T and O < £ £0 

where b 0 is some constant depending on T and £0 but independent of£; 

this condition implies the absence of a boundary layer at x = 0, t 2 0. 

Replacing (11) by 

for O x l-o 

for .e. - _!:. 0 X .e. 
2 

1(x) monotonically decreasing for l-o x l - 1:. o 
2 
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and adjusting the proof of theorem 1 we obtain 

(26a) 

(26b) 

with 

(27) 

l-o 
J (u

2 
+EU!+ EU!)dx $ C(n)K~(n,E) 

0 

_l 
sup lu(x,t;E) I $ c(n)E 4 K

2
W,E) 

O$x$l-o 

0$t$T 

valid for O $ t $ T 

and o an arbitrarily small positive constant independent of E and satis-

fying o < o < l. 

Similar refinements are possible if 

for O $ t $ T and O < E $ 

2. Approximations 

As an application of the a priori estimates that we derived in the pre-

ceding section we shall now construct an approximation for the solution 

u(x,t;E) of the initial-boundary value problem 

f(x,t), (x,t) E D 

u(x,O;E) = g(x), 0 $ X $ l 
(28) 

ut(x,O;E) = h(x), 0 $ X $ l 

u(O,t;E) k 1 (t), 0 $ t < 00 

u(l,t;E) k 2 (t), 0 $ t < 00 

where O < E << 1 and 



a2u 2 a2u - 2- - C (x,t)-2-at ax 

au au a(x,t)at + b(x,t)~ + d(x,t)u. 
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In order not to complicate the calculations it will be assumed that all data 

are C
00

-functions which in addition satisfy 

(29a) a(x,t) > 0, c(x,t) > 0 in D 

(29b) 0 < b(x,t) < a(x,t)c(x,t) in D 

(29c) g(0) g(ll 

REMARK. The assumption b(x,t) > 0 has been made for reasons of simplicity 

only. We emphasize that the results to be obtained in this section remain 

valid if less stringent conditions are imposed on the coefficient b(x,t). 

These conditions will be specified at the end of this section. For the mom-

ent we confine ourselves to the remark that any problem with 

-a(x,t)c(x,t) < b(x,t) < 0 in i5 

instead of (29b) can be reduced to a problem of the above mentioned type 

by means of a transformation of coordinates, namely x' = £.-x, t' = t. 

As a first approximation for the solution u of (28) we could take the 

solution w of the reduced problem 

(30) 

aw aw 
a(x,t)at + b(x,tlax + d(x,t)w 

w(x,0) 

w(0,t) 

g(x), 

f(x,t), (x,t) E D 

However, the solution of this problem is generally not twice differentiable 

in D, so the quantity L2[w] cannot be evaluated. It will be clear that this 

difficulty has to be overcome before we can start with the construction of 

a formal approximation. 



136 

2.1. A lemma 

It is known that the solution of a problem of the type (30) belongs to 

the class Cn(D) if the data satisfy certain compatibility conditions (see 

for instance DZAVADOV [8, p.1402]). In this subsection we state a condition 

which is necessary and sufficient for the solution w of problem (30) to be 

continuously differentiable in D. A consequence is that under this condition 

the second derivatives of w (and hence also the expression L2[w]) remain 

bounded in compact subsets of D. In that case w can be considered as a first 

approximation for the solution u of (28), since the quantity EL2[w] is 

of order E, uniformly in compact subsets of D. The necessary and sufficient 

condition to be stated is closely related to the compatibility conditions 

mentioned before, but by the form in which it is written it has the advan-

tage of being easier applicable. Since a proof of the correctness of com-

patibility conditions is not to be found in most text-books we shall for 

reasons of completeness state the results in the form of a lemma and give 

a detailed proof. 

LEMMA 1. Let u(x,y) be the solution of the boundary value problem 

au 
a(x,y)ax + au 

b(x,y) ay + c(x,y)u f(x,y), (x,y) E D 

(31) 
u(x,0) g(x), 0 $ X < 00 

u(0,y) h(y) I 0 $ y < 00 

where the region Dis given by 

D { (x,y) I 0 < x, y < oo} 

and all data are supposed to be C
00

-functions which in addition satisfy the 

conditions 

{

a(x,y) 

g(0) 

> 0, 

h(0). 

b(x,y) > 0 in D 

Then the function u(x,y) belongs to c1 (D) iff 
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(32) a(O,O)g' (0) + b(O,O)h' (0) + c(O,O)g(O) f(O,O). 

In that case the second derivatives of u(x,y) exist in D and are continuous, 

with possible exception of the characteristic through the origin where the 
second derivative in the direction perpendicular to this characteristic may 

exhibit a finite jump. 

PROOF. From the theory of first order partial differential equations it is 

known that the solution u of (31) under the above mentioned conditions is 

infinitely differentiable in D, with the exception of the characteristic 

through the origin. Therefore we only have to investigate the behaviour of 

u in a neighborhood of this characteristic. 

The necessity of the condition (32) follows immediately if we let the point 

(x,y) tend to (0,0) in the differential equation (31). In order to prove 

the sufficiency we shall first assume that c(x,y) = 0 in D. In that case 

problem (31) reduces to 

(33) l
a (x,y) :~ + b (x,y) :; = 

u(x,O) g(x), 0 

u(O,y) h(y), 0 

f(x,y) in D 

Let a(x,y) and b(x,y) be positive functions defined in 

DU {(x,y) 1-00 < X < 0, 0 $ y $ 2} 

which satisfy 

a(x,y) - a(x,y), b(x,y) - b(x,y) in D. 

It is possible to choose these functions such that they are n times contin-

uously differentiable (nan arbitrarily large positive integer). A possible 

choice for a(x,y) is for instance 

~ {'1'(-30-x) + 
a(x,y) = 

a(x,y) 

n xk aka 
'l'(x) l k! ~xk(O,y) 

k=O o 

for - 00<x$0 1 0$y$2 

for O:::; x, y < 00 
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00 

where o is a sufficiently small positive constant and ~(x) is some C -func-

tion defined in IR which satisfies 

rx) ·{: for X ;,: -o 
for X :s; -20 

~(x) monotonically increasing for -2o :s; X :s; -o. 

A similar choice is possible for b(x,y). 

Let X 1 1 (y), y 2: 0 denot~ the monotonically increasing solution of 

dx 
dy 

a(x,y) 

b(x,y) 
x(l) o. 

The graph of this solution intersects the x-axis at x = -x0 (see figure 3). 

Let x = w2 (y), y 2: 0 denote the monotonically increasing solution of 

dx -= dy 
a(x,y) 
b(x,y) ' x(O) 

Finally, let x = W(y), y 2: 0 denote the solution of 

dx = a(x,y) 
dy b(x,y) ' x(O) o. 

This function is likewise monotonically increasing for y 2: 0 (see figure 3). 

We are going to apply a coordinate transformation to the region~ defined 

by 

(see figure 3). To this end we introduce functions¢ and$ which are the 

solutions of the boundary value problems 
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{

~ 8¢ ~ 8¢ _ 
a(x,y)ax + b(x,y)ay - 0, <!>l (y) < x < <!> 2 (y), y > 0 

(34) 

¢(x,O) x, -x0 x x 0 

and 

(35) 
{

b(x,y)~: - a(x,y)~i = 0 

¢(<!>(y),y) y, y 0. 

in Q 

Note that the functions<!>, <1> 2 and¢ are C
00
-functions. The functions ~land 

¢ can be made arbitrarily smooth by choosing the coefficients a and b suf-

ficiently smooth. 

We define new coordinates sand n by 

{

sn = ¢(x,y) 

¢(x,y) 

for (x,y) E Q 

for (x,y) E ri. 

This transformation transforms the characteristics of the operator 

a a 
a(x,y) ax+ b(x,y) ay 

and their orthogonal trajectories into lines s = constant and n = constant. 

The characteristic through the origin is transformed into the lines= 0 

(see figure 3). 
y 

x = <!>l (y) n 
X 

n 

Figure 3 
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Problem (33) (restricted to the region n) becomes after the above mentioned 

transformation 

bljJ ) au= * (aljJX + f for (1;,nl E 11 y an 

(36) -1 u(l;,1/Jl (/;)) h(<j>1 (I;)), -xo $ I; $ 0 

u(l;,ljJ2 (/;)) -1 
g(<j>2 (/;)), 0 $ I; $ XO 

where the region 11* is given by 

-1 The function .p 1 is the inverse of the monotonically decreasing function 
-1 .p 1 (y) = <j>(O,y), 0 $ y $ 1; the function .p 2 is the inverse of the monotoni-

cally increasing function .p 2 (x) = <j>(x,O), 0 $ x $ x0 . The functions 1/Jl and 

ljJ2 (monotonically decreasing for -x0 $I;$ 0 resp. monotonically increasing 

for O,,; I;,,; x 0 ) are defined by 

{' '" -1 
1jJ (0 ,.pl (/;)), -XO $ I; 

ljJ2 (/;) -1 0 1/J(<j>2 (/;) ,0), $ I; $ 

Since aljJ + bljJ f 0 in 
X y D we obtain from (36) 

n 

J (aljJ !bljJ }s,T)dT 
1/J (/;) X y 

(37) u(l;,nl 1 

n 

J (aljJ !bljJ )<s,T)dT 
1/J (/;) X y 

2 

$ 0 

XO. 

the solution 

+ h(<j>~l (/;)) 

-1 + g(<j>2 (/;)) 

in 11* 

in 11* 
+ 

* From this formula it follows immediately that u is continuous in 11 and in-

finitely differentiable with respect ton. It also follows that u is n times 

differentiable with respect to I;, provided that I; f O (nan arbitrarily 



large positive integer). We obtain inn* 

(38) 

(39) 

au 
81'; i€( f \ aw +bW 1(/';,T)dT + 

X yl 

WY (0 ,¢~1 (i';l) 

,Py (0,¢~1 (I';)) 

wx (¢;1 (I';) ,0) 

,PX (<jl;l (/';) ,0) 
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Using the smoothness of the solutions¢ and w we obtain from (34) and (35) 

after a straightforward calculation 

¢ (0,0) y 

1 

a(0,0) 
- b(O,O) 

•a_ (0 ,O)b (0 ,0) 
2 2 

a (0,0) +b (0,0) 

b 2 (0,0) 
Wy(O,O) = -2---~2---

a (0,0) +b (0,0) 

Hence it follows from (38) and (39) that 

au au af(+0,nl - af(-0,n) 

h' (0) 
¢ (0,0) y 

a ( 0
1, 0 ) [ a ( 0 , 0 ) g' ( 0) + b ( 0 , 0 ) h ' ( O) - f ( 0 , O) } 

0 



142 

au. t' . * because of (32) (with c(O,O) = O); so af is con inuous in Q 

* It has now been shown that us and un are continuous in Q, whence it follows 

that u and u are continuous inn. Thus we have established the sufficiency 
X. y 

of (32) in case c(x,y) = 0 in D. The other statements of the lemma follow 

directly from (38) and (39) by differentiation; in particular, it follows 

that the second derivative uss in the direction perpendicular to the char-

acteristic through the origin may exhibit a finite jump across this char-

* acteristic. The second derivatives usn and unn are continuous in Q. 

If c(x,y) IO we put 

V u we 

where wand v are the solutions of 

and 

av av 
a(x,y)ax + b(x,y) ay = -c(x,y), 

v(x,O) 

v(O,y) o, 

c(O,O) 
a(O,O) x, 

(x,y) E D 

aw aw 
a(x,y)ax + b(x,y)ay = f(x,y)exp[-v(x,y)], 

(40) w(x,O) 

w(O,y) 

c(O,O) 
g(x)exp[a(O,O) x], 

h(y), 

(x,y) ED 

These boundary value problems are both of the type (33). It follows from 
1 -the preceding analysis that v(x,y) EC (D) and also, because of the condi-

tion (32), that w(x,y) E c 1 (D) (note that the function f(x,y)exp[-v(x,y)] 

in (40) does not belong to C
00

(D) but has second derivatives which may exhib-

it a finite jump across the characteristic through the origin; one easily 

verifies that this does not affect the proof that we gave for the case 

c (x,y) = 0). Hence we obtain u(x,y) E c 1 
(D) which completes the proof of 

the lemma. 
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REMARK. The condition of positiveness of the coefficients a(x,y) and b(x,y) 

can be disposed of. It can be shown in a similar way as before that the 

statements of the lemma remain valid if instead of this condition the fol-

lowing requirements are fulfilled: 
2 2 (i) a (x,y) + b (x,y) 1 0 in D 

(ii) the characteristics are nowhere tangent to the boundary, so a(0,y) 1 0 

for y 0 and b(x,0) 1 0 for x 0 

(iii) the characteristic through the origin has a positive slope in (0,0), 

so a(0,0)/b(0,0) > 0 

(iv) through each point in D there passes exactly one characteristic and 

this characteristic has exactly one point in common with the boundary 

of D. 

Also the condition of infinite smoothness of the data can be weakened. 

Now that we have established a condition which is necessary and suf-

ficient in order that the solution w of the reduced problem (30) has bounded 

second derivatives we can start with the construction of a formal approxi-

mation. We might of course impose a compatibility condition of the type 

(32) on the singular perturbation problem (28) and then take the solution 

w of (30) as the first term of the formal approximation. However, it is 

also possible to construct an approximation for the solution u of (28) with-

out imposing such a condition. This construction is carried out in the next 

subsection. 

2.2. Construction of an approximation 

We consider instead of (30) the so-called modified reduced problem 

aw 
a(x,t)at + dW 

b(x,t) ax + d(x,t)w f(x,t), (x,t) E D 

(41) 
w(x,0;E:) g(x), 0 ::, X ::, l 

w(0,t;E) K(t;E), 0 ::, t < 00 

where the function K(t;E:) is defined by 

K(t;E:) 0::,t<oo, 
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the constant C is given by 

C 
a(O,O)k1 (O)+b(O,O)g' (O)+d(O,O)g(O)-f(O,O) 

a(O,O) 

and pis some positive constant to be determined later on. 

Note that the expression L2 [w] is defined because it follows from lemma 

1 that the solution ;(x,t;E) of (41) is twice differentiable. Moreover, (41) 

differs only slightly from (30) because of 

sup t exp (- ..!:_) 
OSt<oo Ep 

£ -1- 0 

so we may expect the difference between wand w to be small, too. Therefore 

it is reasonable to take the solution w of the modified reduced problem (41) 

as a first approximation for the solution u of (28). 

In order to cope with the remaining boundary conditions in (28) we shall 

look for an approximation u(x,t;E) of u(x,t;E) in the form 

(42) 

where 

l-x 
£ 

-r = t 
£ 

Expanding the operator L(E) 

f(x,t) -

(43) 

where 

£L2 + L 1 into powers of £ we obtain 

2 
-1 2 cl v 1 

£ {c (l,t)--2- + 
elf; 

dV3 
a(x,0)--} + E~(x,t;E) 

cl-r 

2 
2 cl v3 

C (x,t)--2-} 
clx 



(44) 

2 a v1 2s(cc l (l,tl-2- + 
x as 

and 

ijJ(x,t;e:) 

(45) 

with O < 0i < 1, i = 1,2, ... ,7. 

In addition we have 

u(x,O;e:) 

(46) 

We shall now specify the functions vi (i 

take the solution of 

2 
2 a vl 

c (l,t)--2- + 
as 

(47) 

2 a v2 
+ 2s (cc l (l+e5 (x-ll ,tl-2-x as 
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o:i;t<oo 

05t<oo. 

1,2,3). For the function v 1 we 

O < s < oo, 0 5 t < 00 

0:5t<oo 

lim V l (s,t;e:) 
s--

o, 0 5 t < 00 
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where t 0 is the t-coordinate of the point of intersection between the line 

x =land the subcharacteristic through the origin (see figure 4), the E-

dependent constant 0 is given by 

(48) 0 

and the function ¢(t;E) is defined by 

1 2 t -t exp(--) 2 q , 
E 

t ;:: 0 

(49) 

t :::; 0 

with q some positive constant to be determined later on. 

t 

l X 

Figure 4 

It will turn out in the course of the analysis that the prescribed boundary 

function v 1 (O,t;E) should be at least three times differentiable. Therefore 

the term 0¢(t - t 0 ;E) in (47) cannot be omitted, since the remaining function 

k2 (t) - ~(l,t;E) is only twice differentiable. One easily verifies that the 

boundary function 

is indeed three times differentiable. 
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It follows from (47) that 

(50) 

valid for O s,t < 00 • 

REMARK. If the subcharacteristic through the origin does not intersect the 

line x = l the analysis can be simplified. We leave the details to the 

interested reader. 

For the function v 2 we take the solution of 

2 
2 3 v 2 3v2 

{

C (l,t)-2- + b(l,t)~ = 
as 

cp(s,t;E), 0 < S < oo, 

(51) 

v 2 (O,t;£) = lim v 2 (s,t;£) 
s--

Using (44) and (50) we can write this problem as 

with 

a(t;£) 

s (t;£) 

Hence we obtain 

lim v2 (s,t;E) 
s--

o, 

{;(l,t;£l - 0<P(t - t O;£l - k 2 (tl} x 

b(l,t)b (l,t) 
x {a(l,t)~ b(l,t) + x 

dt c 2 (l,tl c 2 (l,tl 

2 (cc l (l,tJb2 (l,tJ 
X } 

c 4
<l,tl 
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{- a(t;e:) 1;2 _ a(t;e:)c2 (l,t)+S(t;e:)b(l,t) !;} x 
2b(l,t) b2 (l,t) 

(52) 

x exp[- b(l,t) U 
/cl,t) 

valid for O $ 1;,t < 00 • 2 
8 v2 

Note that the derivative occurring in the right-hand side of (43) 
at2 

exists thanks to the fact that the boundary function v 1 (O,t;e:) in (47) is 

three times differentiable-. 

Finally, we take for the function v3 the solution of 

(53) 

lim v3(X,T;e:) 
T"7<X> 

which is given by 

0 $ X $ l, 0 < T < 00 

0, 

(54) 
wt(x,O;e:)-h(x) 
------- exp[-a(x,O)T], a(x,O) Q$x$,l, O$T<oo. 

Note that v1 , v2 and v3 are boundary layer functions. 

It follows from (43), (46), (47), (50), (51) and (53) that 

L(e:)[~] f(x,t) + e:~(x,t;e:) + 
a2 

2 v3 
C (X, t)--

2
-} 1 

ax 
(x,t) ED 

u(x,O;e:) 

+ 04> (-tO;e:}exp[- b(l,O) s], 0 $ X $ l 2 
(55) C (l,O) 

av1 dV2 
ut(x,O;e:) h(x) + at(l;,O;e:) + e:at(l;,O;e:), 0 $ X $ l 

u(O,t;e:) 

~(l,t;e:J 
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Defining the remainder term z(x,t;E) by 

(56) z(x,t;E) u(x,t;E) - u(x,t;E) 

we obtain from (28) and (55) 

L(E)[z] 
2 

2 2 cl v3 
E {c (x,t)--

2
- -

ax 
(x,t) E D 

z(x,O;E) 

+ 0i(tO;E)exp[- b(l,O) I;], 0 :, X :, l 2 
C (l,O) 

(57) zt(x,O;E) 
av1 at(i;;,O;E) 

av2 
- Eat(l;,O;E), 0 :, X :, l 

z(O,t;E) 

0 :, t < 00 

0 :S t < 

By writing the solution w of (41) in explicit form (cf. the proof of lemma 

1) it is easily established that the E-dependence of wand its derivatives 

is completely determined by the E-dependence of the boundary function 

K(t;E) and its derivatives (cf. the formulae (37), (38) and (39)). Bearing 

this in mind we obtain after tedious calculations 

2- I 
II~ II 0 (E- 2p), E -} 0 
at

2
" 

2- I 
(58) 11~11 0(E- 2P), E i' 0 

8x
2 

" 

2-
sup I ~I O(E-p), E i' 0 

Q at2 
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valid for any compact subset n c D. 

Similarly we obtain from (50) and (52) the results 

a2v J.. r~•, 0 (£ 1), 
clt 

(59) 
a2v 

11--2 11 o<e:"2i, 
at2 n 

£ -1- 0 

£ -1- 0 

valid for any compact subset n c D, where 

Hence we obtain from (45) 

(60) II ijill n £ -1- 0 

valid for any compact subset n c D. 

Applying theorem 1 (and the second remark following that theorem) to (57) 

it is possible to obtain estimates for the function z and its derivatives. 

Pointwise estimates for z follow from the formulae (24a), (25) and (26b), 

(27). Using the formulae (58), (59) and (60) it can be shown that the con-

stants K(n,e) and K2 (n,e) defined by (25) and (27) satisfy 

£ -1- 0 

£ -1- 0 

with 

1 1 min ( 1 - 2 p, 1 - p + 2 q, 

It is not difficult to show that the value ofµ becomes optimal (that is, 
1 3 maximal) if we choose p = q = 2. In that case we obtainµ= 4, so that 

according to the formulae (24a) and (26b) 



(61) 

sup lz(x,t;£) I 
o:;;xQ'. 
o:;;t:;;T 

sup lz (x,t;E) I 
o:;;xQ'.-6 

o:;;t:;;T 
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£ + 0 

£ + o. 

An estimate in L2-norm for the derivatives zx and zt is furnished by formula 

(26a). We obtain 

l-6 
(62) f (z! + z!) dx £ + 0 

0 

uniformly valid for O:;; t:;; T. 

REMARK. Note that the right-hand side function of the differential equation 

(57) does not satisfy the continuity condition (3,i) of theorem 1 but has 

instead finite jump discontinuities. One easily verifies that this does not 

affect the validity of the theorem. 

It follows from the formulae (48), (49), (52) and (54) that 

sup lv2 <s,t;El I 0 ( 1), £ + 0 
o:;;1;<00 
o:;;t:;;T 

sup lv3 (x,T;£) I 0 ( 1), £ + 0 
o:;;xQ'. 
O:;;T<oo 

! 
sup l04>(t-t0 ;£l I 0 (£ 2) , £ + o. 

o:;;t:,;T 

Hence we obtain from (42), (50), (56) and (61) 

(63) u(x,t;E) ~ ~ b(l,t) x-l 1 
w(x,t;£)+{k2 (t)-w(l,t;£)}exp[ 2 ·-£-]+0(£4 ), £+0 

C (l,t) 

uniformly valid in any compact subset n c D, and also 

(64) u(x,t;E) 
! 

w(x,t;£) + 0(£ 2 ), £ + 0 

uniformly valid in any compact subset n c {(x,t) IO:,; x:,; l-6, 0:,; t < 00 } 

with o an arbitrarily small positive constant independent of£ and satisfy-

ing o < o < L 
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Putting 

(65) Z(x,t;e:) w(x,t) - w(x,t;e:) 

we obtain from (30) and (41) 

az az a(x,t)at + b(x,t)ax + d(x,t)Z o, (x,t) E D 

(66) Z(x,0;e:) o, 

Z(0,t;e:) t 
C t exp ( - >'£) , 

Multiplying this differential equation by 2Z, integrating along characteri-

stics and applying GRONWALL's lemma we get 

(67) Z(x,t;e:) £ + 0 

uniformly valid in any compact subset n c D. 
Hence we conclude from (65) and (67) that the formulae (63) and (64) 

remain valid if we replace w by w. 

From (62) it follows that 

l-o 

f (u -
X 

~ 2 u) dx 
X 

£ + 0 

0 
(68) 

l-o 

f (u - ~ 2 
t ut) dx £ + 0 

0 

uniformly valid for 0 :s; t :s; T. Evaluating u and ut from (42) and using 
X 

formulae 

l l 

I ~ 2 I z 2dx 
I 

(w - w) dx 0 (£ 2), £ + 0 
X X X 

0 0 

l l 

I ;t/dx I z!dx 
I 

(w - 0 (e: 2), £ + 0 t 
0 0 

the 
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uniformly valid for OS ts T (these formulae can be established by writing 

the solution Z of (66) in explicit form, cf. (37), (38) and (39)) we obtain 

from (68) after a straightforward calculation the estimates 

l-o 

I [ ]

2 au aw ½ 
ax(x,t;E) - ax(x,t) dx = O(E ), E + 0 

0 

and 

E+O 

0 

uniformly valid for OS t ST. 

We summarize the results in 

THEOREM 2. Let u(x,t;E) be the solution of the initial-boundary value prob-

lem (28) where all data are C
00

-functions which in addition satisfy (29). 

Then we have 

u(x,t;E) 
l 

w(x,t) + 0(E 2
), E + 0 

uniformly valid in any compact subset Q c {(x,t) IO S x S l-o, 0 5 t < 00 } 

where w(x,t) is the solution of the reduced problem (30) and o is an arbi-

trarily small positive constant independent of E and satisfying O < o < l. 
In addition we have 

r b(l,t) u(x,t;E} = w(x,t) + {k2 (t) -w(l,t) }exp. 2 Le (l,t) 

uniformly valid in any compact subset Q c D, and also 

l-o 

I r ]
2 au dW ½ 

Lax(x,t;E) - a;;(x,t) dx = O(E ), 

0 

and 

l-o I u~(x,t;E) 
0 

uniformly valid for O 5 t ST. 

x-ll O ( ¼) -J+ E E , 

E + 0 

E + 0 

E + 0 
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REMARK. The statements of theorem 2 remain valid if the condition (29b) is 

replaced by 

(69) jb(x,t) I < a(x,t)c(x,t) in D 

provided that the following requirements are fulfilled 

(i) b(l,t) > 0 fort~ 0 (this condition implies that there is a boundary 

layer at x = l, t OJ 

(ii) b(O,t) f O fort~ 0 

(iii) the subcharacteristic through the origin has a positive slope in (0,0), 

so a(0,0)/b(O,O) > 0 

(iv) through each point in D there passes exactly one subcharacteristic and 

this subcharacteristic has exactly one point in common with the part 

of the boundary given by {(x,t) I x=O, t~O} u {(x,t) I t=O, Q:<,;x:<,;l} 

(compare these requirements with the conditions (ii) to (iv) mentioned in 

the remark following the proof of lemma 1). It follows from the timelike 

condition (69) and the requirements (i) to (iv) that necessarily 

b(O,t) > 0 for t o. 



CHAPTER VI 

CHARACTERISTIC BOUNDARY VALUE PROBLEMS FOR 

LINEAR HYPERBOLIC DIFFERENTIAL EQUATIONS 

In this chapter we shall discuss the characteristic boundary value 

problem (singular perturbation problem) 

[ J Ll(E)[u] EL2 U + f(x,y;E), (x,y) ED 

( 1) 
u(x,0;E) = g(x;E), 0 X < 00 

u(¢(y),y;E) = h(y;E), 0 y < oo 

where Eis a small positive parameter, i.e. 0 < E << 1, and the differential 
(E) 

operators L2 and L1 are defined by 

au au 
a(x,y;E) ax+ b(x,y;E) ay + c(x,y;E)u. 

The functions a, b, c, f, g and h depend on the variables x and/or y and on 

the parameter E. 

The region Dis defined by 

D {(x,y)l¢(y) < x < oo, 0 < y < oo} 

where ¢(y) is some non-decreasing differentiable function defined for 

0 y < 00 and satisfying ¢(0) = 0. Note that the part of the boundary an 

given by y = 0, x 0 is characteristic, whereas the part given by x = ¢(y), 

y 0 is timelike or characteristic. 

It will be assumed that the boundary functions g and hare continuous; we 

require in particular 
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g(O;e:) h(O;e:) 

to be valid for all e: with O < e: << 1. 

In addition we shall assume the functions a and b to be strictly positive. 

This condition can be shown to be equivalent to the growth conditions that 

were discussed in section 1 of chapter III. 

In section 1 we shall derive by means of the energy integral method a 

priori estimates for the solution u(x,y;e:) of problem (1). 

In the sections 2 and 3 we shall construct an approximation for the solution 

u of a problem of the type (1). 

1. A priori estimates 

We consider the characteristic boundary value problem (1) under the 

following conditions 

(2) 

(3) 

1 cj>(y) EC [O,co) 

cp (0) 0 

cj>' (y) ::::: 0 for O :;:; y < co 

for each compact subset Q c D there exists a positive constant e: 1 (de-

pending on Q) such that 

(i) 

(ii) 

( ) E C l("), a x,y;e: " 

0 c (x,y;e:) E C W), 

b(x,y;e:) E c 1
(nJ 

f(x,y;e:) E c0 wi 

valid for every value of e: satisfying O < e::;:; e: 1 

the functions a(x,y;e:), b(x,y;e:) and their first derivatives, as 

well as the function c(x,y;e:), are uniformly bounded in Q for 

0 < e::;:; e:1 

(iii) a(x,y;e:) ::::: p > 0, b(x,y;e:) ::::: p > 0 

valid for all (x,y) E Q and all e: E (O,e: 1], where pis some con-

stant depending on Q and e: 1 but independent of e: 
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for each pair of positive constants X and Y there exists a positive 

constant £2 (depending on X and Y) such that 

1 
fg(x;£) EC [0,X], 

[3(0;£) h(0;£) 

valid for every value of£ satisfying O < £ $ £2 . 

In order to derive a priori estimates for the solution u(x,y;£) of (1) in 

some compact subset Sc D we enclose S by a region 

(5) 

where 

s 
X 

{ (x,yi I cp (yl $ 

sup x, 
(x,y)ES 

X $ s + A(S - y), y 
X y 

s y sup y 
{x,y)ES 

and A is some positive constant, independent of£, to be determined later 

on (see figure 1). 

y 

C 

A 

X = cjl(y) 

(S ,S ) 
X y 

Figure 1: The region Q 

B' B X 

S + AS 
X y 

We define the constant l 1 by l 1 
ate of the point C by l

2
• 

S + AS and we shall denote the y-coordin-x y 



158 

Let a= a(x,y;£), S = S(x,y;£) and y = y(x,y;£) be continuously differenti-

able functions (depending on the variables x and y and on the parameter£) 

to be specified later on. 

We multiply the differential equation (1) by 2au to obtain 

(6) 

+ 2£au u + 2afu 
X y 

valid for (x,y) En and O < £ £0 = min(£ 1,£ 2), the values of £ 1 and £ 2 be-

ing determined by the region n (see the conditions (3,i) and (4)). 

Multiplication of (1) by 2Sux yields 

(7) 

- 2Sau2 - 2Sbu u + 2Sfu 
X X y X 

valid for (x,y) En and 0 < £ £
0

. 

Similarly, multiplication by 2yu leads to y 

a 2 ay 2 
-;;-(£YU ) = £- u - 2ycuu ox y dX y y 

(8) 

2 - 2ybu - 2yau u + 2yfu y X y y 

likewise valid for (x,y) En and O < £ £0 . 

Adding (6), (7) and (8) we obtain 

(9) 

valid for (x,y) En and 0 < £ £0 , where the expressions Qi (i 

are given by 

1,2,3,4) 
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abu2 + 2 
Ql EC!UU + ESu 

X X 

2 2 
Q2 aau + EC!UU + Eyuy y 

{cl(aa) + cl(ab) 2ac}u2 oa oa 
Q3 ox ""-ay - + E oy UUX + E ox uuy 

(10) 
as 2 + E~ u2 + E-u 3y X ox y 

2 - 2 (Sb + ya - Ea)u u 2 
Q4 -2Sau 2ybu 

X X y y 

+ 2afu + 2(f - cu) (Su + yu ). 
X y 

Integrating (9) over the region Q and using GREEN's theorem in the plane we 

obtain (see figure 1) 

(11) 

We shall now specify the functions a, Sandy. 

Let the variable p be defined by 

p X - q,(y) 

and let o be an arbitrarily small positive number which does not depend on 

E. Let T(p) be some C
00

-function defined for p 0 which satisfies 

T(p) 

(12) 
--{01 

for p o 

for O ,,; p ,,; .!. o 
2 

1 T(p) monotonically increasing for 2 o,,; p,,; o 

00 

(see figure 2a) and let the C -function t(p;E) be defined by 

E + (1 - E)T(p), p 0 

(see figure 2b) . 
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1 ----------~------ 1 ----------~------

E 

p !o o 
Figure 2a Figure 2b 

We now choose the functions a, Sandy as follows 

a = a(x,y;£) a(x,y;£) + Ab(x,y;£) a+ Ab 

( 13) s S(x,y;£) µa(x,y;E)~(p;E:) + E:A 

y y(x,y;i=:) µb(x,y;i=:)~(p;i=:) + i=: 

whereµ is some positive constant, independent of£, to be determined later 

on (this leaves A andµ to be specified). 

Now that we have chosen a, Sandy we shall have a closer look at the inte-

grands in (11). 

Since we have 

u y 
du 
dy 

<j>'u 
X 

on AC 

we obtain along AC, using (10) 

2 du Q2 - <j>'Q 1 = -E:<p'(S - y<j>')ux - 2£a<j>'uux - 2£y<p' dy ux 
(14) 2 du du 2 

+ a(a - b<j>')u + £au dy + £y(dy) • 
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This expression contains the function ux that we do not know a priori along 

AC. However, it is possible to eliminate ux by an appropriate choice of A 

andµ. Let us assume for the moment that A andµ have been chosen such that 

(15) (3 - y<j,' <'= E on AC. 

Then it follows from (14) that there exists a positive constant M1 (depend-

ing on n, A andµ but independent of e:) such that 

(16) on AC. 

What conditions have to be imposed on A andµ in order that (15) holds? 

Using (13) we see that (15) is fulfilled iff 

(17) A - <j,' <'= µ(b<j,' - a)+ 1 on AC. 

We now choose A as follows: 

A 2 + max <j, ' (y) . 
O~yrt2 

Then it follows that (17) is satisfied ifµ is chosen such that 

1 
1+0 

where the positive constant 0, independent of e:, is given by 

0 sup {a(<j,(y),y;e:) + b(<j,(y),y;e:)<j,'(y)}. 
O~yrt2 
O<e:~EO 

As for the expression Q3 , it is easily established that there exist positive 

constants M2 (depending on n but independent ofµ and e:) and M3 (depending 

on n but independent ofµ and e:) such that 

(18) 

valid for (x,y) En and O < e: e: 0 . 

Next we consider Q4 . Substituting (13) into (10) we obtain 
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2 -2µw{(au +bu) + (cu - f) (au +bu)} 
X y X y 

+ 2(a + Ab)fu + 2E(f - cu) (Au + u) 
X y 

- 2E(Aau2 + bu2). 
X y 

Using (3,iii) it is not difficult to verify that there exist positive con-

stants M4 (depending on n andµ but independent of E) and M5 (depending on 

n but independent ofµ and E) such that 

(19) 

valid for (x,y) En and O < E E0 . 

Forµ sufficiently small, viz. 

(20) 

it follows from (18) and (19) that 

(21) 

valid for (x,y) En and 0 < E E0 . From now on it will be assumed that the 

value ofµ is fixed and satisfies (20). 

Finally, we consider the expression Q2 + AQ 1 . It follows from (10) and (13) 

that on BC 

(22) 
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where mis some positive constant depending on Q but independent of£. 

Since it is easily established that there exists a positive constant M6 (de-

pending_on Q but independent of£) such that 

(23) 

valid for (x,y) E Q and 0 < £ s £0 , we obtain from (11), (16), (21), (22) 

and (23) 

(24) 2 2 2 II 2 2 (u + £<l>u + £<l>u ) dy s M (u + £c!>u + 
X y X 

B Q 

2 2 £<PU )dxdy + MK (Q,£) y 

valid for 0 < £ s £0 , where the positive constant M, depending on Q but in-

dependent of£, is given by 

and the positive constant K(Q,£), depending on Q and£, is defined by 

I 
(25) K(Q,£) = llfll +llgll[ 0 J+llhll[ 0 J+£ 2 11g II[ 0 J+dh II[ 0 ]" Q 0,-<..1 0,-<..2 X 0,-<..1 y 0,-<..2 

It is easily verified that (24) with the same values of m and Mis also 

valid for every region Q1 = AB'C' inside Q = ABC with B'C'//BC (see figure 

1). Hence we obtain 

C' 

(26) I 2 2 2 M ff (u + £<l>u + £<l>u ) dy - -
X y m 

2 2 2 M 2 (u + £<l>u + £<l>u )dxdy s -m K (Q,£) 
X y 

B' Q' 

valid for 0 < £ s £0 and every Q' c Q with B'C'//BC. 

Introducing new variables sand n by 

(27) {
s = 

n = 

X + AY 

y - AX 

we transform the region Q into a region Q* (see figure 3). 
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y n 

C 

B 

A X 

Figure 3 

* * * * * * The transformed boundaries AB, BC and AC are described by 

* * { (I;, nl 10 ll, -)._s} AB $ I; $ n 

* * { (1;,n) I I; ll, -Al B C 1 
$ n S -)._fl + (1 + A2)l2} 

* * { (1;,nl lo ll, F(I;)} AC $ I; $ n 

where 

F (I;) -)._I;+ c1 + l)ip-1 <1;) 

with 1/J 
-1 the inverse of the monotonically increasing function 

<j>(y) + AY, y o. 

We have 

2 2 
u + u 

X y 

Using this result we get from (26) 

* C 

* B 
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F(z) z F(I;) 

f I(z,n;e:)dn - ~m f { f 
->..z 0 ->..E; 

valid for every z E [o,l1J and O < e: s e:0 , where 

Applying GRONWALL's lemma we obtain 

F(/;) 

f 
2 M 2 M s (1 + A. l;;;- K (Q,e:)exp(;;;- 1;) 

(28) ->..E; 

valid for Os 1; s l 1 and O < e: s e: 0 , the positive constant C(Q) (depending 

on Q but independent of e:) being given by 

Since the transformation (27) transforms the part of the curve x = ¢(y) + o 
* inside Q into the curve n = F(E; - o) - >..o, o s 1; s l 1 inside Q it follows 

that 

(29) <I> - 1 

where G(E;) = F(E; - o) - >..o. Hence we obtain from (28) and (29) 

F(E;) 

(30a) f (u2 + 2 2 2 2 C(Q)K2 (Q,e:) EU/;+ E u )dn s 
n 

-A.I; 

G (E;) 

(30b) f (u2 + 2 e:u2 )dn s C(Q)K2 (Q,e:) EU/;+ n 
-A.I; 

valid for O <ES e: 0 . 

Now that we have established estimates in L2-norm it is not difficult 

to derive pointwise estimates. Using (30a) we obtain for 

o s i:; s l 1 , ->..E; s n s F(E;) and o < e: s e:0 



166 

12 u(~,T;E)u (~,T;E)dTI n 

I u ( ~, T; E) u ( ~, T; E) I dT 
n 

with C(Q) some generic constant depending on n but independent of E. This 

yields 

(31) 
2 -1 2 g (s;E) + C(Q)E K (Q,E). 

Using SOBOLEV's inequality for estimating g in terms of llgll [O,ll] and 

Ilg II[ 0 ] and remembering the expression (25) for K(Q,E) we obtain from (31) 
X 0,-<-1 

valid for (s,n) En* and O < E $ EO' and hence also 

valid for (x,y) En and O < E $ E0 , where c(Q) is some positive constant 

depending on n but independent of E. 

In a similar way we obtain from (30b) the estimate 

valid for o $ s $ l.1 , -As$ n $ G(sl and O < E $ E0 , and hence also 
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valid for (x,y) E n\{(x,y) l$(y) $ x < $(y) + o, 0 $ y $ l 2 } and 0 < 8 $ 80 , 

where C(Q) is some positive constant depending on n but independent of 8. 

We summarize the results in 

THEOREM 1. Let u(x,y;8) be the solution of the characteristic boundary value 

problem (1) under the conditions (2), (3) and (4) and let the region n c D 

be defined by (5). Then we have for 8 sufficiently small, say 0 < 8 $ 80 
with 8 0 depending on Q, the pointwise estimates 

(32) 

{

s~p lu(x,y;8) I $ 

sup Ju(x,y;E) I $ 

?i 

where the region Q is defined by 

with 8 some arbitrarily small positive constant independent of 8. C(Q) is 

some positive constant depending on n but independent of 8, and the positive 

constant K(Q,8) depending on n and 8 is given by 

I 
KW,8) = lifll +llgll[ 0 J+llhll[ 0 ]+8 2 llg 11[0 0 ]+811h II[ 0] Q 0 1 -{..l 0 1 -{..2 X 1 -{..l y 0 1 -{..2 

with II •lln denoting the L 2-norm over n, etc. 

REMARKS. 

1. A slight improvement (which will turn out to be of importance later on) 

can be obtained as follows: replacing formula (23) by the inequality 

of which the validity is easily verified, it follows that the estimates 

(32) remain valid if the constant K(Q,8) is replaced by K(Q,8) with 

K(Q,8) 

l l 
+ 8 2 111 2g II[ 0] + 811h II[ 0 ]" 

X 0 1 -{..l y 0,-{..2 
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We shall use this result in section 3. 

2. Another estimate is possible if it is given that there exists for every 

Y > O an e: 0 > 0 such that 

(33) a(<j,(y),y;e:) - b(<j,(y) ,y;e:)<j,' (y) c
0 

> 0 

valid for OS y s Y and O < e: s e: 0 , where c 0 is some constant depending 

on Y and e: 0 but independent of e:. The condition (33) implies the absence 

of a boundary layer along x = <j,(y), y O; this condition is fulfilled 

if for instance <j,' (y) = 0 for y 0. Replacing (12) by 

'I' (p) - 1 for p 0 

and adjusting the proof of theorem 1 it follows that 

sup lu(x,y;e:) I s CW)e:-¼K1 (Q,e:) 
Q 

where C(Q) is some positive constant depending on Q but independent of e:, 

and the positive constant K1 (Q,e:) depending on Q and e: is given by 

l l 
+ e:2Ug "c O] + e:2Uh "c O ]" x o,"-1 y o,"-2 

2. Approximations for the case without boundary layer along x <f,(y), y 0 

In this section we shall construct an approximation for the solution 

u(x,y;e:) of the characteristic boundary value problem 

[ J Ll(e:) [u] e:L2 u + f(x,y), (x,y) E D 

(34) 
u(x,O;e:) = g(x), 0 s x < oo 

u(<j,(y),y;e:) = h(y), 0 s y < oo 

where O < e: << 1 and 
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the region D being defined as in the previous section. 

In order not to complicate the calculations it will be assumed that all data 

are C
00
-functions which in addition satisfy 

(35J a 1 (x,yJ > 0, b 1 (x,yJ > 0 in D 

and 

c/> (OJ 0 

(36J c/>' (yJ 0 for O y < oo 

g(OJ h(OJ. 

REMARK. Note that the differential equation (34J follows from the equation 

(37J 
a2 2 32u 3u 3u d~ - c (x,tJ-2-} + a(x,tJat + b(x,tJa;z + d(x,tJu 
3t2 3x 

f(x,tJ 

(with c(x,tJ > OJ by a transformation of coordinates. It can be shown that 

the conditions (35J for the equation (34J correspond to the well-known 

growth conditions 

a(x,tJ > 0 and lb(x,tJ I < a(x,tJc(x,tJ 

for the equation (37J. 

As a first approximation for the solution u(x,y;EJ of (34J we sh.all 

take the solution w(x,yJ of the reduced problem which is governed by the 

equation 

(38J f(x,yJ, (x,yJ ED. 

The number of boundary conditions which can be imposed on solutions of this 

equation depends on the position of the subcharacteristics with respect to 
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the part of the boundary 3D given by x ¢(y), y 0. If it is given that 

(39) a 1 (¢(y),y) - b 1 (¢(y),y)¢'(y) > 0 for 0:;; y < oo 

then we have the situation of figure 4a and we can impose both boundary 

conditions on solutions of (38). This case will be discussed in this section. 

If on the other hand 

al(¢ (y) ,y) - bl(¢ (y) ,y) ¢' (y) < 0 for 0:;; y < oo 

then we have a situation as sketched in figure 4b and we can impose only the 

boundary condition u(x,0;E) = g(x) on solutions of (38). We shall discuss 

this problem in section 3. 

y y 

X ¢ (y) 

X X 

Figure·4a Figure 4b 

Assuming the condition (39) to be fulfilled we take for w the solution of 

f(x,y), (x,y) E D 

(40) 
w(x,0) = g(x), 0:;; x < 00 

w(¢(y),y) = h(y), 0:;; y < oo 

As in section 2 of the preceding chapter we cannot evaluate L2 [w] since the 

solution w of (40) is not necessarily twice differentiable. This is stated 

in 
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LEMMA 1. Let u(x,y) be the solution of the boundary value problem 

au au 
a(x,y)ax + b(x,y)ay + c(x,y)u f(x,y), (x,y) E D 

(41) 
u(x,0) = g(x), O $ x < 00 

u(¢(y) ,y) = h(y), 0 $ y < oo 

where the region Dis given by 

D { (x,y) I ¢ (y) < x < 00
1 0 < y < oo} 

and all data are supposed to be C
00

-functions which in addition satisfy the 

conditions 

{

a(x,y) > 0, 

a(¢(y),y) - b(¢(y),y)¢'(y) > 0 

b(x,y) > 0 in D 

for O $ y < oo 

and 

¢(0) 0 

¢ I (y) 0 for O $ y < oo 

g(O) h(O). 

Then the function u(x,y) belongs to c 1 (D) iff 

{a(O,O) - b(0,0)¢' (0) }g' (0) + b(O,O)h' (0) + c(O,O)g(O) f(O,O). 

In that case the second derivatives of u(x,y) exist in D and are continuous, 

with possible exception of the characteristic through the origin where the 

second derivatives may exhibit a finite jump. 

PROOF. Applying the coordinate transformation 

{

t, - X 

n = Y 

¢ (y) 
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to problem (41) we obtain a problem which can be treated in the same way as 

problem (31) of chapter V (cf. also the remark following the proof of lemma 

1 in chapter V). 

Th·e difficulty of not being able to evaluate LiwJ can be avoided in 

the same way as in subsection 2.2 of chapter V, namely by considering in-

stead of (40) the modified reduced problem 

(42) 

f(x,y), 

w(x,0;e:) = g(x), 

w($(y),y;e:) = H(y;e:), 

(x,y) E D 

0 !, X < 00 

where the function H(y;e:) is defined by 

H(y;e:) h(y) - Cy exp(- ~), 
e: 

the constant C is given by 

0!,y<oo, 

C 
{a1 (0,0)-b1 (0,0)$' (0) }g' (0)+b1 (0,0)h' (0)+c(0,0)g(0)-f(0,0) 

bl (0,0) 

and pis some positive constant to be determined later on. According to 

lemma 1 the solution w(x,y;e:) of (42) is twice differentiable, so the 
expression L2[;] is now defined. 

We define the remainder term z(x,y;e:) by 

(43) z(x,y;e:) u(x,y;e:) - w(x,y;e:). 

Then we obtain from (34) and (42) 

(44) 

[ ] L1(e:) [z] e:L2 z + 

z(x,0;e:) 

z($ (y) ,y;e:) 

0, 

Cy exp (- ..x__) , 
e:p 

(x,y) ED 



A calculation shows that 

11 awll 
dX Q 

II clwll ay Q 

E + 0 

E + 0 

E + 0 

valid for any compact subset Q c D. 

173 

Hence, applying theorem 1 (and the second remark following that theorem) to 

(44) we obtain 

(45) sup lz (x,y;E) I 
Q 

valid for any compact subset Q c D, with 

E + 0 

It is easily established thatµ becomes optimal if we choose p 

case we haveµ=½, so it follows from (43) and (45) that 

u(x,y;E) 
l 

;(x,y;E) + 0(E 2
), E + 0 

uniformly valid in any compact subset Q c D. 

Since the solutions wand w of (40) and (42) satisfy 

w(x,y;E) 
l 

w(x,y) + 0(E 2
), E + 0 

1 
2. In that 

uniformly in each compact subset Q c D (cf. chapter v, subsection 2.2) we 

can formulate 

THEOREM 2. Let u(x,y;E) be the solution of the characteristic boundary value 

problem (34) where all data are C
00
-functions which in addition satisfy (35), 

(36) and (39). Then we have 

u(x,y;E) 
I 

w(x,y) + 0(E 2 ), E t 0 

uniformly valid in any compact subset Q c D, where w(x,y) is the solution 
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of the reduced problem (40). 

3. Approximations for the case with boundary layer along x p (y), y ;:: 0 

In this section we shall construct an approximation for the solution 

u(x,y;E) of the characteristic boundary value problem (34) where all data 

are C
00
-functions which in addition satisfy 

{

a 1 (x,y) > 0, 

a 1 (cj>{y) ,y) - bl (cj>{y) ,y)cj>' (y) < 0 

bl (x,y) > 0 in D 

(46) 
for 0 :s; y < oo 

and 

cj> (0) 0 

(47) cj>' (y) > 0 for O :s; y < oo 

g(0) h(0). 

REMARK. It follows from (46) that the part of the boundary 3D given by 

x = cj>(y), y:::: 0 can no longer be characteristic. Therefore we have to re-

strict ourselves to problems with a timelike boundary x = cj>{y), y:::: 0. Prob-

lems of this type are sometimes referred to as Goursat problems. 

As a first approximation for u(x,y;E) we take the solution w1 (x,y) of the 

reduced problem 

f(x,y), (x,y) E D 

(48) 

g(x), 

(see figure 4b). In order to cope with the remaining boundary condition we 

look for an approximation u of u in the form 

(49) u(x,y;E) 

where 



(50) I; 
x-<j>(y) 

e: 
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Tl y 

and the functions w2 , v 1 , v 2 and v 3 have to be determined. 

Applying the transformation (50) to the operator L(e:) = e:L2 + Lie:) and ex-

panding this operator into powers of e: we obtain after some calculations 

where the operators M
0

, M
1 

and M~e:) are defined by 

1 2 ( 2 ) ( 1) clb l 
{-2 1:- '1 (n) <:' ( ) } o { <: (,I, { ) ) (,!, { ) ) } o '> " " + ""2 Tl a"[+ """ax"' 'f Tl ,Tl + b 2 'f Tl ,Tl 3n 

clc + l;ax(¢(n) ,n) 

a3a cl
3
b 

.!.1; 3 {--1 <<1><nl + e:0 11;,n) - ¢'(nl---f(</>(nl + e:021;,nl}}" 6 ax3 clx " 

with O < ei < 1 (i 

Hence it follows that 

1,2, ... ,7). The functions A~j) (n) are given by 
1. 

cljb. 
</>' (nl--}(¢(n) ,nl 

ax 
for i 

j 

1,2, 

0,1,2. 
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(51) 

2 + e: R(x,y;e:) 

with 

We now take for the functions w2 , v 1 , v2 and v3 the solutions of the follow-

ing problems 

'(52) 

(53) 

{ 

(0) 
Ll [w2] 

w2 (x,0) 0, 0c5:x<oo 

2 a v1 av 
••<nl-- - A(OI (nl-1 = o, 

a~:2 1 ai;; 

lim v 1 (1;;,n) = 0, 
i;;--

(x,y) E D 

o < i;; < "', o,,; n <"' 



av 
"(OJ (nl-2 = Mo[v1J, 1 ac; 0 < s < co, 

(54) 

(55) 

lim v2 (s,nl = 0, 
s-+«> 

v 3 (0,n) = 0, 

lim v3 (t;,n) = 0, 
f;-+«> 

One easily verifies that 

{h(n) - w1 (¢(n),n)}exp[-\(n)U, 

0:Ss,n<co 

0 :S s,n < co 

where the positive function \(n) is defined by 

\(n) 
a 1 (<j, (n) ,n) 

b 1 (¢(nl,nl - <j,'(nl 

0:Sf;,n<co 

for o :S n <'' co 

and P 1 and P2 are polynomials ins with coefficients depending on n. So 

v1 , v2 and v3 are boundary layer functions. 

With the above mentioned choice for the functions wi (i = 1,2) and vi 

(i = 1,2,3) we obtain from (48), (49), (51), (52), (53), (54) and (55) 

2 f(x,y) + e; R(x,y;e:), (x,y) € D 

(56) u(x,0;e;) 0:Sx<co 

u(<j,(y) ,y;e:) h(y) I O :S y < co 
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Defining the remainder term z(x,y;E) by 

(57) z(x,y;E) u(x,y;E) - u(x,y;E) 

we get from (34) and (56) 

(E) 2 
L [z] = -E R(x,y;E), (x,y) E D 

(58) 

z(cj>(y),y;E) = 0, 0 :,; y < co 

One easily verifies that 

0 (1), E -1- 0 

valid for every compact subset n c D. 

Hence, applying theorem 1 (and the first remark following that theorem) to 

(58) we obtain 

(59) z(x,y;E) 0 (E), E -1- 0 

uniformly valid in any compact subset n c D. 

Finally, using the formulae (49), (57) and (59) and also the fact that,the 

functions w2 , v2 and v 3 are uniformly bounded in compact subsets of D, we 

arrive at 

THEOREM 3. Let u(x,y;E) be the solution of the Goursat problem (34) where 
all data are cco-functions which in addition satisfy (46) and (47). Then we 

have 

u(x,y;E) w(x,y) + 0 (E), E -1- 0 

uniformly valid in any compact subset 

n c {(x,y) I cj>(y) + o:,; x < co, 0:,; y < co}. 
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Here w(x,y) is the solution of the reduced problem 

{

L~O)[w] = f(x,y), 

w(x,O) g(x), 

(x,y) E D 

0 X < co 

and o is an arbitrarily small positive constant independent of E. In addi-

tion we have 

u(x,y;E) w(x,y) + {h(y) -w(cjl(y),y)}exp[A(y)c/>(y)-x] + O(E), 
E 

-

E + 0 

uniformly valid in any compact subset Q c D, where the positive function 

A(y) is defined by 

A(y) 
al (cjl(y) ,y) 

bl (c/> (y) ,y) - c/>, (y) for O y < 00 
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STELLINGEN 

BIJ HET PROEFSCHRIFT 

SINGULAR PERTURBATIONS OF HYPERBOLIC TYPE 

VAN 

R. GEEL 

7 JUNI 1978 



I 

Zij u(x,t;s) de oplossing van een singulier gestoord beginwaardeprobleem 

van het type, dat wordt beschouwd in hoofdstuk III van dit proefschrift, 

waarbij de karakteristieken van de eerste orde differentiaaloperator "space-

like" zijn met betrekking tot de door de hyperbolische operator gedefinieer-

de karakteristieke richtingen. De bewering van BLONDEL, dat u(x,t;s) voor 

E + 0 niet naar de oplossing w(x,t) van het z.g. gereduceerde probleem kan 

convergeren tenzij de beginfuncties constante functies zijn, is onjuist. 

J.M. BLONDEL, J. Math. Pures Appl. (9) 40 (1961) p. 285. 

II 

Zij u de oplossing van het beginwaardeprobleem 

a2 2 a2u dU dU 
E{~ - c (x,t)--2 } + a(x,t)at + b(x,t)ax + d(x,t)u f(x,t;E), 

at2 ax 

-oo < X < oo, Q < t < oo 

u(x,0;E) = g(x;E), -oo<x<oo 

-oo < X < oo 

met 0 < E << 1 en a, b, c, d, f, gen h voldoend gladde functies, waarvoor 

geldt 

uniform begrensd in elke strip - 00 < x 

> 0, c > 0 en lbl ac in - 00 < x < oo, 

< oo, 0 t T 

0 t < 00 

Dan geldt in elk compact deelgebied S van het halfvlak t 0 

_! 
sup lul C(Q)E 2 K(Q,E) 
s 

met Q {(x,t) I l 1 x l
2

, 0 t T} een geschikt gekozen rechthoek 

welke S omvat, en 

K(Q,E) 



(II •II stelt de L2-norm voor). De positieve constante C(n) hangt af van Q 

maar niet van £. 

R. GEEL, Report 75-16, Mathematisch Instituut der Universiteit van 

Amsterdam. 

III 

Zij u de oplossing van het beginwaardeprobleem 

2 a2u c (x,t)--2 } + a(x,t)u 
ax 

f(x,t;£), -oo < X < oo, Q < t < oo 

u(x,0;£) = g(x;£), -oo < X < oo 

-CO< X < oo 

met O < £ << 1 en a, c, f, gen h voldoend gladde functies, waarvoor geldt 

{

c uniform begrensd in elke strip - 00 < x 

a> 0 enc> 0 in - 00 < x < 00 , Ost< oo 

< 00, t s T 

Dan geldt in elk compact gebied Q zoals beschreven op blz. 53 van dit 

proefschrift 

3 

sup lul s C(S"1)£- 4K(S"I,£) 
Q 

met C(Q) een positieve constante welke afhangt van Q maar niet van£, en 

! 
lifll" + £ 2 llgll + £Ilg II + £1ihll 

" I x I I 

(II •II stelt de L2-norm voor en I = Q n { (x,t) It = O}). 

R. GEEL, Report 76-19, Mathematisch Instituut der Universiteit van 

Amsterdam. 



IV 

De door KASYMOV en KADYKENOV gegeven benadering voor de oplossing van een 

singulier gestoord beginwaardeprobleem voor een hyperbolisch stelsel diffe-

rentiaalvergelijkingen van de eerste orde is onder de door hen genoemde 

voorwaarden niet noodzakelijk correct. 

K.A. KASYMOV & B.M. KADYKENOV, Izv. Akad. Nauk Kazah. SSR Ser. Fiz.-

Mat. 5 (1974) pp. 74-77. 

V 

Laat F = L + o/ een niet-lineaire operator zijn zoals beschreven in stelling 

1 van hoofdstuk II van dit proefschrift. Laat verder voldaan zijn aan de 

voorwaarden van genoemde stelling. Indien de lineaire operator L begrensd 

is, d.w.z. 

IL[v] I cllvll voor alle v ER, 

kan de uitspraak van stelling 1 in hoofdstuk II als volgt verscherpt wor-

den: het probleem F[u] = f heeft voor voldoend kleine f EB, nl. 

een eenduidig bepaalde oplossing u in de bol Q c R met straal lp
0
/c. Voor 

deze oplossing geldt 

VI 

ROSTOvrSEV heeft aangetoond, dat de oplossing van de integraalvergelijking 

1 

J K(x,y)f(y)dy 

0 

met kern 

g(x), 0 < X < 1 
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K(x,y) I 
0 

cos n<j, d<j, 
· 2 2 et 

(x +y - 2xy cos <j,) 

voor ½~a.< 1 wordt gegeven door 

f(x) sin a.11 n 
--2-x 

11 

n E JN U {O} 

O<x<l. 

Men kan bewijzen, dat deze uitdrukking ook voor O <et< 1 de oplossing voor-

stelt van de genoemde integraalvergelijking. 

N.A. ROSTOVTSEV, J. Appl. Math. Mech. 25 (1961) pp. 238-246. 

VII 

Voor optimale mitogeenstimulatie van gezuiverde lymphocyten zijn monocyten 

absoluut noodzakelijk. 

[1] J.E. DE VRIES et al., Blood 50 (5) (1977) p. 168. 

[2] D.L. ROSENSTREICH et al., J. Immun. 116 (1976) pp. 131-139. 

VIII 

Het verdient aanbeveling om bij de generatie van tumorspecifieke cytoto-

xische lymphocyten in een "mixed tumorcell lymphocyte culture" gebruik te 

maken van een secundaire allogene stimulus. 

M.L. BACH et al., Lancet 1978-1 pp. 20-22. 

IX 

ROBERI'SON's bewering, dat de diameter van een lipide membraanblaasje mini-
o 

maal 300 A is, met een continuum van waarden daarboven, is onjuist. 

[1] J.D. ROBERI'SON, in: Cellular membranes in development (M. LOCKE 

ed.), Academic Press, New York, 1964, p. 22. 

[2] S.M. JOHNSON et al., Biochim. Biophys. Acta 233 (1971) pp. 

820-826. 



[3] J.N. ISRAELACHVILI et al., Biochim. Biophys. Acta 470 (1977) 

pp. 185-201. 

X 

Men dient studenten in hun eerste studiejaar niet alleen te wijzen op het 

bestaan van een universiteitsbibliotheek, maar hen ook kennis bij te brengen 

aangaande de catalogusopbouw. 


