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a b s t r a c t

Review scores collect users’ opinions in a simple and intuitive manner. However, review scores are
also easily manipulable, hence they are often accompanied by explanations. A substantial amount
of research has been devoted to ascertaining the quality of reviews, to identify the most useful
and authentic scores through explanation analysis. In this paper, we advance the state of the art in
review quality analysis. We introduce a rating system to identify review arguments and to define an
appropriate weighted semantics through formal argumentation theory. We introduce an algorithm
to construct a corresponding graph, based on a selection of weighted arguments, their semantic
distance, and the supported ratings. We also provide an algorithm to identify the model of such an
argumentation graph, maximizing the overall weight of the admitted nodes and edges. We evaluate
these contributions on the Amazon review dataset by McAuley et al. (2015), by comparing the results
of our argumentation assessment with the upvotes received by the reviews. Also, we deepen the
evaluation by crowdsourcing a multidimensional assessment of reviews and comparing it to the
argumentation assessment. Lastly, we perform a user study to evaluate the explainability of our
method, i.e., to test whether the automated method we use to assess reviews is understandable
by humans. Our method achieves two goals: (1) it identifies reviews that are considered useful,
comprehensible, and complete by online users, and does so in an unsupervised manner, and (2) it
provides an explanation of quality assessments.

© 2022 The Authors. Published by Elsevier Ltd. This is an open access article under the CC BY license
(http://creativecommons.org/licenses/by/4.0/).
1. Introduction

Online reviews can be a valuable source of information, as
hey allow users to gain from the experience of others who have
xpressed their opinion about the next product to buy or room
o book. Opinions provided by Web users are useful insofar as
hose of higher quality can be identified, and those that can be
haracterized as low quality, e.g., for reasons of irrelevance, bias,
ncompleteness, and so on, can be dismissed. Over the past years,
esearch has characterized reviews’ trustworthiness in several
ays: user reputation and quality assessment are among them.
owever, while reviews are about specific products or services,
hey often express multifaceted views on the target object. To
ssess the quality and trustworthiness of a review, it is important
o understand which arguments it provides, their strengths, and
bout which aspects of a target product they provide positive

∗ Corresponding author.
E-mail address: davide.ceolin@cwi.nl (D. Ceolin).
URL: https://www.cwi.nl/people/davide-ceolin (J. Wielemaker).
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or negative evidence. This is an important and novel step in
the review analysis process that focuses on the quality of the
review itself. This step aims at identifying those reviews whose
quality is worth the reader’s time. It is, indeed, challenging to
check the veracity of reviews, and thus several mechanisms are
put in place by reviewing aggregation sites to enhance review
truthfulness (e.g., by verifying whether the reviewer purchased
the product/service). Even so, a review might be meaningless or
useless for a given user, e.g., when it touches minor aspects, or
when the opinion it captures is not well-argued. For this reason,
we analyze arguments in reviews as a means to assess their
quality. This method could be beneficial to several e-commerce
activities which intend to identify the highest quality reviews
to propose to their users when they scrutinize the next item to
buy or service to book. Also, argument-based quality assessment
can be useful to improve the methods used to aggregate product
ratings, and to improve transparency when these methods are
fully automatized e.g., by Artificial Intelligence (AI) and Machine
Learning (ML) technologies. The overall rating of a given product

might be based on the weighted average of the ratings received,

icle under the CC BY license (http://creativecommons.org/licenses/by/4.0/).
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nd may take into account in such weight also the argumentative
trength and quality of the reviews collected (e.g., possibly giving
lower weight to the low-quality reviews).
In fact, reviews are a means for users to express their opinions

n a given product or service. Reviews can be seen in the form of
atings-descriptions pairs. Such form of review, common in many
-commerce sites, indicates a rating (often in a 1−5 Likert scale)
or the quality of a given target product, enriched with textual
escriptions motivating the score. We hypothesize that the tex-
ual description of a review can provide one or more arguments
o support the corresponding Likert scale rating given. Therefore,
e use argumentation reasoning to analyze these textual descrip-
ions. Formal Argumentation implements argumentation theory,
hich is the interdisciplinary study of how conclusions can be
eached from premises through logical reasoning: in this formal
etting, arguments are the atomic unit of analysis and the scope
f the theory is that of analyzing the complex graph resulting
rom relations between them, considering whether an argument
ttacks or supports another argument, and to identify which ar-
ument survives. Hence, we analyze descriptions within reviews
o identify arguments that support the corresponding scores.
rguments are identified through natural language processing
f such descriptions and ranked according to their importance
sing the textRank algorithm [1]. The quality of the descriptions
s quantified through a readability measure (e.g., [2]). We formu-
ate, implement, and evaluate a rating system based on formal
rgumentation theory which collects such sets of pairs when they
hare a given argument but offer opposing ratings. Once argu-
ents are mined and weighted, we identify a graph of attacks and
upports between these arguments referring to the same item.
hen the numerical ratings of the review they refer to differ, we

dentify an attack between arguments. We implement the formal
ating system developed through a logical reasoner which allows
s to identify which arguments (and thus, which reviews) resist
he attacks (in the case of disagreeing reviews). We hypothesize
hat these resulting reviews are those of higher quality. The above
nalysis addresses the following research questions:

1: Given a set of reviews about the same product, can argumen-
tation help assess review quality?

2: Which quality aspects does argumentation emphasize?

3: Can argumentation be used to explain the review quality
assessment process to humans?

In order to implement this argumentation-based rating sys-
em, we make use of mature Artificial Intelligence components
e.g., for NLP analysis) as well as ad-hoc developed ones (e.g., the
ogical reasoner). The novelty of the approach is also in the
esulting pipeline. Such a pipeline is created in order to label
eviews according to their argument strength. The labeling is then
valuated against the number of upvotes received by reviews
RQ1). Also, we inspect a sample of reviews using a crowdsourc-
ng task meant to obtain a deeper analysis of the quality of
uch reviews according to different quality aspects (e.g., infor-
ativeness) (RQ2). Lastly, since the resulting pipeline is meant

o construct an argumentation graph for each product and the
eview evaluation is based on the reasoning performed on such
raph, we test whether the argumentation graph can actually
e used to explain the results to a human (RQ3). This article is
ased on [3] and extends it in three directions: (1) it extensively
valuates the impact of the use of different readability measures
n the performance obtained; (2) it extends the crowdsourced
ataset by collecting novel assessments so to balance the number
f evaluated reviews across the classes determined by the num-
er of stars; and (3) it revises the theoretical foundations of the
ramework accordingly and extends the related work section.
2

Fig. 1. Example of labeling of reviews following the standard argumentation
theory adopted. R1 and R4 are labeled as in because either all their attackers
are out (R1) or they do not have any attacker (R4); R2 and R3 are labeled as
out because their attacker is in. R5 and R6 have only attackers undec or out,
nd are thus labeled as undec.

The rest of this paper is structured as follows. In Section 2
e first provide some informal preliminaries, then develop a
referential argumentation framework. In Section 3 we describe
he experimental settings we adopt. In Sections Section 4, 5, and
we present our approaches to RQ1, 2, and 3, and the related

esults. We discuss the three evaluations in Section 7. In Section 8
e present related work, and in Section 9 we conclude.

. Weight-based preferential rating systems

We propose a formal semantics of value-based argumentation
hat extends the model of Baroni et al. [4] to describe the conflict
nd support dynamics between tokens within a set of reviews of
given product. In formal argumentation theory, such dynamics

s formulated within a graph structure where nodes represent ar-
uments and edges are attacks among them. We interpret nodes
f the graph as reviews, requiring that reviews occurring in the
ame graph refer to at least one common feature of the product
nder evaluation. Edges of the graph express the attack relation
etween two reviews assigning different scores to the feature in
ommon. The direction of the attack is given by the relevance of
he tokens and the values of the reviews.

The semantics of the graph is defined by a standard formal
rgumentation theory labeling function on vertices:

1. A review is labeled in when all its attackers are out;
2. A review is labeled out when at least one of its attackers is

in;
3. A review is labeled undec if not all its attackers are out and

no attacker is in.

Fig. 1 illustrates this semantics through an example. This se-
antics uses a scoring system for tokens within reviews gener-
ted from natural language processing which allows translating
eviews and their relations in a graph construction algorithm.
o this aim, tokens are grouped first using K-means clustering
n their distance: two reviews with disagreeing ratings attack
ach other when they share tokens belonging to the same cluster;
mong the two, we select only the attack which has a higher value
ased on the relevance of the token and quality of the review,
eaning that only the attack from the more relevant review is
onsidered in the graph construction; the weight of the corre-
ponding edge is based on the semantic distance between tokens.
rouping reviews per token allows us to obtain a coherent set of
eviews, identifying positive and negative features of the same
spects of a given product. The clusters of tokens are actually
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Fig. 2. Review argumentation analysis pipeline. The first step consists of identifying all the reviews related to a given product and of mining their arguments and
lustering the reviews according to the semantic distance of the corresponding arguments. The second step consists of constructing the argumentation graph based
n the identified arguments and their weights. The third step consists of solving the argumentation graph and labeling the reviews as accepted or rejected.
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eant to represent the topics covered by the reviews analyzed.
ince reviews represent opinions regarding a given item, we en-
ode attacks between reviews only when their semantic distance
s low, i.e., they refer to the same aspects of the item. When
heir semantic distance is high, we infer that the two reviews
efer to different aspects of the item and, thus, the corresponding
pinions are treated separately. For example, one opinion might
ocus on the color of a sweater, the other one on the fabric.
f, according to our algorithm, the two tokens are semantically
istant, the two reviews are not compared to each other because
he corresponding ratings might legitimately disagree. Fig. 2
llustrates the whole pipeline. The first step (argument mining
nd review clustering) is represented by the first block.
The primary relation between reviews is thus that of attack

ased on the ordering of the tokens weights: an attacking re-
iew must always have a higher score than the attacked one.
n the other hand, the relation of support between arguments
s represented only indirectly: an argument supports another
rgument when it attacks at least one of its attackers. Hence,
hen a valid (in) review (i.e. one which has no attackers) attacks

another review, it defeats it. This represents the second step of
the high-level view of our AI pipeline: arguments from clustered
reviews are used to construct the argumentation graph of a given
product (see the second block of Fig. 2). Lastly, following [4], we
identify which reviews can be accepted based on their arguments
surviving the debate, see the last block of Fig. 2.

We now provide formal details of the above informal de-
cription, starting with a definition of review. Here we identify
ll the elements that we need to reason on review arguments.
herefore, our definition of review includes the list of tokens
hat are mentioned in the review, along with their relevance.
lso the review score is represented. Lastly, we make use of a
emantic distance measure among tokens and a quality value for
he review.

efinition 1 (Review). A review Ri(t) by an agent i ∈ A on a
arget product t is construed as:

1. A list of tokens: T = {φ1; ...; φn}, expressing the features
of relevance of the product t . This list of tokens is meant to
characterize which aspects of the product are emphasized
and referred to by the review;

2. A relevance value r(φi) ∈ [0, 1] for each token φi, express-
ing the importance of the feature in the overall evaluation
of the product t . Since some tokens might be more im-
portant than others in determining the review score, we
estimate this importance through heuristics and record it
through this relevance value;

3. A score sc(Ri) = {1, 2, 3, 4, 5}. This score represents the
numerical Likert scale score provided by the review;
3

4. A quality value v(Ri) ∈ [0, 1]. This value represents the
quality value of the review, where 1 indicates the highest
possible value.

Provided a set of reviews {R}, we collect all those with the
ame target object t and denote them as {R(t)}. The target object
s what the review assesses. The list of tokens T collects the
lements characterizing the review content on the target product:
or example, on the target ‘‘shoes’’, tokens could be ‘‘sole’’, ‘‘up-
er’’, but also ‘‘comfortable for long walks’’. The relevance value
(φi) quantifies the importance of token φi within the review
tself. This is a de facto value function from tokens to real positive
umbers. The score Ri is the value attributed to the object. We
epresent the score as an integer from 1 to 5, as is done in
any review systems. We currently consider different values as
pposing, and do not consider the absolute difference between
hem (e.g. treating the difference between | sc(Ri) − sc(Rj) |>|

c(Ri)− sc(Rk) |). A quality value is used to weight those reviews
hich will eventually enter into an attack relation, see below
efinition 2, together with the relevance value of all tokens of
nterest. Quality can be assessed by means of diverse metrics and
y looking at diverse aspects (the generic and informal definition
f information quality we refer to is ‘‘fit for purpose’’). In our
etting, we consider, in particular, the readability of the review
o be an important aspect because:

1. it quantifies how easily a reader might consume it, and
2. it might provide a proxy for the quality of the information

it contains.

In our experiments, we use the following readability mea-
ures: Flesch–Kincaid Reading Ease, Flesch–Kincaid Grade Level,
utomated Readability Index (see [5]), Dale–Chall (see [6]), Sim-
le Measure of Gobbledygook (SMOG, see [7]), Coleman–Liau
ndex (see [8]), Forcast (see [9]), and we compare their impact
n performance.
Tokens within the same cluster are those on which reviews’

ttacks are defined. The underlying assumption here is that re-
iews showing semantically distant tokens might be considered
ncomparable. Hence, we cluster all reviews in {R(t)} sharing
he target object t by semantic distance sem_dist(φi, φj) of their
okens. Using the semantic distance measure, we identify the
istances between each pair of tokens φi, φj, and we cluster them.
e then consider only the attacks that we identify between

okens that belong to the same cluster, which we express as
(φi) = C(φj) where C returns the cluster id for a given token
i. Different semantic distance measures can be employed at this
tage. We refer the reader to the work of Harispe et al. [10] for an
xhaustive overview of the field. In our experiments, we use the
ord Mover’s distance [11] because the tokens we are comparing

re often composed of multiple words, and this measure allows
s to measure the distance between (short) documents.
We, therefore, define attacks as follows:
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efinition 2 (Attack). Review Ri attacks review Rj with the
eight w, denoted as

i →w Rj

if and only if

1. Ri(t) = Rj(t);
2. sc(Ri) ̸= sc(Rj);
3. ∃φi ∈ Ri(t), φj ∈ Rj(t) such that C(φi) = C(φj);
4. w = (r(φi) · v(Ri)) > w′

= (r(φj) · v(Rj)).

According to the definition above a review attacks another one
with the weight w if and only if:

1. they are about the same target object;
2. their score is different (as mentioned above: we make at

this point no granular distinction between differences in
scores);

3. they have at least one token each occurring in the same
cluster, based on their semantic distance;

4. the value w attached to the attack is the highest value
obtained by computing for each review the relevance of the
token by its quality; this weight w determines the direction
of the attack, discarding the attack from the review with
lower weight to the review with higher weight; and it also
allows to order attacks within a rating system by their
strength.

These considerations allow for diverse strategies to be em-
ployed in establishing a rating system. A rating system can now
be built as a set of reviews and attacks between them, ordered
according to a preference relation based on their weights.

Definition 3 (Rating System). A rating system is a tuple

RS := ⟨{R(t)}, R−, ≤⟩

where

1. {R(t)} is a list of reviews on target t;
2. R−

⊆ {R(t)} × {R(t)} is a binary relation of attack between
reviews, such that (Ri, Rj) ∈ R− iff Ri →w Rj;

3. ≤⊆ R−
× R′− is a preference relation such that R−

≤ R′− if
and only if R−

: Ri →w Rj, R′−
: Rk →w′ Rl, w > w′ with

possibly j = k.

According to this Definition, a rating system contains:

1. a set of reviews on the same target,
2. equipped with a set of attack relations,
3. ordered based on their weights.

We now define several strategies to establish the attack re-
lations actually included in any given rating system. These at-
tack strategies are all legitimate strategies we can implement
following the elements and strategies described above. In our
evaluation, we implement Definition 5, but we provide here a
(partial) overview of the possible strategies that it is possible to
implement with the elements we identify.

Definition 4 (Full Attack Strategy). ∀R−, R−
∈ RS.

The Full Attack Strategy includes every well-defined attack
elation in the graph, i.e. any review attacks any other review
ith a different score with which it shares a token within the
ame semantic distance cluster and which has a lower weight
omputed as the relevance of the token and quality value of the
eview.

From this general case, we define a pruning strategy on the
umber of attack relations, aiming at simplifying the reasoning
4

on the argumentation graph, while removing the less influential
attacks:

Definition 5 (Pruning). R−
∈ RS iff ∃R′−.R−

≤ R′− for some
′−

: Ri →w′ Rj and w′ > n, for some value n.

By Pruning, we remove from the rating system the (set of)
ttack(s) with a weight lower than a given value n. By the defini-
ion of weight, this reflects the intuition that one removes those
ttacks based on the reviews having a different score on tokens
f low relevance, or on semantically distant tokens (i.e. attacks
mong reviews that express different views on possibly incom-
arable aspects of the product), removing attacks with a weight
nder a certain value, e.g. falling within the last percentile.
We now define the labeling of a rating system:

efinition 6 (Labeling). Given a rating system RS

• {S (t)} ⊆ {R(t)} is conflict-free iff there are no Ri, Rj ∈

{S (t)} such that (Ri, Rj) ∈ R−;
• A review Ri ∈ {R(t)} is supported by {S (t)} ⊆ {R(t)} iff for

any Rj ∈ {R(t)} such that (Rj, Ri) ∈ R−, it exists Rk ∈ {R(t)}
such that (Rk, Rj) ∈ R−;

• A review Ri ∈ {R(t)} is defeated by {S (t)} ⊆ {R(t)} if and
only if it ∃Rj ∈ {S (t)} such that (Rj, Ri) ∈ R− and Rj is
supported by {S (t)};

• A review Ri ∈ {R(t)} which is neither supported nor
defeated is undecided.

A conflict-free RS is possible if and only if every review has the
ame score for every token φi within a given cluster of semantic
istance, i.e., if all the reviews in the same cluster have the same
ikert-scale value. The notion of support of a review by a rating
ystem expresses the idea that the score of that review for the
iven (cluster of) topic(s) is endorsed because any other review
ttacking it (i.e. with higher weight produced by token relevance
nd quality) has at least one more review which attacks it. The
efeat of a review by a rating system expresses the dual idea
hat the score of that review for the given (cluster of) topic(s)
s rejected: i.e. the review presenting that score has an attacker
ithin the rating system, i.e. another review with a higher weight
ttacking it. Finally, an undecided review is one that presents a
igh expected variance on its usefulness in establishing the score
f the product.
Standard semantics types from Formal Argumentation Theory

re here adapted for our Rating System:

efinition 7 (Semantics). Given a rating system RS

• A conflict free set {S (t)} ⊆ {R(t)} is admissible iff each
Ri ∈ {S (t)} is supported by {S (t)};

• A preferred extension is an admissible subset of {R(t)} max-
imal w.r.t. set-inclusion and weight ordering;

• An admissible {S (t)} ⊆ {R(t)} is a complete extension iff
each review supported by {R(t)} is in {S (t)};

• The least (with respect to set inclusion) complete extension
is the grounded extension.

• The most (with respect to the weight of supported reviews)
complete extension is the weighted complete extension.

In particular, in the following, we look for the model which
aximizes the number of in-nodes with higher weight, i.e. we
oncentrate on the preferred extension of an admissible set of
eviews for a given rating system. The rationale behind this choice
s to extract from a given rating system the ‘‘ideal review’’, or the
ne composed by the evaluation of the largest number of tokens
hat are rated highest within the system. This allows for preserv-
ng completeness of analysis of the product and quality of the
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eviews. The analysis of other semantics, and their justifications,
s left for further work.

xample. We consider here a simple example of a rating system
ased on a partial formulation of the graph represented in Fig. 1.
onsider the following:

• R(t) = {R1, R2, R3, R4};
• T = {φ1, φ2, φ3, φ4};
• sc(R1) = sc(R4) = 1, sc(R2) = sc(R3) = 4: the four reviews

are pairwise agreeing with each other;
• φi ∈ Ri, ∀i
• r(φ1) = 0.2, r(φ2) = 0.1, r(φ3) = 0.5, r(φ4) = 0.6;
• v(R1) = 0.3, v(R2) = 0.4, v(R3) = 0.6, v(R4) = 0.7;
• C(φi) = C(φj), ∀i, j;
• w1 = 0.2·0.3 = 0.06, w2 = 0.1·0.4 = 0.04, w3 = 0.5·0.6 =

0.3, w4 = 0.6 · 0.7 = 0.42;
• ≤= {w2 < w1 < w3 < w4}: R4 is the review with the

highest weight (w4), thus it attacks all disagreeing reviews,
R1 and R3. Vice-versa, R2 is the review having the lowest
weight, and it is thus attacked by R1 and R3;

• R−
= {R1 →0.06 R2, R3 →0.3 R2, R4 →0.42 R3, R4 →0.42 R1}.

In this rating system:

• with the Full Attack strategy we preserve the full set R−;
R1, R4 are accepted because these are either not attacked
(R4), or their attackers are defeated (R1). R2, R3 are defeated
by R4. S (t) = {R1, R4} is a complete extension of R(t);

• with the Pruning strategy we might want to remove the
attack with the lowest weight, namely R1 →0.06 R2; note
that in this case, the pruning would not have any effect,
while it would in absence of R4 →0.42 R3, because then R1
would survive and R2 would not.

. Experimental setting

We describe the implementation of the above framework and
he dataset adopted.

.1. Implementation

As mentioned above, Fig. 2 provides an overview of our
ipeline.1 We describe the pipeline implementation as follows.

eature extraction. Given a set of reviews for product target t , we
xtract:

1. The set of textual tokens in such reviews to use as the
set of tokens T and their importance in the text r(φi) for
each token φi ∈ T . Textual tokens are estimated using
the Spacy library, their importance is estimated through
the pyTextRank library implementing the TextRank algo-
rithm, i.e., computing the PageRank of the tokens in the
review based on their textual dependency. The only clean-
ing step we do apply here is stop word removal, using the
nltk package. We will consider refining the cleaning and
tokenization process as a future extension.

2. The readability scores of the review to use as a proxy for
sc(Ri); again we use the Spacy library and, in particular, the
Spacy-readability extension.

rgumentation graph building. We proceed as follows:

1. Build the semantic distance matrix of all the tokens in the
reviews of that product from each sem_dist(φi, φj). Since

1 Source code available at: https://github.com/davideceolin/FAReviews.
5

we are comparing tokens that are composed of multiple
words, we use here a document distance measure. We
use the Word Mover’s distance [11] implemented in Gen-
sim [12] to this aim. This measure derives the distance
between two given documents (in this case, two tokens)
based on the semantic distance between the pairs of words
that compose them. Word semantic distance is computed
by means of embedding-based distance;

2. cluster tokens according to their semantic distance. We use
K-means and we identify the optimal number of clusters
using the silhouette method. We proceed as follows:

(a) We run the method systematically for each product.
(b) We identify the reviews about the given product and

extract the corresponding tokens.
(c) The text distance between tokens is measured using

the Word Mover’s distance [11]. This provides us
with a distance matrix between the tokens (M).

(d) We iterate k in (2,min(10, |M|)), so that the highest
value chosen for k is the minimum between 10 and
the cardinality of M .

(e) We run K-Means using the above k values, and com-
pute the silhouette score every time, using the klearn
Python package.

(f) We select the value of k that maximizes the silhou-
ette score.

Thus, the value of k varies per product.
3. represent an argumentation graph as a NetworkX Directed

graph where: (1) nodes represent reviews; and (2) links
represent attacks. Reviews attack all other reviews with a
lighter score that share the same token and disagree on the
rating.

Graph solution. In order to identify the models of the graph,
we implement a SWISH Prolog-based solver also available as a
standalone service accessed via a customized extension of the
Python Prolog Pengines library.2

3.2. Dataset

We evaluate the above model on the Amazon Review Dataset
[13], in particular on the Amazon Fashion 5-core dataset, which
consists of 3,176 unique reviews provided by 406 users about
31 products. We use this dataset for the evaluation of RQ1. For
the evaluation of RQ2, our goal is to analyze via crowdsourcing a
stratified sample with the same number of reviews per number
of stars assigned. Thus, we need to extend the sample of reviews
on which to apply crowdsourcing. However, the 5-core dataset
does not contain a sufficient number of reviews to this aim.

In more detail, the 5-core dataset is a subset of the complete
Amazon Review Dataset [13] where each of the users and items
has 5 reviews each. However, after further inspection, we no-
ticed that the dataset contains just a fraction of the subset of
5-cores user/item pairs. To evaluate RQ2 we firstly rebuilt the
whole 5-core dataset. The Amazon Review Dataset consists of
883,636 reviews (871,502 after duplicate removal) provided by
746,352 users about 185,241 products. To rebuild the whole 5-
core dataset, we sample 5 reviews for each product ASIN code
provided by 5 different authors. Each user/product pair must be
unique across the whole dataset. In this way, there are 5 different
authors of reviews for every product and 5 reviews provided by
the same author for 5 different products, thus complying with
the 5-core assumption. Hence, the final 5-core dataset is made
of 148,588 reviews about 29,958 products, which corresponds to

2 https://swish.swi-prolog.org/p/argue.swinb

https://github.com/davideceolin/FAReviews
https://swish.swi-prolog.org/p/argue.swinb
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6.81% of the original Amazon Review Dataset. We also extract
he metadata for each product. Thus, to evaluate RQ2 we augment
he sample used in the first version of this work [3] by sam-
ling reviews from the whole 5-core dataset to obtain the same
umber of reviews per each number of stars/upvotes. The final
ugmented sample balanced along the number of stars/upvotes
s composed of 670 reviews which corresponds to 0.45% of the
riginal Amazon Review Dataset.
For each review, the dataset reports:

• the id of the review author;
• the timestamp and the text of the review;
• the id of the product reviewed;
• the rating given to the product (on a 1-5 Likert scale);
• the number of upvotes a given review received. Note that

users can only indicate whether they found a given review
useful, not the opposite.

or each product, the dataset reports:

• the name of the product;
• the description of the product;
• the subcategory of the product;
• various attributes about its size, weight, dimensions, etc.

.3. Argumentation graph building example

Reviews and their argumentation graph are compared for ex-
lainability. Details of the graph construction process are given
elow in Section 4. Here we provide an example:

Review 1: ‘We have used these inserts for years. They provide
great support.’ (5 stars)

Review 2: ‘This is my 6th pair and they are the best thing ever
for my plantar fasciitis and resultant neuromas. Unfortunately,
the ones I ordered from SmartDestination must be seconds as
they kill my feet. The hard plastic insert rubs on the outside
edges of my feet. I am unable to exchange them as I waited
one day too late to use them in my walking shoes.’ (2 stars).

The two reviews have no textual token in common, however,
ome of their tokens are semantically related. For example, ‘these
nserts’ (Review 1) and ‘hard plastic insert’ are semantically close
nough to belong to the same cluster. This means that we capture
n attack between the two, from Review 1 (readability 102.5
sing the Flesch–Kincaid Reading Ease measure) to Review 2
readability 73.44 using the same Flesch–Kincaid Reading Ease
easure). The weight of the attack is given by the weight of

he attacking node, i.e., by the weight of the token with higher
eight. The document distance is computed after stop words
emoval (the above tokens are ‘hard plastic insert’ and ‘inserts’).
his process is repeated with all the tokens shared between two
eviews and with all the review pair combinations for a given
roduct. Fig. 3 illustrates this example. We can see that Review
(R1) is depicted with a larger circle so as to signify its higher

eadability score. Also, the token identified shows a higher im-
ortance in the review than the token on Review 2. Thus, Review
attacks (and defeats, in this small example) Review 2.

. RQ1 - Review quality assessment evaluation

We consider here the ability of our system to discriminate

eviews’ quality.

6

Fig. 3. Review 1 is depicted with a larger circle as to signify its larger
weight. Similarly, token T1 has a larger importance in R1 than T2 has in R2.
Consequently, after having identified a semantic link between the two tokens,
we identify an attack from R1 to R2. R2 is defeated, following the semantics of
the argumentation framework described in Section 2.

4.1. Baselines and evaluation settings

We created two baselines:

Unsupervised (K-Means). We extract a set of basic textual
features from the reviews (text length; number of words;
number of tokens, computed using the Spacy Python
library; textual readability, computed using the Flesch–
Kincaid Reading Ease measure) and we cluster them using
the K-Means algorithm with K = 2. Note that here K-
means is used to label reviews as ‘in’ or ‘out’, i.e., as a
method to accept and reject reviews alternative to argu-
mentation reasoning. This use of K-means is thus totally
different from the use we make in Section 3.1. There, we
use it to cluster an arbitrary number of tokens according
to their semantics. In that case, we needed to identify the
ideal k parameter given the tokens observed, and we used
the silhouette method to identify it. Here, instead, we have
a fixed number of target labels (‘in’, ‘out’) and thus we use
a fixed value for k.

upervised (SVC). Using the same features as above, we split
the dataset and use the first 30% of reviews to train a
Support Vector Classifier to classify the remaining 70%.
To allow a fair comparison between the three methods,
we convert the number of upvotes into two buckets, to
mimic the classification obtained with our method. We
provide three variations on this, with thresholds at 1, 5,
and 10 upvotes: therefore, we consider as accepted (in)
those reviews that received at least 1, 5, or 10 upvotes
respectively.

We evaluate our framework under three different settings:

Argumentation Framework We adopt the dataset described in
Section 3.1.

Argumentation Framework Weighted We adopt the dataset de-
scribed in Section 3.1, but we apply a decaying function to
the number of upvotes based on their age. The decaying
function we use is

w(x) =
tmax − tx
tmax − tmin

where tmax and tmin are the highest and lowest timestamps
in the dataset; tx is the timestamp of review x. Since the
argumentation framework result is compared with a snap-
shot of the upvotes collected at a given time, this decaying
function compensates for the fact that the older reviews
had a higher chance to get upvotes than the younger ones.

rgumentation Framework Weighted (Upvotes>0) Since votes
can only be up and not down, we cannot tell whether zero-
votes reviews deserve zero votes or negative votes. For this
reason, we also checked the algorithm’s performance when
considering reviews that received at least one upvote.
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Table 1
Average number of upvotes received by the reviews in each class. The average of upvotes in the
class should be maximized, the average in the out class minimized. In Arg. framework weighted,
a temporal decaying function (see Section 4.1) is used. In Arg. framework weighted (> 0 upvotes),
we consider reviews with at least 1 upvote (see Table 6). We report the results obtained with all
readability measures considered.
Method Out In

Arg. framework 2.3 0.5
Arg. framework weighted 0.0 0.4
Arg. Fram. Weigh. (>0 upvotes) 0.0 4.2
Arg. framework (SMOG) 0 5.9
Arg. framework weighted (SMOG) 0 5.7
Arg. framework weighted (>0 upvotes, SMOG) 0 5.7
Arg. framework (Dale–Chall) 19 5.7
Arg. framework weighted (Dale–Chall) 5.7 5.7
Arg. framework weighted (>0 upvotes, Dale–Chall) 5.7 5.7
Arg. framework (Forcast) 0 5.8
Arg. framework weighted (Forcast) 0 5.7
Arg. framework weighted (>0 upvotes, Forcast) 0 5.7
Arg. framework (ARI) 19 5.7
Arg. framework weighted (ARI) 0 5.7
Arg. framework weighted (>0 upvotes, ARI) 0 5.7
Arg. framework (Flesch–Kincaid Reading Ease) 19 5.7
Arg. framework weighted (Flesch–Kincaid Reading Ease) 0 5.7
Arg. framework weighted (>0 upvotes, Flesch–Kincaid Reading Ease) 0 5.7
Arg. framework (Coleman–Liau Index) 35 5.7
Arg. framework weighted (Coleman–Liau Index) 0 5.7
Arg. framework weighted (>0 upvotes, Coleman–Liau Index) 0 5.7
Unsupervised (K-Means) 2.5 0.3
Supervised (SVC) @1 0.0 5.7
Supervised (SVC) @5 0.2 10.1
Supervised (SVC) @10 0.3 17.7
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4.2. Results

We run the above algorithm and we obtain a classification of
roduct reviews as in or out. No review is classified as undecided.
able 1 shows the average number and sum of upvotes that the
eview in a given class received. For example, the reviews that
re labeled as out (i.e., rejected) by the weighted version of our

framework got, on average, 5.7 upvotes, and reviews classified as
out got on average 0.0 when using the SMOG readability measure.
For each readability measure, we apply the argumentation frame-
work, and we compare its performance with the number of votes
received by the reviews in each class (in and out reviews). We
also apply a temporal-based weighting factor to the votes, and
we also check the performance of the algorithm on the reviews
that received at least one vote. We apply these strategies to all
results obtained with the diverse readability measures and we
discuss these strategies further in Section 7. Besides the choice
of the specific readability measure, also the choice of the k value
of the K-means algorithm might affect the performance of our
framework. We explain in Section 3.1 that we use the silhouette
method to identify the best value for k for each product (and,
thus, for each group of reviews). In order to analyze the sensitivity
of this parameter, we test the algorithm performance with three
more values for k, two static, and one dynamic. As for the static
values of k, we select 1 and 2, because the number of tokens per
group of reviews is highly variable, so we choose values that aim
at being applicable to all groups of reviews we analyze. Actually,
the use of k = 1 allows us to evaluate the use of clustering at
all since with k = 1 we actually do not cluster reviews and thus
record attacks between all tokens (see Section 2). The additional
dynamic strategy sets k equal to half of the cardinality of the set
of identified tokens. In our framework, once we identify a group
of reviews per product, we cluster the corresponding tokens
based on their distance (using K-means) and then weight the
tokens using a combination of their textRank centrality and the
readability of the review they are extracted from. Based on this,
we identify attacks between reviews and, lastly, label reviews
as accepted or rejected (in or out) using argumentation theory.
7

We saw above that the choice of the readability measure has a
small effect on the overall performance, but still, some readability
measures yield better results than others. Thus, we pick one of
the best-performing readability measures (Automated Readability
Index) as well as one of the worst-performing ones (Flesch–
Kincaid Reading Ease) and we check how the performance varies
with different values for k. Table 3 reports the corresponding
results, which are discussed in Section 7. We already anticipate
that the impact of the choice of the value for k is significant
and that our strategy based on the silhouette method is the
best performing one. Also, the resulting labeling identifies groups
of reviews that have a significantly different scores across each
quality dimension. However, a such significant difference is only
relative: this means that when k is set to 1, 2, or equal to half of
the cardinality of the set of tokens, for any dimension, the score
for reviews in is significantly higher then the score of reviews
ut resulting in. However, the scores of the first set are not
ecessarily higher than zero, and the scores of the second set
re not necessarily lower than zero. These conclusions have been
erived by applying a Mann–Whitney Test at 95% confidence
evel.

We considered the possibility of computing the precision and
ecall of our method. However, precision and recall imply the
xistence of negative samples, while upvotes are only positive
alues. Artificially introducing a threshold to split reviews into
ositive and negative items would be possibly misleading. A
‘one-size-fits-all’’ would hardly work in this case: such a thresh-
ld could have to vary per product or product type and could
ave to take into account also temporal aspects. For instance, less
opular products could receive fewer reviews and have a smaller
hance to get upvotes. Thus, their threshold should be lower
han that of popular products. At the same time, the rareness of
eviews alone cannot be considered a sufficient reason to set the
ar low: those few reviews could get few upvotes because of their
oor quality. Although our method outputs discrete labelings that
ould be matched with positive and negative labeling of reviews,
corresponding counterpart based on the number of upvotes

s not available (as it is unclear how many upvotes a review
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Table 2
Sum of upvotes received by the reviews in each class. The average of upvotes in the class should
be maximized, the average in the out class minimized. In Arg. framework weighted, a temporal
decaying function (see Section 4.1) is used. In Arg. framework weighted (>0 upvotes), we consider
reviews with at least 1 upvote (see Table 6). We report the results obtained with all the readability
measures considered.
Method Out In

Arg. Fram. (SMOG) 0 1740
Arg. framework weighted (SMOG) 0 1690
Arg. framework weighted (>0 upvotes, SMOG) 0 1690
Arg. framework (Dale–Chall) 76 1664
Arg. framework weighted (Dale–Chall) 23 1667
Arg. framework weighted (>0 upvotes, Dale–Chall) 23 1667
Arg. framework (Forcast) 0 1740
Arg. framework weighted (Forcast) 0 1690
Arg. framework weighted (>0 upvotes, Forcast) 0 1690
Arg. framework (ARI) 0 1740
Arg. framework weighted (ARI) 0 1690
Arg. framework weighted (>0 upvotes, ARI) 0 1690
Arg. framework (Flesch–Kincaid Reading Ease) 76 1664
Arg. framework weighted (Flesch–Kincaid Reading Ease) 23 1667
Arg. framework weighted (>0 upvotes, Flesch–Kincaid Reading Ease) 23 1667
Arg. framework (Flesch–Kincaid Grade Level) 76 1664
Arg. framework weighted (Flesch–Kincaid Grade Level) 23 1667
Arg. framework weighted (>0 upvotes, Flesch–Kincaid Grade Level) 23 1667
Arg. framework (Coleman–Liau Index) 70 1670
Arg. framework weighted (Coleman–Liau Index) 11 1678
Arg. framework weighted (>0 upvotes, Coleman–Liau Index) 11 1678
Unsupervised (K-Means) 662 962
Supervised (SVC) @1 62 1109
Supervised (SVC) @5 344 827
Supervised (SVC) @10 674 497
Table 3
Count of the upvotes received by the reviews classified as ‘in’ and ‘out’ by our algorithm with diverse values for the k parameter of
the K-means algorithm. We can see that the best performing combinations are those based on our method, that uses the silhouette
method. The performance of the other methods are identical. The actual labeling resulting from applying the different values for k
is not always the same, but since these differences affect reviews with 0 votes, the resulting counts are identical.
Readability Measure k = 1 k = 2 k = |tokens|/2 k = silhouette(tokens)

(in,out) (in,out) (in,out) (in,out)

Automated Readability Index (1635,105) (1635,105) (1635,105) (1740,0)
Flesch–Kincaid Reading Ease (1635,105) (1635,105) (1635,105) (1664,76)
needs to be considered of high quality, and if it is possible to set
such a number at all). Therefore, we limit the comparison with
the baseline approaches to Table 1. With these considerations in
mind, to allow a comparison between our method and SVC, we
still introduce the use of thresholds to convert the multivalued
classification of SVC into binary values but we make use of
different thresholds exactly because the ideal value for this is
not given. Thus, we use three thresholds, 1, 5, and 10 (the mean
number of upvotes received by a review in the ground truth is
0.55, median 0). We deepen these considerations in Section 7 (see
Table 2).

5. RQ2 - Multidimensional review quality assessment

The evaluation of the argumentation theory-based review as-
essment by correlation with upvotes uses the latter as the only
round truth provided in the dataset at our disposal, but they also
how important limitations. First, upvotes collect only positive
otes: if a review did not get a high number of upvotes, it
ould be either of low or average quality. Second, the semantics
f upvotes is rather vague and broad: since they are the only
eans for readers to express their endorsement, they can capture
ppreciation in a too broad sense. Third, upvotes might depend on
he order in which reviews are exposed to users and their ages.
e extend our analysis of the quality of reviews to obtain a more

horough and detailed gold standard. We crowdsource answers
o questions regarding quality aspects of a significant number of
eviews, as detailed below.
8

5.1. Crowdsourcing setting

We collect 670 reviews by randomly selecting one of the
products reviewed at a time and then drawing one of its reviews
until we balance the number of reviews collected per review
score value, i.e., the number of stars assigned. This leads to an
amount of 134 reviews for each score. We ask each worker to
evaluate the quality of 10 reviews and each review is evaluated
by 5 workers. Workers are located in the US, and the tasks (which
are rewarded 0.9$) are performed through Amazon Mechanical
Turk3, using the Crowd_Frame platform [14].

Task description. We present the worker with a product descrip-
tion as provided in the Amazon dataset. Then, we present the
review, and we ask the worker to assess the review on a 5-
level Likert scale (from −2, completely disagree, to +2, completely
agree), across the following quality dimensions:

Truthfulness: measures the overall truthfulness and trustwor-
thiness of the review.

Reliability: the review is considered reliable, as opposed to re-
porting unreliable information. Example (label: +2 Com-
pletely agree): ‘‘They fit great, look great, are quite comfort-
able and are just what I was looking for!’’.

3 http://mturk.com

http://mturk.com


D. Ceolin, G. Primiero, M. Soprano et al. Information Systems 110 (2022) 102107

N

C

P

C

I

eutrality: the review is expressed in objective terms, as op-
posed to resulting subjective or biased. Example (label: −2
Completely disagree): ‘‘Love them!!’’

omprehensibility: the review is comprehensible/understanda-
ble/readable as opposed to difficult to understand. Example
(label: +2 Completely agree): ‘‘They run big. Order a full size
smaller’’.

recision: the review is precise/specific, as opposed to vague.
Example (label: +2 Completely agree): They run big. Order
a full size smaller.

ompleteness: the review is complete as opposed to partial.
Example (label: +2 Completely agree): ‘‘I actually have 3
pairs of these trainers. They are very comfortable, there is a
neoprene sleeve that goes around your ankle that makes them
the most comfortable for me compared to normal athletic
shoes. They run a little narrow — for me this is perfect, but
you may want to round up on the size or try on in the store
first if your feet are on the wider side’’.

nformativeness: The review allows deriving useful information
as opposed to well-known facts and/or tautologies. Exam-
ple (label: +1 Agree): ‘‘Love these shoes! Needed new running
shoes and these are perfect. Light weight and fit great!’’

The above dimensions are based on previous work on mul-
tidimensional quality assessment [15]. However, with reviews,
it is very hard for the workers to determine the truthfulness of
information because they need to assess the authenticity of the
review itself, which is often subjective. So, we adapt the qual-
ity dimensions from the literature to represent more subjective
aspects like reliability.

5.2. Results

Assessments were collected and we checked whether the
scores in any of the evaluated dimensions showed a correlation
with the in-out evaluation of the reviews by our algorithm.
Since our classification consists of two labels only, while the
crowdsourced data are multidimensional and finer-grained, we
performed a set of analyses at diverse levels of aggregation,
starting from splitting the reviews into in and out, obtaining the
results summarized below. We also test the existence of a corre-
lation between our labels and the crowdsourced assessments for
each combination of labels obtained with the seven readability
measures mentioned above:

• a χ2 on the two sets of review scores: no significant dif-
ference is identified. We analyzed the assessments obtained
with all seven readability measures, and no assessment
showed a significant difference;

• a Mann–Whitney test on the average score per dimension:
no significant difference between the two sets of reviews is
identified. Again, this holds for all readability measures;

• t-test and Mann–Whitney test when comparing the raw
scores on each dimension show a significant difference be-
tween the distribution of the information quality scores and
that of the review assessments, for all readability measures.

Then, we aggregate the scores in two ([−2,0],[1,2]) and three
([-2,-1], [0],[1,2]):

• a χ2 test on the two sets of reviews identifies a significant
difference between the information quality scores and the
argumentation-based assessment when a two-scores bucket
is used. This holds for all readability measures, except for
SMOG;
9

• a Mann–Whitney test on the average score per dimen-
sion identifies a significant difference in the distribution of
scores, independent of which readability measure is em-
ployed;

• at 90% confidence, a significant difference is identified in the
distribution of some of the information quality dimensions
when using the three-valued aggregations. Table 4 shows
which readability measures are able to support the iden-
tification of argumentation-based assessments that allow
dividing reviews into two different sets that are significantly
different according to a specific quality dimension. The table
shows the presence of a significant difference when this is
identified either via a t-test or a Mann–Whitney test. We
can observe that ARI, followed by Forcast, are the readability
measures performing better in this sense.

In other words, when the crowdsourced scores are expressed
on a coarse scale (three-valued, in particular), when using specific
readability measures (ARI and Forcast, in particular) our classifi-
cation identifies two sets of reviews, where those labeled as in
have higher chance to be of a different quality than those labeled
as out. When using the ARI readability measure, this holds for
seven quality dimensions. These kinds of quality assessments are
thus more refined than the count of upvotes, and here the choice
of the readability measure does actually affect the results. We will
investigate in the future whether the use of crowd worker profile
information could help in weighing the readability scores. In fact,
some readability measures (e.g., Flesch Kincaid Grade Level) are
meant to classify the text difficulty according to the expected
level of complexity that people with different levels of educa-
tion can understand. By considering background information, we
could thus filter or weigh the workers’ assessments so to better
align them with the argumentation-based assessments, depend-
ing on the readability measure used. Since the readability score
plays a role in the argumentation framework, those results might
just be linked to the use of those scores. However, all readability
scores show a weak correlation with crowdsourced comprehensi-
bility. Thus, the identification of the reviews with higher quality
(e.g., comprehensibility, completeness) can be attributed to the
whole framework.

6. RQ3 - Explainability evaluation

We run an explorative questionnaire4 to evaluate whether
our approach provides informative explanations on the decision
taken about the reviews (in/out outcome). We select two re-
views about the same product, one accepted, and one rejected
by our system. We show the argumentation graph on which
the judgment is based and we ask the respondent whether the
graph helps in understanding the underlying reasoning using a
1-5 Likert scale. Users can provide additional feedback. Table 5
shows the distribution of the 31 anonymous responses received,
while Fig. 4 shows an example graph proposed to the participants,
together with the corresponding description.

According to these results, the argumentation graph does in-
deed help in explaining the outcome. Since the outcomes vary
from ‘poorly informative’ (1) ‘to very informative’ (5), the results
are explanatory on both reviews (although for review 2 the signal
is stronger). An important aspect of consideration as a possible
limitation is that in argumentation-based reasoning arguments
are valid until attacked and this translates into reviews accepted
when they are not attacked.

4 The questionnaire is available at https://forms.gle/srGJpGyYBzWd9RTaA.

https://forms.gle/srGJpGyYBzWd9RTaA
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Table 4
Comparison of the ability of the different readability measures to support the identification of argumentation
reasoning-based assessments that imply two significantly different groups of reviews, according to the information
quality dimensions considered. The table reports an ‘x’ when either a Mann–Whitney or a t-test lead to H0 acceptance
at 90% confidence level.

Dale- Coleman F.-K. F.-K. SMOG Forcast ARI
Chall Liau Grade Reading

Index Level Ease

Informativeness x x x
Reliability x x x
Overall Truthfulness x
Completeness x x x x x
Comprehensibility x x x x x
Neutrality x x x x
Precision x x x x
Table 5
Distribution of the answers regarding the helpfulness.
Informativeness 1 (Poorly Informative) 2 3 4 5 (Very Informative)

Review 1 (accepted) 0 6 11 12 2
Review 2 (rejected) 0 1 7 15 8
Fig. 4. Example graph and the corresponding description. Nodes represent
eviews, (green in, red out) for the argument-based review classification, arrows
epresent attacks, their shade expresses semantic distance (darker shade indi-
ates lower distance, lighter shade indicates higher distance). (For interpretation
f the references to color in this figure legend, the reader is referred to the web
ersion of this article.)

. Discussion

We now discuss the results related to each research question.

.1. RQ1 - Given a set of reviews about the same product, can
rgumentation reasoning help assess review quality?

Our method (especially in the improved version that applies a
emporal-based weighting on the number of votes obtained) iden-
ifies two clusters of reviews where those labeled as in have a higher
hance of having more upvotes than those out. Also, the method
dentifies the majority of the reviews that received upvotes. The
hoice of the readability measure employed in our framework has
little impact on the performance.
The first difference between the unsupervised approach and

he proposed argumentation framework concerns labeling. The
esults reported in Table 1 assume arbitrarily that one of the two
lasses predicted by the K-means method equals the out class,
he other the in class. However, we do not have any means to
abel the classes in this respect. So, while the performance of
he two methods looks similar when considering the averages
n Table 1, this may not be the case. For most of the remaining
erformance reported in Table 1, our method outperforms K-
eans. Also, as we can see from Table 1, the choice of the

eadability measure slightly impacts the performance, but the
ighest improvement comes from the use of a temporal-based
10
weighting factor. The best-performing versions of the argumen-
tation theory-based classifications are those using the SMOG,
Forcast, Automated Readability Index (ARI). Also, regarding the
choice of the value of k for the K-means algorithm, our strategy
that employs the silhouette method yields the best performance.
This is due to the fact that this strategy dynamically adapts to the
number and distribution of tokens extracted per review. While
this strategy is computationally more expensive than setting a
fixed threshold, it allows to better label as accepted those reviews
that actually received upvotes. The supervised approaches are
those showing the best performance in terms of the distribution
of the average number of upvotes. Supervised approaches focus
on identifying the peculiarities of reviews that hint at their up-
votes. They do so at the dataset level, they make use of labeled
data (number of upvotes per review) and can identify those
reviews that meet these criteria. These methods achieve high
accuracy of the number of upvotes estimated for a given review.
However, they do so at the expense of a significant amount of
upvotes missed, as the right table of Table 1 shows. Measuring
performance as precision and recall would have meant comparing
our method on the mere ability to identify reviews having at
least n upvotes for an arbitrary threshold n (this step is necessary
to transform the number of upvotes in the ground truth into
binary values comparable with our classification). This introduces
the problem of deciding if and how to determine whether a
review can be considered as of high or low quality based on
the number of upvotes received or of additional parameters. This
goes beyond our goals. The correct threshold should depend on
the number of reviews received by a given product, etc. We use
thresholds to transform SVC in binary outcomes, though, because
of the quantitative nature of SVC. SVC predicts the number of
upvotes received by a review. Setting a threshold introduces
the mentioned limitations but, in this case, performance would
have been measured in terms of error of the number of upvotes
predicted. Thus, thresholds mainly reduce the granularity of such
metrics but necessarily introduce some error: reviews that got n
upvotes for 0 < n < threshold are labeled as out, thus affecting
the performance reported in the right table of Table 1. Also, when
the performance of the supervised methods is good, it comes with
limitations:

Need for training data. Being supervised, SVC craves for labeled
data; in production, the system might be affected by the cold
start problem. In general, this approach will require part of the
data to be evaluated and to be used for training purposes. Also,
while we used an arbitrary 30%–70% ratio between training and
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est sets, the use of this approach might require the additional
tep of identifying the best performing ratio. This additional step
s not required by our unsupervised approach.

rbitrary parameters. When comparing the two methods, we
ad to convert the estimated number of upvotes into two classes.
his is arbitrary because it corresponds to answering a question
ike ‘‘how many upvotes does a review need to receive to be
ccepted?’’. This has led to testing the three different parameters.

ack of explanations. The method is meant to estimate the
umber of upvotes received by each review. However, when
eciding whether to consider a given review or not based on
uch estimates, it is important to understand how such reason-
ng was performed. Inspection on the importance would require
dditional efforts.
These limitations are not shown by our method, which is

nsupervised and explainable. Also, from the diverse evaluation
ettings, we learned the following lessons.

esson learned 1: Time matters. When inspecting the reviews in
the out class, the high average is due to just one review labeled as
out, despite having received 35 upvotes. This is the oldest review
of that product; 6 more reviews, received about 6 years later, had
0 upvotes. Given that these newer reviews got a lower chance to
get an upvote because they are more recent, we discounted the
number of upvotes based on the age of the review. This improves
the system performance (see Table 1).

Lesson learned 2: Non-attacked reviews should not necessarily be ac-
cepted. In formal argumentation theory, arguments are accepted
until they are defeated. However, not yet attacked reviews could
get zero upvotes for a variety of reasons (e.g., they are off-topic).
On a long-tail distributed dataset, this affects the results obtained.
This is the reason why the reviews classified in have a low average
umber of upvotes. As shown in the third row of Table 1, the
erformance on the reviews with at least one upvote is higher.
able 6 provides an overview of the number of reviews per class.

esson learned 3: The choice of the specific readability measure has
minor impact on performance. It is true that the use of some

eadability measures leads to a low performance, like in the case
f the Coleman–Liau and of the Flesch–Kincaid Reading Ease,
hat lead to a set of reviews labeled as ‘out’ having an average
igher number of votes than those ‘in’. However, this is mitigated
n all the cases by the use of temporal weights on the number
f votes. This effect of the choice of the readability measure
ecomes secondary as it can be mitigated. The extensive analyses
erformed on the use of diverse readability measures allows for
his conclusion to be made. This insight provides an additional
tep towards the ‘actionability’ of the pipeline transparency: if
he user intends to tweak the pipeline, they now can understand
hat are the implications of the choice of different readability
easures.

esson learned 4: Dynamically setting the value k of the K-means
lgorithm using the silhouette method yields the best results. We
ested the performance of our method with different values of k,
oth setting it statically to 1 and 2 and dynamically to half of the
ardinality of the set of the tokens identified. The performance
f our framework with these values for k is significantly lower
han the performance of the same framework when k is selected
ynamically using the silhouette method. When looking at the
mpact of k on the quality assessments per dimension, the value
f k does not introduce major differences. Also when k is set
tatically, we can discriminate reviews across different quality
imensions only in relative terms. This means that the resulting
abeling differentiates groups of reviews that have relatively dif-
erent scores, however, the groups of reviews identified by such
11
Table 6
Number of reviews classified as in and out, split on the number of upvotes.
Class in out

Reviews with 0 upvotes 2,706 14
Reviews with at least 1 upvote 288 1

labeling does not clearly identify one group of ‘‘good’’ (scores > 0
for a given dimension) and one of ‘‘bad’’ (scores < 0 for the
same dimension) reviews. When k is chosen using the silhouette
method, we obtain this distinction for some quality dimensions.

7.2. RQ2 - Which quality aspects does argumentation reasoning
emphasize?

The classification performed by our argumentation framework
is correlated with the quality of the reviews, mostly with their
comprehensibility and completeness. ARI is the readability measure
that determines argumentation-based assessments with the high-
est correlation to quality dimensions. As already pointed out in
Section 5, the readability scores alone would not be able to
point out the reviews having higher overall truthfulness, as all
readability scores show a very weak correlation with comprehen-
sibility assessments. This result has a twofold consequence. First,
it supports the argumentation-based approach and the need for
logical reasoning to be performed on top of the ranked arguments
to obtain labeling that correlates with overall truthfulness and
comprehensibility. Second, it points out other quality aspects that
we might consider in future extensions of our framework. E.g.,
completeness might be correlated to the number of in arguments
in a review.

Also here we learned an important lesson.

Lesson learned 5: Granularity and semantics matter. While qual-
ity is subjective and contextual, it is also possible to define
which aspects of quality we are interested in. This is important
to allow a more precise understanding of the argumentation
outcome. Also, the current implementation of the framework
provides a three-valued assessment and, as expected, correla-
tion with crowdsourced ratings emerges only when these are
aggregated in buckets. Future extensions of the framework might
consider a fine-grained representation of acceptance/rejection of
arguments.

7.3. RQ3 - Can argumentation reasoning be used to explain the
review quality assessment process to humans?

According to the exploratory study described in Section 6, argu-
entation graphs are useful to explain review assessment. The study
as meant to provide a first indication about the hypothesis that
rgumentation graphs are useful to explain review assessment.
he respondents agreed with this concept: 45,2% of them rated
nformativeness at level 4 or 5 (very informative) for the first
uestion, 73,6% for the second. This will be further explored in
he future. ‘‘How to better represent attack weights?’’ and ‘‘which
evel of complexity users can handle?’’ are examples of questions
e will tackle.

. Related work

This work falls within the growing family of weighted argu-
entation frameworks extending standard Dung’s setting, includ-

ng Preferential Argumentation Frameworks [16–18] and Value-
ased Argumentation Frameworks [19,20]. A specific approach is
epresented by systems defining preferences based on weighted
ttacks, see [21], establishing that some inconsistencies are toler-
ted in the set of arguments, provided that the sum of the weights
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f attacks does not exceed a given value. Weights can be used to
rovide a total order of attacks, see [22]. This approach can be
eneralized in several ways: in [23] a different way of relaxing the
dmissibility condition and strengthening the notion of defense
s presented; in [24] different selections on extensions based on
he order of weights are proposed. Our work also relies on an
rdering on weighted attacks, essential differences being that:

1. the definition of weights is given by the semantic distance
between tokens;

2. the clustering of attacks is based on weights;
3. the pruning of the graph is based on the order, as distinct

from the selection of the model based on the maximization
of the weight of accepted arguments.

Research on the assessment of the quality and credibility
f product reviews has focused mostly on linguistic aspects,
.g., based on readability and linguistic errors [25–28]. While such
pproaches can be a source of inspiration for future extensions,
he main difference with our approach is the combination of
uch linguistic aspects with argumentation reasoning. A similar
xtension can be obtained by looking into credibility factors, as
n [29]. Lastly, [30] looks for a junction between natural language
rocessing and argumentation reasoning. While it classifies more
horoughly the diverse tokens as different kinds of arguments, it
oes so semi-automatically, while we take an automatic unsuper-
ised approach. We intend, however, to improve our argument
ining step. Currently, we naïvely treat all the tokens in a review
s potential indicators of arguments, and we weigh their impor-
ance. However, we will better refine argument identification in
he future. To this aim, we will refer to the large body of literature
elated to argument mining, which is summarized, for instance,
n the review of Lawrence and Reed [31], the one of Lippi and
orroni [32], and the one of Moens [33]. While preserving our
ocus on mining arguments from product reviews, we will better
larify the identification of arguments. Refining argument char-
cterization is another aspect we intend to improve in the future.
n particular, the work of Hinton and Wagemans [34] provides an
nteresting classification of argument types called ‘‘periodic table
f arguments’’ which we will consider operationalizing in the
uture. Identifying and reasoning on argument types is important
o understand the strength and weight of arguments in debates.
he work of Čyras et al. [35] surveys methods to determine the
trength of argumentation-based methods, focusing on the use
f argumentation for explainability. When improving the identi-
ication and classification of arguments, however, we will have
o consider that the type of data we focus on is semi-structured.
eviews are composed of a numerical rating and a textual expla-
ation, which makes them quite specific compared to the textual
ata analyzed in the literature about argumentation. The work of
tab et al. [36] on mining arguments on heterogeneous sources,
nd the work of Michel et al. [37], who employ a combination of
atural language processing and of knowledge graphs to reason
n arguments, both provide interesting methods that we will
onsider adapting in the aforementioned extensions.
The work of Cocarascu et al. [38] is also relevant to us. They

ake use of argumentation reasoning to aggregate and explain
ovie reviews. Applying their approach to product reviews seems

o be an interesting future work direction. Similarly, Briguez
t al. [39] apply argumentation reasoning on movies, in particular
n the context of supporting recommendations. While they do not
xplicitly focus on reviews, our work could be used to support
eview recommenders, and thus their approach provides valuable
nsights in light of possible future extensions.

Regarding the crowdsourced assessment of online informa-
ion, we refer the reader to the work of Roitero et al. [40],
12
although their focus is on political statements, and their assess-
ment is mono-dimensional. They further extend their approach
by collecting multidimensional assessments in [41]. A similar
multidimensional approach on the assessment of Web documents
involving experts is also adopted in [15].

Lastly, concerning the visual representation of argumentation
graphs for explanation and exploration purposes, relevant work
is the one of Moser and Mercer [42], who develop a graphical
model for biomedical purposes. While their use case implies a
much more complex argumentation graph, we intend to explore
this technique in the future.

9. Conclusion and future work

This paper presents a framework for classifying reviews’ qual-
ity based on a combination of NLP and argumentation reasoning.
We evaluate the framework on a real-world dataset showing that
this approach partly outperforms baseline unsupervised and su-
pervised approaches, while also providing explainable results. We
also investigated the impact of the choice of readability measures
in the performance evaluation, and we observed that these have
little impact on the ability of the framework to identify useful
reviews.

A deeper analysis of the quality of the reviews based on
crowdsourcing highlights that the argumentation framework is
actually capable of identifying those reviews that the users per-
ceive as more comprehensible and complete. Also, three-level
scoring of reviews across multiple quality dimensions is revealed
to be the ideal level of granularity. The readability measures
that show a higher ability to discriminate between high- and
low-quality reviews are ARI and Forcast. While comprehensibil-
ity is correlated with the scores obtained with argumentation
reasoning, it is also important to note that no readability score
shows a correlation with the comprehensibility scores. Thus, the
readability measures alone are not sufficient to explain the per-
formance obtained by argumentation reasoning. Also, a deeper
investigation on the impact of the value of the k parameter in
the K-means algorithm we employ shows that setting k using the
silhouette method consistently provides positive results.

We also run a user study that confirms the ability of argumen-
tation graphs of providing useful explanations. This argumentation
based framework represents a first step towards a reliable and
transparent assessment of the quality of online opinions.

We foresee several future developments for this work. Firstly,
the framework should be extended by discounting the weight
of the review and its attacks considering the temporal aspect
(e.g., using weight w(x) of Section 7). Secondly, the model could
account for the different semantics of nodes in and out to prevent
novel reviews to be automatically in. Thirdly, we will improve
the identification of the arguments among the review tokens. For
example, we intend to explore the use of knowledge graphs to
enrich product reviews and better model their arguments. This
requires an additional step of entity linking, to link identified
entities in reviews to items in well-known knowledge bases
(e.g., Wikidata). However, once such a link will be established, it
will be possible to leverage explicit semantic relations between
items in the knowledge bases to identify similar tokens in re-
views. Fourthly, other variations of the definition of attack might
be investigated, including for example a novel computation of the
weight which might consider the difference between weights of
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he two reviews involved, rather than simply accounting for the
eight of the stronger review. This would have the immediate
ffect of discerning more sensibly between different attacks with
he same attacker. Lastly, we intend to investigate in-depth the
xistence of correlations between workers’ profiles in the crowd-
ourced setting and the performance of the different readability
easures.
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