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1  Introduction

The compressible Navier-Stokes equations, for a heat 
conductive and viscous compressible ideal gas, take 
the form,

where xT = (x, y, z) and Ω is the spatial domain. 
E =

1

2
�|v|2 + �e is the total energy; e = cvT  is the 

internal energy and T the temperature; �e = p

�−1
 , 

where � and p are the density and pressure. 
v
T = (u, v,w) are the Cartesian velocity components. 

Furthermore, the adiabatic exponent � = cp∕cv , R is 
the gas constant and � the heat conductivity. The 
stress tensor is given by: (�)ij = �ij = −

2

3
�vk,k�ij+

�(vi,j + vj,i) + �vk,k�ij . 𝜇 > 0 is the dynamic viscosity 
and since we are focusing on ideal gases, we assume 
that the bulk viscosity � = 0.

The Navier-Stokes Eq. (1) have been the founda-
tion of fluid dynamics for almost two centuries and 
since the 1950’s there has been an ever increasing 
effort to design numerical methods that solve these 
equations. For smooth solutions, linear theory has 

(1)

𝜕t𝜌 + ∇ ⋅ (𝜌v) = 0,

𝜕t(𝜌v) + ∇ ⋅ (𝜌v⊗ v) + ∇p = ∇ ⋅ �, x ∈ Ω, t ∈ (0, T],

𝜕t(E) + ∇ ⋅ (Ev + pv) = ∇ ⋅ �v + ∇ ⋅ (�∇T),

p = 𝜌RT , ideal gas law,
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been succesful and ever more accurate methods have 
been proposed. However, many phenomena are fun-
damentally non-linear and for those the endeavour 
to design numerical schemes has been severely ham-
pered by the lack of well-posedness results for the 
Navier-Stokes equations; it is not known what proper-
ties a numerical scheme should enforce on its solu-

tions. For example, it is shown in [11] that common 
state-of-the-art schemes for (1) may generate stable 
but erroneous solutions. In short, there is a dire need 
for a proof of well-posedness to advance numerical 
simulations further.

Mathematical and numerical challenges aside, the 
standard Navier-Stokes equations have recently been 
questioned for physical reasons and various modifica-
tions of them have been proposed. Perhaps the most 
well-known is the modification proposed by Bren-
ner, [3, 4]. Quite remarkably this system was subse-
quently shown to admit weak solutions in [8]. More 
recently, Reddy et al. derived a class of modifications 
that was shown to produce more accurate results than 
the standard version (1) with respect to Rayleigh-
Brillouin scattering experiments, see [15].

Herein, we will consider the modification pro-
posed in [19], where the following line of arguments 
were put forth: The standard derivation of (1) is car-
ried out for a mass element in a Lagrangian refer-
ence frame, which allows the stress tensor to act on 
the mass element. This is analogous to the equations 
for deformable solids. (See also the original deriva-
tion [18], where it is clear that this is the inspira-
tion for the introduction of the viscous stress ten-
sor.) However, in a solid, mass elements are natural 
as molecules are essentially fixed in relation to each 
other and the forces modelled by the stress tensor are 
intermolecular, caused by electromagnetism. In a gas, 
however, molecules mix or diffuse since they travel a 
finite distance before they hit another molecule. That 
is they are not locked in fixed positions in relation to 
other molecules but there is a random motion super-
posed on their mean velocities. It is this diffusive 

mechanism that gives rise to the macroscopic viscos-
ity. Hence, and as pointed out in [19], diffusion is the 
primary property in a gas and viscosity is a secondary 
property. Since molecules that mix by diffusion have 
to transfer their mass, momentum and energy, and not 
just a subset of these three, the following alternative 
system, modelling diffusion, was proposed in [19]:

where � is a diffusion coefficient and � a heat diffu-
sion coefficient. (The notation is the same as in (1), 
apart from the diffusive coefficients, and both systems 
must also be augmented with boundary conditions. 
See [19] and [20]).

The diffusion coefficient is proposed to take the 
form

where �0,�1 are constants. Clearly, these must be 
chosen to make the model accurate. It was proposed 
in [19], that �0 is taken as the dynamic viscosity. This 
results in a �−1 dependence on � , which is consist-
ent with a diffusive coefficient according to kinetic 
theory.

Taking �0 as the dynamic viscosity (and 
�1 = � = 0 ) implies that (2) reduces to the incom-
pressible Navier-Stokes equations for � = constant 
and (2) would thus exactly reproduce the Blasius 
layer in the incompressible limit. Hence this choice 
suggests that, �1 is so small that solutions remain 
within the accuracy limits of the experiments that 
have validated the Blasius layer.

Furthermore, the system (2) with � = �1 = 0 
and � = �0∕� where �0 is the dynamic viscosity, 
has been validated in the compressible regime for a 
wide range of Mach and Reynolds numbers, in [6] for 
NACA0012 and in [16, 17] for cylinders. A remarka-
ble agreement with the standard system (1) was dem-
onstrated in all cases. These results also suggest that 
�1 has to be orders of magnitude smaller than �0.

However, �1 can not be zero. If �1 = 0 , the dif-
fusion would effectively dissappear as � → ∞ . 
Although, it is physically reasonable that the 

(2)

𝜕t𝜌 + ∇ ⋅ (𝜌v) = ∇ ⋅ (𝜈∇𝜌),

𝜕t(𝜌v) + ∇ ⋅ (𝜌v⊗ v) + ∇p = ∇ ⋅ (𝜈∇𝜌v)), x ∈ Ω, t ∈ (0, T]

𝜕t(E) + ∇ ⋅ (Ev + pv) = ∇ ⋅ (𝜈∇E) + ∇ ⋅ (𝜅∇T),

p = 𝜌RT , ideal gas law,

(3)𝜈 =
𝜇0

𝜌
+ 𝜇1𝜌, 𝜇0 >> 𝜇1 > 0.
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diffusion is smaller in a dense gas due to a shorter 
mean free path, it must not be allowed to decrease 
to zero. If the diffusion does vanish, the model can-
not prevent infinite growth of the density, which is 
unphysical. The term, �1� ( 𝜇1 << 1 ), in (3) prevents 
this from happening (see [20]), while under normal 
conditions � is still essentially ∼ �0∕�.

Finally, in [20] the system (2) with 0 < 𝜇1 << 𝜇0 
and � =

1

4
�rT

3 was considered. Although the latter term 
could be interpreted as a radiation diffusion, it is mainly a 
technical assumption that is necessary to control pressure 
and 𝜅r > 0 should be very small. In stark contrast to the 
standard system (1), it was shown in [20] that, with these 
coefficients, (2) admits weak solutions.

The purpose of this paper is to further validate 
(2). To this end, we consider sound attenuation. We 
derive the attenuation coefficents for linear sound 
waves and carry out numerical simulations for the 
full non-linear systems for both argon and oxygen. 
We compare the results with experimental results 
available in literature. Next, we simulate argon and 
nitrogen shocks numerically using both systems and 
compare with experimental results available in the 
literature. Finally, we discuss our findings.

Remark  We emphasize that since (2) has as many 
physical parameters as (1), we do not expect (2) to be 
systematically more accurate than (1). The difference 
between the two systems lies in the weak well-posed-
ness of (2) (see [20]), which is a necessary require-
ment for truly predictive simulations.

2 � Sound attenuation

A sound wave is an irrotational and adiabatic (isentropic) 
wave of sufficiently small amplitude such that non-linear 
effects are negligible. Diffusive processes absorb energy 
resulting in a decaying amplitude of sound waves. In [13], 
the absorption coefficient for sound waves governed by 
the Navier-Stokes equations is derived and we refer to it 
for more details. Briefly, the attenuation is modelled as the 
reduction of energy, E, of the sound wave, i.e. the kinetic 
and internal energy of the deviation from the equilibrium. 
Since the wave is isentropic, one arrives at the following 
relation for small amplitude waves,

dE

dt
= −T0

d

dt ∫ �SdV ,

where S = cv log(p∕�
� ) is the specific entropy. By 

assuming a velocity wave of the form, u0 cos(kx − �t) , 
and by using linearised thermodynamic relations (see 
[13]), one arrives at,

which is the mean value of the energy dissipation. 
The absorption coefficient Γ is obtained by dividing 
|(Ē)t| by 2cESW where ESW =

1

2
�u2

0
L is the integral of 

the total energy of the sound wave, L is the domain 
length and c the speed of sound. The amplitude of the 
sound wave decays as exp(−2Γt) . (In [13] the decay 
in x rather than t is computed. They differ by a scaling 
with the sound speed). For (1), one obtains

where �
c
=

2�f

c
= k . f is the frequency, � the wave 

number and � = 0 the bulk viscosity.
Turning to the modified system, the same exercise 

results in,

By taking � = �0∕� in (3) and � = 0 , (5) becomes

Using the thermodynamic relations R = cp − cv and 
� = cp∕cv , it is straighforward to deduce that,

For an ideal gas with � = 5∕3 and Pr = 2∕3 (recall 
that noble gases are close to being ideal), one obtains,

dĒ

dt
= −

1

2
k2u2

0
V

(
4

3
𝜇 + 𝜁 + �

(
1

cv
−

1

cp

))
,

(4)ΓNS =
�2

2c2�

(
4

3
� + � + �

(
1

cv
−

1

cp

))
,

(5)

ΓmNS =
�2

2c2
�

(
(� − 1)cv

�R
+ 1 +

R

cp

)

+
�2

2c2�
�

(
1

cv
−

1

cp

)
.

(6)ΓmNS =
�2

2c2�
�0

(
(� − 1)cv

�R
+ 1 +

R

cp

)
.

(7)ΓNS =
�2

2c2�
�0

(
4

3
+

� − 1

Pr

)
, ΓmNS =

�2

2c2�
2�0.

(8)
ΓNS

ΓmNS

=
7

6
.
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This difference between the two models was first 
noted in [14].1

2.1 � Numerical experiments

Although the linear analysis used to obtain (4) and (6) 
is asymptotically valid for small amplitude waves, we 
have chosen to compute the attenuation numerically. 
This allows us to quantify the amplitude for which 
waves actually behave linearly.

The sound waves have to be integrated for a long 
time, which calls for a method with very high accu-
racy in both space and time to keep numerical errors 
at a minimum without the need to use excessive com-
putational resources. Since the problem is periodic 
and we intend to study linear waves, we opt for a 
Fourier spectral method [2] marched in time with the 
standard 4th-order Runge-Kutta scheme. The code 
have been carefully verified by the method of manu-
factured solutions and we have used sufficient resolu-
tion to make numerical errors negligible.

For both argon and oxygen, we have used the 
background states, T0 = 273.15 , p0 = {105, 103} and 

�0 = p0∕(RT0) by the ideal gas law. (SI units are used 
everywhere.) In addition, the following values were 
used in the oxygen simulations,

These values imply that the Prandtl number is, 
PrO2

= 0.711 and � = cp∕cv = 1.3885 . For argon the 
following values were used:

such that Pr = 0.661 and � = 1.661 . In both cases the 
gas constant is: R = cp − cv.

The initial conditions for both argon and oxygen 
are,

where A is the amplitude. The domain length is 
L = 1 . Unless otherwise stated, the domain is dis-
cretized with 12 points, which leads to an accuracy 
of at least 4 significant digits in the attenuation coef-
ficients. (See also remark below.) The simulations 
were run for 104 periods for p0 = 105 and 103 periods 
for p0 = 103 . The attenuation of the kinetic energy 
( 1
2
∫ L

0
�u2 dx ) was monitored.

�0 = 20.64 ⋅ 10−6, � = 26.58 ⋅ 10−3,

cp = 915, cv = 659.

(9)
�0 = 22.61 ⋅ 10−6, � = 0.0178,

cp = 520, cv = 313,

(10)� = �0 + A(sin(2�x)), p = p0�
� , u = 0,

Table 1   Attenuation 
coefficients (multiplied by 
2) for oxygen: p0 = 103 Pa 
has Tend = 32 ; p0 = 105 Pa 
has Tend = 12 ; A = 10−6

modNS NS modNS NS

p0 103 103 105 105

Theoretical 0.1139568919 0.1071235056 0.001139568919 0.001071235056
Numerical
First third 0.1135893069 0.1067795928 0.00113918727 0.001070858837
Second third 0.1135849488 0.1067764543 0.001139233319 0.001070917079
Third third 0.1135797638 0.1067706868 0.001139286072 0.001070983475

Table 2   Attenuation 
coefficients (multiplied by 
2) for argon: p0 = 103 Pa 
has Tend = 47 ; p0 = 105 Pa 
has Tend = 10.4 ; A = 10−6

modNS NS modNS NS

p0 103 103 105 105

Theoretical 0.1009396617 0.1178259766 0.001009396617 0.001178259766
Numerical
First third 0.1006040652 0.1174313179 0.001009069546 0.001177906856
Second third 0.1005660909 0.1173880082 0.001009080739 0.001177899325
Third third 0.1006379987 0.117473846 0.001009148606 0.001177980662

1  We thank Melissa Morris [14] who alerted M. Svärd to this 
case and the discrepancy between (1) and (2) for ideal gases. 
She also pointed to the experimental results for argon in Fig. 2 
for r = 7...70 (the continuum regime) in [10] showing very 
good agreement with the standard model (1).
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We ran the simulations with the amplitude, 
A = 10−6 . In the Tables 1 and 2 the attenuation coef-
ficients at the time intervals 10–40%, 40–70% and 
70–100% are listed. (The first 10% of the simula-
tions are omitted on account of initial transients.) We 
observe that the numerical coefficients are close to 
the theoretical values (7) for both oxygen and argon. 
The simulation with higher background pressure 
appears slightly more accurate than the lower.

We conclude that the attenuation coefficients 
obtained from the simulations of the full non-linear 
models match the coefficients obtained with linear 
theory, but only for extremely small amplitude waves. 
Hence, the theoretical discrepancy (8), which is only 
valid asymptotically for small amplitudes, has been 
formally confirmed. Furthermore, Greenspan’s exper-
iments for argon (See Fig. 2 in [10]) shows very good 
agreement with the standard model (1) in the contin-
uum regime (corresponding to r ∈ (7, 70) in [10]).

Remark  The attenuation coefficients reported for 
the last third in Tables 1 and 2 are expected to be the 
most accurate since they have the smallest amplitude. 
They match the theoretical coefficient with 4 sig-
nificant digits, which implies that the Fourier spec-
tral scheme with 12 points in space is at least that 
accurate.

In view of Greenspan’s measurements, it looks like 
the model (2) would need to be adjusted. The data in 
[10], match the Navier-Stokes well but there is no dis-
cussion on data analysis or experimental errors. Nei-
ther is the complete experimental setup given. The 
amplitudes of the waves and the distance between the 
measuring points are not mentioned. Similar experi-
ments were run in [5] at 300K with ambient pressure. 
Unlike Greenspan’s, their data points are somewhat 
scattered, but they do favour the standard model.

Furthermore, the waves in Tables 1 and 2 behave 
according to linear theory but their amplitudes are 
minuscule. (Well below the auditory threshold.) If 
instead, we run the larger, but still very small, ini-
tial amplitude A = 5 ⋅ 10−5 (still below the auditory 
threshold), the results are very different. (Here, we 
use 61 grid points in space to ensure that the distor-
tion is not caused by numerical errors.) In Table  3, 
the attenuation coefficients for argon are listed. Their 
decays are depicted in Fig. 1 along with the shape of 
the wave at the end time ( T = 10.4).

A number of observations can be made: The com-
puted attenuation coefficients are all too large, which 
is caused by weakly non-linear effects (the deformed 
shape in Fig.  1b) that increase the dissipation. Note 
that initially the wave is sinusoidal and the attenua-
tion is closer to the theoretical and, as it deforms, the 
attenuation increases. This effect is not accounted for 
in (4) and (6) where linearity is assumed. In the last 
third, the actual (computed) attenuation coefficient of 
the modified system (2) is closest to the theoretical 
value for the standard system (1). (See also Fig. 1a). 
If this is the actual situation in the experiments we 
use as reference, then the experiments could equally 
well point to the modified system (2) as being the 
more accurate model!

Our simulations clearly demonstrate that only 
extremely small amplitude waves behave linearly. The 
difficulty in measuring small amplitudes was pointed 
out in [7]. Thus, there is a risk that experiments over-
estimate attenuation due to non-linear effects. Indeed, 
[7] even recorded a growth of the amplitude in some 
cases showing that it is challenging to measure ampli-
tudes accurately.

Furthermore, it is easier to measure attenuation for 
high frequencies and Greenspan used 11 MHz [10]. 
On the other hand, in [5] it is remarked that high fre-
quencies are excessively attenuated due to boundary 
layers and turbulence, and they therefore carry out 
experiments at 1–3  MHz. These observations also 
suggest that Greenspan’s experiments may model a 
situation similar to Fig.  1, where the attenuation is 
over-estimated due to non-linearities.

Our point here is not to discredit the experiments; 
we merely note that there are uncertainties when 
comparing models to experiments since there is a 
possibility that the attenuation measured in experi-
ments is somewhat exaggerated. Had we known the 

Table 3   Attenuation coefficients (multiplied by 2) for argon: 
p0 = 105 Pa and Tend = 10.4 ; A = 5 ⋅ 10−5

modNS NS

p0 105 105

Theoretical 0.001009396617405 0.001178259765515
Numerical
First third 0.001028260479997 0.001200210164461
Second third 0.001102891628761 0.001287015458690
Third third 0.001265120045026 0.001475085933785
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Fig. 1   Energy decay 
from (10) for argon with 
A = 5 ⋅ 10−5 and p0 = 105 . 
(61 spatial grid points.)



Meccanica	

1 3
Vol.: (0123456789)

Fig. 2   Argon shocks with 
801 grid points and pow-
erlaw viscosity. Standard 
model (NS); Modified 
model (ModNS). Diamonds 
mark points obtained from 
graphs in [1]
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amplitudes and travel times in the experiments, we 
could have assessed the non-linear effects and more 
decisively conclude whether or not (2) needs adjust-
ments. Given that the current attenuation data does 
not establish that the waves are truly linear, one can 
not claim that (1) provides a better match than (2). 
Nevertheless, if we assume that attenuation data 
favour (1), then (2) lacks some diffusive mecha-
nism. Otherwise (1) is too diffusive.

Remark  We also note in passing that the historical 
validation of (1) involves a certain freedom to slightly 
change Pr, �(T) , � and � . For instance, we use both 
Pr = 0.68 and Pr = 0.661 for argon in this paper. 
These adjustments may change the outcomes by a few 
per cent, such that it is not exactly the same version 
that passes all validation tests as accurately. Thus, 
the difference to (2) also varies somewhat. The goal 
for both models should be a unique set of physical 
parameters, �, � and �, � respectively, for a given gas, 
and not different sets for different problems.

Finally, for oxygen we note that the theoretical, 
as well as the numerical, difference between the two 
models is about 6% , which is less than for mona-
tomic gases. Opposite to the monatomic case, the 
modified model is more diffusive than the standard 
model. In [7], attenuation experiments for oxygen 
were performed and it is quite clear that the experi-
mental errors exceed the model differences. How-
ever, we note that the high-frequency data is con-
sistently higher than the theoretical value for (1). 
Hence, we can not use this case to determine the 
diffusive coefficients with greater certainty. We also 
stress that the data does not rule out that an extra 
diffusion term is necessary in (2). If so, then (1) 
also lacks a diffusive mechanism since (2) is already 
more diffusive.

3 � Argon shocks

There are several articles on shock-tube experi-
ments in the literature. Here, we use [1], where we 
have digitized data from Fig.  1 for MaU = 1.55 and 
MaU = 2.05 shocks. Since data is given in non-
dimensional form, we follow [9] and use the same ini-
tial data and physical constants.

For Argon, we have � = 5∕3 . The upstream con-
ditions (subscript U) for temperature, viscosity, 
sound speed, Mach number and density are:

such that uU = MaU . Since the sound speed 
c =

√
�RT  and p = �RT  , we obtain R = �−1 , the 

upstream pressure pU = 1 and the upstream mean free 
path

The downstream conditions (subscript D) are given 
by the Rankine-Hugoniot conditions:

The simulations are initialized with the up- and down 
stream states and a jump in between them at x = 0 . 
In the figures below, the down stream state, �U , is to 
the left and the up stream state �D to the right. Fur-
ther, in [1] the density is non-dimensionalized with 
�U and the x-axis is adjusted such that � = 0.5 (non-
dimensionalized) is located at x = 0 . Hence, to com-
pare results we translate the computational X-axis to 
x = (X − a)∕�U , where a is the appropriate constant 
that makes �(x = 0) = 0.5.

In the Navier-Stokes model, we use the stress 
tensor � with the bulk viscosity � = 0 for mona-
tomic gases. Furthermore, we use the same power-
law model for the dynamic viscosity as in [9] as it 
gives a good match. In this non-dimensionalization, 
it is,

for argon. (We have also tested Sutherland’s formula 
but we do not report the results here as they are simi-
lar and do not change any conclusions.) Moreover, 
the Prandtl number is, Pr = 0.68 ; the heat capacity at 
constant pressure is, cp = (� − 1)−1 ; the heat conduc-
tivity is � =

cp�

Pr
.

For (2), we use �0 = �(T) given by (12) in (3).

TU = 1, �U = 1, cU = 1, MaU = 8, �U = �

�U =
16

5
√
2��

�UcU

pU
≈ 0.9889.

(11)
F =

(� + 1)Ma2U
2 + (� − 1)Ma2U

,
�D
�U

= F,
uD
uU

= 1
F
,

pD
pU

= 1 + 2�
� + 1

(Ma2U − 1).

(12)� = T0.72,



Meccanica	

1 3
Vol.: (0123456789)

3.1 � Numerical results

Since the problem is not periodic, we can not use 
the Fourier spectral method. Furthermore, the shock 
solutions are time independent, removing the need 
for an accurate time integration scheme.

Hence, a standard node-centred central finite-
volume scheme without any artificial diffusion is 
sufficiently accurate on reasonably sized grids. At 
the boundaries, all variables are set by injecting the 
Rankine-Hugoniot values. The simulations are run, 
using the Euler-forward method in time, to steady 
state on a domain length of 40�U discretized with 
N = 801 points in space, such that the grid spacing 
is h ≈ 40∕N (since �U ≈ 1).

The temporal residual (for density) is ≲ 10−9 for 
the modified model (2) and ≲ 10−8 for the Navier-
Stokes model (1) (despite running more than twice 
as many steps in time). In all cases, the numerical 
errors are negligible (less than 1%).

We remark that the modified equations converge 
much faster to steady state than the standard model. 
This is not due to the modified system inherently 
being more diffusive. In view of the sound attenu-
ation results, it is in fact less diffusive for argon. 
The reason is the structure of the diffusive terms, 
that makes the system less susceptible to amplify 
numerical errors. (See also [19, 20]).

We compute shock waves with MaU = 1.55 and 
MaU = 2.05 with experimental data from [1]. The 
results are displayed in Fig.  2. Throughout, the 
standard model (1) is denoted as NS; the modified 
model (2) as modNS and experimental values with 
diamonds.

In view of Fig.  2, we note that the two models 
are equal downstream of the shock but the standard 
model is more accurate upstream.

4 � Tentative update of the modified model

Despite uncertainties pertaining to experimental 
data, both the attenuation and shock cases seem to 
indicate that (2) may lack some diffusive mecha-
nism. Hence, we investigate the possibility of add-
ing diffusive terms. Any new terms are subject to a 
number of constraints: 

(1)	 Consistency with the Eulerian framework. (Pref-
erably, physically motivated.)

(2)	 Consistency with the incompressible Blasius 
layer, i.e, the new model must reduce to the 
incompressible Navier-Stokes equations when 
� = constant.

(3)	 Close match with the sound attenuation of (1).
(4)	 Improve the accuracy of the shock profiles.
(5)	 Not significantly change the validation results 

obtained in [6, 16].
(6)	 Retain the weak well-posedness of (2).

Remark  The third constraint is included under the 
assumption that the attenuation data corroborating 
(1) are indeed truly linear waves; experimental data 
would otherwise be preferable to optimize against.

A naive rescaling of � by some constant factor � , 
such that � = �

(
�0

�
+ �1�

)
 , is not a viable option 

since it would make the model inconsistent with the 
incompressible Navier-Stokes and the Blasius solu-
tion. Furthermore, it was shown in [6, 16] (with 
�1 = 0 ) that � = 4∕3 is not as accurate as � = 1 that 
we have considered here.

To gain some insight into the possibly missing 
diffusive mechanism, we return to the derivation of 
(2). We assume that we have field variables at hand. 
(The step from a particle cloud to field variables is 
discussed at length in [19]). We imagine an Eulerian 
box in the flow, with side length L. (See Fig. 3.) L 

Fig. 3   Eulerian volume
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has to be significantly larger than the mean free path 
� (“lambda” in the figure). The model is derived by 
using conservation arguments (for mass, momen-
tum and energy) for the means inside the box, much 
like the derivation of the Euler equations. Indeed, 
the inviscid part is identical to the Euler equations 
and the diffusive terms are simply modelling parti-
cles crossing the volume boundary. As they do they 
bring their mass, momentum and (total) energy. 
That is why there is only one diffusion coefficient � . 
The spatial arbitrariness of the box, leads to the set 
of PDEs (2).

Remark  The single diffusion coefficient can easily 
be verified using kinetic theory with a Maxwellian 
velocity distribution. See e.g. [12] where the dynamic 
viscosity is derived. The same principles can be used 
to derive the kinetic energy diffusion and the heat dif-
fusion. For the latter, the coefficient is not the same 
as in (1). Instead, it leads to the heat diffusive term in 
(2). Finally, the same arguments can be applied to the 
mass of the molecules leading to the mass diffusion 
appearing in (2). All variables diffuse at the same rate 
since the diffusion coefficient is directly linked to the 
transport of molecules across a surface.

Since (2) is derived from the fundamental conser-
vation principles, only the flow across the Eulerian 
box boundaries affect the mean values of the con-
servative variables �, �v and E inside the box. How-
ever, since diffusion takes place on the length scale 
of the mean-free path, there will be relaxation in the 
interior of the box due to collisions. Although, such 
collisions do not affect the conserved total energy, 
or any other conserved property, they might affect 
the balance between kinetic and internal energy, 
which in turn affect the dynamics of the system. 
Thus, the total energy may be subject to additional 
diffusion.

The only entropy consistent option, that does 
not directly affect the momentum and density equa-
tions, is to add a Fourier heat diffusion to the energy 
equation

in (2). If we choose �0 such that the sound attenuation 
of (2) exactly matches (1) when �r = 0 , we arrive at 
the heat diffusion coefficient

(13)� = �0 +
1

4
�rT

3,

This choice satisfies all the listed constraints.

5 � Revisiting the validation cases

Verifying that (14) in (2), with �r = 0 , leads to exactly 
the same attenuation coefficient as (1) is straightfor-
ward. Furthermore, we have recomputed the shock 
solutions with the extra diffusion term. The results are 
displayed in Fig. 4. The differences between (2) and 
(1) are now very small. The standard system is still 
slightly more diffusive downstream and slightly less 
diffusive upstream of the shock.

Finally, we provide an example of the effect of 
the second diffusion coefficient, �1 . We choose 
�1 = 0.01�0 . The results are displayed in Fig. 5. The 
match with experimental data is somewhat improved 
but the effect is modest. Determining �1 with greater 
accuracy would require very accurate experimental 
data for intermediate Knudsen numbers. The Knud-
sen number in the shock layer is large and neither (1) 
nor (2) can be expected to be very accurate.

6 � Diatomic gases

As mentioned above, the attenuation coefficient for 
(2) is larger than that of (1) for diatomic gases. How-
ever, experimental data is not accurate enough to 
favour one model over the other.

Furthermore, we have run a MaU = 1.53 nitrogen 
shock and compared the results with digitized experi-
mental data provided in [1]. We have used (12) as 
the same exponent was claimed to be the most accu-
rate also for nitrogen in [1]. Here, we can not choose 
the extra diffusion to match (1), since (2) is already 
slightly more diffusive. However, it may not be unrea-
sonable that the model is updated in the same way, 
i.e., as (14) (with Pr = 0.72 and � = 7∕5 for nitro-
gen). Hence, we have run the nitrogen shock using 
(2), with and without the extra diffusion given in (14), 
and the standard model (1). The results are shown in 
Fig. 6.

Without the extra diffusion the two systems are 
equally diffusive downstream and (2) is slightly more 
diffusive upstream. The extra diffusion makes (2) 

(14)� =
�cp

3Pr
+

1

4
�rT

3.



Meccanica	

1 3
Vol.: (0123456789)

Fig. 4   Argon shocks with 
801 grid points and pow-
erlaw viscosity. Standard 
model (NS); Modified 
model (ModNS) with the 
extra diffusion term. Dia-
monds mark points obtained 
from graphs in [1]
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Fig. 5   Argon shocks with 
801 grid points and pow-
erlaw viscosity. Standard 
model (NS); Modified 
model (ModNS) with the 
extra diffusion terms and 
�1 = 0.01�0(T) . Diamonds 
mark points obtained from 
graphs in [1]
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Fig. 6   Ma = 1.53 nitrogen 
shocks with 801 grid points 
and powerlaw viscosity. 
Standard model (NS); 
Modified models (ModNS). 
Diamonds mark points 
obtained from graphs in [1]
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more diffusive everywhere. However, all the com-
puted shock profiles are still too sharp in view of the 
experimental data.

7 � Discussion

To further validate the modified Navier-Stokes model 
(2), we have studied its diffusive properties for sound 
attenuation in argon and oxygen, as well as Mach 
1.55 and 2.05 shock waves in argon and a Mach 1.53 
shock wave in nitrogen.

For the sound attenuation case, we derived the the-
oretical coefficients for (2) and (1). (Originally done 
in [14]). For argon, the attenuation of (2) is smaller 
and for oxygen it is larger. We also verified the atten-
uation rates numerically for both models. The good 
match between (1) and experimental data for argon 
(2) may be interpreted as (2) lacking diffusion. (For 
oxygen, the available experimental data is inconclu-
sive with respect to the model differences.) However, 
our simulations also demonstrated that the linear 
attenuation only occurs at extremely small ampli-
tudes, which makes it unclear if the experiments that 
display the best match with (1) truly are in the linear 
regime. To be able to use attenuation data to decide 
� in (2), we would need, apart from the background 
state and frequency, also the wave amplitudes and 
travel times between measurements.

Turning to the shock simulations, both models pre-
dict too sharp shock profiles. For argon, (2) produces 
slightly sharper profiles than (1). Hence, we tenta-
tively proposed to modify � in (2) to provide further 
diffusion. The proposed adjustments imply that (2) 
and (1) attenuate sound waves at the same rate and 
their argon shock profiles become very similar. Fur-
thermore, we demonstrated the effect of a small sec-
ondary diffusion ( �1 = 0.01�0 ), which, as expected, 
improved the profiles slightly. Nevertheless, we stress 
that the modification of � requires further experimen-
tal justification as the sound attenuation experiments 
may have overpredicted the attenuation and shocks 
are anyway outside the validity range of (2) (and (1)).

Finally, we ran a Mach 1.53 nitrogen shock. First, 
with the original system (2), which performed slightly 
better than (1), and then with the extra heat diffusion 
term, which resulted in a small improvement.

In summary, for noble gases the evidence provide 
some support, although far from conclusive, for the 

addition of an extra heat diffusion term. However, its 
impact for real flow applications is probably minus-
cule as previous validation of (2) suggest, [6, 16]. 
For diatomic gases, the experimental evidence in the 
attenuation case is inconclusive and it is unclear if 
(2) should be augmented with an extra Fourier diffu-
sion, and if so, what size it should have. However, we 
recorded a slight improvement for the nitrogen shock 
with the extra heat diffusion term.

We conclude that, even without the modification 
suggested herein, the two models are, for all practical 
purposes [6, 16], about as accurate models of com-
pressible flows. However, (2) is easier to code, com-
putationally less expensive and relaxes significantly 
faster to steady state solutions. But the single most 
profound advantage of (2) over (1) is its weak well-
posedness, which is the bedrock of reliable and pre-
dictive simulations.

Funding  Open access funding provided by University of 
Bergen (incl Haukeland University Hospital).

Declarations 

Conflict of interest  The authors declare that they have no 
conflict of interest.

Open Access  This article is licensed under a Creative Com-
mons Attribution 4.0 International License, which permits 
use, sharing, adaptation, distribution and reproduction in any 
medium or format, as long as you give appropriate credit to the 
original author(s) and the source, provide a link to the Crea-
tive Commons licence, and indicate if changes were made. The 
images or other third party material in this article are included 
in the article’s Creative Commons licence, unless indicated 
otherwise in a credit line to the material. If material is not 
included in the article’s Creative Commons licence and your 
intended use is not permitted by statutory regulation or exceeds 
the permitted use, you will need to obtain permission directly 
from the copyright holder. To view a copy of this licence, visit 
http://​creat​iveco​mmons.​org/​licen​ses/​by/4.​0/.

References

	 1.	 Alsmeyer H (1976) Density profiles in argon and nitrogen 
shock waves measured by the absorption of an electron 
beam. J Fluid Mech 74(3):497–613

	 2.	 Boyd JP (2001) Chebyshev and Fourier spectral methods, 
2nd edn. Dover Publications Inc, New York

	 3.	 Brenner H (2005) Kinematics of volume transport. Phys A 
349:11

	 4.	 Brenner H (2005) Navier-Stokes revisited. Phys A 349:60

http://creativecommons.org/licenses/by/4.0/


Meccanica	

1 3
Vol.: (0123456789)

	 5.	 Camzevale EH, Larson G, Lynnworth LC, Carey C, Pan-
aro M (1967) Experimental determination transport prop-
erties of high temperature gases. Technical Report NASA 
CR-789, NASA

	 6.	 Dolejší V, Svärd M (2021) Numerical study of two mod-
els for viscous compressible fluid flows. J Comput Phys 
427:110068

	 7.	 Ejakov SG, Phillips S, Dain Y, Lueptow RM, Visser JH 
(2003) Acoustic attenuation in gas mixtures with nitro-
gen: experimental data and calculations. J Acoust Soc Am 
113(4):1871–1879

	 8.	 Feireisl E, Vasseur A (2010) New Perspectives in fluid 
dynamics: mathematical analysis of a model proposed by 
Howard Brenner. Birkhäuser Basel, Basel pp 153–179

	 9.	 Greenshields CJ, Reese JM (2007) The structure of shock 
waves as a test of Brenner’s modifications to the Navier-
Stokes equations. J Fluid Mech 580:407–429

	10.	 Greenspan M (1956) Propagation of sound in five mona-
tomic gases. J Acoust Soc Am 28(4):644–648

	11.	 Gassner GJ, Svärd M, Hindenlang FJ (2021) Stabil-
ity issues of entropy-stable and/or split-form high-order 
schemes. Under review for JSC

	12.	 Jeans J 1946) An introduction to the kinetic theory of 
gases. Cambridge University Press, Cambridge

	13.	 Landau LD, Lifshitz EM (1987) Fluid mechanics, 2nd 
edn. Pergamon Press, Oxford

	14.	 Morris M (2021) Analysis of an alternative Navier-Stokes 
system: sound wave attenuation. ResearchGate. https://​
doi.​org/​10.​13140/​RG.2.​2.​29383.​01442

	15.	 Reddy MHL, Dadzie SK, Ocone R, Borg MK, Reese JM 
(2019) Recasting Navier-Stokes equations. J Phys Com-
mun 3(10):1–25

	16.	 Sayyari M, Dalcin L, Parsani M (2021) Development and 
analysis of entropy stable no-slip wall boundary condi-
tions for the Eulerian model for viscous and heat conduct-
ing compressible flows. Partial Differ Equ Appl 2(6):1–27

	17.	 Sayyari M, Dalcin L, Parsani M (2021) Entropy stable 
no-slip wall boundary conditions for the Eulerian model 
for viscous and heat conducting compressible flows. 
In: AIAA-paper AIAA 2021-1662, AIAA Scitech 2021 
Forum

	18.	 Stokes GG (1845) On the theories of internal friction of 
fluids in motion, and of the equilibrium and motion of 
elastic solids. Trans Camb Philos Soc 8:287–305

	19.	 Svärd M (2018) A new Eulerian model for viscous and 
heat conducting compressible flows. Phys A 506:350–375

	20.	 Svärd M (2021) Analysis of an alternative Navier-Stokes 
system: weak entropy solutions and a convergent numeri-
cal scheme. Technical report, ResearchGate, Preprint: 
https://​doi.​org/​10.​13140/​RG.2.​2.​16184.​47366

Publisher’s Note  Springer Nature remains neutral with regard 
to jurisdictional claims in published maps and institutional 
affiliations.

https://doi.org/10.13140/RG.2.2.29383.01442
https://doi.org/10.13140/RG.2.2.29383.01442
https://doi.org/10.13140/RG.2.2.16184.47366

	A study of the diffusive properties of a modified compressible Navier-Stokes model
	Abstract 
	1 Introduction
	2 Sound attenuation
	2.1 Numerical experiments

	3 Argon shocks
	3.1 Numerical results

	4 Tentative update of the modified model
	5 Revisiting the validation cases
	6 Diatomic gases
	7 Discussion
	References




