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1 Introduction 

Bioclimatic classification methods (BCMs) are tools used to transform a set of climate and soil 

variables into an index-class that can be directly related to biome-level vegetation units (Tapiador 

et al. 2019). Although the BCMs have been developed for discovering regional differences in 

climate and potential vegetation (Mucina 2019), the access to projections of future climate change 

led necessarily to investigations using these tools for assessing the potential effects of climate 

change on vegetation. In the mid-1980s, Emanuel et al. (1985) were the first to apply one of the 

simplest BCMs, called Holdridge life zone (HLZ) system (Holdridge 1947, 1967), to the simulated 

temperature alterations under unchanged precipitation patterns, demonstrating that climate change 

can induce large shifts in vegetation distribution at high latitudes. A decade later, the hypothesis 

of warming-driven range shift of woody plants was already supported by long-term observations 

from both mountain (e.g., Grabherr et al. 1994; Kullman 2001) and lowland regions (e.g., Lescop-

Sinclair and Payette 1995; Sturm et al. 2001). 

By the early 2000s, a large body of evidence had accumulated that climate change is forcing 

the flora to react, at levels from individuals (e.g., shifts in phenological phases) to communities 

(e.g., changes in species composition) (see e.g., Walther et al. 2002). This decade has seen a surge 

in studies linking species distribution data to contemporary climate data in order to extrapolate this 

link to future climates (Araújo et al. 2019). In this algorithm, called species distribution modelling 

(see Elith and Leathwick 2009), besides topographic and soil variables, various bioclimatic 

variables derived from monthly climatologies (multi-year averages) for temperature and 

precipitation are usually used as environmental predictors. In the 2000s, this approach began to be 

used in large numbers in conservation biology for both teaching and practical purposes (Pearson 

2007). This can be explained by the fact that it has become easier to access datasets related to 

species occurrence (e.g., Global Biodiversity Information Facility, GBIF: Yesson et al. 2007) and 

climatic conditions (e.g., WorldClim: Hijmans et al. 2005). 

In the second half of the 2000s, a number of coordinated research projects (e.g., PRUDENCE: 

Christensen et al. 2007a; ENSEMBLES: van der Linden and Mitchell 2009) have undertaken to 

provide fine‐scale climate data for impact studies, by means of dynamical downscaling of climate 

fields derived from global climate models (GCMs) (Giorgi 2019). Access to outputs of regional 

climate model (RCM) and GCM simulations derived from, among others, these projects laid the 

groundwork for those distribution modelling studies whose main goal was to assess possible 

responses of main forest-forming tree species to estimated climate change, in Hungary (e.g., Czúcz 

et al. 2011; Rasztovits et al. 2012; Móricz et al. 2013) and Serbia (e.g., Stojanović et al. 2013, 

2014; Miletić et al. 2021). Regional studies of beech in Hungary (Czúcz et al. 2011; Móricz et al. 

2013) and Serbia (Stojanović et al. 2013, 2014) using various species distribution models (SDMs) 

have reached similar conclusions: towards the end of the twenty-first century, a significant 

proportion of beech stands might be outside of the climatically suitable habitat for this species. 

Recently, Miletić et al. (2021) predicted a strong habitat loss of five tree species (beech, silver fir, 

Norway spruce, black pine, and Scots pine) for the far future, in Serbia. As a climatic predictor, 

the vast majority of these studies used also the Forestry Aridity Index (FAI, unitless: Führer et al. 

2011), which has been basically developed to delineate different climate categories applied in 

forestry practice. The classification system in question, however, included the community type 

“forest-steppe” without a lower xeric limit, which was eventually introduced by Mátyás et al. 

(2018) in the context of assessing the effects of future climate change. This simple modification 
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fixed a major shortcoming of the classification system, considering that the transitional zone 

between forests and grasslands must also be taken into account when mapping the vegetation of 

Hungary (see Varga et al. 2000). 

Given that most BCMs optimized at a global scale (e.g., Köppen climate classification scheme: 

Köppen 1936) are not able to capture the spatial variability of climate within a relatively small 

domain (Szelepcsényi et al. 2009), there are relatively few studies that have evaluated the projected 

changes in spatial patterns of bioclimatic classes, at a regional or national level in the Carpathian 

Region. The few examples found show, however, that by applying these classification methods to 

sufficiently high-resolution climate data, the marginal biome types of the region, such as the tundra 

both in the Tatra Mountains of the Carpathians (Skalák et al. 2018) and in the Prokletije Mountains 

of the Dinaric Alps (Mihailović et al. 2015), can also be identified. In addition to an assessment of 

recent conditions in Serbia, Mihailović et al. (2015) have applied one of the best-known BCM, the 

Köppen scheme, to bias-corrected climate outputs of RCM simulations forced by two different 

emission scenarios. It has been found that in the future, the coverage of climate categories 

reflecting warmer and drier conditions could significantly increase, while the type “tundra” may 

totally disappear from the country, regardless of the emission scenario used. To evaluate future 

changes in spatial distribution of Köppen climate classification zones within Central Europe, 

Skalák et al. (2018) have used bias-adjusted climate simulations generated using two different 

RCMs under one emission scenario. It has been concluded that although the type Cfb (temperate 

climate with no dry season and warm summer) will remain the dominant type in the region, it will 

shift toward higher altitudes and replace types reflecting cooler conditions, which will practically 

vanish by the end of the century. The results from the above-mentioned two studies therefore show 

that the temperature signal simulated by the RCMs is large enough to cause transitions between 

classes within the region in question, so there is no need to rule out the use of BCMs in this study 

configuration. 

In addition, the Köppen scheme is still being used to this day in so-called paleo data–model 

comparisons (see Harrison 2013), in order to convert outputs from paleoclimate simulations into 

the distribution patterns of vegetation (e.g., Oh and Shin 2016; Wu et al. 2021). Comparative 

studies of this kind use (raw) climate simulation data and proxy archives, such as fossil pollen 

records (Brewer et al. 2013), in a common framework. The first global data–model comparisons, 

also carried out as part of a coordinated research project, the Cooperative Holocene Mapping 

Project (COHMAP: COHMAP Members 1988), were primarily aimed at evaluating the 

capabilities of climate models, and providing feedback on areas needing improvement (see e.g., 

Prentice et al. 1998; Webb et al. 1998). A data–model comparison using pollen data can be made 

basically in two ways, either by collating pollen-inferred climate with that simulated by climate 

models (e.g., Webb et al. 1998; Mauri et al. 2014), or by comparing biome distribution estimated 

using paleoclimate model outputs with plant communities reconstructed from pollen assemblages 

(e.g., Prentice et al. 1998; Tian et al. 2018). The key step in these comparisons is thus to make the 

climate model outputs and paleo data directly comparable to each other by some transformation 

procedures. 

To translate climate model outputs into biome distribution patterns, comparisons focusing on 

the Late Quaternary climates carried out within the COHMAP (e.g., Prentice et al. 1998; Williams 

et al. 1998) have used the BIOME model (Prentice et al. 1992) which has been developed as a 

diagnostic tool for mapping the potential natural vegetation (PNV) and land cover features, 

basically in the context of the future climate change. In terms of the implementation logic, the 

BIOME model shows a similarity with the model developed by Box (1981a) for predictive 
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vegetation modelling, which builds on two important ecological insights: (i) vegetation responds 

to changes in climatic conditions at the species level rather than at the biome level, and (ii) species 

can be grouped based on their physiognomic characteristics. These findings are already important 

because they have provided the theoretical basis for defining the so-called plant functional type 

(PFT), i.e., the basic unit of calculation used in most global vegetation models. (According to 

Prentice and Cowling (2013), the PFT is a “group of plants assumed to have similar properties and 

responses to environmental changes”.) 

However, despite the structural similarity, there are two major differences between the two 

above-mentioned predictive vegetation models: 

- In the Box model, each plant type is characterized by lower and upper limits of each of the 

selected bioclimatic indices, based on the “current” observed correlations between vegetation and 

climate. In contrast, when developing the BIOME model, threshold values were assigned to each 

PFT only in cases where a known or hypothesized physiological response had been identified. 

- In the Box model, to describe moisture conditions, the ratio of the annual precipitation to the 

annual potential evapotranspiration, i.e., the moisture index (MI, dimensionless) is used. However, 

the value of MI does not directly reflect the drought stress inhibiting plant growth, thus to account 

for the plant-available moisture, the BIOME model uses the Priestley–Taylor coefficient (Priestley 

and Taylor 1972), which is computed as the ratio of actual to equilibrium evapotranspiration at an 

annual time scale. These water balance components are estimated using a process-based simulation 

model (for details, see Cramer and Prentice 1988; Prentice et al. 1993). For this reason, the use of 

the BIOME model, in contrast to the Box model and the BCMs, besides temperature and 

precipitation data, requires also a meteorological variable directly related to radiation, and 

optionally soil parameters. The initial version of the model uses monthly mean daily values of the 

relative sunshine duration for estimating the components of the net radiation. 

Thus, the BIOME model represents an important step in the development from totally statistical 

models to more physiologically grounded models, the so-called dynamic global vegetation models 

(DGVMs). However, this topic is beyond the scope of the present dissertation. For an overview of 

this modelling approach, see Prentice and Cowling (2013). 

To transform fossil pollen assemblages into biome types, comparisons focusing on the Late 

Quaternary climates carried out within the COHMAP (e.g., Prentice et al. 1998; Williams et al. 

1998) have used a vegetation reconstruction approach developed by Prentice et al. (1996), the so-

called biomization scheme. This reconstruction method, given that it was specifically developed 

to create a common language for data–model comparisons, builds on the PFT concept used in the 

BIOME model. The essence of the approach in question is to assign pollen types (taxa) to one or 

more PFTs (considering the climatic tolerances and requirements of taxa), and then describe a set 

of biomes based on their PFT compositions. In practice, each taxon in the pollen sample is taken 

into account based on its relative abundance value (i.e., the percentage of individuals for the given 

species within the community) in the calculation of biome scores, and the procedure ends with the 

selection of the biome type with the highest score. In terms of technical implementation, several 

attempts have been made over the last 25 years to improve the initial version of the method (e.g., 

introduction of intermediate PFT scores: Peyron et al. 1998; modification of the taxa/PFT 

composition of each biome type: Williams et al. 1998; use of arboreal taxa as climate indicators 

in the differentiation of non-arboreal biome types: Tarasov et al. 1998; inclusion of transitional 

vegetation types in the set of biomes: Sun et al. 2020). The biomization approach was inherently 

designed to reconstruct the PNV using pollen data (see Prentice et al. 1996), but over time on the 
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basis of this classification technique, an additional algorithm has also been developed to 

reconstruct anthropogenic land use changes (see pseudo-biomization: Woodbridge et al. 2014). 

In consideration of the literature discussed above, this dissertation investigates the following 

research questions: 

1. Can the impacts of recent climate change in the Carpathian Region be properly assessed using 

the HLZ system or not? How did the spatial and altitudinal distribution patterns of HLZ types alter 

in the Carpathian Region in the last century? (These questions are discussed in Chapter 2.) 

2. Does a modified version of the HLZ system, which is based on theoretical considerations, have 

the ability to identify the potential distribution of forest-steppe ecotone (i.e., a boundary zone 

between closed forests and treeless steppes) in the Carpathian region or not? What is the degree of 

agreement between climate-derived vegetation maps generated by different versions of the HLZ 

system and an expert-based PNV map? (These questions are discussed in Chapter 2.) 

3. What changes are expected in the distribution of HLZ types in the Carpathian Region in the 

future? Is there a significant trend in the projected shifts in the mean centres of HLZ types or not? 

How are altitudinal ranges of HLZ types likely to change in the future? What conclusions can we 

draw if the HLZ system is combined with an ensemble of bias-corrected regional climate model 

outputs? What is the uncertainty of the predicted changes considering the inter-model variability? 

(Chapter 3 is dedicated to answering these questions.) 

4. Is the spatial distribution of biomes able to be properly simulated using only monthly 

climatologies of temperature and precipitation, and location data? Can monthly mean daily values 

of the relative sunshine duration required to run more sophisticated biome models be estimated 

with sufficient accuracy from commonly available meteorological variables or not? How does the 

quality of estimates change as a result of proposed modifications of the approach which are 

justified by its applicability in paleoenvironmental studies? (These issues are investigated in 

Chapter 4.) 

5. Is a high-resolution biome map of the Greater Alpine Region (GAR) generated using only 

monthly temperature and precipitation data (and digital elevation models) consistent with a 

vegetation map generated by ecological experts using field surveys and other sources, or not? What 

conclusions can we draw from a comparison of climate- and pollen-inferred biome types of the 

GAR, in this highly heterogeneous and human-modified landscape? What is the effect of refining 

the evaluation methodology (e.g., considering near-misses, i.e., assignments to a biome type with 

similar PFT composition) on the comparison result? (Chapter 5 is devoted to these issues.) 
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2 Climate of the Carpathian Region in the twentieth century based on various 

versions of the Holdridge life zone system* 

Manuscript published in the Central European Journal of Geosciences 

Volume 6, Issue 3, 293–307 (2014) 

DOI: 10.2478/s13533-012-0189-5 

Authors: 

Zoltán Szelepcsényi 

Department of Geology and Palaeontology 

University of Szeged, Hungary 

Hajnalka Breuer 

Department of Meteorology 

Eötvös Loránd University, Hungary 

Pál Sümegi 

Department of Geology and Palaeontology 

University of Szeged, Hungary 

Abstract. The Holdridge life zone (HLZ) system has already been applied several times to analyse 

the effects of climate change on the vegetation. However, a harsh criticism of this model is that it 

cannot interpret the so-called ecotones (e.g., forest-steppe). Thus, in this study, both the core and 

transitional HLZ types are also separately determined within the model. Then, both a simplified 

version of the HLZ system and one of the variants of this widely used version are applied to the 

monthly climatological fields from the well-known CRU TS 1.2 climate database. HLZ maps are 

created for the Carpathian Region (43.5° N to 50.5° N, 15.5° E to 28° E), for five 20-year time 

periods in the twentieth century. The accuracy of the result maps is estimated by comparison to an 

expert-based vegetation map, by means of Cohen’s Kappa statistic. Finally, temporal changes in 

the spatial and altitudinal distribution patterns of each HLZ type are investigated. The coverage of 

the boreal region was decreased by 59.5% during the last century, and in parallel, the warm 

temperate zone became two and a half times larger than it used to be. The mean centres of those 

HLZ types which were not related to mountains shifted northward during the investigated time 

period. In the case of the most abundant HLZ types, the mean distributional altitude increased. By 

modifying of the simplified model, the potential distribution of the forest-steppe ecotone can also 

be identified. 

Keywords: Holdridge life zone system; transitional zone; forest-steppe; mean centre shift; Kappa 

statistic 

* This chapter is the updated version of the final manuscript of the paper “The climate of 

Carpathian Region in the 20th century based on the original and modified Holdridge life zone 

system”, accepted in 2014. 
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2.1 Introduction 

Alexander von Humboldt (von Humboldt 1806; von Humboldt and Bonpland 1807) has 

recognized that widely separated regions have structurally and functionally similar vegetation if 

their climates are similar. Thus, the major vegetation groups and vegetation boundaries can be 

appropriately used to classify various climates. Those approaches which are based on the 

relationship between vegetation and climate can be referred to as bioclimatic classification 

methods. One of the best-known of these methods is the so-called Holdridge life zone (HLZ) 

system (Holdridge 1947, 1967). 

In the course of developing his model, Holdridge (1947, 1967) supposed that structural and 

functional characteristics of the vegetation are basically determined by qualitative and quantitative 

features of its ecophysiological processes. Furthermore, he found that these characteristics can 

properly be separated from each other at the biome level, and because of this, the so-called life 

zone was chosen as the basic unit of his classification. Both the terms “life zone” and “biome” 

have very similar content. According to the definition described by Holdridge (1967), however, a 

Holdridge life zone (HLZ) type is only determined by the climatic conditions. By synthesizing his 

field experiences, Holdridge (1947, 1967) developed a very simple geometric model to formalize 

the relationship between his classification units (HLZ types) and the three most important 

bioclimatic indices (see below). 

Holdridge (1947, 1967) attempted to develop a simple model that takes into account effects of 

both cold and heat stress on the vegetative growth and, furthermore, some basic laws of plant 

physiology, e.g., the law of the minimum (Liebig 1840) and the law of diminishing returns 

(Mitscherlich 1909). However, numerous ecological and climatological aspects are not considered 

by the HLZ system; for this reason, the model has been criticized several times (e.g., Lugo et al. 

1999; Kappelle et al. 2003). The four most important criticisms are as follows: (a) the seasonal 

variations of the meteorological variables are not taken into account, (b) the transitional HLZ types 

which are substantively very similar to the so-called ecotones (i.e., the transitional areas between 

two biomes) are not determined, (c) the issue of succession (i.e., temporal changes in the species 

composition) is not included and (d) the effects of soil physical properties, soil salinity and the 

limiting factors of nutrient uptake on ecophysiological processes are ignored. 

Although Holdridge (1967) also knew that the validity of the results provided by his model was 

weakened by its inability to identify the transitional zones (e.g., forest-steppe), he made no 

recommendations to solve this issue. Holdridge (1947, 1967) developed his model to map the 

vegetation distribution at the global scale; and as the use of transitional HLZ types would have 

greatly complicated the interpretation of the results, eventually he dispensed with their use. In our 

previous work (Szelepcsényi et al. 2009), however, it was concluded that in a regional analysis, it 

is advisable to use the transitional HLZ types. The exact definitions of these transitional HLZ types 

can be found in Fan et al. (2013). Here, however, two critical remarks about this work are added: 

(a) the consistency of the new vegetation classes identified by the model with the actual vegetation 

types had not been investigated and (b) their designations are too complicated. In this study, we 

attempt to address also these issues. 

The HLZ system has been basically developed to identify spatial differences in climate (see 

Holdridge 1967). By recognizing the climate change, however, the application area of this model 

has been significantly altered. The so-called HLZ maps were first used by Emanuel et al. (1985) 

to assess the effects of possible climate change on vegetation. Even though the alteration in 
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precipitation was not considered, this study showed for the first time that climate change can 

induce drastic shifts in vegetation distribution at high latitudes. 

Since then, the HLZ system has been applied several times to map the ecological impacts of the 

recent climate change at a regional scale, for example, in various regions of China (Yue et al. 2001, 

2005a; Zheng et al. 2006; Zhang et al. 2011; Fan et al. 2012). In these studies, the spatial and 

altitudinal distribution and the mean centre of each HLZ type and their temporal changes have 

been primarily assessed, along with the alterations in the diversity and the patch connectivity of 

HLZ types. For example, Yue et al. (2001) have detected a decreasing trend in the diversity of 

HLZ types in China over the past decades which may be associated with the observed alteration 

of the environmental stability. In the Loess Plateau of China, Fan et al. (2012) found that the 

coverage of humid and perhumid HLZ types showed a significant decrease during the second half 

of the twentieth century, and in parallel, the extent of the HLZ types warm temperate desert scrub 

and warm temperate thorn steppe showed a considerable increase. In the Inner Mongolia of China, 

Zhang et al. (2011) observed that the mean centres of HLZ types shifted northeastward over the 

last half century, resulting a decrease (increase) in the coverage of grassland and forest (desert). 

In spite of the criticisms summarized above, it seems to us that the HLZ system can be applied 

within certain limits to estimate the effects of climate change on vegetation. For this reason, the 

aim of this study is twofold: (a) to identify the potential distribution of forest-steppe ecotone, 

through the use of transitional HLZ types and (b) to map the impacts of climate change in the 

Carpathian Region for the last century, by using the two selected variants of the HLZ system. The 

distribution patterns of HLZ types are characterized by the relative coverage, the mean centre and 

the mean distributional altitude. In this study, temporal changes in these features are analysed in 

the context of climate change. Because the HLZ system has been developed for the tropical region 

(see Holdridge 1967), it is necessary to evaluate the accuracy of HLZ maps for the mid-latitudes. 

For this reason, HLZ maps created here are compared to an expert-based vegetation map. During 

this validation procedure, the degree of agreement between the maps is measured by using the 

Kappa statistic developed by Cohen (1960). 

2.2 Data 

2.2.1 Climatic data 

The HLZ system requires daily or monthly time series of temperature and precipitation. In this 

study, the monthly climatological fields are derived from the well-known CRU TS 1.2 climate 

database (Mitchell et al. 2004) provided by the Climate Research Unit (CRU) of the University of 

East Anglia. This dataset covers all Europe (34° N to 72° N, 11° W to 32° E) for the period 1901–

2000. The dataset was constructed by using an “anomaly” approach (New et al. 1999, 2000). In 

this procedure, the so-called station anomalies were interpolated to a predefined grid, considering 

the basic geographical variables (latitude, longitude and altitude) as parameters; and then these 

grids were combined with gridded reference climatologies to obtain the final dataset. The density 

of the climate station network was extremely low in certain periods of the last century; 

furthermore, many of stations have only recently been added to the network. Consequently, some 

biases and errors in the gridded data are possibly generated by the interpolation procedure, 

especially in areas with complex topography and low station density. However, one of the 

advantages of this interpolation method is that long and uninterrupted time series of the climate 

variables are available for all Europe. The gridded data were created with a spatial resolution of 
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10 arc-min (~20 km in mid-latitudes). The dataset also includes a digital elevation model, which 

is used to calculate the mean distributional altitude of each HLZ type. 

In this study, the target area is the Carpathian Region (43.5° N to 50.5° N, 15.5° E to 28° E). 

The average values of monthly mean temperature and monthly total precipitation are computed 

for five 20-year time periods in the twentieth century (P1: 1901–1920, P2: 1921–1940, P3: 1941–

1960, P4: 1961–1980, P5: 1981–2000). The two selected versions of the HLZ system are applied 

to these mean fields. 

2.2.2 An expert-based vegetation map 

In some ways, the HLZ system is a very simple model of the potential vegetation distribution (see 

Yates et al. 2000). Thus, the accuracy of a HLZ map can be estimated by comparison to another 

vegetation map, in the framework of a validation procedure. During the selection of the vegetation 

map used as a reference, we have to consider over what space and time windows the model is 

applied. Indeed, these parameters indirectly describe the degree of the anthropogenic pressure, on 

the basis of which, in turn, the three basic types of the vegetation state can be distinguished in 

accordance with the classification determined by Bartha (2005) (Fig. 2.1): actual vegetation (AV), 

reconstructed natural vegetation (RNV) and potential natural vegetation (PNV). 

 

Fig. 2.1 Vegetation states as a function of the anthropogenic pressure (by assuming a linear 

degradation in time). Adapted from Bartha (2005) 

According to the commonly used definition described by Tüxen (1956), the term “PNV” 

expresses a hypothetical natural state of vegetation that shows the biotic potential of nature under 

the given climatic conditions, in the absence of human influence and disturbance. It is easy to see 

that when the model described by Holdridge (1967) is applied to an observational climate database, 

a vegetation state which is similar to the PNV can be diagnosed. This is also supported by the fact 

that an interpretation of the succession is completely absent from the HLZ system, similarly to the 

term “PNV” (see Bartha 2005). Therefore, by applying the HLZ system to such climate databases, 

only the climatic component of the site potential can be determined. 

Considering all of these, in the validation procedure, an expert-based PNV map constructed by 

Bohn et al. (2003) is used as a reference map. This map displays the potential distribution of the 

dominant natural plant communities consistent with the current climatic and edaphic conditions 

(Bohn et al. 2003). In this case, the attribute “current” does not express a given 30-year long 
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reference period, but a much longer but undetermined period of time, as the recent climatic change 

was not taken into account during the creation of the map (see Bohn et al. 2003). The most 

important sources for the national contribution of Hungary to this PNV map were the natural 

vegetation maps created by Zólyomi (1967, 1981). These maps show a reconstructed vegetation 

state which could have existed prior to the age of deforestation, agricultural mechanization, large 

river regulation and drainage. Therefore, considering the content of the reference map and the 

features of the applied climate database, the HLZ maps for the period 1901–1920 (the maps P1) 

are selected for the validation procedure. 

The validation procedure requires that the maps that are compared have the same spatial 

resolution and distinguish the same classes. For this reason, the preselected expert-based PNV map 

stored in a geospatial vector data format is converted into raster format. As a first step, the data 

are projected to the commonly used WGS-84 geodetic coordinate system, and then the individual 

polygons are reclassified according to the predefined reclassification rules for the formations (see 

Section 2.4.1), by using the ESRI ArcGIS 9.3.1 software. In the next step, by means of the GDAL 

software (Mitchell and GDAL Developers 2014), the European map is constricted to the above-

mentioned target domain. Finally, this vector map is converted into the grid of the applied climate 

database, by using the function “rasterize” in the R package “raster” (Hijmans and van Etten 2014). 

In this conversion procedure, the function “modal” is applied. 

In the target area, a total of nine zonal and five azonal formation classes can be identified 

according to the expert-based vegetation map (see Table 2.1). Depending on the reclassification 

rules applied, azonal vegetation types that are determined by non-macroclimatic conditions cover 

15.0–15.3% of the target domain. For this reason, these areas are eliminated from the validation 

procedure along with additional seven grid cells that are labelled as “other”. 
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Table 2.1 Formation classes observed in the target area according to the expert-based vegetation 

map of Bohn et al. (2003) (B–N: zonal vegetation (mainly determined by macroclimatic 

conditions); P–U: azonal vegetation (mainly determined by edaphic conditions)) 

Type Code Formation class 

Zonal 

B Arctic tundras and alpine vegetation 

C 
Subarctic, boreal and nemoral-montane open forests, as well as subalpine and oro-

Mediterranean vegetation 

D 
Mesophytic and hygromesophytic coniferous and mixed broadleaved-coniferous 

forests 

F Mesophytic deciduous broadleaved and mixed coniferous-broadleaved forests 

G Thermophilous mixed deciduous broadleaved forests 

J Mediterranean sclerophyllous forests and scrub 

K Xerophytic coniferous forests and scrub 

L 
Forest-steppe (meadow steppes or dry grasslands alternating with deciduous 

broadleaved forests or xerophytic scrub) 

M Steppes 

N 
Oroxerophytic vegetation (thorn cushion communities, tommilares, mountain 

steppes, partly scrub) 

Azonal 

P Coastal dune and (inland) halophytic vegetation 

R Tall reed and tall sedge swamps, aquatic vegetation 

S Mires 

T Fen and swamp forests 

U Vegetation of floodplains, estuaries and freshwater polders 

2.3 Methods 

2.3.1 The simplified version of the Holdridge life zone (HLZ) system 

Holdridge (1967) has classified the various climates according to the types of potential vegetation. 

Namely, in order to determine requirements for the adequate functioning of ecophysiological 

processes of each plant type, Holdridge (1947, 1967) has developed three bioclimatic indices for 

his classification system: mean annual biotemperature (ABT, in °C), total annual precipitation 

(APP, in mm), and potential evapotranspiration ratio (PER, unitless). 

Holdridge (1967) perceived that the vegetative growth and thus the net primary productivity 

are possible only in a certain temperature range. This remark was used in the definition of the 

mean annual biotemperature (ABT). Initially, negative effects related only to the frost damage were 

recognized by Holdridge (1947); and because of this, values below 0 °C had to be substituted with 

0 °C in the calculation of the ABT. Later, he discovered that the heat stress inhibits the growth of 

plants similarly to the cold stress. For this reason, it was proposed by Holdridge (1967) to apply 

the above-mentioned substitution rule also for the values above 30 °C. Holdridge (1947) firstly 

suggested using values of the monthly mean temperature to compute the value of ABT; but later, 

it was already preferred to use daily temperature data (see Holdridge 1967). In this study, by using 

monthly data, the value of ABT is calculated as follows: 
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where Tbio,i is the monthly mean biotemperature for the i-th month (in °C), which can be 

determined by the following formula: 
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where Ti is the monthly mean temperature for the i-th month (in °C). 

The potential evapotranspiration ratio (PER) expresses at an annual timescale what is the ratio 

of the maximum amount of water that could be evaporated and transpired by sufficiently wet soil 

and plant surfaces under given atmospheric conditions to the quantity of precipitation (i.e., the 

amount of water made available for potential use in evaporation and transpiration) (see Holdridge 

1967). Accordingly, the value of PER is computed as the ratio of the annual potential 

evapotranspiration (APE, in mm) to the annual precipitation (APP, in mm). Although there are 

several estimation techniques for potential evapotranspiration (see Xu and Singh 2002), in this 

study, in accordance with the relevant literature (e.g., Yue et al. 2001; Zhang et al. 2011), the value 

of APE is calculated by using the following simple formula (Holdridge 1959): 

 ABT.APE  9358 , (2.3) 

where ABT is the mean annual biotemperature (in °C). 

The HLZ system is one of the best methods which uses only monthly temperature and 

precipitation data to describe terrestrial ecosystems. Each HLZ type has an exact definition for 

each above-mentioned bioclimatic index. Holdridge (1947, 1967) developed a very simple 

geometric model to formalize relationships between HLZ types and bioclimatic indices. This 

model, which is commonly labelled as the Holdridge life zone (HLZ) chart, is a triangular 

coordinate system (Fig. 2.2) in which the bioclimatic indices are depicted on logarithmic axes in 

accordance with the law of diminishing returns (Mitscherlich 1909). The threshold of ~17 °C (
 5.012log22


 °C ≈ 16.97 °C) for the ABT is determined as a frost or critical temperature line which 

represents the dividing line between the warm temperate and subtropical regions within this system 

(Holdridge 1967). On the warmer side of this line, the plants are commonly sensitive to the lower 

temperatures (see Holdridge 1967). 
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Fig. 2.2 A simplified version of the Holdridge life zone (HLZ) chart developed by Holdridge 

(1967). Consult text for further explanation 

The plotting of thresholds of the above-mentioned bioclimatic indices in the HLZ chart leads 

to emerge a set of hexagons and triangles. In Fig. 2.2, these hexagons denoted by dashed lines 

indicate the so-called core HLZ types, while the so-called transitional HLZ types are circumscribed 

by equilateral triangles marked by dashed lines in the HLZ chart. Although Holdridge (1967) has 

outlined the theoretical background of transitional HLZ types, considering the difficulties related 

to the interpreting of the results obtained by his model, he eventually dispensed with their use. For 

this reason, each equilateral triangle was divided into three equal parts which were formed by 

connecting the three vertices of the triangle to the centroid; in the next step, these smaller triangles 

were attached to the adjacent hexagons declaring the core HLZ types. As a result, in the HLZ chart, 

larger hexagons are obtained, which are denoted by solid lines in Fig. 2.2. Hereinafter, these larger 

hexagons are considered to be the basic units of the HLZ system. In this system, a location with a 

value of ABT below 1.5 °C but with sufficient moisture and rainfall is defined as a separate class 

named “polar desert”. 

The HLZ system has been developed for the tropical region (see Holdridge 1967). In the model, 

besides the latitudinal regions, altitudinal belts have also been assigned on the basis of the values 

of ABT. The reason for this is that Holdridge (1967) found it necessary to determine which is the 

most important limiting factor of the ABT (and thus the vegetative growth): the distance from the 

Equator or the elevation. The model, which uses also the altitudinal belts, is not appropriate to 

classify vegetation at the global scale, due to the high number of classes used. For this reason, 

most impact studies (e.g., Yue et al. 2001, 2005a; Zheng et al. 2006; Zhang et al. 2011; Fan et al. 

2012), which apply the HLZ system to map the potential vegetation, ignore the altitudinal belts. 

This simplified version of the HLZ system distinguishes 38 vegetation classes, which are listed in 

Table 2.2. For simplicity, this model is hereinafter referred to as the “original” model. 
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Table 2.2 Vegetation classes distinguished by the simplified version of the Holdridge life zone 

(HLZ) system, used in this study, and their abbreviations 

Code Name  Code Name 

PD Polar desert  WtDf Warm temperate dry forest 

SpDt Subpolar dry tundra  WtMf Warm temperate moist forest 

SpMt Subpolar moist tundra  WtWf Warm temperate wet forest 

SpWt Subpolar wet tundra  WtRf Warm temperate rain forest 

SpRt Subpolar rain tundra  StD Subtropical desert 

BD Boreal desert  StDs Subtropical desert scrub 

BDs Boreal dry scrub  StTw Subtropical thorn woodland 

BMf Boreal moist forest  StDf Subtropical dry forest 

BWf Boreal wet forest  StMf Subtropical moist forest 

BRf Boreal rain forest  StWf Subtropical wet forest 

CtD Cool temperate desert  StRf Subtropical rain forest 

CtDs Cool temperate desert scrub  TD Tropical desert 

CtS Cool temperate steppe  TDs Tropical desert scrub 

CtMf Cool temperate moist forest  TTw Tropical thorn woodland 

CtWf Cool temperate wet forest  TVdf Tropical very dry forest 

CtRf Cool temperate rain forest  TDf Tropical dry forest 

WtD Warm temperate desert  TMf Tropical moist forest 

WtDs Warm temperate desert scrub  TWf Tropical wet forest 

WtTs Warm temperate thorn steppe  TRf Tropical rain forest 

2.3.2 One of the modified variants of the simplified HLZ system 

One of the most serious criticisms of the HLZ system is that the vegetation type identified by the 

model does not always coincide with the vegetation type observed in actual landscapes (e.g., 

sampling points from grasslands are often incorrectly assigned by the model to a closed vegetation 

type). One of the reasons for this is probably that transitional HLZ types have not been determined 

as separate vegetation units within the model. The HLZ system has been optimized at the global 

scale. If the core and transitional HLZ types had also been introduced into the model, the HLZ 

system would have been able to distinguish 89 vegetation classes (38 core HLZ types and 51 

transitional HLZ types). However, the plotting of this large number of classes would have made it 

impossible to visualize the relevant vegetation types. 

In this study, a regional analysis is performed, so it is considered appropriate to use core and 

transitional HLZ types (see Szelepcsényi et al. 2009). These new vegetation classes are determined 

by taking into account thresholds for the latitudinal regions (Table 2.3) and for the humidity 

provinces (Table 2.4). 

Table 2.3 Latitudinal regions according to Holdridge (1967) (ABT: mean annual biotemperature) 

Latitudinal regions ABT (in °C) 

polar 0–1.5 

subpolar 1.5–3 

boreal 3–6 

cool temperate 6–12 

warm temperate 12–17 

subtropical 17–24 

tropical 24–30 
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Table 2.4 Humidity provinces according to Holdridge (1967) (PER: potential evapotranspiration 

ratio) 

Humidity provinces PER (unitless) 

superhumid 0.125–0.25 

perhumid 0.25–0.5 

humid 0.5–1 

subhumid 1–2 

semiarid 2–4 

arid 4–8 

perarid 8–16 

superarid 16–32 

In contrast to the original model, here, a given transitional HLZ type is not apportioned among 

the adjacent core HLZ types, but is defined as a separate unit. Each of these new vegetation units 

is labelled as follows: (i) to form the first section of the label, both the latitudinal belt and the 

humidity range are assigned, and then (ii) to obtain the final label, these terms are added to a 

combination of the two adjacent core HLZ types derived from the same latitudinal region. The list 

of these new vegetation classes is shown in the legend of Fig. 2.3. Those transitional HLZ types 

which are contiguous with only one core HLZ type are not defined in the system, therefore, only 

43 transitional HLZ types are determined. Each transitional HLZ type which is simultaneously 

adjacent to open and closed vegetation types is labelled as forest-steppe. The forest-steppe ecotone 

is a transitional vegetation belt between closed forests and treeless steppes, where closed forest 

patches alternate with dry grasslands, forming a mosaic-like vegetation pattern (Varga et al. 2000). 

Actually, the main reason for defining the transitional HLZ types is to identify the position of this 

ecotone and to assess temporal changes in its spatial characteristics. 
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Fig. 2.3 The modified HLZ chart, namely a nomogram for a variant of the simplified HLZ 

system which is suitable for identifying the so-called core and transitional HLZ types. Core 

(transitional) HLZ types are marked by combinations of uppercase and lowercase letters (Arabic 

numerals). Notations for core HLZ types that match class labels used in the simplified HLZ 

system, referred to as the original model within the text, are listed in Table 2.2 

Bioclimatic constraints for core and transitional HLZ types which are newly introduced into the 

simplified version of the HLZ system are explained in Fig. 2.3. For example, limits for the core 

HLZ type “boreal dry scrub” are as follows: (a) 3 °C < ABT < 6 °C, (b) 125 mm < APP < 250 mm, 

and (c) 1 < PER < 2. Furthermore, as indicated by Fig. 2.3, the type of potential vegetation is 

identified as the transitional HLZ type “subpolar subhumid moist-wet tundra” if the following 

three conditions are fulfilled at the same time: ABT ≤ 3 °C, (b) APP ≥ 250 mm, and (c) PER ≥ 0.5. 

For simplicity, the classification model built by these rules is hereinafter referred to as the 

“modified” model. In the following sections, except in the case of Section 2.4.1, for vegetation 
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classes related to the modified model, abbreviations are not used, and in every case it is indicated 

whether the given class represents a core or a transitional HLZ type. 

2.3.3 Kappa statistic 

During our investigations, in the first step, the validation of the different classification methods is 

performed for the Carpathian Region. For this purpose, our result maps are compared to an expert-

based vegetation map, through the use of the Kappa statistic developed by Cohen (1960). 

The Kappa statistic (κ) is calculated according to the following formula: 
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where po is the proportion of agreement and pe is the overall proportion of chance-expected 

agreement. In order to determine variables of the formula, it is necessary to define a so-called 

contingency table. In cell (x, y) of this table, it has to be displayed what is the probability that the 

category x on map A agrees with the category y on map B. A value in the main diagonal shows the 

probability that a given point on map A, which is classified into the respective category, falls into 

the same category on map B. The value of po is obtained by adding the individual values in the 

main diagonal. By summing the values of row x (column y), the probability that category x 

(category y) can be found on map A (map B) can be determined. The value of pe is computed by 

summing the products of row and column sums of the same category. 

The value of κ can vary between 0 and 1, with 0 representing totally different patterns and 1 

indicating complete agreement. Threshold values used here for separating the different degrees of 

agreement for the Kappa statistic follow those determined by Monserud and Leemans (1992) 

(Table 2.5). We provide only a short overview of the Kappa statistic because Monserud and 

Leemans (1992) have already described the mathematical background of the model in detail. 

Table 2.5 The relationship between the Kappa statistic (κ) and the degree of agreement 

according to Monserud and Leemans (1992) 

Degree of agreement Kappa statistic (κ) 

no 0.00–0.05 

very poor 0.05–0.20 

poor 0.20–0.40 

fair 0.40–0.55 

good 0.55–0.70 

very good 0.70–0.85 

excellent 0.85–0.99 

perfect 0.99–1.00 

2.3.4 Spatial characteristics of HLZ types 

During our investigations, the distribution patterns of HLZ types are characterized by the relative 

extent, the mean centre and the mean distributional altitude. As Yue et al. (2006) and Zhang et al. 

(2011) have shown, the so-called mean centre is suitable for diagnosing changes in the spatial 

distribution of HLZ types. The calculation of the mean centre of each HLZ type is based on a 

simple arithmetic mean of longitude and latitude of grid cells classified in the respective HLZ type. 

To calculate the mean distributional altitude (MDA), the same methodology is applied, but here to 

the values of altitude. 
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One of the objectives of this study is to compute the distance and direction of shift of the mean 

centre from P1 to P5 for each HLZ type. The distance of this shift is calculated as a great circle 

distance following Fenna (2007), while its direction is computed according to Yue et al. (2006). 

2.4 Results 

2.4.1 Validation of classification methods 

According to Berényi (1943), the performance of a given bioclimatic classification method is 

determined by its ability to reflect the correlations between vegetation and climate. Thus, as a first 

step, the validation of the two above-presented models is performed for the Carpathian Region. 

The maps P1 are compared to an expert-based vegetation map, by using the Kappa statistic 

introduced by Cohen (1960). 

As indicated above (see Section 2.2.2), the validation procedure requires that the compared 

maps distinguish the same classes. For this reason, the various maps have to be translated into the 

same vegetation classes, by means of a set of rules (see Table 2.6). In the validation experiment 

for the original model, we distinguish two classes: forest and steppe, while in the case of the 

modified model, the vegetation type “forest-steppe” can be determined as a separate class because 

of the use of the transitional HLZ types. In the case of the original model, the formation “forest-

steppe” is firstly assigned to the class “forest” (α.), while in the second case to the class “steppe” 

(β.). Further assignments of both formations and HLZ types to the main vegetation types clearly 

depend on their openness (see Table 2.6). 

Table 2.6 Reclassification rules for both formation classes and Holdridge life zone (HLZ) types 

observed in the target area (uppercase letter (formation): notations can be found in Table 2.1; 

combination of uppercase and lowercase letters (α. and β. HLZ type in the original model, γ. 

core HLZ type in the modified model): notations can be found in Table 2.2; Arabic numeral 

(transitional HLZ type in the modified model): notations can be found in Fig. 2.3) 

Class Formations 
HLZ types 

(original model) (α., β.) 

HLZ types 

(modified model) (γ.) 

Forest 
C, D, F, G, J, K BRf, BWf, CtWf, CtMf, 

WtMf, WtDf 

BRf, BWf, CtWf, CtMf, 

WtMf, WtDf 

α. L β. – γ. – 10., 14., 18., 23., 28. 

Steppe 
M, N 

CtS CtS 
α. – β. L γ. – 

Forest-steppe α. – β. – γ. L – 17., 22. 

Our results are compared with findings of other similar investigations (Lugo et al. 1999; Zheng 

et al. 2006). The most important features of the validation experiments that were performed by 

Lugo et al. (1999) and Zheng et al. (2006) are summarized in Table 2.7, complemented by our 

own results. 



18 

Table 2.7 Main features of the various validation experiments for the Holdridge life zone (HLZ) 

system 

 Lugo et al. (1999) Zheng et al. (2006) 

This study 

original modified 

α. β. γ. 

Kappa statistic (κ) 0.39 0.43 0.43 0.28 0.46 0.39 

Degree of agreement poor fair fair poor fair poor 

Location 
conterminous United 

States of America 

Xinjiang Uygur 

Autonomous Region 
Carpathian Region 

Area 8 080 464 km2 1 660 001 km2 716 390 km2 

Spatial resolution 2.5 arc-min 0.5 arc-min 10 arc-min 

Time window 1961–1990 1971–1980 1901–1920 

Reference map 
Bailey 

(1976) 

Küchler 

(1964) 
Hou et al. (1982) Bohn et al. (2003) 

Vegetation definition 
potential 

natural 

potential 

natural 
actual 

(potential/reconstructed) 

natural 

Number of classes used 4 12 2 3 

In the Xinjiang Uygur Autonomous Region, Zheng et al. (2006) validated the HLZ system for 

the period 1971–1981, by using the actual vegetation (AV) map of the People’s Republic of China 

(Hou et al. 1982) as a reference map (see Table 2.7). For the validation procedure, the AV map 

was reclassified; each AV type was assigned to one of the HLZ types observed in the target 

domain, and so 12 classes were used. This was a very strict condition for the validations, but this 

effect was offset by a high spatial resolution used (0.5 arc-min). Yue et al. (2005b) found that both 

the spatial extent and the spatial resolution of the applied database have an important role in the 

various vegetation studies (e.g., ecological diversity, vegetation dynamics). This effect is also 

clearly outlined in Table 2.7. Eventually, Zheng et al. (2006) found “fair” (κ = 0.43) agreement 

between their maps. 

In the conterminous USA, Lugo et al. (1999) performed the validation of the HLZ system for 

the period 1961–1990 at a spatial resolution of 2.5 arc-min (see Table 2.7). Vegetation maps of 

Bailey (1976) and Küchler (1964) were used for the validation procedure. Four classes were used 

for the reclassification of their maps: forest, grassland, scrubland and non-vegetated. In spite of 

the relatively high spatial resolution and the small number of classes used, their comparisons 

indicated only “poor” and “fair” agreements between their maps. 

In this study, the various maps are prepared with a spatial resolution of 10 arc-min, which is 

relatively poor considering the above-mentioned studies, so it is justifiable to use only a few 

classes for the reclassification of our maps. Another problem is that the majority of the azonal 

vegetation types can be observed in the central part of the Carpathian Region in which the majority 

of the transitional HLZ types is also found. As it is totally unambiguous that the HLZ system is 

more sensitive to the transitional HLZ types, this effect also greatly hampers the model validation. 

For the original model, we can register “poor” (α. κ = 0.28) and “fair” (β. κ = 0.46) agreement 

between our maps (Table 2.7). In the case of the modified model, even by introducing a further 

class, the degree of agreement is still only “poor” (γ. κ = 0.39). Because of the more strict 

conditions, the fact that the value of the Kappa statistic for the modified model is more than the 

mean of the two former values can be understood as an advancement. Considering all this, the 

findings of the reference studies (Lugo et al. 1999; Zheng et al. 2006) and our results are very 

similar. Thus, the selected models can be correctly applied also in the Carpathian Region. 
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2.4.2 Spatial distribution pattern of HLZ types 

2.4.2.1 The original version of the HLZ system 

The recent climate change can be appropriately detected also by assessing the temporal changes 

in the spatial distribution pattern of HLZ types. For example, Table 2.8 lists those HLZ types which 

can be registered in the Carpathian Region during the last century, along with their relative 

coverage values for the previously defined 20-year time periods. In addition, the horizontal 

distribution pattern of HLZ types for the periods 1901–1920 (P1) and 1981–2000 (P5) is shown in 

Fig. 2.4. 

Table 2.8 Relative coverage (in percentages) of each Holdridge life zone (HLZ) type in the 

target area for the periods 1901–1920 (P1), 1921–1940 (P2), 1941–1960 (P3), 1961–1980 (P4) 

and 1980–2000 (P5) 

HLZ type P1 P2 P3 P4 P5 

Boreal wet forest (BWf) 5.07 3.32 3.10 3.44 2.64 

Boreal rain forest (BRf) 0.43 0.18 0.06 0.18 0.09 

Cool temperate steppe (CtS) 9.58 8.44 10.96 5.83 13.02 

Cool temperate moist forest (CtMf) 69.91 70.00 67.49 70.86 61.56 

Cool temperate wet forest (CtWf) 8.01 8.17 5.34 8.93 5.86 

Warm temperate dry forest (WtDf) 6.23 9.00 12.34 9.98 15.60 

Warm temperate moist forest (WtMf) 0.77 0.89 0.71 0.77 1.23 

 

Fig. 2.4 Spatial distribution of Holdridge life zone (HLZ) types in the Carpathian Region for the 

periods (a) 1901–1920 and (b) 1981–2000. The maps are created by applying the original 

version of the HLZ system driven by climate data provided by the CRU TS 1.2 database 

In P1, the dominant HLZ type was the cool temperate moist forest (CtMf) in the Carpathian 

Region, covering about 70% of the total area (Table 2.8). At the beginning of the century, the 

second most abundant HLZ type was the cool temperate steppe (CtS), with an areal proportion of 

9.6%. About one third of this vegetation class covered the centre of the Carpathian Basin (Fig. 2.4) 

where the annual precipitation sum was the lowest, considering the whole region. The rest of this 

vegetation class in P1 can be found to the east and south of the Carpathians. The third in the 
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coverage ranking was the cool temperate wet forest (CtWf), covering approximately 8% of the 

target area. This class can be found at higher altitudes at the beginning of the last century. In P1, 

the dominant HLZ type of the Wallachia, and of the north of Serbia was the warm temperate dry 

forest (WtDf). The relative extent of this HLZ type was little more than 6%. In the Eastern and 

Southern Carpathians, the climatic conditions in P1 were suitable for the boreal wet forest (BWf), 

by causing a coverage of about 5% for this class. At the same time, the boreal rain forest (BRf) 

covered the highest peaks of the Carpathians, which were the coldest and rainiest areas of the 

whole region. 

Comparing the maps P1 and P5, it can be clearly seen that by the end of the century, climatic 

conditions in the Carpathian Region have changed substantially: the spatial distribution pattern of 

HLZ types was remarkably altered. However, it is also important to investigate what kinds of 

changes have taken place from P1 to P5. However, in the case of the original model, the changes 

in heat and moisture properties cannot be properly addressed because each HLZ type covers partly 

or fully three ranges, for both types of properties. 

However, we feel it is also necessary to investigate what kinds of HLZ transformations have 

taken place from P1 to P5. For this reason, we define a so-called transformation matrix (not shown) 

in which the proportions of areas affected by HLZ transformations are indicated. HLZ 

transformation can be observed over approximately one fifth of the target domain, taking into 

account the last century. The two greatest changes were attributed to the transformations from 

CtMf to WtDf and from CtMf to CtS, which affected 8.2 and 4.5% of the total area, respectively 

(see Fig. 2.4). 

2.4.2.2 The modified version of the HLZ system 

By modifying the HLZ system, it is possible to circumscribe the position of the forest-steppe, 

which is one of the most important ecotones in the Carpathian Region. Through the use of 

transitional HLZ types, we can typify the climate of the target domain in more detail. For the 

periods 1901–1920 (P1) and 1980–2000 (P5), the spatial distribution pattern of the vegetation 

classes newly introduced into the HLZ system is presented by Fig. 2.5, while for the five 

preselected 20-year time periods, values of the relative coverage of each class are shown in Table 

2.9. During the last century, seven core and seven transitional HLZ types can be identified in the 

target area. The results show that by the end of the century, one core and two transitional HLZ 

types totally disappeared from the Carpathian Region (see Table 2.9). 
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Fig. 2.5 Spatial distribution of core and transitional Holdridge life zone (HLZ) types in the 

Carpathian Region for the periods (a) 1901–1920 and (b) 1981–2000. The maps are created by 

applying the modified version of the HLZ system driven by climate data provided by the CRU 

TS 1.2 database. With the exception of the type “cool temperate subhumid forest-steppe”, 

transitional HLZ types are plotted by an aggregated class 

Table 2.9 Relative coverage (in percentages) of each core/transitional Holdridge life zone (HLZ) 

type in the target area for the periods 1901–1920 (P1), 1921–1940 (P2), 1941–1960 (P3), 1961–

1980 (P4) and 1980–2000 (P5). The symbol – refers to those cases where the given class in the 

given time period cannot be observed in the target domain 

 HLZ type P1 P2 P3 P4 P5 

C
o

re
 

Boreal wet forest 3.25 1.90 1.57 1.60 1.47 

Boreal rain forest 0.21 0.09 – 0.15 – 

Cool temperate steppe 3.87 5.83 6.85 0.89 4.33 

Cool temperate moist forest 58.80 58.83 56.13 58.27 50.63 

Cool temperate wet forest 5.53 5.56 3.53 6.54 4.02 

Warm temperate dry forest 0.12 0.40 2.00 0.18 1.97 

Warm temperate moist forest 0.40 0.46 0.12 0.46 0.31 

T
ra

n
si

ti
o

n
al

 

Boreal superhumid wet-rain forest 0.09 0.03 – – – 

Boreal perhumid wet-rain forest 0.52 0.46 0.34 0.71 0.18 

Cool temperate humid forest-steppe 0.21 – 0.18 – – 

Cool temperate perhumid moist-wet forest 4.39 4.18 4.30 4.67 3.44 

Cool temperate subhumid forest-steppe 19.90 19.40 21.98 24.26 30.27 

Cool temperate humid moist-wet forest 2.43 2.61 2.43 2.06 2.79 

Warm temperate humid dry-moist forest 0.28 0.25 0.58 0.21 0.58 

Due to the introduction of transitional HLZ types, the most extensive vegetation class in P1 was 

the core HLZ type “cool temperate moist forest”, covering 58.8% of the target domain (Table 2.9). 

According to the modified model, the second in the coverage ranking was the transitional HLZ 

type “cool temperate subhumid forest-steppe”, covering approximately one fifth of the target area. 
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In P1, this type covered the Great Hungarian Plain, the Wallachian Plain and a small patch along 

the Hungarian upper section of the Danube (Fig. 2.5a). The third most abundant vegetation class 

was the core HLZ type “cool temperate wet forest” with an areal proportion of 5.5%. This type 

can be observed in the high altitudes of the Dinaric Alps, Alps and Northwestern Carpathians, at 

the beginning of the century. In contrast, the highest peaks of the Eastern and Southern Carpathians 

can be separated by the core HLZ type “boreal wet forest” (Fig. 2.5a), covering 3.3% of the target 

domain. In P1, the second most extensive transitional vegetation class was the transitional HLZ 

type “cool temperate perhumid moist-wet forest” with an areal proportion of 4.4%, covering the 

other mountainous areas. At the beginning of the century, considering only the core HLZ types, 

the relative coverage exceeded 3% just for the core HLZ type “cool temperate steppe”, except in 

the case of the above-mentioned vegetation classes (Table 2.9). In P1, however, this vegetation 

type can only be observed to the east of the Carpathians. In P1, the rest of the core/transitional 

HLZ types covered about 4.3% of the target area, mainly outside the Carpathian Basin. 

Assessing temporal changes in the relative coverage of each core/transitional HLZ type (see 

Table 2.9) provides a good opportunity to map the dynamics of climatic ranges. For example, 

during the whole study period, more than half of the target domain was covered by the core HLZ 

type “cool temperate moist forest”. Furthermore, it can clearly be seen from Table 2.9 that the 

relative extent of the HLZ type “cool temperate subhumid forest-steppe” never fell below 19%, in 

the last century. The introduction of transitional HLZ types into the model allows an accurate 

assessment of climate change in terms of the heat and moisture properties. In the entire study 

period, the relative coverage of the cool temperate zone exceeded 95%. From P1 to P3, the extent 

of the superhumid, perhumid and humid provinces permanently decreased, while in the case of the 

subhumid range, the same value was increased. As we have seen before, climatic conditions in P4 

were more humid than in the previous ones. In P4, the relative coverage of the subhumid province 

was 25.3%, which was the second smallest, considering the five investigated time periods. Taking 

into account the respective coverage rankings, in P5, the relative extent of the humid, perhumid 

and superhumid ranges was the smallest: 54.3, 9.1 and 0%, respectively. While at the same time, 

the coverage of the subhumid province reached its maximum value of 36.6%. From P1 to P5, the 

extent of the boreal region decreased by 59.5%, and in parallel, the warm temperate zone became 

two and a half times larger than it used to be. At the end of the century, the subhumid province 

was one and a half times as large as in P1, while from P1 to P5, the coverage of the humid and 

perhumid provinces decreased by 12.6 and 33.5%, respectively (Table 2.9). 

The transformations between the HLZ types can be assessed by using a transformation matrix 

(not shown). From P1 to P5, the proportion of the area affected by these HLZ transformations was 

24.4%. During the last century, four dominant HLZ transformations can be observed. By the end 

of the century, the core HLZ type “cool temperate moist forest” was replaced by the transitional 

HLZ type “cool temperate subhumid forest-steppe” over about 12% of the target domain. 

Considering the total area, the second greatest change was the transformation from the transitional 

HLZ type “cool temperate perhumid moist-wet forest” to the core HLZ type “cool temperate moist 

forest”, with an areal proportion of 3.3%. For 1.7% of the whole region, the core HLZ type “warm 

temperate dry forest” was substituted for the transitional HLZ type “cool temperate subhumid 

forest-steppe”. In case of the transformation to the core HLZ type “boreal wet forest” to the 

transitional HLZ type “cool temperate perhumid moist-wet forest”, the relative extent of the 

affected area was 1.5%. 
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2.4.3 Mean centres of HLZ types 

The recent climate change is assessed also in terms of the shift in the mean centre of each HLZ 

type. Mean centres of the HLZ types defined by the original model are shown in Fig 2.6, for the 

previously defined 20-year time periods. 

 

Fig. 2.6 Mean centres of Holdridge life zone (HLZ) types in the Carpathian Region for the 

periods 1901–1920 (P1), 1921–1940 (P2), 1941–1960 (P3), 1961–1980 (P4) and 1981–2000 

(P5) 

The exact position of the mean centre is not informative, since the mean centre of a given HLZ 

type does not necessarily fall into the domain of the respective HLZ type because of its 

fragmentation. Taking into account all these and the page limitations, here, only the distance and 

direction of shift of the mean centre from the period 1901–1920 (P1) to the period 1981–2000 (P5) 

for each HLZ type are evaluated (see Table 2.10 for results obtained by the original model). 
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Table 2.10 Distance and direction of the shift of the mean centre of each Holdridge life zone 

(HLZ) type from the period 1901–1920 (P1) to the period 1981–2000 (P5) 

HLZ type 
From P1 to P5 

distance (in km) direction 

Boreal wet forest (BWf) 29.35 southeast 

Boreal rain forest (BRf) 230.70 northwest 

Cool temperate steppe (CtS) 132.68 northwest 

Cool temperate moist forest (CtMf) 23.55 north 

Cool temperate wet forest (CtWf) 25.77 south 

Warm temperate dry forest (WtDf) 32.41 north 

Warm temperate moist forest (WtMf) 90.12 north 

In terms of the spatial distribution, the examination of shifts in the mean centres is irrelevant 

for three out of seven HLZ types identified in the Carpathian Region, the boreal HLZ types (BRf, 

BWf) and the CtWf, since during the last century, these types were directly related to mountains, 

considering the whole target domain (see Fig. 2.4). From P1 to P5, for three out of the remaining 

four HLZ types, the mean centre moved northward, while for one HLZ type (CtS), a northeastward 

shift can be observed (Table 2.10). From P1 to P5, the mean centres of the CtMf, WtDf and WtMf 

shifted by 23.55, 32.41 and 90.12 km, respectively. In the case of the CtS, a northwestward shift 

of 132.68 km can be registered during the last century. This high-magnitude shift can be explained 

by the fact that in P5, this HLZ type appeared also in the northwestern part of the target domain, 

while in P1, it can be registered only in areas situated to the east of the Danube. 

Comparing the results obtained by the original and modified models, it can be found that they 

are very similar, principally in terms of the direction. So, here, the results for the modified model 

are not shown in detail. However, it should be emphasized that if the direction of the mean centre 

shift is taking into account only in relation to the east–west axis, a southward shift of the mean 

centre can be registered for just three out of eleven HLZ types (not shown): the core HLZ type 

“boreal wet forest”, the core HLZ type “cool temperate wet forest” and the transitional HLZ type 

“cool temperate perhumid moist-wet forest”. Furthermore, it should be noted that compared to the 

original model, the fragmentation of vegetation types was much higher in the case of the modified 

model, due to the high number of classes used and the “coarse” resolution of the applied climate 

database. For this reason, for most vegetation classes used in the modified model, the mean centre 

shows a shift of even higher magnitude between the various time periods than in the case of the 

original model. 

2.4.4 Altitudinal distribution pattern of HLZ types 

2.4.4.1 The original version of the HLZ system 

Besides the horizontal distribution of the HLZ types, their vertical distribution is also evaluated. 

For the original model, features describing the altitudinal distribution pattern of each HLZ type 

are summarized in Table 2.11: (a) the mean distributional altitude in P1 (MDAP1, in m a.s.l.), (b) 

the change in the value of MDA for two consecutive time periods t and t + 1 (ΔMDAt/t + 1, in m), 

and (c) the change in the value of MDA from P1 to P5 (ΔMDAP1/P5, in m). 
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Table 2.11 Altitudinal distribution pattern of each Holdridge life zone (HLZ) type: (a) the mean 

distributional altitude in P1 (MDAP1, in m a.s.l.), (b) the change in the value of MDA for two 

consecutive time periods t and t + 1 (ΔMDAt/t + 1, in m), and (c) the change in the value of MDA 

from P1 to P5 (ΔMDAP1/P5, in m). Negative values of ΔMDA are highlighted in bold 

HLZ type 

MDA 

(in 

m a.s.l.) 

ΔMDA (in m) 
ΔMDA 

(in m) 

P1 
From 

P1 to P2 

From 

P2 to P3 

From 

P3 to P4 

From 

P4 to P5 

From 

P1 to P5 

Boreal wet forest (BWf) 994.2 +75.9 +32.1 −45.5 +83.6 +146.0 

Boreal rain forest (BRf) 1304.7 +25.0 +38.3 −38.3 −56.0 −31.0 

Cool temperate steppe (CtS) 107.3 +28.6 +2.7 −30.3 +25.3 +26.3 

Cool temperate moist forest (CtMf) 326.9 +15.8 +29.4 −36.2 +56.6 +65.5 

Cool temperate wet forest (CtWf) 716.3 +17.0 +76.3 −72.4 +64.6 +85.5 

Warm temperate dry forest (WtDf) 91.4 +2.6 +17.4 −19.5 +33.9 +34.4 

Warm temperate moist forest (WtMf) 416.8 −28.4 +9.3 −11.8 −43.5 −74.5 

Table 2.11 confirms our earlier statement that in the last century, the boreal HLZ types and the 

CtWf were related to mountains. For the CtWf, BWf and BRf, the value of MDAP1 is 716.3, 994.2 

and 1304.7 m a.s.l., respectively. For most HLZ types, the value of MDA increased between any 

two consecutive time periods, with the exception of the shifts from P3 to P4. Based on changes in 

the value of MDA, apart from two exceptions, HLZ types show an upward shift at the end of the 

century. From P4 to P5, in the case of the BRf and WtMf, the value of MDA decreased by 56 and 

43.5 m, respectively. For the BRf, this decrease can be explained by the fact that by the end of the 

last century, this type had totally disappeared from the South Carpathians, and can be observed in 

P5 only on the northern slopes of the High Tatras (see Fig. 2.4). All in all, for the five dominant 

vegetation classes, the value of MDA increased from P1 to P5, namely, during the last century, 

the HLZ types moved toward higher elevations (Table 2.11). 

2.4.4.2 The modified version of the HLZ system 

Temporal changes in the values of MDA are evaluated also for core and transitional HLZ types 

identified in the Carpathian Region (Table 2.12). In the target domain, seven core and seven 

transitional HLZ types can be registered in P1, however, not all types can be observed in the next 

four time periods, and so the shift in the value of MDA cannot be calculated in all cases. 
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Table 2.12 Altitudinal distribution pattern of each core/transitional Holdridge life zone (HLZ) 

type: (a) the mean distributional altitude in P1 (MDAP1, in m a.s.l.), (b) the change in the value 

of MDA for two consecutive time periods t and t + 1 (ΔMDAt/t + 1, in m), and (c) the change in 

the value of MDA from P1 to P5 (ΔMDAP1/P5, in m). Negative values of ΔMDA are highlighted 

in bold. The symbol – refers to those cases where the value of ΔMDA cannot be computed 

 HLZ type 

MDA 

(in 

m a.s.l.) 

ΔMDA (in m) 
ΔMDA 

(in m) 

P1 

From 

P1 to 

P2 

From 

P2 to 

P3 

From 

P3 to 

P4 

From 

P4 to 

P5 

From 

P1 to 

P5 

C
o

re
 

Boreal wet forest 1059.6 +54.9 +50.5 −46.3 +65.3 +124.4 

Boreal rain forest 1363.9 −90.2 – – – – 

Cool temperate steppe 115.0 +16.0 +14.3 −37.0 +14.7 +8.1 

Cool temperate moist forest 339.8 +16.0 +27.6 −35.1 +60.8 +69.3 

Cool temperate wet forest 765.7 +32.9 +43.1 −53.8 +80.9 +103.1 

Warm temperate dry forest 102.8 −3.7 −2.4 −36.6 +28.1 −14.5 

Warm temperate moist forest 487.7 −41.4 +167.2 −190.0 +100.9 +36.7 

T
ra

n
si

ti
o

n
al

 

Boreal superhumid wet-rain forest 1467.3 +179.7 – – – – 

Boreal perhumid wet-rain forest 1032.3 +102.3 +55.8 −81.4 +140.2 +216.9 

Cool temperate humid forest steppe 295.1 – – – – – 

Cool temperate perhumid moist-wet 

forest 
785.6 +57.9 +46.7 −43.1 +51.5 +113.1 

Cool temperate subhumid forest steppe 114.4 +8.4 +13.1 −16.3 +37.5 +42.7 

Cool temperate humid moist-wet forest 406.0 −38.2 +78.8 −119.1 +64.1 −14.3 

Warm temperate humid dry-moist 

forest 
206.3 +12.9 +80.8 −94.5 −9.0 −9.8 

Considering the shifts from P1 to P2 (see Table 2.12), the largest decrease in the value of MDA 

can be found in the case of the core HLZ type “boreal rain forest”, with a value of 90.2 m. Taking 

into account the same shifts, the second largest increase in the value of MDA can be registered for 

the transitional HLZ type “boreal perhumid wet-rain forest”, with a value of 102.3 m. This can be 

explained by the fact that in the Southern Carpathians, the former type was replaced by the latter 

type, from P1 to P2 (not shown). The former vegetation class falls into the superhumid province, 

whereas the latter class is assigned to the perhumid range. According to this, the aridity process is 

well illustrated also by shifts in the values of MDA. From P2 to P3, apart from one exception, all 

calculable changes in the value of MDA refer to an upward shift of the vegetation. In accordance 

with the above-presented results, from P3 to P4, the value of MDA decreased for all vegetation 

classes. With the exception of the transitional HLZ type “warm temperate humid dry-moist forest”, 

the values of MDA increased form P4 to P5. To conclude, from P1 to P5, the value of MDA 

increased for most HLZ types (Table 2.12), which suggests that during the last century, HLZ types 

shifted to higher altitudes. 

2.5 Summary 

Holdridge (1967) had developed the Holdridge life zone (HLZ) system to identify spatial 

differences in climate at a global scale. In some ways, however, the HLZ system is a very simple 

model of the potential vegetation distribution (see Yates et al. 2000). In the course of developing 

the model, some aspects had been forced to ignore. For example, the so-called transitional HLZ 
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types were not determined as separate vegetation units within the model because, as a result, the 

model would have distinguished too many classes, and the plotting of this large number of classes 

would have made it impossible to visualize the relevant vegetation types. In our previous work 

(Szelepcsényi et al. 2009), however, it was found that in a regional analysis, it is advisable to use 

the transitional HLZ types. In this study, the widely used version of the HLZ system is modified, 

namely both the core and transitional HLZ types are determined as separate classes. 

As the HLZ system has been developed for the tropical region (see Holdridge 1967), it is 

necessary to evaluate the accuracy of HLZ maps for the mid-latitudes. For this reason, HLZ maps 

prepared here are compared to an expert-based map of the potential natural vegetation (PNV), 

created by Bohn et al. (2003). The degree of agreement between the maps is estimated by using 

the Kappa statistic developed by Cohen (1960). These comparisons indicate “poor” and “fair” 

agreements between the maps that are consistent with the findings by other studies in extratropical 

regions (e.g., Lugo et al. 1999; Zheng et al. 2006). 

Furthermore, here, the original and modified versions of the HLZ system are applied also to an 

observational climate database, in order to map the impacts of the recent climate change in the 

Carpathian Region for the last century. During our investigations, temporal changes in the relative 

coverage, the mean centre and the mean distributional altitude (MDA) are evaluated for each HLZ 

type. 

In the target area, seven HLZ types can be observed by using the original model. The results 

show that the dominant HLZ type of the Carpathian Region was the cool temperate moist forest 

(CtMf) during the whole study period. This type covered more than 60% of the total area in each 

of the five preselected 20-year time periods. At the beginning of the century, seven core and seven 

transitional HLZ types can be registered by using the modified variant of the HLZ system. Due to 

the introduction of transitional HLZ types, the spatial pattern of vegetation classes is significantly 

rearranged: (a) the first in the coverage ranking is the core HLZ type “cool temperate moist forest”, 

with an areal proportion of 50–60% (depending on the study period), whereas (b) the second most 

abundant vegetation class is the transitional HLZ type “cool temperate subhumid forest-steppe”, 

covering a significant part of the lowland areas. In the period 1901–1920 (P1), the latter type 

covered about one fifth of the target domain, whereas at the end of the century, the relative 

coverage of this vegetation class became one and a half times larger than in P1. Comparing the 

distribution pattern of this transitional HLZ type in the period 1981–2000 (P5) and the potential 

areas of the forest-steppe ecotone (see Varga et al. 2000), a big overlap can be found between 

them. 

One of the objectives of this study is to assess temporal shifts in various measures of the central 

tendency for HLZ types. Similar trends can be found for both models, so here, findings only for 

the original model are summarized. From P1 to P5, the mean centres of those HLZ types which 

were not related to mountains shifted northward. Furthermore, the results show that from P1 to the 

period 1941–1960 (P3), the value of MDA increased for all HLZ types, apart from one exception, 

whereas from P3 to the period 1961–1980 (P4), a decrease in this parameter can be registered for 

all HLZ types. The reason for this is the fact that the climate in P4 was slightly rainier and cooler 

than in P3. All in all, for the five most abundant HLZ types, the value of MDA increased during 

the last century. The registered changes in the spatial distribution pattern of HLZ types refer to 

northward and/or upward shifts of the vegetation, which are consistent with the recently observed 

shifts of the natural ecosystems (e.g., Walther et al. 2002, 2005; Kharuk et al. 2007). 

In summary, the effect of recent climate change on the potential vegetation in the Carpathian 

Region could be well presented by applying the selected versions of the HLZ system. Through the 
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use of the modified model, the climate of this region could be typified in much more detail. By 

introducing the transitional HLZ types, it is possible to circumscribe the position of the forest-

steppe, which is one of the most important ecotones in the study region. We think that the HLZ 

system, this relatively simple bioclimatic classification method, is suited to use as an effective 

visualization tool for disseminating current and future climate change information. For this reason, 

our further purpose is to evaluate the ecological impacts of also the projected climate change for 

the Carpathian Region, by using these models, following the example of other similar studies (e.g., 

Chen et al. 2003; Yue et al. 2006). 
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Abstract. In this paper, expected changes in the spatial and altitudinal distribution patterns of 

Holdridge life zone (HLZ) types are analysed to assess the possible ecological impacts of future 

climate change for the Carpathian Region, by using 11 bias-corrected regional climate model 

simulations of temperature and precipitation. The distribution patterns of HLZ types are 

characterized by the relative extent, the mean centre and the altitudinal range. According to the 

applied projections, the following conclusions can be drawn: (a) the altitudinal ranges are likely 

to expand in the future, (b) the lower and upper altitudinal limits as well as the altitudinal midpoints 

may move to higher altitudes, (c) a northward shift is expected for most HLZ types and (d) the 

magnitudes of these shifts can even be multiples of those observed in the last century. Related to 

the northward shifts, the HLZ types warm temperate thorn steppe and subtropical dry forest can 

also appear in the southern segment of the target area. However, a large uncertainty in the 

estimated changes of precipitation patterns was indicated by the following: (a) the expected change 

in the coverage of the HLZ type cool temperate steppe is extremely uncertain because there is no 

consensus among the projections even in terms of the sign of the change (high inter-model 

variability) and (b) a significant trend in the westward/eastward shift is simulated just for some 

HLZ types (high temporal variability). Finally, it is important to emphasize that the uncertainty of 

our results is further enhanced by the fact that some important aspects (e.g., seasonality of climate 

variables, direct CO2 effect, etc.) cannot be considered in the estimating process. 
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3.1 Introduction 

Nowadays, several methods are available to analyse the potential effects of climate change on 

vegetation distribution (see Prentice et al. 2007; Elith and Leathwick 2009; McMahon et al. 2011). 

Considering the applied approaches, models of plant distribution can be divided into two major 

groups: correlative and mechanistic models. Correlative models determine a statistical relationship 

between vegetation distribution and environmental variables (e.g., climate, soil, etc.); then this link 

is applied to predict the potential distribution of vegetation under the altered environmental 

conditions (Yates et al. 2000; Elith and Leathwick 2009). Mechanistic models simulate the growth 

and main physiological processes (e.g., photosynthesis, respiration, etc.) of some idealized plant 

types considering changes in the environmental conditions (Cramer 2002; Prentice et al. 2007). 

Nowadays, the distribution of vegetation is most commonly modelled at the following two levels 

of organisation: species and biome. 

Considering the object of prediction and the modelling approach, four basic techniques of 

modelling of plant distribution can be assigned: (a) correlative biome models (e.g., Holdridge 

1947, 1967; Box 1981b), (b) correlative species distribution models (see Elith and Leathwick 

2009), (c) dynamic global vegetation models (DVGMs) (e.g., Lund–Potsdam–Jena DVGM, LPJ-

DVGM: Sitch et al. 2003) and (d) mechanistic species distribution models (e.g., PHENOFIT: 

Chuine and Beaubien 2001). Transitions between the basic techniques are continuous; several 

hybrid models have been developed in the past (see Cramer 2002; Dormann et al. 2012). 

Both modelling approaches have several disadvantages; therefore, it can only be conceptually 

claimed that process-based models are better than statistical approaches. Mechanistic models have 

large data requirement, and in order to successfully apply these models, several ecological 

processes have to be known in more detail (Chen et al. 2003). In turn, one of the largest 

disadvantages of correlative models is that they are based on the current distribution patterns, 

namely, equilibrium between vegetation and environmental factors is assumed. 

Mechanistic models are more applicable for global/continental assessments because of those 

modelling approaches. At regional/local scale, correlative models are more widespread. In the 

recent past, for example, Falk and Mellert (2011), Rasztovits et al. (2012) and Zimmermann et al. 

(2013) used correlative models to predict the potential distribution of main forest-forming species 

in Europe. Modelling the distribution of biomes using correlative techniques is not typical on our 

continent. A simple climate–vegetation scheme, the so-called Köppen climate classification 

system (Köppen 1936) or one of its modified versions, is commonly applied to assess the 

sensitivity of European natural ecosystems to projected climate change (e.g., de Castro et al. 2007; 

Fábián and Matyasovszky 2010; Feng et al. 2012). 

Considering the terminology, the Holdridge life zone (HLZ) system (Holdridge 1947, 1967) 

can be regarded as the first correlative biome model (Cramer 2002). The model takes into account 

some basic laws of plant physiology; however, several important factors are not considered (e.g., 

seasonality of climate variables, physical properties of soil, etc.). Yates et al. (2000) compared 

Holdridge’s model to three process-based biogeography models for the conterminous USA under 

current and altered climate. They found that the reproduction ability of the HLZ system is almost 

as good as more complex biogeography models’, so this simple model is applicable with certain 

restrictions to assess potential impacts of climate change on natural ecosystems. In this case, 

however, we cannot afford to ignore the following conclusions of de Castro et al. (2007): (a) the 

future climate simulations show large uncertainties, (b) the relationship between vegetation and 
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climate in the future will not necessarily be the same as the current one and (c) the climate–

vegetation schemes consider only a limited number of clusters. 

The so-called HLZ maps were first used by Emanuel et al. (1985) to assess the effects of climate 

change on vegetation. Even though the alteration of precipitation was not considered, this 

investigation showed for the first time that climate change can induce drastic changes in vegetation 

distribution at high latitudes. Since then, this model has been applied several times to analyse the 

possible ecological impacts of the estimated climate change at a regional scale, for example, in 

China (Chen et al. 2003; Yue et al. 2006; Li et al. 2015) and India (Chakraborty et al. 2013). The 

above-mentioned investigations differ substantially from each other considering the input data. 

For the estimation of changes in Holdridge’s bioclimatic indices, Yue et al. (2006) and Li et al. 

(2015) used global climate model (GCM) outputs, which they downscaled using different 

statistical techniques. In the case of investigations of Yue et al. (2006), the GCMs were forced by 

the early IS92a emission scenario (Leggett et al. 1992), while the GCMs used by Li et al. (2015) 

already applied the so-called Representative Concentration Pathways (RCP) scenarios (Moss et al. 

2008) to simulate the response of the global climate system. Chakraborty et al. (2013) applied the 

HLZ system for a gridded observational database and three alternative scenarios. To our 

knowledge, outputs from a regional climate model (RCM) simulation were first used by Chen et 

al. (2003) to create HLZ maps. Climate change was defined by a doubling of the atmospheric CO2 

concentration; the simulation was prepared by using the RegCM2 regional climate model (Giorgi 

et al. 1993) coupled with the CSIRO global climate model (Watterson et al. 1995). 

To our knowledge, assessment of the projected changes in the distribution of HLZ types was 

carried out using RCM outputs neither for the Carpathian Region, nor for Europe. One possible 

reason for this is that in the framework of the PRUDENCE project (Christensen et al. 2007a), the 

first harmonized set of RCM experiments in Europe, the possible effects of climate change on 

terrestrial ecosystems were assessed by Morales et al. (2007) using the LPJ-GUESS process-based 

vegetation model (Smith et al. 2001) on the one hand, and by de Castro et al. (2007) using the 

Köppen–Trewartha climate classification method (Trewartha and Horn 1980) on the other hand; 

and in further investigations (e.g., Wolf et al. 2008; Hickler et al. 2012; Gallardo et al. 2013), these 

ecosystem models were favoured, too. 

For the last century, shifts in the horizontal and vertical distribution pattern of each HLZ type 

in the Carpathian Region have been analysed by Szelepcsényi et al. (2014a, b). The results showed 

that the mean centres of those HLZ types which were not related to mountains shifted northward 

during the twentieth century. In addition, it has also been found that the altitudinal midpoint of the 

dominant HLZ types moved to higher elevations in the selected time period. Nevertheless, Breuer 

et al. (2017) have recently analysed the climate change for the twentieth century in Hungary, by 

using another climate classification method, the revised Thornthwaite method (Feddema 2005). 

Unfortunately, they have not applied the thresholds associated with vegetation boundaries for both 

thermal and moisture indices (e.g., Mather and Yoshioka 1968); therefore, their investigation does 

not directly pertain to the potential vegetation. 

In this paper, expected shifts in the spatial and altitudinal distributions and the mean centres of 

the HLZ types are investigated for the Carpathian Region, in accordance with the above-mentioned 

studies (Szelepcsényi et al. 2014a, b). In order to construct HLZ maps, bias-corrected temperature 

and precipitation fields of 11 RCM simulations from the ENSEMBLES project (van der Linden 

and Mitchell 2009) are used. Analyses are performed not only for each RCM simulation but also 

for their so-called ensemble mean. Expected changes of the distribution pattern of HLZ types, of 

the relative extent, of the mean centre and certain altitudinal points of each HLZ type are 
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investigated. Results of the ensemble mean and those simulations which provide the minimal and 

maximal changes in the distribution pattern of HLZ types are presented in detail. In addition, the 

direction, the magnitude and the uncertainty of changes are analysed for each HLZ type. Moreover, 

projected trends in the coordinates of mean centre and the positions of the selected altitudinal 

points are detected for each HLZ type in the case of all projections. So it is investigated whether 

each HLZ type will shift along one of the spatial axes in the Carpathian Region, according to the 

selected projections. 

3.2 Data and methods 

3.2.1 Climatic data and study area 

The HLZ system requires daily or monthly time series of temperature and precipitation. The 

necessary data for this study are derived from 11 RCM experiments of the ENSEMBLES project 

(van der Linden and Mitchell 2009). Table 3.1 lists the 11 selected projections, along with their 

acronyms, responsible institutes and main references. The following statements apply to each 

single selected simulation: (a) all of them cover all Europe for the period 1951–2099, (b) all of 

them were prepared with a horizontal resolution of 15 arc-min (~25 km in mid-latitudes) and (c) 

all of them apply the SRES A1B emission scenario (Nakicenovic and Swart 2000) after the year 

2000 (van der Linden and Mitchell 2009). The necessary initial and boundary conditions are 

provided by three different GCMs: HadCM (Gordon et al. 2000) developed at the Met Office 

Hadley Centre, ECHAM5 (Roeckner et al. 2003) developed at the Max Planck Institute, and 

ARPEGE (Déqué et al. 1998) developed at Météo-France. 
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Table 3.1 List of the selected regional climate model (RCM) experiments, the corresponding 

acronyms, driving global climates models (GCMs), responsible institutes and main references 

Acronym Driving GCM RCM Institute Reference 

EH HadCM3Q0 CLM2.4.6 
ETHZ (Eidgenössische Technische 

Hochschule Zürich, SUI) 

Böhm et al. (2006) 

HH HadCM3Q0 HadRM3Q0 
HC (Hadley Centre for Climate 

Prediction and Research, GBR) 

Jones et al. (2004) 

CH HadCM3Q16 RCA3.0 
C4I (Community Climate Change 

Consortium for Ireland, IRL) 

Samuelsson et al. 

(2011) 

SH HadCM3Q3 RCA3.0 
SMHI (Sveriges Meteorologiska och 

Hydrologiska Institut, SWE) 

Samuelsson et al. 

(2011) 

SE ECHAM5-r3 RCA3.0 
SMHI (Sveriges Meteorologiska och 

Hydrologiska Institut, SWE) 

Samuelsson et al. 

(2011) 

IE ECHAM5-r3 RegCM3 
ICTP (International Centre for 

Theoretical Physics, ITA) 

Pal et al. (2007) 

KE ECHAM5-r3 RACMO2.1 
KNMI (Koninklijk Nederlands 

Meteorologisch Instituut, NED) 

van Meijgaard et 

al. (2008) 

ME ECHAM5-r3 REMO5.7 
MPI (Max-Planck-Institut für 

Meteorologie, GER) 

Jacob and Podzun 

(1997) 

DE ECHAM5-r3 HIRHAM5 
DMI (Danmarks Meteorologiske 

Institut, DEN) 

Christensen et al. 

(2007b) 

DA ARPEGE HIRHAM5 
DMI (Danmarks Meteorologiske 

Institut, DEN) 

Christensen et al. 

(2007b) 

CA ARPEGE RM5.1 
CNRM (Centre National de Recherches 

Météorologiques, FRA) 

Radu et al. (2008) 

Comparing RCM simulations to observations, Dobor et al. (2015) have shown that the selected 

RCM simulations contain biases and errors in the target area. In Hungary, these RCM simulations 

are able to represent monthly average temperature values properly, aside from a slight 

overestimation (which does not exceed 1 °C). In the case of precipitation, an overall 

overestimation can be detected, except in summer, when mostly underestimation occurs (Pongrácz 

et al. 2011). For this reason, first of all, a bias correction method is applied to the raw data, and 

then the corrected data are used for the further analyses. 

Several bias correction methods exist, and all of them have their advantages and disadvantages 

(Teutschbein and Seibert 2012), so it may be questionable whether to apply a bias correction or 

not. Nevertheless, in some cases, it is necessary to eliminate the systematic errors of simulations, 

hence bias correction is inevitable, but we always have to be aware of its limitations. Firstly, we 

have to mention that the main assumption of the method is stationarity, which is not probable in 

climate change conditions. Secondly, relations between different variables, spatiotemporal field 

consistency and conservation principles can be violated. Furthermore, the choice of the correction 

method is an additional factor of uncertainty (Ehret et al. 2012; Teutschbein and Seibert 2013). 

For the main goals of this paper, bias correction is absolutely necessary because for the present 

analysis absolute values of variables are needed. 

In this study, a percentile-based bias correction is applied, which is based on the assumption 

that two data sets are statistically identical if their cumulative density functions (CDFs) are the 

same. So the key of the applied method is that the empirical CDF of the simulated data set is fitted 

to the empirical CDF of the observed data set (Déqué 2007; Wang et al. 2016). Therefore, 

correction factors should be defined using the inverses of the CDFs for a calibration period. Then, 

it is possible to correct all simulated data assuming that the bias statistics are constant in time. 

Additive correction factors should be applied for temperature data, while multiplicative correction 
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method should be chosen in the case of precipitation. The factors should be defined using daily 

data for each month, for each grid cell. In this paper, the observed daily data are derived from the 

E-OBS gridded dataset (version 3.0) (Haylock et al. 2008), for the period 1951–2000. The values 

of daily mean temperature are corrected in this study, while the corrected values of daily 

precipitation sum are calculated by Pongrácz et al. (2014). A detailed description of the method 

used in this study is available in Wang et al. (2016), where it is labelled as quantile mapping 

method. 

In this paper, the target area is the Carpathian Region (Fig. 3.1), so the correction technique is 

applied only for the following region: 43.625°–50.625° N, 13.875°–26.375° E. In the next step, 

the values of monthly mean temperature and monthly total precipitation are calculated for each 

RCM simulation, and then the ensemble means are computed for both climate variables, for each 

month. The ensemble mean (EM) is defined as the average of the 11 RCM simulations. For the 

analyses, three 30-year long time periods (T1: 1961–1990, T2: 2021–2050, T3: 2061–2090) and 

28 decades (D1: 1951–1960, D2: 1956–1965, D3: 1961–1970, etc.) are selected. In the case of all 

simulations and the EM, the average values of monthly mean temperature and monthly total 

precipitation are computed for each chosen time period, for each grid cell. The HLZ system is 

applied for these mean fields, since Claussen (1996) has suggested that applying 10- and 30-year 

averages helps eliminate the large year-to-year fluctuation in climate variables, and so in this way, 

biome distribution could be estimated appropriately. 

 

Fig. 3.1 The Carpathian Region. The target area’s (a) topography and (b) location in Europe, 

indicating the major geographical regions, which are mentioned in the text 

The E-OBS gridded observational dataset (Haylock et al. 2008) includes a digital elevation 

model, which is used to localize altitudinal ranges of the HLZ types. Due to the applied horizontal 

resolution and spatial averaging, this elevation model cannot represent appropriately the real 

terrain at some points of the target area. In order to manage the effects of this problem, our 

assessment focuses on shifts in altitudinal midpoints rather than lower and upper altitudinal limits; 

furthermore, we assess the directions and tendencies of vertical shifts in more detail, instead of 

their magnitudes. 
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3.2.2 Holdridge life zone system 

Holdridge (1947, 1967) developed a geometric model which is able to determine the potential 

vegetation type under the given climatic conditions. The model uses three bioclimatic indices: 

mean annual biotemperature (ABT), total annual precipitation (APP), potential evapotranspiration 

ratio (PER). It is important to know that the indices are depicted on logarithmic axes in the so-

called life zone chart. A widely used, simplified version of this geometric model (life zone chart) 

is shown in Fig. 2.2 in Chapter 2. 

Holdridge (1967) has recognized that the vegetative growth and thus the net primary 

productivity are possible only in a certain temperature range. This remark was used in the 

definition of the ABT. In accordance with the above, in this study, as in many others (e.g., Chen et 

al. 2003; Li et al. 2015), the ABT is determined as the sum of monthly mean temperatures divided 

by 12, with the provision that values above 30 °C or below 0 °C are substituted with 0 °C. 

The PER is defined as the ratio of the annual potential evapotranspiration (APE, in mm) to the 

annual precipitation (APP, in mm). The APE can be simply estimated according to the following 

formula (Holdridge 1959): 

 ABT.APE  9358 , (3.1) 

where ABT is the mean annual biotemperature (in °C). 

Considering the definition, the required data and the performance, the method of Thornthwaite 

(1948) could be an appropriate choice among the most widely known temperature-based models 

for potential evapotranspiration (e.g., Thornthwaite 1948; Blaney and Criddle 1950; Hargreaves 

and Samani 1985). However, in accordance with the relevant literature (e.g., Chen et al. 2003; Li 

et al. 2015), in the present study, the value of APE is calculated using Eq. 3.1. Nevertheless, it is 

important to note that according to former comparisons (Tuhkanen 1980), in high latitudes, the 

values of APE calculated by Holdridge’s formula are lower compared to those estimated by 

Thornthwaite’s method; while in tropical and subtropical regions, the opposite is true. This 

statement can be underpinned by those thermal thresholds which are applied in the related climate–

vegetation schemes (Thornthwaite 1948; Holdridge 1967). 

The HLZ system has been developed for the tropical region (Holdridge 1967). In the model, 

besides the latitudinal regions, altitudinal belts have also been assigned based on the values of 

ABT. The reason for this is that Holdridge (1967) found it necessary to determine which is the 

most important limiting factor of the ABT (and thus the vegetative growth): the distance from the 

Equator or the elevation. However, the most climate change assessments using HLZ maps (e.g., 

Velarde et al. 2005; Yue et al. 2006) omit the altitudinal belts, so they use a simplified version of 

the HLZ system. This kind of simplification of the model described by Holdridge (1967) is 

justified by the following: (a) the model includes many classes which are difficult to assign to the 

widely accepted vegetation classes (Yates et al. 2000) and (b) due to the large number of classes, 

it is relatively complicated to implement this scheme and to evaluate the results. Some variations 

of the HLZ system (e.g., Henderson-Sellers 1994; Yates et al. 2000) are known, but most of them 

cannot eliminate the three most important limitations: (a) the lack of different soil–vegetation–

atmosphere interactions, (b) limited representation of the seasonality of climate variables and (c) 

the omission of direct CO2 effect. In spite of these well-known limitations, nowadays, this model 

is commonly used to map the possible ecological effects of climate change (e.g., Li et al. 2015; 

Khalyani et al. 2016), due to its simplicity and general accuracy. 

As we could see, there are many opportunities to modify the model (e.g., parameterization of 

the APE, vegetation classification, daily vs. monthly temperature data, etc.). One of the simplified 
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versions of the HLZ system (“version with no altitudinal belts”), which is used in the present study, 

is described by Szelepcsényi et al. (2014a). In addition, we should also mention that Szelepcsényi 

et al. (2014a) presented a variant of this simplified HLZ system, which allowed them to localize 

one of the most important ecotones of the Carpathian Region, the forest-steppe zone. 

3.2.3 Mean centre calculation 

There are several methods to determine central tendency (see Burt et al. 2009), one of these 

methods is the so-called mean centre. As Yue et al. (2006) and Li et al. (2015) have shown that 

this measure is suitable for analysing the spatial distribution of HLZ types, thus this method is 

used in the present investigation. The calculation of the mean centre of each HLZ type is based on 

a simple arithmetic mean of longitude and latitude of grid cells classified in the respective HLZ 

type. It is evident, as we will see later, that the area, covered by the respective HLZ type, not 

always includes the mean centre. 

One of the objectives of this study is to compute the distance and direction of shift of the mean 

centre from T1 to T3 for each HLZ type in the case of all projections. The distance of this shift is 

calculated as a great circle distance following Fenna (2007), while its direction is computed 

according to Yue et al. (2006). 

3.2.4 Mann-Kendall test for trend 

The Mann-Kendall test (Mann 1945; Kendall 1975) is a very popular tool for detecting the 

presence or absence of an increasing or decreasing trend within a time series. This is a rank-based 

test, which is robust to missing values. Comparing to the parametric trend tests, a benefit of this 

test is that the data need not conform to any particular distribution. There is only one key 

requirement to apply this test: data should be serially independent, because the presence of a 

positive or negative serial correlation affects to correctly identify the significance of trend (Hamed 

and Rao 1998; Yue and Wang 2004). Recently, several approaches have been developed in order 

to solve this problem (see Khaliq et al. 2009). Among these efforts, the most widely accepted and 

applied approaches are pre-whitening (PW), trend-free pre-whitening (TFPW), block bootstrap 

(BBS) and variance correction (VC). 

In this study, the VC method is applied as proposed by Hamed and Rao (1998). The VC method 

is based on the assumption that serial correlation alters only the variance of the test statistic. The 

test used in this study differs from the one described by Hamed and Rao (1998) basically in one 

aspect: missing values in the time series are not replaced, thus serial correlation coefficients are 

calculated according to Limonard (1978). 

The test is applied to assess trends in the coordinates of the mean centre and the positions of 

the lower and upper altitudinal limits, as well as the altitudinal midpoint for each HLZ type. The 

above parameters are calculated for each decade from 1951 to 2090 with a lag of 5 years. So 

ideally, the sample size is 28 for each HLZ type. However, as we will see later, not all HLZ types 

can be detected in every time period. Therefore, we should mention that significance of the test is 

determined only when the length of the equidistance time series (the sample size including the 

missing values) is greater than or equal to 8. 

3.2.5 Kappa statistic 

During our investigation, we define those simulations which predict the minimal and maximal 

distributional changes. For this purpose, the HLZ map for the period 1961–1990 (the map T1) 
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should be compared to the map T3 using Kappa statistic (Cohen 1960), for each projection. That 

RCM simulation is declared to provide the minimal (maximal) distributional change, for which 

the degree of agreement between maps T1 and T3 is maximal (minimal) based on the value of 

Kappa statistic, considering all projections. 

The Kappa statistic (κ) is determined according to the following formula: 
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 , (3.2) 

where po is the proportion of agreement and pe is the overall proportion of chance-expected 

agreement. In order to determine variables of the formula, it is necessary to define a so-called 

contingency table. In cell (x, y) of this table, it has to be displayed what is the probability that the 

category x on map A agrees with the category y on map B. A value in the main diagonal shows the 

probability that a given point on map A, which is classified into the respective category, falls into 

the same category on map B. The value of po is obtained by adding the individual values in the 

main diagonal. By summing the values of row x (column y), the probability that category x 

(category y) can be found on map A (map B) can be determined. The value of pe is computed by 

summing the products of row and column sums of the same category. 

The value of κ can vary between 0 and 1, with 0 representing totally different patterns and 1 

indicating complete agreement. We provide only a short overview of the Kappa statistic because 

Monserud and Leemans (1992) have already described the mathematical background of the model 

in detail. 

3.3 Results 

3.3.1 Spatial distribution pattern of HLZ types 

First of all, the spatial distribution pattern of HLZ types is presented according to the EM and those 

RCM simulations which provide (based on the values of the Kappa statistic) the minimal (DE: 

HIRHAM5/ECHAM5-r3) and maximal (CH: RCA3.0/HadCM3Q16) distributional changes (Fig. 

3.2). In T1, the dominant HLZ type is the cool temperate moist forest (CtMf) in the target domain, 

which coincides with the results of Szelepcsényi et al. (2014a). In the centre of the Carpathian 

Region and also in some parts of Wallachian Plain, the cool temperate steppe (CtS) can be 

observed. The Central Alps, the Dinaric Alps and some parts of the Carpathians can be separated 

by the cool temperate wet forest (CtWf), the boreal wet forest (BWf) and the boreal rain forest 

(BRf). (In these mountainous areas, the alpine tundra should also occur sporadically (see Bohn et 

al. 2003); however, this biome type cannot be found on the above HLZ maps, due to the “coarse” 

horizontal resolution of the applied RCM simulations.) In T3, the dominant HLZ type is projected 

to be the warm temperate dry forest (WtDf) and simultaneously, the coverage of the CtMf can be 

reduced. In T3, a new HLZ type, the warm temperate thorn steppe (WtTs) is likely to appear in 

the southern part of the Great Hungarian Plain and in the Wallachian Plain, too. In T3, some grid 

cells in the southwestern segment of the target area can fall into the category of subtropical dry 

forest (SDf). According to the simulation of CH, which provides the maximal distributional 

change, the CtS can disappear in the western parts of the domain. In the Central Alps and in the 

Dinaric Alps, the warm temperate moist forest (WtMf) is estimated to occur in T3. The agreement 

between maps T1 and T3 is poor/very-poor according to all projections (see the top right corner 

of maps T3 in Fig. 3.2); so the distributional change of HLZ types is probably remarkable in the 

Carpathian Region. 
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Fig. 3.2 Spatial distribution of Holdridge life zone (HLZ) types in the Carpathian Region for the 

periods 1961–1990 (T1), 2021–2050 (T2) and 2061–2090 (T3) according to the ensemble mean 

(EM) of the selected RCM simulations and those RCM simulations which provide the minimal 

and maximal changes in the distribution pattern of HLZ types. In the top right corner of maps 

T3, the Kappa statistic is shown, which indicates the degree of agreement between maps T1 and 

T3 for each projection 

In Fig. 3.3, the inter-model difference in the relative coverage of each HLZ type is presented 

by the so-called skeletal box plots, just like in the case of the following analysed parameters. The 

reference periods for the bias correction (1951–2000) and for the assessment (1961–1990) are not 

identical. Therefore, considering individual RCM simulations, calculated values referring to T1 

are not necessarily the same as we will see in the following assessments. 



39 

 

Fig. 3.3 Inter-model difference in the relative coverage of each Holdridge life zone (HLZ) type 

in the target area for the periods 1961–1990 (T1), 2021–2050 (T2) and 2061–2090 (T3) is shown 

by box plots. The triangle refers to the ensemble mean (EM). In the first column, the number of 

those ensemble members which indicate the respective HLZ type in the actual time period is 

shown. In the second (third) column, it is shown whether the minimum (maximum) of coverage 

values for the respective HLZ type in the actual time period is provided by 

RCA3.0/HadCM3Q16 (CH; large circle) or HIRHAM5/ECHAM5-r3 (DE; small circle) 

In T1, the relative extent of the BWf can be 2.6–4.2% depending on the RCM simulation (Fig. 

3.3); while in T3, this HLZ type appears only by one RCM simulation (CH). Taking into account 

all ensemble members, the uncertainty is very high in the case of the CtS, because the areal 

proportion of this HLZ type may change from 19.6–25.8% (T1) to 1.9–43.2% (T3), considering 

its minimal and maximal values. Hence, taking into account the whole spectrum, even the sign of 

the change cannot be determined for this HLZ type. However, most of the RCM simulations (8 

out of 11) project a smaller relative extent for the CtS than 13.5%, which is substantially less (by 

about 6%) than its minimal value in T1, considering all RCM simulations. According to the EM, 

the coverage of the CtS will be halved from T1 to T3 (namely, from 22.3 to 11.1%). Nevertheless, 

expansion of this HLZ type for the far future is estimated by only two RCM simulations, both of 

which were driven by ARPEGE. According to the simulation of DA (HIRHAM5/ARPEGE), the 

extent of the CtS is projected to be twofold by T3 (compared to T1). 

In T1, the WtDf can cover 3.3–5.6% of the target area depending on the RCM simulation (Fig. 

3.3). The sign of the change is clear for this HLZ type; in T3, the WtDf may become a dominant 

biome type in the target area. However, in this case, the magnitude of changes is uncertain: 6 out 
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of 11 RCM simulations project that this HLZ type will cover 43–47.5% of the selected domain in 

the far future, while three RCM simulations estimate that its value will be 31–34% in T3. 

According to the EM, the extent of the WtDf can be fourfold in T2 compared to T1 (from 4.4 to 

23.9%), while in T3 even 41.6% of the target domain may be covered by this HLZ type. 

Appearance of two subtropical HLZ types, the SDf and SMf (subtropical moist forest), is 

estimated by nine and four RCM simulations, respectively, but their relative coverage will not 

exceed 0.5% together according to all projections (Fig. 3.3). Furthermore, all RCM simulations 

estimate that the BRf will disappear from the Carpathian Region by T3. 

In T2, the relative extent of the CtMf is projected to be slightly less compared to T1 (this value 

for the EM is 61.6% in T1 and 50.7% in T2); the largest decrease (from 61.1 to 41.8%) is estimated 

by the simulation of EH (CLM2.4.6/HadCM3Q0), and the smallest (from 59.9 to 57.3%) by the 

simulation of DE. For T3, a further decrease is projected for this HLZ type: 6 out of 11 RCM 

simulations estimate that less than 35% of the target area will be covered by the CtMf. The minimal 

value (22.1%) of relative coverage for the CtMf is projected by the simulation of CH (maximal 

distributional change), while its maximal value (44.7%) is estimated by the simulation of DE 

(minimal distributional change) (Fig. 3.3). 

Most of the RCM simulations (9 out of 11) project that the WtTs will appear in the Carpathian 

Region in T2 (Fig. 3.3); however, the spatial extent is less than 1% according to all projections, 

except the simulation of EH (1.8%). In T3, appearance of the WtTs is quite certain according to 

the projections. Its relative coverage is larger than in T2, it can exceed 10% according to the 

simulation of EH and HH (HadRM3Q0/HadCM3Q0), however this value for the EM is only 4.9%. 

In Fig. 3.4, a transformation matrix from T1 to T3 is presented. Letters in the matrix above the 

main diagonal indicate shifts in climate from “wet” to “dry” and/or from “cold” to “warm” 

conditions. It is important to emphasize that 17 out of the 20 projected transformation types are 

above the main diagonal, hence drier and/or warmer climatic conditions are likely to occur in T3, 

generally. Four dominant HLZ transformations are expected. The proportion of area affected by 

the transformation g (from CtMf to CtS) is projected to be 7.1% according to the EM; while 

considering individual RCM simulations, this value is 0.8% minimally and 23.1% maximally. In 

the case of the transformation i (from CtMf to WtDf), the relative extent of the affected area can 

vary between 12.4 and 39.3%; however, according to 7 out of 11 RCM simulations, it can be 

reduced to the 21.5–26% interval. Considering the transformation m (from CtS to WtDf), the 

uncertainty is relatively high, as 4 out of 11 RCM simulations estimate that the relative coverage 

of the affected area is less than 10%, while 6 projections estimate that it is more than 15% (this 

value for the EM is 14.5%). Finally, the transformation n (from CtS to WtTs) is projected to be 

remarkable. According to the EM, the proportion of the affected area is 3.9%. Considering five 

RCM simulations, this value can vary between 0.6 and 1.7%, while taking into account all selected 

RCM simulations, it can be 0.6–12.3%. The CtS occurs in three cases out of these four emphasized 

transformations. The relative extent of the area affected by these transformations can vary widely. 

This underpins our former conclusion related to Fig. 3.3, namely the expected tendency in the 

coverage of the CtS is uncertain. The rest of the HLZ transformations affect less than 5% of the 

total area, individually. 
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Fig. 3.4 Holdridge life zone (HLZ) transformations in the Carpathian Region from the period 

1961–1990 (T1) to the period 2061–2090 (T3) considering all projections. On the left panel, the 

letters (a–t) in the matrix refer to those HLZ transformations which are indicated by at least one 

of the RCM simulations in the target area. On the right panel, the inter-model scatter in the 

relative extent of the area affected by these HLZ transformations is shown by box plots. The 

triangle refers to the ensemble mean (EM). The number of ensemble members is also indicated 

for each HLZ transformation. The abbreviations of HLZ types can be found in Fig. 3.3. At the 

bottom of the left panel, we can see that a certain HLZ type indicates a “warmer”/“colder” and/or 

“wetter”/“drier” climatic condition compared to other HLZ types. In this legend, humidity 

(thermal) characteristic is changing vertically (horizontally). The HLZ types in the uppermost 

(lowermost) row refer to the wettest (driest) climatic conditions on an annual basis, while in the 

first (last) column those HLZ types can be observed which indicate the coldest (warmest) 

conditions 

3.3.2 Mean centres of HLZ types 

The shift in the mean centre of each HLZ type is also analysed. Because of page limitations, only 

the shifts from T1 to T3 are assessed, basically. Taking into account that the mean centre of a given 

HLZ type does not necessarily fall into the domain of the respective HLZ type because of its 

fragmentation, therefore related maps are presented only in Appendix A.1. However, Fig. 3.5 

shows the inter-model spread in the magnitude and direction of the shift only for those five HLZ 

types which can be observed in both T1 and T3. In order to plot directional data, the so-called 

circular box plots (Abuzaid et al. 2012) are used. From T1 to T3, the mean centres of the CtS and 

WtDf are likely to shift by 255.2 ± 92.5 and 278.5 ± 34.3 km, respectively (average ± standard 

deviation of the 11 RCM simulations). The magnitude of the shift can be remarkable for these 

HLZ types; however, the range of the projections is wide: the projected minimum–maximum 

change is 102–414 km in the case of the CtS and 214–333 km in the case of the WtDf. Here, it is 

also important to mention that the average distance between the easternmost and westernmost 
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points of the target area is 946 km. In the case of the CtWf, CtMf and WtMf, the expected 

magnitude of the shift is smaller than in the above-mentioned cases; they are 105.6 ± 19.3, 

73.6 ± 20.2 and 57.3 ± 11.3 km, respectively. In the case of the WtMf and WtDf, the uncertainty 

of the shift direction can be small. From T1 to T3, the mean centre of the WtMf is likely to move 

to northeast, while for the WtDf, a northwestward shift is expected at the same time. The mean 

centres of the CtMf and CtS are projected to move to north and northeast, respectively, by 7 out 

of the 11 selected projections. Southward shift from east–west axis is shown by only two RCM 

simulation/HLZ type pairs. 

 

Fig. 3.5 Inter-model spread in the (a) magnitude and (b) direction of the shift of the mean centre 

of each Holdridge life zone (HLZ) type from the period 1961–1990 (T1) to the period 2061–

2090 (T3) is shown by box plots. Shifts are presented only for those HLZ types which can be 

indicated by all RCM simulations in the target area in both time periods. Linear (circular) box 

plots are used for magnitude (directional) data. The triangle refers to the ensemble mean (EM). 

The abbreviations of HLZ types can be found in Fig. 3.3 

Shift of the mean centre from T1 to T3 can be assessed only for the five above-mentioned HLZ 

types. In order to detect the expected tendencies of mean centre shifts for all HLZ types, trends in 

longitude and latitude coordinates of those mean centres which are calculated for each decade from 

1951 to 2090 with a lag of 5 years are estimated (Fig. 3.6). A change in the latitude (longitude) 
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coordinate refers to a northward/southward (westward/eastward) shift. In the case of the CtWf, 

CtMf, CtS, WtMf and WtDf, the mean centre is estimated to shift northward according to most of 

the projections (9 out of 11 RCM simulations project a significant trend at least at a confidence 

level of 90%), which confirms our former results (Fig. 3.5). In the case of the WtDf, all RCM 

simulations estimate that the northward shift is significant at a confidence level of 95%. Almost 

all RCM simulations project a significant southward shift in the case of the BRf and BWf (the 

trend is significant according to nine RCM simulations at least at a confidence level of 90 and 

80%, respectively). The mean centre of the WtTs is likely to move northward according to three 

RCM simulations at least at a confidence level of 90%. For the WtDf, a westward shift is estimated 

by all projections, which is significant at a confidence level of 95% according to nine RCM 

simulations. A westward (eastward) shift is expected also in the case of the BRf (BWf): nine RCM 

simulations project a significant increasing (decreasing) trend in the longitude coordinate at least 

at a confidence level of 90% (95%). In the case of the CtS and WtMf, an eastward shift is shown 

at least at a confidence level of 90%, by seven RCM simulations. 

 

Fig. 3.6 Trends in the (a) latitude and (b) longitude coordinates of the mean centre of each 

Holdridge life zone (HLZ) type according to the selected RCM simulations (whose acronyms are 

listed in Table 3.1) and their ensemble mean (EM). On the left (right) panel, the uncertainty of 

northward/southward (westward/eastward) shifts is presented. A larger filled triangle means that 

the trend is significant at a higher confidence level. The empty triangle indicates a non-

significant trend. In the case of blank rubric no trend could be detected. The symbol × refers to 

those cases where the Mann-Kendall (MK) trend test is not applicable 

3.3.3 Altitudinal distribution pattern of HLZ types 

In this subsection, the altitudinal distribution pattern of HLZ types is assessed. Figure 3.7 shows 

the altitudinal ranges of the HLZ types for T1, T2 and T3 according to the EM and the previously 

selected RCM simulations (DE, CH), which are identified using Kappa statistic (see Section 3.3.1). 
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Figure 3.7 confirms our former statement that the two boreal HLZ types (BRf, BWf) directly relate 

to mountainous areas in the study area. Based on the results of the highlighted projections, in the 

target area the BRf (BWf) cannot be detected in T1 below 1171 m a.s.l. (728 m a.s.l.). (These 

relatively low values are explained by the horizontal resolution and spatial averaging related to the 

applied digital elevation model, as we have indicated earlier.) In T1, the altitudinal range width 

(i.e., the difference between the maximum and minimum elevations) of the BRf (BWf) is 450.2 m 

(833 m) according to the EM; while in T2, this value is expected to be 154.9 m (390.6 m). So the 

results suggest that the altitudinal range width for the boreal HLZ types will probably be reduced; 

moreover, these HLZ types may even disappear in the far future, and they will be replaced by cool 

temperate forests (CtMf, CtWf) (Fig. 3.4). This kind of vegetation transformation is consistent 

with recently observed altitudinal vegetation shifts in undisturbed forests (e.g., Beckage et al. 

2008). In parallel, the altitudinal range width is likely to increase in the case of the CtS, WtMf and 

WtDf. Namely, from T1 to T3, this value for the CtS, WtMf and WtDf is estimated to change from 

447.1 to 807.4 m, from 204.8 to 699.7 m and from 365 to 819.8 m, respectively, based on the 

results of the EM (Fig. 3.7). In those cases, where shifts in the altitudinal midpoints can be detected 

from T1 to T2 or from T2 to T3, an upward shift can be observed as well, considering the three 

preselected projections. The lower altitudinal limit is expected to shift toward higher altitudes for 

all HLZ types, with the exception of the CH/CtS RCM simulation/HLZ type pair from T2 to T3. 

So the selected projections mostly agree on the direction of changes; however, there are substantial 

differences considering the details. Take for example the so-called altitudinal core ranges, which 

are identified by the 25th and 75th percentiles of elevations. In T3, for some HLZ types, the upper 

margins of the altitudinal core ranges highly vary depending on RCM simulation (DE, EM and 

CH, respectively): (a) 672.7 m, 797.7 m and 856.5 m a.s.l. for CtMf; (b) 464.4 m, 407.4 m and 

819.4 m a.s.l. for CtS; and (c) 789.6 m, 789.6 m and 1001 m a.s.l. for WtMf. 
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Fig. 3.7 Altitudinal distribution of Holdridge life zone (HLZ) types in the Carpathian Region for 

the periods 1961–1990 (T1), 2021–2050 (T2) and 2061–2090 (T3) according to the ensemble 

mean (EM) of the selected RCM simulations and those RCM simulations which provide the 

minimal (DE) and maximal (CH) distributional changes. The box indicates the so-called 

altitudinal core range (which is identified by the 25th and 75th percentiles of elevations), while 

the altitudinal midpoint (which is identified by the median) is shown as a horizontal line in the 

box. The ends of the whiskers indicate the lower and upper altitudinal limits (which are identified 

by the minimum and maximum of elevations). The abbreviations of HLZ types can be found in 

Fig. 3.6 

As indicated by Fig. 3.7, the magnitude of shift in each altitudinal range is uncertain. So in the 

following, the ensemble range of the projected changes in three selected altitudinal points, namely 

the altitudinal midpoint, the lower and upper altitudinal limits, is examined, again for the five 

dominant HLZ types (Fig. 3.8). From T1 to T3, the altitudinal midpoints of the CtWf, CtMf, CtS, 

WtMf and WtDf are likely to move to higher altitudes by 180.1 ± 82.8, 212.1 ± 78.1, 167.7 ± 89.6, 

160.4 ± 81.4 and 96.5 ± 24.7 m, respectively. The same values for the upper altitudinal limit are 

as follows: 387.7 ± 0, 360.9 ± 6.3, 420 ± 173.3, 524.5 ± 127.4 and 501.3 ± 153 m, respectively. 

So generally, increases for the upper altitudinal limit are expected to be greater than for the 

altitudinal midpoint. However, the range of the projections is very wide for some HLZ types, 

similar to the above analysed spatial parameters. For example, the projected minimum–maximum 

values of shift in the upper altitudinal limit for the CtS, WtMf and WtDf are 182.1–719.9 m, 290.9–

683.2 m and 289.2–787.1 m, respectively. Furthermore, the lower altitudinal limits are likely to 
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shift toward higher elevations, but these shifts cannot be greater than 200 m, except in the case of 

the CtWf. From T1 to T3, the lower altitudinal limit for this HLZ type will be shift upward by 

263.4 ± 68.6 m. Moreover, the upper altitudinal limit of the WtDf can either move to lower 

altitudes according to one projection (IE: RegCM3/ECHAM5-r3). 

 

Fig. 3.8 Inter-model spread in the shift of the selected altitudinal points (LAL: lower altitudinal 

limit, AMP: altitudinal midpoint, UAL: upper altitudinal limit) of each Holdridge life zone 

(HLZ) type from the period 1961–1990 (T1) to the period 2061–2090 (T3) is shown by box 

plots. The value of the ensemble mean (EM) is denoted by a triangle. Changes are presented 

only for those HLZ types which can be indicated by all RCM simulations in the target area in 

both time periods. The abbreviations of HLZ types can be found in Fig. 3.6 

3.4 Discussion 

Shifts in spatial and altitudinal distribution of HLZ types are determined by the spatial and 

temporal changes in bioclimatic indices (ABT, APP, PER) of the HLZ system. It is important to 

note that the applied version of the HLZ system cannot identify the so-called ecotones (transitional 

zones); hence, main biome types (e.g., forest and steppe) are separated by sharp boundaries which 

are assigned not empirical limits of climatic variables. Contrary to most biome models, the HLZ 

system does not focus on thresholds describing boundaries among biome types, hence it classifies 

based on the distance from the ideal (theoretical) point in the 3-dimensional space of bioclimatic 

indices (see Yue et al. 2001). Therefore, the model may react extremely sensitively to relative 

slight changes of the indices inside of the so-called transitional zones. We would like to emphasize 

that in accordance with the recently observed changes (Szelepcsényi et al. 2014a), the coverage of 

transitional zones can increase in the target domain (from T1 to T3, from 28.7 ± 0.9 to 

38.1 ± 4.4%), which can adversely affect the robustness of modelling results. Furthermore, it is 
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important to note that the validity of our results is limited because the HLZ system omits seasonal 

changes in the climatic variables. 

3.4.1 Latitudinal and longitudinal range shifts of HLZ types 

The results of Pongrácz et al. (2011) indicate that the mean annual temperature is likely to increase 

by 2–5 ºC for the end of the twenty-first century in the target area. In accordance with this, in the 

whole Carpathian Region, a significant increasing trend of the ABT can be detected in the future 

(not shown), which implies that the climate will be warmer on an annual basis. This significant 

temperature rise, in accordance with former simulation results (e.g., Sykes and Prentice 1996; 

Hickler et al. 2012), may induce a northward shift of climatically determined ecosystem types 

(Fig. 3.6a). 

Pongrácz et al. (2011) have also shown, considering spatial averages, that the precipitation sum 

will decrease in summer and increase in winter in the Carpathian Region according to the 

projections; however, considering the value of APP, the simulated changes are uncertain and non-

significant. In the case of the APP and PER, which indicate humidity conditions, the uncertainty 

is quite high, considering both temporal variability and inter-model scatter. Signs of the changes 

in APP are estimated to be different basically in the southern and northern segments of the target 

domain; in the southern (northern) regions 2–3 (2–4) RCM simulations project a significant 

decreasing (increasing) trend of the APP (not shown). Uncertainty in the projected humidity 

conditions combined with the modelling approach used in the HLZ system and the complex 

topography of the study region induce jointly that depending on the RCM simulation, (mostly non-

significant) trends are estimated with opposite signs in the case of the westward/eastward shift of 

the CtWf, CtMf and WtTs (Fig. 3.6b). 

Those HLZ types which are adapted to cooler and wetter conditions (e.g., the BRf and BWf) 

probably occur in patches (mostly in the mountains), due to the topography of the selected domain. 

While the projected warming and drying affect the mountains in the Carpathian Region with 

dissimilar intensity according to the applied RCM simulations (see Pongrácz et al. 2011), patches 

of these HLZ types may shrink by different magnitudes; furthermore, these patches can disappear 

at different times (e.g., Fig. 3.2). So, for example, a significant eastward shift of the BWf (Fig. 

3.6b) can be explained by that its areal extension may shrink faster in the Northwestern 

Carpathians than in the Eastern and Southern Carpathians; moreover, the applied RCM simulations 

project its disappearance earlier from the Northwestern Carpathians than from the Eastern and 

Southern Carpathians. 

Westward/eastward shifts of those HLZ types which are not related to mountains are clearly 

associated with the projected expansion of the WtDf. The estimated spread of the WtDf can be 

explained by that the value of ABT may increase substantially in the plain areas located along a 

northwest–southeast transect, forming appropriate conditions for that HLZ type which favours 

drier and warmer conditions. Parallel with the expansion of the WtDf, the CtWf and CtS may shift 

from the centre of plain areas to the edge of the selected domain (e.g., Fig. 3.2). By the end of the 

twenty-first century, the CtS may totally disappear from the western regions of the target area 

(lowland regions between the Central Alps and the Northwestern Carpathians and the Great 

Hungarian Plain), which explains its significant eastward shift (Fig. 3.6b). In the case of the CtWf, 

mostly another type of adaptation strategies, the vertical (upward) migration is estimated by the 

applied RCM simulations (Fig. A.2). 
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3.4.2 Altitudinal range shifts of HLZ types 

According to the EM and the preselected RCM simulations (DE, CH), the altitudinal range width 

of HLZ types will probably increase, except in the case of boreal HLZ types (BRf, BWf) (Fig. 

3.7). The results suggest that the lower and upper altitudinal limits as well as the altitudinal 

midpoints are likely to move to higher elevations for most HLZ types (Fig. 3.8 and Fig. A.2). The 

upward shift of woody plants is usually linked to the temperature increase (e.g., Kullman 2001; 

Peñuelas and Boada 2003). This statement is confirmed by the fact that the upper forest limit is 

determined by temperature basically; hence, here, the warming usually creates more favourable 

abiotic conditions for trees and improves the succession processes (Körner 2012). 

In the target domain, a similar reaction of vegetation has already been observed under recent 

climate change: Martazinova et al. (2011) in the Ukrainian Carpathians and Treml and Chuman 

(2015) in the Sudetes have detected that the treeline advanced upward at a rate of 0.5 and 0.3–

0.43 m year−1, respectively, during the last century. They found these altitudinal shifts are 

associated with observed temperature changes. Nevertheless, it is important to emphasize the main 

conclusions of Harsch et al. (2009): (a) the air temperature is not the only factor which determines 

the position of treeline (and so woody plant), as the direct effects of temperature can be hidden by 

interactions with other factors (e.g., precipitation, disturbance, plant–plant interactions); (b) but it 

is possible that vegetation response lags behind, or it appears only if warming exceeds a certain 

threshold. Considering these aspects, our results can be accepted only as a first guess. 

Furthermore, we would like to highlight once again that the horizontal resolution of the applied 

database is relative “coarse” for the mountainous areas, so this can have a certain degree of 

distortive effect on our results, especially those relating to the upper altitudinal limit. Hence, in 

our opinion, it is advisable to compare our results to such outcomes, which have similar spatial 

resolution (~25 km). 

3.4.3 Harmful effects of climate change on boreal forests 

Our results, which are in accordance with other simulation results (e.g., Sykes et al. 1996; Hickler 

et al. 2012), indicate that projected changes may have remarkable effects on boreal HLZ types. 

The relative coverage of these ecosystem types can be substantially reduced; moreover, they can 

even disappear from the target area (Fig. 3.3). Since the estimated temperature is too high for these 

HLZ types both in the northernmost and highest points of the target domain, these vegetation types 

neither with a northward shift (Fig. 3.6a), nor with an upward shift (Fig. 3.7) can response to the 

possible temperature increase. Furthermore, their adaptation is more difficult, because they already 

cover only a small area fragmentally (Fig. 3.2). 

However, we could not take into consideration in our investigation, but our results are 

modulated by the fact that the longer growing period and decreasing frequency and severity of 

frost events are favourable for broad-leaved species (temperate forest), thus giving them a 

competitive advantage over coniferous species (boreal/alpine forest) (Woodward 1987). 

Nevertheless, because a correlative model is used in this study, we could not take into 

consideration that the decreased resistance to insects and the recurrent wildfires may further 

worsen living conditions of boreal tree species at the lower/southern boundaries of their 

distribution (Fischlin et al. 2009). 
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3.4.4 Magnitudes of projected range shifts of HLZ types 

Effects of projected alterations can be assessed by comparing them to historical changes. Hence, 

in the followings magnitude of changes in coverage and shifts in central tendencies (mean centre 

and altitudinal midpoint) are compared to the results of Szelepcsényi et al. (2014a, b) referring to 

the twentieth century (however, the current and former investigations’ target domains are not 

identical). So in order to compare the results of these studies, the velocity of changes (changes in 

extension, shifts in mean centre and altitudinal midpoints) is determined. 

Assuming linear shifts (see Treml and Chuman 2015), the velocities are calculated by a two-

step procedure for each study: (i) a shift in the given spatial parameter is determined as the 

difference between the first and last periods and then (ii) this value is divided by the difference 

between those numbers which label the given time periods. The number, which labels the selected 

time period, is calculated by the median of the years of the time period; if the number of years is 

even, we round it down to the nearest integer. In the investigations of Szelepcsényi et al. (2014a, 

b), the first (last) period is the period 1901–1920 (1980–2000); while in this study, velocities are 

calculated as differences between T1 and T3. 

Comparison can be done only for cool (CtWf, CtMf, CtS) and warm (WtMf, WtDf) temperate 

HLZ types. Results based on the observational database are basically compared to the EM; 

however, in the case of the mean centre and the altitudinal midpoint (in the following paragraphs), 

the minimum and maximum of the projected changes, considering all RCM simulations, are also 

shown in brackets. 

In the last century, extensions of the WtMf and WtDf increased at a rate of 44 and 

894 km2 year−1; while in the future, these rates can be 179 and 2815 km2 year−1 according to the 

EM (Fig. 3.2). So the expansion of these HLZ types can be 3–4 times as fast as in the past. Areas 

of the CtWf and CtMf declined at a rate of 205 and 797 km2 year−1 over the twentieth century. 

According to the applied RCM simulations, these downward trends probably will not be reversed. 

In the future, according to 8 out of the 11 selected RCM simulations, the velocity of area loss of 

the CtMf can exceed twice the value observed in the past (1594 km2 year−1). In addition, based on 

the results of six RCM simulations, the coverage of the CtWf can reduce in the future at least at a 

rate which is observed over the last century (Fig. 3.3). The extension of the CtS decreased at a rate 

of 328 km2 year−1 in the last century; it can reduce at a rate of 852 km2 year−1 according to the EM 

(Fig. 3.2). However, the uncertainty of the simulations is quite high (Fig. 3.3): the area of this HLZ 

type is estimated to increase at a rate of ~1600 km2 year−1 (DA), while a reducing trend by a similar 

magnitude can also occur (SE: RCA3.0/ECHAM5-r3). 

The mean centres of the CtWf, CtMf, CtS and WtDf are shifted at a rate of 0.32, 0.29, 1.66 and 

0.41 km year−1, respectively, in the Carpathian Region during the twentieth century. In the future, 

these values are projected to be 0.83 km year−1 (0.77–1.37 km year−1), 0.78 km year−1 (0.35–

1.04 km year−1), 2.48 km year−1 (1.02–4.15 km year−1) and 2.9 km year−1 (2.14–3.33 km year−1), 

respectively (Fig. 3.5). Thus, for most HLZ types, the velocities of the future mean centre shifts 

are estimated to be 1.5–2.5 times as large as in the past, according to the EM. In the case of the 

WtDf, a drastic velocity increase is expected: according to 10 out of the 11 selected RCM 

simulations, its mean centre probably shifts at a rate six times larger than the historical value for 

this HLZ type. A decrease in the magnitude of the mean centre shift can occur only in the case of 

the WtMf; its rate, which was 1.13 km year−1 in the past century, can be declined in the future 

(0.44–0.81 km year−1) (Fig. 3.5). 
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During the twentieth century, the altitudinal midpoints of the CtMf, CtS and WtDf shifted to 

higher elevations at a rate of 0.51, 0.46 and 0.24 m year−1, respectively. According to the selected 

projections, the rates of this vertical (upward) shift are projected to be 1.9 m year−1 (0.75–

3.57 m year−1), 1.68 m year−1 (0.85–4.25 m year−1) and 0.98 m year−1 (0.75–1.39 m year−1), 

respectively (Fig. 3.8). Besides the clear (increasing) trend, it can be seen that the uncertainty in 

the magnitude of these changes is quite high. This uncertainty is confirmed by inter-model 

differences (the difference between the minimum and maximum rates), which are usually larger 

than the absolute values of the rate for EM, except in the case of the WtDf. However, it is important 

to note that according to the EM, projected future changes can be 3.5–4 times as fast as in the last 

century, in the case of the three preselected HLZ types. Over the last century, decreasing tendency 

for the altitudinal midpoint can be recognized only in the case of the WtMf; it can be reversed in 

the future, this HLZ type can move toward higher elevations at a rate of 1.9 m year−1 (0.69–

3.17 m year−1) (Fig. 3.8). 

3.5 Conclusions 

In this paper, Holdridge life zone (HLZ) types of the Carpathian Region were analysed by using 

11 bias-corrected RCM simulations of temperature and precipitation from the ENSEMBLES 

project. Our investigations focused on the spatial and altitudinal distribution patterns of HLZ types. 

Parameters describing distribution patterns of HLZ types were determined for three 30-year long 

time periods (T1: 1961–1990; T2: 2021–2050; T3: 2061–2090) and also for 28 decades. 

Simulations, which provide the maximal and minimal distributional changes, were selected by 

using Kappa statistics. The sign and the uncertainty of the projected changes are analysed by using 

the modified Mann-Kendall test for the parameters of spatial and altitudinal distribution referring 

to decades. 

The results show that the dominant HLZ type is the CtMf in the Carpathian Region in T1. The 

applied RCM simulations project that this dominancy for T3 can be reduced; furthermore, spatial 

distribution patterns of HLZ types can be modified substantially. The boreal HLZ types (BRf, 

BWf) are estimated to disappear from the region, whereas the WtTs and SDf can appear, which 

can be found nowadays, for example, in Spain and Turkey (Leemans 1990; Tatli and Dalfes 2016). 

The relative extent of humid (CtMf, WtMf, SMf) and perhumid (BWf, CtWf) HLZ types is 

projected to decrease by 41 ± 12 and 58 ± 13% from T1 to T3, respectively. The relative coverage 

of warm temperate HLZ types (WtMf, WtDf, WtTs) in T3 can be estimated to be 10 times as much 

as in T1, while in the case of cool temperate HLZ types (CtWf, CtMf, CtS), the same value can be 

reduced by one or two thirds from T1 to T3. The recently detected increasing temperature trend is 

likely to continue in the future in the target area (see Pongrácz et al. 2011), for which as a response, 

northward and/or upward shifts of biome types are estimated. So according to the applied RCM 

simulations, the lower and upper altitudinal limits and also the altitudinal midpoints of HLZ types 

are likely to move to higher altitudes; furthermore, most of the HLZ types are estimated to shift 

northward in the Carpathian Region. Considering the magnitude of the projected changes, the 

uncertainty is quite high. However, comparing the recently observed changes of parameters 

describing spatial and altitudinal distribution patterns, future shifts are likely to be remarkable. It 

is also important to note that the projected migration rate of HLZ types is larger than the currently 

estimated migration ability of trees (e.g., see Huntley and Birks 1983; Treml and Chuman 2015). 

The east–west-oriented mountain chains in Europe (e.g., the Alps, the Carpathians) represent 
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barriers for north/south migration of species and biomes, so for this reason and because of 

anthropogenic disturbances, this kind of adaptation strategy of vegetation can hardly be observed 

in nature (Jump et al. 2009). Eventually, worsening local climatic conditions induce mainly an 

increase of mortality and/or the alteration of species composition in particular ecosystems (e.g., 

see Fischlin et al. 2009; Allen et al. 2010b). 

To conclude, the effect of possible climate change on potential vegetation in the Carpathian 

Region could be well presented by using the HLZ system. However, it is important to remark that 

besides the mentioned cautions of de Castro et al. (2007), our investigation could take into account 

neither direct effects of CO2 on growth and water use efficiency of plants (van de Geijn and 

Goudriaan 1996), nor effects of expected seasonal changes in heat and water fluxes. Nevertheless, 

we think that our assessment can be an appropriate base for the following impact studies: (a) 

assessing expected changes in climatic suitability for agricultural production (see Ewel 1999), (b) 

estimating economic costs of climate change impacts on protected areas (e.g., Velarde et al. 2005) 

and (c) other investigations applying landscape metrics (e.g., Yue et al. 2001, 2006). In addition, 

hopefully in the near future, there will be an opportunity to prepare a strategy for sustainable forest 

management in our region, which takes into account possible responses of not only different 

forestry climate categories and main forest-forming species (e.g., Führer et al. 2011; Rasztovits et 

al. 2012), but also of various biome/HLZ types to projected climate change, in order to resolve 

some scale-dependent problems. 
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Abstract. Bright sunshine duration (BSD) data are required for simulating biomes using process-

based vegetation models. However, monthly global paleoclimate datasets that can be used in paleo 

data–model comparisons do not necessarily contain BSD or radiation data. Considering the 

theoretical and practical aspects, the scheme of Yin (Theor. Appl. Climatol. 64(1–2):61–68, 1999) 

is here recommended to estimate monthly time series of relative BSD using only monthly climate 

and location data. As a case study for the Carpathian Region, the efficiency of both the original 

and a variant of that scheme is analysed in this paper. The alternative scheme has high applicability 

in paleoenvironmental studies. Comparison of the estimated and observed BSD data shows that 

from May to August, the value of relative root mean squared error in more than 90% of the study 

area does not exceed the threshold of 20%, indicating an excellent performance of the original 

estimation scheme. It is also found that though the magnitude of overestimation for the alternative 

algorithm is significant in the winter period, the proposed method performs similarly well in the 

growing season as the original. Furthermore, concerning modelling the distribution of biomes, 

simulation experiments are performed to assess the effects of modifying some configuration 

settings: (a) the generation of relative BSD data, and (b) the algorithm used to create quasi-daily 

weather data from the monthly values. Under both the recent humidity conditions of the study 

region and the spatial resolution of the climate dataset used, the results can be considered 

sufficiently robust, regardless of the configuration settings tested. Thus, using monthly 

temperature and precipitation climatologies, the spatial distribution of biomes can be properly 

simulated with the configuration settings proposed here. 

Keywords: sunshine duration, water balance, biome, plant functional types, data–model 

comparisons, CarpatClim 
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4.1 Introduction 

Today there are a number of tools available to translate climate model outputs into vegetation 

distribution patterns (see e.g., bioclimatic classification methods: Prentice 1990; correlative vs. 

mechanistic biome models: Yates et al. 2000; species distribution models: Elith and Leathwick 

2009). Bioclimatic classification methods (BCMs) are tools used to transform a set of climate and 

soil variables into an index-class that can be directly related to biome-level vegetation units 

(Tapiador et al. 2019). Correlative models determine a statistical relationship between vegetation 

distribution and environmental variables (e.g., climate, soil, etc.); then this link is applied to 

simulate the potential distribution of vegetation under the altered conditions (Yates et al. 2000; 

Elith and Leathwick 2009). From this point of view therefore, BCMs (e.g., Köppen 1936) can be 

considered the simplest correlative biome models. Mechanistic biome models, in contrast, focus 

on mechanisms determining survival and performance of plants by simulating processes in soil–

vegetation–atmosphere systems, such as water, carbon and nutrient cycles (Prentice et al. 2007). 

Paleoclimatological and paleoenvironmental studies often use both outputs from climate model 

simulations and proxy archives, such as fossil pollen records, in a common framework. These 

studies represent a special area of called paleo data–model comparisons (Harrison 2013) that have 

essentially two distinct purposes: (a) to understand the mechanisms of past climate and 

environmental shifts (e.g., Miller et al. 2008; Mauri et al. 2014), and (b) to provide feedback on 

the performance of climate/environmental reconstruction approaches (e.g., Prentice et al. 1998; 

Webb et al. 1998). These comparisons can be made in two ways, either by collating pollen-inferred 

climate with that simulated by climate models (e.g., Webb et al. 1998; Mauri et al. 2014), or by 

comparing biome/species distribution estimated using paleoclimate model outputs with vegetation 

reconstructed from pollen assemblages (e.g., Prentice et al. 1998; Miller et al. 2008). 

Currently, more and more global datasets are made publicly available that provide bias-

corrected monthly climatologies (multi-year averages) from paleoclimate simulations, in order to 

support distribution modelling experiments in various research areas (e.g., paleobiogeography, 

archaeology). However, these datasets differ significantly in terms of spatial resolution, temporal 

coverage and time step, and in terms of which climate variables they contain information on. Beyer 

et al. (2020), for example, published a monthly global dataset (hereinafter HadCM3-120k), with a 

horizontal resolution of 0.5°, for temperature, precipitation, cloud cover, relative humidity, and 

wind speed, and additional parameters related to bioclimatic and biogeochemical conditions, 

covering the last 120,000 years at a temporal resolution of 1,000–2,000 years. For this, medium-

resolution simulations generated by the HadCM3 general circulation model (GCM) for the last 

120,000 years were combined with high-resolution simulations prepared by the HadAM3H GCM 

for the last 21,000 years, and a recent observational dataset. (For details of the above-mentioned 

GCMs, see Valdes et al. 2017.) Then, Krapp et al. (2021) extended access to the climate variables 

in question for the last 800,000 years by performing a statistical-based reconstruction using the 

above-mentioned simulations. And recently, Karger et al. (in review) shared with the scientific 

community their dataset, called CHELSA-TraCE21k v1.0, that includes monthly climatologies for 

both temperature and precipitation, and other bioclimatic variables, with a spatial resolution of 

30 arc-sec at a 100-year time step for the last 21,000 years. For this, a transient simulation 

generated by the CCSM3 GCM (He 2011) was downscaled considering the temporal change of 

orography. 

The HadCM3-120k was specifically generated to feed mechanistic biome models, while the 

CHELSA-TraCE21k v1.0 was clearly developed to support paleoecological studies using 
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correlative species distribution models (SDMs). In SDMs (e.g., MaxEnt: Phillips et al. 2006), 

bioclimatic variables, i.e., annual and seasonal measures derived from monthly values of 

temperature and precipitation, are generally used as environmental predictors, besides topographic 

variables. In contrast, due to the simulation of energy and water fluxes, for applying mechanistic 

biome models, a meteorological variable directly related to radiation (e.g., cloud cover, sunshine 

duration) is also required, besides temperature and precipitation data. Beyer et al. (2020) and Krapp 

et al. (2021), relying on their own datasets, also estimated the evolution of the global biome 

distribution using one of the best-known mechanistic biome models, called BIOME4 (Kaplan 

2001). The BIOMEn models (e.g., BIOME: Prentice et al. 1992; BIOME4) estimate the net 

radiation as a function of latitude, temperature, and bright sunshine duration (BSD). Thus, to apply 

the above-mentioned vegetation model to their own datasets, the authors used different empirical 

linear relationships (Doorenbos and Pruitt 1977; Hoyt 1977) to convert cloud cover data to the 

percentage of possible sunshine hours. Unfortunately, the CHELSA-TraCE21k v1.0 does not 

contain cloudiness or BSD data, so it is not directly suitable for feeding the above-mentioned 

BIOMEn models. However, estimating BSD data from commonly available meteorological 

variables may be a solution to overcome the lack of data. 

Although there are several estimation methods for calculating monthly values of BSD (see 

Kandirmaz et al. 2014), in this study, the use of a method developed by Yin (1999) is 

recommended. Yin (1999) used monthly data of 729 worldwide stations for finding a generic 

algorithm that captures global variability of BSD data in relation to temperature, precipitation, and 

geographic location. Regression models for estimating monthly mean daily values of BSD are 

usually set only for smaller regions due to limited access to reliable station data (e.g., Italy: 

Stanghellini 1981), and/or use parameters that are not readily available from global gridded climate 

datasets (e.g., the number of wet days per month: Castellvi 2001). Thus, what makes the method 

proposed by Yin (1999) special is that it is globally parameterized and uses only monthly climate 

and location data that are widely available. 

To our knowledge, by means of gridded climate datasets, the performance of the estimation 

scheme proposed by Yin (1999) has not yet been evaluated. Our current level of knowledge would 

indicate that there is currently no global gridded observational dataset to which the following three 

statements are true without exception: (i) it contains monthly values for BSD, temperature, and 

precipitation; (ii) it contains monthly meteorological data for a long period without time averaging; 

and (iii) it was developed based on station observations. Currently, there is only access to global 

datasets that also use remotely sensed and reanalysis data to produce gridded climate information, 

and for which values of BSD can only be derived from another meteorological variable (e.g., 

incoming solar radiation: TerraClimate, Abatzoglou et al. 2018; cloud cover: CRU TS v4, Harris 

et al. 2020). However, two regional climate databases are known that provide station-based 

meteorological fields for the above-mentioned three variables, for continuous periods: CarpatClim 

(Spinoni et al. 2015) and HadUK-Grid (Hollis et al. 2019). 

In consideration of the literature discussed above, the first objective of this study is to assess 

the accuracy of the scheme under discussion using the monthly climate data provided by the 

CarpatClim dataset. The second goal of this paper is to test how the quality of estimates changes 

as a result of proposed modifications of the approach, which are justified by its applicability in 

paleoenvironmental studies. The amount of incoming and outgoing radiation influences the 

growing conditions of plants, so the error in estimating the relative BSD can cause problems in the 

modelling of the biome distribution. Therefore, as a case study for the Carpathian Region, 
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evaluation of the impact of the estimated relative BSD on simulation of energy and water fluxes 

and biome designation is the third aim of this study. 

4.2 Materials and methods 

4.2.1 Estimation of monthly mean relative sunshine duration 

The monthly mean daily values of relative BSD (RSD, dimensionless) for a given month is 

estimated using the following parametric regression model as recommended by Yin (1999): 

 
  
 io ffp

eRSD
165.1

, (4.1) 

with 

        fETfPfRff pEo  , , (4.2) 

where 

      1
3756.01


 EEE RRRf , (4.3) 

  
P

P
Pf






222.01

785.01
, (4.4) 

  
 

184

98.466.7
1,

2

0 PT
P

ETI
ETf


  , (4.5) 

  
 








 


77

215
sin512.01


f , (4.6) 

and 

 

 

 








































 













Africa if,
3.32

26.7

Asia monsoonal if,
140

8.31314.0643.0

Eurasia if,3.2
8.3610.2

1

AmericaSouth  if0,

AmericaNorth  if,
30

0,max

5.72
213.0331.0

Australiaor  island if,
3.46

6.15

2

1717

min

ar

am
amE

amam

am

pam

am

i

T

T
TR

P

PP

P

PP

TT
E

T

f , (4.7) 

where p is the station atmospheric pressure in relation to the pressure at sea level, fo represents 

global trends, fi gives regional modifications, ∑fi is the summation of values of any regional 

functions that are applicable to a particular location, RE is the monthly average of hourly solar 

irradiance for cloudless-sky conditions (in MJ m−2 hr−1), P is the monthly mean precipitation 

intensity (in mm dy−1), T is the monthly mean air temperature (in °C), EP is the monthly average 

of daily potential evapotranspiration (in mm dy−1), ϕ is the latitude (in decimal degrees), IT<0 is a 

temperature indicator (1 if T ≤ 0 °C, and 0 if T >0 °C), Tam is the annual mean temperature (in °C), 

EPam is the annual average of daily potential evapotranspiration (in mm dy−1), Tmin is the lowest 

monthly mean air temperature (in °C), P7 is the monthly mean precipitation intensity (in mm dy−1) 

in the warmest month (fixed at July for the Northern Hemisphere, and January for the Southern 

Hemisphere), P1 is the monthly mean precipitation intensity (in mm dy−1) in the coldest month 

(fixed at January for the Northern Hemisphere, and July for the Southern Hemisphere), Pam is the 
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annual mean precipitation intensity (in mm dy−1), Tar is the annual range of monthly mean air 

temperature (annual diurnal range) (in °C). 

The values of RE are calculated as proposed by Yin (1997a), with a minor modification, using 

the daytime means of optical air mass and cosine zenith. The former is computed as recommended 

by Yin (1997a), while the latter is estimated by using Eq. 5 of Yin (1997b). Furthermore, in 

contrast to the original approach, where the solar constant was fixed at 4.9212 MJ m−2 hr−1, its 

value is corrected, according to Yin (1999), by calendar day for the variable ellipticity of the 

Earth’s orbit using the scheme of Brock (1981). In these calculations, the values of solar 

declination and daylength are derived by using the approach of Brock (1981). The values of EP are 

computed using Eq. A10 of Yin (1998). The value of EPam is calculated as a weighted mean of the 

EP values using the number of days in months as weights. 

4.2.2 Simulation of biome distribution 

In this study, the BIOME model (Prentice et al. 1992) is applied to simulate the spatial distribution 

of biome-level vegetation units. First, the presence of each plant functional type (PFT) that is a 

group of plant types with similar ecophysiological behaviour is estimated under given climatic 

conditions. To do this, it is necessary to check which of the 14 PFTs defined can occur considering 

the environmental constraints associated with their climatic tolerances and requirements (Table 

4.1). After this, the dominance class value (D) of each PFT is examined and only those in the 

highest class (with lowest D) present are retained. Finally, to infer the biome type, retained PFTs 

are combined with each other by taking into account rules formalized in Table 4.2. 

Table 4.1 Dominance class (D) and environmental constraints (mean temperature of the coldest 

month, TC (in °C), growing degree-days above a 5 °C base, GDD5 (in °C day), growing degree-

days above a 0 °C base, GDD0 (in °C day), mean temperature of the warmest month, TW (in °C), 

and Priestley–Taylor coefficient at an annual time scale, α (dimensionless)) for each plant 

functional type used in the model 

Abbr. Plant functional type D 
TC GDD0 GDD5 TW α 

min max min min min min max 

tr.e.t tropical evergreen tree 1 15.5     0.80  

tr.r.t tropical raingreen tree 1 15.5     0.45 0.95 

w-te.e.t warm temperate evergreen tree 2 5.0     0.65  

te.s.t temperate summergreen tree 3 −15.0 15.5  1200  0.65  

c-te.c.t cool temperate conifer tree 3 −19.0 5.0  900  0.65  

bo.e.t boreal evergreen conifer tree 3 −35.0 −2.0  350  0.75  

bo.s.t boreal summergreen tree 3  5.0  350  0.65  

sb.suc sclerophyll/succulent 4 5.0     0.28  

wa.g.s warm grass/shrub 5     22 0.18  

cl.g.s cool grass/shrub 6    500  0.33  

cd.g.s cold grass/shrub 6   100   0.33  

h.d.s hot desert shrub 7     22   

c.d.s cold desert shrub 8   100     

p.d polar desert 9        
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Table 4.2 A list of biome types used in the model and their generation rules. Each biome type is 

arising as a combination of dominant plant functional types 

Abbr. Biome type Plant functional types 

TRRA Tropical rain forest tr.e.t 

TRSE Tropical seasonal forest tr.e.t + tr.r.t 

TRDR Tropical dry forest/savanna tr.r.t 

WAMX Broad-leaved evergreen/warm mixed forest w-te.e.t 

TEDE Temperate deciduous forest te.s.t + c-te.c.t + bo.s.t 

COMX Cool mixed forest te.s.t + c-te.c.t + bo.e.t + bo.s.t 

COCO Cool conifer forest c-te.c.t + bo.e.t + bo.s.t 

TAIG Taiga bo.e.t + bo.s.t 

CLMX Cold mixed forest c-te.c.t + bo.s.t 

CLDE Cold deciduous forest bo.s.t 

XERO Xerophytic woods/scrub sb.suc 

WAST Warm grass/shrub wa.g.s 

COST Cool grass/shrub cl.g.s + cd.g.s 

TUND Tundra cd.g.s 

HODE Hot desert h.d.s 

SEDE Semi-desert c.d.s 

PODE Polar desert p.d 

In the BIOME model, the plant-available moisture is characterized by the Priestley–Taylor 

coefficient (α, dimensionless). Here, the values of α at an annual time scale are computed by using 

the SPLASH v.1.0 model (Davis et al. 2017), through the simulation of seasonal changes in both 

surface energy fluxes and climatic water balance. In the BIOME model, in order to quantify heat 

requirement, the growing degree-days (GDD, in °C day) is used, which can be obtained by 

summing the values of daily temperature above a certain base temperature. To calculate values of 

GDD, the values of daily mean temperature are required; furthermore, besides temperature and 

precipitation data, the relative BSD must also be used in the SPLASH v.1.0 model, on a daily 

basis. The methods for generating these daily values are described in more detail below. 

4.2.3 Evaluation methodology 

Monthly time series of the temperature, precipitation and sunshine duration, along with location 

data, are required for evaluating the performance of the procedure proposed by Yin (1999). The 

CarpatClim dataset provide access to the three meteorological variables relevant to the assessment 

for the time period 1960–2010, with a horizontal resolution of 0.1°, covering nine countries with 

5895 grid cells (Fig. 4.1). For this reason, using data derived from this dataset, RSD values for 

each year in the period 1961–2010 are estimated using the scheme developed by Yin (1999), and 

the estimates are compared to the observed data. Observed values of RSD are determined by a two-

step procedure, following Spinoni et al. (2015): (i) the monthly amount of BSD to which the 

CarpatClim dataset provides access is divided by the number of days in a given month to calculate 

the monthly mean for BSD, and then (ii) this value is divided by the monthly mean for daylength 

that is calculated using Eq. 8.5.3 of Iqbal (1983). Finally, in each grid cell, values of the root mean 

square error normalized by the mean value of observed data (RRMSE, in percentages) are 

computed between the observed and estimated 50-year time series of RSD, separately for each 

month. 
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Fig. 4.1 Topography of the Carpathian Region based on the CarpatClim dataset (Spinoni et al. 

2015) 

To apply the parametric regression model proposed by Yin (1999) to monthly global 

paleoclimate datasets already described in the introduction, two modifications are needed to use. 

A feature of such paleoclimate datasets is that they represents climatic conditions averaged over a 

longer period (typically 30 or 50 years) at each time step. For this reason, it is considered necessary 

to investigate how the scheme performs when applied to multi-year averages instead of single-

year time series. Furthermore, the regression model of Yin (1999) also uses the monthly mean of 

hourly solar irradiance to estimate the global trend, but uses an algorithm to estimate the value of 

RE that cannot be applied without modification in paleoclimatological studies because it does not 

consider changes in the Earth’s orbital parameters. For this reason, here, it is recommended that 

the value of RE be calculated using the algorithm used in the SPLASH v.1.0 model, with the 

addition that orbital parameters are calculated using the method of Berger and Loutre (1991). In 

this approach, first, the daily solar radiation at the top of the atmosphere is calculated (Eq. 7 in 

Davis et al. 2017), and then this value is multiplied by the atmospheric transmittivity to obtain the 

value of daily surface radiation. In this case as well, cloudless conditions are assumed, i.e., the 

transmission coefficient is taken into account with a universal value of 0.75, however, its value is 

modified as a function of elevation by using the scheme of Allen (1996). The daylength is 

calculated via Eq. 1.6.11 in Duffie and Beckman (1991), using the sunset hour angle (Eq. 8 in 

Davis et al. 2017). Finally, the mean hourly surface radiation is derived as the quotient of the daily 

surface radiation and the daylength. In this study, using the CarpatClim dataset, values of RSD for 

the period 1981–2010 are computed in two ways: (A) by averaging the time series estimated using 

the initial scheme for each year, and (B) by applying the scheme to 30-year averages, with the 

provision that the values of RE are calculated for year 1995 using the algorithm described above. 

When modelling the distribution of biomes, monthly climatologies must be converted to daily 

values, in order to simulate seasonal changes in both surface energy fluxes and climatic water 

balance. In the description of the water balance module used in the initial version of the BIOME 

model, Prentice et al. (1993) have recommended for this that monthly values are interpolated 



59 

linearly between mid-month days. However, this approach is unsound because it is not mean-

preserving (the monthly means of the interpolated daily values will generally not match the 

original monthly values). When presenting the SPLASH v.1.0 model, Davis et al. (2017) simply 

suggested that monthly mean values are assumed constant over each day of the month. This 

procedure is suitable in terms of the monthly averages, but it generates unrealistic time series. In 

the 1990s, several mean-preserving methods (see e.g., Epstein 1991; Lüdeke et al. 1994) were 

developed to address this issue. Here, quasi-daily values are constructed in two ways: (a) monthly 

averages of temperature and RSD are assumed constant, and the monthly precipitation sum is 

divided equally across each day of the month; and (b) for temperature and RSD, the ‘harmonic’ 

interpolation technique described by Epstein (1991) is used, with a correction of physically 

impossible values, and in the case of precipitation, the temporal scaling using an iterative 

interpolation technique described by Lüdeke et al. (1994) is applied, with a damping variable of 

0.7 for each month. 

In this study, we assess the effects of the choice of the method used to generate the quasi-daily 

values and of the source of the BSD data on the results in terms of the spatial distribution of the 

bioclimatic variables used in the BIOME model. Finally, biome maps simulated under various 

model configuration settings are compared using the Kappa statistic (Cohen 1960) which value 

ranges from 0 to 1, with 0 representing totally different patterns and 1 indicating complete 

agreement. 

4.3 Results and discussion 

One of the key objectives of this study is to attempt to evaluate the performance of the estimation 

procedure for RSD using data provided by the CarpatClim database. The performance of the 

scheme proposed by Yin (1999) is assessed based on the root mean square error normalized by the 

mean value of observed data (RRMSE, in percentages) calculated between the observed and 

estimated values for the period 1961–2010, separately for each month (Fig. 4.2). From May to 

August, the RRMSE value in more than 90% of the study area does not exceed the threshold of 

20% below which the model performance can be considered excellent, according to Bellocchi et 

al. (2002). In the period from April to October, in nearly 99% of the grid cells with elevation 

smaller than 500 m a.s.l., the value of RRMSE is less than 40%, which is the limit of the model 

performance still considered acceptable based on the work of Bellocchi et al. (2002). In the 

summer months, the RRMSE value in almost 90% of the lower regions (elevation < 500 m a.s.l.) 

does not even exceed the threshold of 15%. Interestingly, in the winter months, the estimation 

scheme performs better in the higher than in the lower elevation areas (66 ± 3% and 45 ± 28% of 

the regions at elevations above and below 500 m a.s.l., respectively, with a threshold of 40%). 

Although not within the scope of this study, it should be pointed out that the inconsistency between 

the measured and estimated values found in the Ukrainian section of the Carpathians suggests (Fig. 

4.2) that one or even more of the climate fields used in the assessment may contain significant 

errors in this region. However, an explanation of this requires more detailed analysis. 
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Fig. 4.2 Performance of the regression model developed by Yin (1999) to estimate monthly time 

series of the relative sunshine duration (RSD, dimensionless), based on the root mean square 

error normalized by the mean value of observed data (RRMSE, in percentages). RRMSE values 

are calculated between the observed and estimated values for the period 1961–2010 using the 

CarpatClim dataset, separately for each month 

An important objective of this paper is to assess how the accuracy of the estimates changes 

when the scheme is adapted for applying to paleoclimate datasets. To study this, values of RSD 

for the period 1981–2010 are calculated in two ways (Fig. 4.3): (A) by averaging the time series 

estimated using the initial scheme for each year, and (B) by applying the scheme to 30-year 

averages. The estimated results are compared to the averages of the measured values over the 

period 1981–2010 (Fig. 4.3b). For the time window used here, we can see that in the period from 

April to September, the estimation method proposed here performs even better than the initial 

algorithm. In these months, i.e., in the most important period in terms of the evapotranspiration 

processes, with one exception, the value of RRMSE calculated for the whole study area does not 

exceed the threshold of 10% (see the second row in Fig. 4.3b), which indicates a very good quality 

of the estimates. (As previously indicated, the Ukrainian part of the Carpathians is the main 

contributor to the observed discrepancies.) 
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Fig. 4.3 Spatial distribution patterns of monthly mean of relative sunshine duration (RSD, dimensionless) in the Carpathian Region for the period 

1981–2010: by averaging the observed time series for each year (O); by averaging the time series estimated using the scheme proposed by Yin 

(1999) for each year (PA); and by applying the scheme to 30-year averages, with the provision that the term related to the solar irradiance in the 

model (see RE in Eq. 4.3) is calculated for year 1995 using the algorithm used in the SPLASH v.1.0 model (for details, see Section 4.2.3) (PB). In 

addition to the values (a), the differences from the various sources are also mapped (b: PA−O, PB−O, and PB−PA), in the latter case showing the 

root mean square error normalized by the mean value of reference data (RRMSE, in percentages) over the whole target domain 
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In the context of Fig. 4.3, it is important to underline that when applying the modified estimation 

scheme to 30-year averages, the overestimation is very high in the winter months (in January, its 

value exceeds the value of 0.15 over almost half of the region), which, combined with a low 

(around 0.254 in January) benchmark, results in very high values of RRMSE: 60.8% in January 

and almost 30% in February. For both estimation methods, the difference in winter months, which 

is also highlighted above in relation to the Fig. 4.2, is probably related to the formation of 

conditions for cold-air pool (CAP) which is a typical weather situation in the Carpathian Basin 

(Szabóné André et al. 2021). Namely, the CAP conditions are extremely favourable for the 

formation of fog which lead to less surface solar radiation. Considering that the model is globally 

parameterized, it is impractical to expect it to capture such local effects, but fortunately, this model 

weakness has little relevance in simulating important processes for plants, as it will also be shown 

later. 

The ultimate goal of this study is to examine how sensitive the BIOME model is to change 

configuration settings. We are interested in how the results change when on the one hand, the 

measured time series of RSD are replaced by estimates produced by different algorithms, and on 

the other hand, the technique for generating daily weather data is made more sophisticated. For 

the latter aspect, the simulations are performed in two ways: (a) monthly means are assumed 

constant over each day of the month, and (b) different mean-preserving interpolation techniques 

are applied (for details, see Section 4.2.3). 

The presence of PFTs is fundamentally dependent on the plant-available moisture, which in the 

BIOME model is characterized by the α ranging from 0 to 1.26. Its value for the period 1981–2010 

is calculated at an annual time scale using the SPLASH v.1.0 model, with a total of six settings 

(Fig. 4.4). The simulation performed using the measured values of RSD and assuming constant 

monthly means of each meteorological variable over each day of the month is considered as a 

reference (Fig. 4.4a). Based on this, it can be concluded that there is sufficient moisture in the 

study area for all woody PFTs related to mid-latitudes (cf. Fig. 4.4a and Table 4.2), with the spatial 

resolution and time window used here. The change in the methodology for generating daily 

weather data has little effect on the spatial distributions of this bioclimatic index over the study 

period: for only 13 out of the 5895 grid cells, the value of α changes by more than 0.005 when the 

daily data required for the simulation are generated using more sophisticated techniques (see the 

first row of the second column in Fig. 4.4b). Regardless of the settings, the value of α for the period 

1981–2010 does not change over at least one third of the target domain, however, the spatial 

distribution of these unchanged areas varies depending on the choice of source for the RSD data. 

When using the model driven by sunshine data estimated using multi-year averages, the unchanged 

areas are limited to the Carpathians that are the wettest regions of the target domain (see the third 

row in Fig. 4.4b). At this setting, wetter conditions compared to the reference are simulated over 

more than two thirds of the study area (66.9 and 63.2%, respectively, for constant and interpolated 

daily data). While simulations using estimated single-year time series of RSD show an 

underestimation in an area of a similar extent (see the second row in Fig. 4.4b). Overall, changing 

the configuration settings does not have a significant effect on this bioclimatic index, with the 

RRMSE for this index hovering around 1.5%, considering all simulation experiments. 
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Fig. 4.4 Spatial distributions of the Priestley–Taylor coefficient (α, dimensionless) in the 

Carpathian Region for the period 1981–2010: (a) the values of α are simulated by the SPLASH 

v.1.0 model using the observed values of monthly means of relative sunshine duration (RSD, 

dimensionless), assuming monthly means for each meteorological variable to be constant over 

each day of the month; and (b) the differences of α values modelled by the initial algorithm and 

estimated under various model configurations. In each cell of the panel (b), the references are 

derived from the panel (a). In each row of the panel (b), the estimates are calculated using the 

RSD values derived from various sources: (O) by averaging the single-year time series of the 

observations; (PA) by averaging the time series estimated using the initial scheme for each year; 

and (PB) by applying the scheme to 30-year averages. In each column of the panel (b), the 

estimates are calculated using quasi-daily values of each meteorological variable generated by 

different approaches: (constant) monthly means are assumed constant over each day of the 

month; and (interpolated) different mean-preserving interpolation techniques are applied (for 

details, see Section 4.2.3). In the panel (b), the root mean square error normalized by the mean 

value of reference data (RRMSE, in percentages) over the whole target domain is shown above 

each map 

Considering all five bioclimatic indices used in the BIOME model, in addition to α, the growing 

degree-days can also be significantly influenced by the approach used to generate daily 

temperature values. Thus, a sensitivity analysis is performed also for these two indices. Values of 

GDD5 and GDD0 for the period 1981–2010 are calculated using the two approaches described 

above, and their spatial distribution (Fig. 4.5) is plotted (mostly) using the thresholds used in the 

BIOME model (see Table 4.1). Except for the highest peaks of the Carpathians, in the target 

domain, the value of GDD5 exceeds the threshold of 1200 °C day, regardless of the settings (Fig. 

4.5), and thus, in these regions, the PFT “temperate summergreen tree” (te.s.t) can occur (see Table 

4.2), due to the availability of sufficient moisture (Fig. 4.4). Although, in relation to the spatial 
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distribution of these indices (Fig. 4.5a and 4.5b), a large difference between the two approaches 

cannot be observed, inter alia due the thresholds used to plotting, but the distribution maps for the 

differences (Fig. 4.5c and 4.5d) provide additional valuable information. In the case of GDD5 

(GDD0), the areas with a difference of greater than 30 °C day are mostly located at altitudes lower 

(higher) than 500 m a.s.l. (cf. Fig. 4.5c/4.5d and Fig. 4.1). For growing degree-days, the difference 

between the two algorithms is greater in grid cells where the monthly mean temperatures in the 

first and last months of the growing season are spread around the given base temperature and the 

annual diurnal range is relatively large. It is easy to understand that under a typical annual 

temperature course, in cases where the monthly mean temperature is equal to or slightly greater 

than 5 °C in both April and November, for the GDD5, a larger amount of heat can be generated 

from interpolated values than from constant daily data. 

 

Fig. 4.5 Spatial distributions of growing degree-days above base temperatures of 5 and 0 °C 

(GDD5 and GDD0, °C day) in the Carpathian Region for the period 1981–2010. Panels (a) and 

(b) show the spatial distribution of respectively GDD5 and GDD0 depending on how the quasi-

daily temperature values required to compute these bioclimatic indices are constructed: 

(constant) monthly means are assumed constant over each day of the month; and (interpolated) 

the ‘harmonic’ interpolation technique described by Epstein (1991) is applied. Panels (c) and (d) 

show the spatial distributions of the differences between growing degree-days calculated from 

interpolated and constant daily values, respectively, for GDD5 and GDD0 

As a final step in this study, it is checked how changing the configuration settings affects the 

biome designation. Thus, the main results of this study include the distribution maps of biomes 

under different configuration settings (Fig. 4.6). Here again, the reference simulation is prepared 

using the measured values of RSD and assuming constant monthly means (see the first row of the 
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first column in Fig. 4.6). For the period 1981–2010, 5 out of the 14 extratropical biome types used 

by the BIOME model can be observed in the Carpathian Region, at a horizontal resolution of 0.1°. 

More than half (55%) of the target area is covered by the biome type “temperate deciduous forest” 

(TEDE), mostly limited to the lowlands (elevation < 250 m a.s.l.). With an areal proportion of 

40.7%, the second most dominant biome type in the target domain is the “cool mixed forest” 

(COMX), covering significant areas in Slovakia, Ukraine and the mountains of Romania. The 

types “taiga” (TAIG) and “cool conifer forest” (COCO) together cover a total of 4.2% of the study 

area. As shown in Fig. 4.6, these types appear most markedly in the Eastern Carpathians. The type 

“tundra” (TUND) covers slightly more than 0.1% of the target area (7 grid cells). Comparing the 

simulation experiments, it can be found that the choice of source for the time series of RSD has no 

effect on the biome distribution under given space and time conditions: values of the Kappa 

statistic between the maps derived from the reference simulation and from the remaining two 

experiments are equal to one, i.e., the spatial distribution patterns of biomes are completely 

identical (see first column in Fig. 4.6). Biome maps generated using interpolated daily values are 

consistent with each other (see the second column in Fig. 4.6). Comparing them to the reference 

map, only a slight mismatch can be found (Kappa statistic = 0.9923). There is a disagreement 

between biome maps for only 24 of the 5895 grid cells derived using different daily weather data. 

In all cases, this mismatch is explained by the discrepancy in the spatial distribution of GDD5 (Fig. 

4.5c). The difference is ultimately due to the fact that in some grid cells of the Carpathians, certain 

heat-demanding woody PFTs (e.g., te.s.t) can occur in the case of the reference simulation, in 

contrast to the experiments using interpolated daily values. In summary, the BIOME model is 

insensitive to modify configuration settings considered here. 
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Fig. 4.6 Spatial distribution patterns of biomes simulated by the BIOME model in the Carpathian 

Region for the period 1981–2010. In each row, the biomes are derived using the sunshine 

duration data derived from different sources: (O) by averaging the single-year time series of the 

observations; (PA) by averaging the time series estimated using the initial scheme for each year; 

and (PB) by applying the scheme to 30-year averages. In each column, the biomes are derived 

using quasi-daily values of each meteorological variable generated by different approaches: 

(constant) monthly means are assumed constant over each day of the month; and (interpolated) 

different mean-preserving interpolation techniques are applied (for details, see Section 4.2.3). 

Above each maps, the Kappa statistic reflecting the degree of similarity of the distribution 

patterns is shown, using the map in the first column of the first row as a reference in each case. 

The abbreviations of biome types can be found in Table 4.2 
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4.4 Conclusions 

In this paper, as a case study for the Carpathian Region, we inspect the efficiency of biome 

distribution simulation using only monthly temperature and precipitation climatologies. The biome 

maps were constructed by using a simple process-based vegetation model, the BIOME model, with 

one minor amendment: the water balance module of the model was replaced by the SPLASH v.1.0 

model, thus switching to analytical expressions for calculating daily radiation, evapotranspiration 

and soil moisture. Monthly temperature and precipitation data, which were required to create the 

biome maps, were taken from the CarpatClim dataset for the period 1981–2010. The relative BSD 

data required to run the SPLASH v.1.0 model were taken from the CarpatClim dataset and also 

estimated by the scheme proposed by Yin (1999) using the above-mentioned temperature and 

precipitation data. Comparisons between the observed and estimated relative BSD time series for 

the period 1961–2010 showed that the estimation procedure performed relatively well from late 

spring to early autumn, i.e., in the most important period in terms of the evapotranspiration 

processes. It was also examined the effects of two modifications justified by the applicability of 

the estimation method to paleoclimate datasets: (a) to apply the scheme of Yin (1999) to multi-

year averages instead of single-year time series, and (b) to calculate the term related to the solar 

irradiance in the scheme by applying the algorithm used in the SPLASH v.1.0 model under 

changing orbital parameters of the Earth. It was found that although the magnitude of 

overestimation for the modified algorithm is significant in the winter period, the proposed 

procedure performs similarly well as the initial procedure in the period from March to October. 

When modelling the distribution of biomes, simulation experiments were performed to assess the 

effects of modifying some configuration settings of the model: (a) the generation of relative BSD 

data, and (b) the algorithm used to create quasi-daily weather data from the monthly climatologies. 

We found that under both the recent humidity conditions of the study region and the spatial 

resolution of the climate dataset used, the results can be considered sufficiently robust, regardless 

of the configuration settings tested. The choice of the source of BSD data had no effect on the 

results, while the choice of the method for temporal downscaling of monthly temperature data had 

little effect on the distribution patterns of biomes. Thus, the main message of this paper is that 

using climate data available for Quaternary studies (i.e., monthly temperature and precipitation 

climatologies), the spatial distribution of biomes can be properly simulated via more sophisticated 

biome models than BCMs. We believe that by applying the modelling framework outlined here to 

the data provided by the CHELSA-TraCE21k v1.0, the evolution of biomes over past millennia 

can be properly mapping. 
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Abstract. In this paper, the biomization is applied to 770 of the most recent fossil pollen 

assemblages for the Greater Alpine Region (GAR), extracted from the European Pollen Database, 

providing vegetation reconstructions for 86 pollen sequences. The results are assessed via 

comparison with a very high-resolution biome map. This map is constructed by using the BIOME 

model with one amendment, namely that the water balance module is replaced by the SPLASH 

v.1.0 model. Climate data required for modelling are derived from the HISTALP database, with 

sunshine duration estimated using temperature and precipitation data. The biomization 

methodology is not remarkably modified, but the taxon list is expanded. In the comparisons, it is 

also aimed to consider the effects of uncertainties related to the choice of the spatial scale and the 

vegetation definitions. It was found that in the case of low altitude pollen sites, even a small 

expansion of the definition significantly increases the matching percentage. For high altitude sites, 

the area expansion helps to eliminate the discrepancy. This highlights the fact that classification 

schemes used here take account of neither ecotones nor anthromes, which significantly impedes 

comparisons in the GAR where the landscape is topographically complex and significantly 

modified by humans. 

Keywords: phytogeography; biomization; plant functional types; human impact; vegetation 

transitions 
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5.1 Introduction 

Many tools (e.g., quantitative reconstruction methods: Birks et al. 2010; paleoclimate modelling: 

Harrison et al. 2016; proxy system models: Evans et al. 2013) are currently available to form an 

objective picture of the characteristic features of the Quaternary environment and climate as well 

as their spatial and temporal evolution. By reversing the cause-effect link, past climatic 

(environmental) conditions can be inferred by transforming proxy data into paleoclimatic 

(paleoenvironmental) variables using statistical relationships between them (see Juggins and Birks 

2012). By using climate models, we can simulate how the climate system has responded to 

assumed past changes in external forcings (e.g., insolation) and boundary conditions (e.g., 

vegetation distribution). In another approach, by using so-called forward models (e.g., proxy 

system models, vegetation distribution models) driven by climate model outputs, the proxy 

variable (or feature) (e.g., tree ring width, pollen assemblage) that was recorded in proxy archives 

as a response to environmental forcing can be directly simulated (Evans et al. 2013). Finally, by 

comparison of the simulated and observed proxy data, it is possible to evaluate the climate model 

in terms of the simulation of climatic characteristics (e.g., Prentice et al. 1998) or to identify 

reasonable constraints for the climate model in a paleo data assimilation framework (see Hakim et 

al. 2016). 

Quantitative and qualitative features of past environments and climates are commonly inferred 

from different biological archives, such as fossil pollen data (e.g., Liu et al. 2019), plant 

macrofossils (e.g., Orbán et al. 2018), tree ring data (e.g., Alexander et al. 2019), diatoms (e.g., 

Wang et al. 2018), fossil arthropods (e.g., Tóth et al. 2022), molluscs (e.g., Rousseau 1991; 

Hertelendi et al. 1992), and vertebrate bones/teeth (Szabó et al. 2021). Taking into account spatial 

and temporal coverage, however, fossil pollen data are unique compared with other proxy data 

sources. Pollen grains preserved in sediments provide information about their source region’s 

vegetation and environment, when calculating the ratio of arboreal to non-arboreal pollen taxa or 

using other more sophisticated vegetation reconstruction approaches. 

Over recent decades, among pollen-based vegetation reconstruction approaches, two methods 

with different theoretical underpinnings have been unsurpassed in terms of the number of 

applications: the biomization approach (Prentice et al. 1996; Peyron et al. 1998) and the Landscape 

Reconstruction Algorithm (LRA: Sugita 2007a, b). REVEALS (Regional Estimates of VEgetation 

Abundance from Large Sites: Sugita 2007a), the LRA model designed for regional-scale 

reconstruction, simulates processes of pollen dispersal and deposition based on different numerical 

assumptions (relative pollen productivity, fall speed of pollen, relevant source area of pollen, wind 

speed and direction, atmospheric conditions), in order to transform pollen data into vegetation 

cover. The application of this mechanistic model has caveats related to estimates and assumptions 

(see e.g., Theuerkauf et al. 2016). For this reason, a reconstruction approach based on fuzzy logic, 

called biomization (Prentice et al. 1996), is widely used to map past vegetation through the 

determination of dominant biome types (e.g., Cheng et al. 2018; Li et al. 2019; Magyari et al. 2019, 

2022). 

In addition, a variety of procedures have been developed recently that are suited to construct 

quantitative land cover reconstructions by using partial results of the biomization algorithm (e.g., 

Tarasov et al. 2013; Davis et al. 2015; Zanon et al. 2018). Davis et al. (2015) have converted pollen 

data into plant functional type (PFT) assemblages, and then the data have been interpolated in 

space and time onto a four-dimensional grid. Finally, forest cover has been estimated as the 

percentage of arboreal PFTs. Recently, Zanon et al. (2018) created a gridded reconstruction of 
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European forest cover during the last 12,000 years, which can provide adequate boundary 

conditions for paleoclimate simulations. Zanon et al. (2018) extended the relationship between 

pollen and satellite data back in time, by applying the Modern Analog Technique (MAT), based 

on the conception used by Williams and Jackson (2003) and Tarasov et al. (2007). However, by 

way of deviation from the original approach, PFT scores (see Peyron et al. 1998), instead of taxon 

abundances, have been applied in the MAT algorithm in order to avoid non-analogue situations. 

Tarasov et al. (2013) have proposed an index for the characterization of landscape openness, 

defined as the difference between the maximum forest biome score and the maximum open biome 

score. They aimed to correct one of the weaknesses of the biomization scheme, namely that the 

original method is unable to reconstruct the transitional vegetation types, called ecotones (e.g., 

forest-steppe), which are indispensable to map the vegetation of Eurasia. Recently, by using this 

new index, Tian et al. (2018) have presented a series of maps detailing the evolution of East Asian 

landscape openness during the last 40,000 years. 

There are various limitations to reconstruction methods based on the biomization approach 

depending on both the spatial and temporal frame/resolution of the investigation. Within the 

original and refined versions of the method, Peng et al. (1995), Prentice et al. (1996), and Tarasov 

et al. (1998) evaluated the success of the biomization approach for European regions. In connection 

with the redefinition of PFTs and biomes, as a validation of the method, Bigelow et al. (2003) and 

Binney et al. (2017) compared the vegetation reconstructed from modern pollen samples with a 

map of potential natural vegetation (PNV) using a simple error matrix. Recently, Marinova et al. 

(2018) devoted an entire article to assessing the performance of the biomization scheme and the 

potential sources of bias, similarly, by using error matrices. In the initial validation experiments 

(e.g., Tarasov et al. 1998), biome maps that were created by using a simple biogeographical model, 

called BIOME model (Prentice et al. 1992), were used as references. In contrast, Marinova et al. 

(2018) used PNV maps that were based on expert assessments for comparisons. These expert-

based PNV maps (e.g., Bohn et al. 2003) generally take into account vegetation history, orography, 

and soils. Thus, if they are applied as a reference in the validation, on the one hand, the effect of 

anthropogenic disturbance on the reconstruction procedure cannot be directly evaluated, and on 

the other hand, the use of azonal vegetation types can hinder the comparison in certain cases. 

However, it is important to consider the following facts: (a) anthropogenic disturbance of 

vegetation is a possible source of bias in the biome reconstruction (Peng et al. 1995), and (b) the 

taxon list of each PFT used in the biomization approach is developed by taking into account the 

climatic tolerances and requirements of taxa (Prentice et al. 1996). For these reasons, in the 

benchmarking of the biomization scheme, it is advisable to use biome maps that also reflect 

climatic conditions (Peng 2000) as a reference. Such maps can easily be generated, for example, 

by running the above-mentioned BIOME model driven by gridded observational databases of 

monthly climatic variables, following the conception presented by Prentice et al. (1996). 

Over the past 25 years, more and more observational climate databases have become accessible 

in Europe with improved spatial resolution and temporal coverage, such as the well-known CRU 

TS 1.2 (Mitchell et al. 2004), the HISTALP (HISTorical instrumental climatological surface time 

series of the Greater ALPine Region, Auer et al. 2007) and the HadUK-Grid (Hollis et al. 2019). 

In parallel, a significant improvement has been made in the accessibility of pollen data used in 

biomization, due to various international collaborative efforts (see European Pollen Database 

(EPD): Fyfe et al. 2009; Eurasian Modern Pollen Database (EMPD): Davis et al. 2020). Taking 

this into account, we consider it valuable to carry out the classification accuracy assessment of the 

biomization scheme again, following the concept proposed by Prentice et al. (1996) and exploit 



 

71 

improvements in climate and pollen data. For example, the above-mentioned HISTALP database 

contains homogenised monthly temperature and precipitation data covering the period 1801–2014 

for the Greater Alpine Region (GAR). At the same time, thanks to the close cooperation between 

the Alpine Palynological Database and the EPD, the number of freely available fossil pollen 

samples has significantly increased for the Alpine region. The simultaneous use of these data 

enables an identification of climate- and pollen-inferred vegetation types for a region with complex 

topography having diverse flora and climate (Fauquette et al. 2018). 

In consideration of the literature discussed above, the aim of this paper is threefold: (i) to 

construct a very high-resolution distribution map of climate-derived vegetation for the GAR by 

running the BIOME model driven by HISTALP climate data; (ii) to apply an updated version of 

the biomization scheme to pollen samples from the EPD; and (iii) to compare climate- and pollen-

inferred vegetation by evaluating explicitly the potential sources of bias in the biomization scheme 

through the use of metadata of the pollen sites and various matching measures. 

5.2 Material and methods 

5.2.1 Climate-derived biomes 

In this study, the well-known biogeographical model developed by Prentice et al. (1992), called 

the BIOME model, is applied to obtain the distribution of climate-derived vegetation. First, the 

BIOME model estimates the presence of each PFT (i.e., plant types with similar ecophysiological 

behaviour) under given climatic conditions. Subsequently, the biome type can be easily inferred if 

PFTs occurring at the maximal dominance level are combined with each other. Each PFT is 

described by constraints of bioclimatic indices (BIs) associated with their climatic tolerances and 

requirements. 

In the BIOME model, the plant-available moisture is characterized by the Priestley–Taylor 

coefficient (α). Here, the values of α at an annual time scale are computed by using the SPLASH 

v.1.0 model (Davis et al. 2017), through the simulation of seasonal changes in both surface energy 

fluxes and climatic water balance. In the BIOME model, in order to quantify the heat requirement, 

the growing degree-days (GDD, in °C day) is used, which can be obtained by summing the values 

of daily temperature above a threshold base temperature. 

To calculate values of GDD, the values of daily mean temperature are required; furthermore, 

besides temperature and precipitation data, a meteorological variable directly related to radiation 

(e.g., cloud cover, sunshine duration) must also be used in the SPLASH v.1.0 model, on a daily 

basis. In this study, however, data requirements of this model are met by monthly temperature and 

precipitation fields, taking into account other aspects of the study. To quantify radiation, monthly 

mean daily values of the relative sunshine duration (RSD) are estimated using monthly temperature 

and precipitation data, as proposed by Yin (1999). Finally, quasi-daily values are constructed using 

the monthly values of the above-mentioned meteorological variables: (a) for RSD and air 

temperature, the ‘harmonic’ interpolation technique described by Epstein (1991) is used, with a 

correction of physically impossible values, and (b) in the case of precipitation, the temporal scaling 

using an iterative interpolation technique described by Lüdeke et al. (1994) is applied, with a 

damping variable of 0.7 for each month. 

The distribution map of climate-derived biomes is constructed for the GAR, which is defined 

as being located from 43° to 49° N, and between 4° and 19° E (Fig. 5.1). For this purpose, the 

selected biogeographical model is applied to the updated monthly temperature and precipitation 
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fields from the HISTALP database (and to the RSD fields derived from the above fields). These 

data are available on an equidistant grid with a horizontal resolution of 5 arc-min (with a cell size 

of ~55 km2 in the middle region). As this degree of detail is not appropriate for biological 

applications due to its inability to capture the diverse topography of the region along with alpine 

valleys and mountain peaks, the spatial resolution of meteorological fields is improved by an order 

of magnitude. For temperature data, the following method is applied: (i) the values of sea level 

temperature are calculated using the digital elevation model of the HISTALP database and the 

monthly mean vertical temperature gradients computed by Rubel et al. (2017) from the results of 

Rolland (2003); (ii) the sea level temperature field is interpolated to a 0.5 arc-min grid of the 

Global 30 Arc-Second Elevation Dataset (GTOPO30) developed by the U.S. Geological Survey 

(Gesch et al. 1999); (iii) finally, air temperatures at the elevation of each GTOPO30 grid cell are 

recalculated using the sea level temperature fields and elevation data (with a cell size of ~0.55 km2 

in the middle of the region). The interpolation procedure is performed using bilinear resampling, 

via the function “resample” in the R package “terra” (Hijmans 2021). In the case of precipitation, 

a similar methodology is applied, uniformly computed with a 5% precipitation increase per 100 m 

altitude increase, following Rubel et al. (2017). This spatial downscaling approach is performed 

separately for each year, and then the estimation procedure described by Yin (1999) is applied to 

these downscaled temperature and precipitation fields. 

 

Fig. 5.1 The Greater Alpine Region (GAR). The target area’s (a) topography and (b) location in 

Europe, indicating the major geographical regions, which are mentioned in the text. The fossil 

pollen sites, whose data are used in the biomization procedure, are represented by empty circles 

The updated version of the HISTALP database contains data for the period 1780–2014 in the 

case of temperature, and for the period 1801–2014 in the case of precipitation. Because of the 

static view of the applied biogeographical model (see Peng 2000), BIs required to identify biomes 

are calculated by means of multi-year climatologies. Taking into account the climate regime shift 

detected globally in the 1980s (Reid et al. 2016), which can be clearly demonstrated in Central 

Europe by accelerated warming (Philipona and Dürr 2004) and the widespread decline of forests 

(Kandler and Innes 1995), multi-year climatologies are defined as averages for the years 1801 to 

1980. In the calculations, two rules are applied for each grid cell: (i) only those monthly values are 

considered as part of the time series for which the annual time series are complete in the case of 

all three variables; (ii) if the number of missing values in the time series exceeds 10% (here, this 
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threshold is 18 year), the value for the given grid cell has to be interpreted as an error. In the next 

step, the model described by Prentice et al. (1992) is applied to these mean fields (except for the 

error grid cells). When running the SPLASH v.1.0 model, only one modification is made: the 

Earth’s orbital parameters are calculated for the year 1890 (i.e., the median of the period 1801–

1980) using the method of Berger and Loutre (1991). As the last step, the final product, i.e., the 

distribution map of climate-derived biomes, is produced using GMT 5.2.1 (Wessel et al. 2013), 

similarly to the following maps. 

5.2.2 Pollen-based biome reconstruction 

For transforming pollen data into biome types, Prentice et al. (1996) have proposed a procedure 

that can also be properly used (with some modifications) to quantitatively reconstruct past climate 

variables through the use of PFTs, due to the more robust PFT–climate relationship. Over the last 

25 years, this universal procedure has been modified several times (e.g., Peyron et al. 1998; Allen 

et al. 2000; Bigelow et al. 2003). The methodology used here to assign a given pollen assemblage 

to a biome type follows the one proposed by Peyron et al. (1998) and refined by Tarasov et al. 

(1998, 1999), with the provision that steps following the designation of the dominant biome type 

are ignored. 

To maximize the utilization of the accessible pollen data, compared to the above-mentioned 

works, the range of taxa used in this study is expanded, thereby modifying the assignments of 

pollen taxa to PFTs, and PFTs to biome types. A total of 301 taxa are taken into account in the 

biomization procedure. The remainders (e.g., Globularia, Morus, etc.) are omitted because they 

occur rarely or with low abundances in pollen spectra, or because they are ambiguous from a 

taxonomic or ecological point of view. For taxon–PFT and PFT–biome matrices used here, see 

Tables B.1–3. 

One of the most sensitive points in the biomization procedure is the designation of the dominant 

biome type. By default, the biome type with the highest affinity score is assigned to the pollen 

spectrum. However, the highest score can belong to several biome types simultaneously. Within 

the procedure developed by Prentice et al. (1996), this problem was handled by putting the biome 

types in a particular order. This order was determined by the PFT composition of biome types, 

considering that the absence of certain PFTs may intuitively assist in decision-making. Bearing 

this theoretical approach in mind, another algorithm is suggested in this study. Within this 

procedure (hereinafter referred to as the “smallest hiatus”), for each biome type with the highest 

score, we calculate the proportion of taxa for which the following criteria are met: (a) all of them 

are included in the predefined taxon list of the given biome type, but (b) they are not detected in 

the given pollen spectrum (by using the universal threshold value of 0.5%). Ultimately, the point 

of the proposed decision-making mechanism is to minimize this ratio. 

Fossil pollen data used to reconstruct recent past vegetation are derived from the version of the 

EPD released on 30 December 2016. The version of the database used here contains 2409 pollen 

sequences for 1876 sites, though not all possess a reliable chronology (e.g., age–depth models 

based on calibrated radiocarbon ages). For this reason, following Brewer et al. (2017), the time 

selection for pollen samples is carried out by using uniformly recalibrated age–depth models 

prepared by Giesecke et al. (2014). These new chronologies are based on the version of the EPD 

released on 2 August 2012, nonetheless, quality-controlled age information is provided for just 

800 out of the 1204 pollen sites (Brewer et al. 2017). Based on the foregoing, it can be clearly seen 

that the EPD has broadened significantly between 2012 and 2016, and a large number of samples 

cannot be taken into account because of the absence of a reliable absolute chronology. For this 
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reason, following Fyfe et al. (2015), the time selection is extended to all those samples for which 

a calibrated radiocarbon-based chronology has also been uploaded by the contributing authors. 

The biomization procedure is applied to all relevant pollen samples (RPSs). A RPS is defined 

as that for which: (a) the site is located in the GAR, (b) its calibrated age falls into the time window 

of 60±90 cal yr BP (1800–1980 CE), and (c) the sum of pollen grains exceeds the threshold of 300 

for the taxa involved in this study (Bennett and Willis 2001). Thus, according to the above 

restrictions, the biomization procedure can be applied to 770 samples of 86 pollen sequences (Fig. 

5.1). For metadata describing each sequence used here, see Table B.4. (Given that the pointwise 

comparison used in this study requires accurate site location information, and as is known, the 

EPD contains geolocation errors (see Brewer et al. 2017), quality control and correction of spatial 

data are carried out where the relevant publications are accessed. Table B.4 contains revised spatial 

data for pollen sequences.) 

At the end of the process, the dominant biome type is identified for each pollen sequence. 

However, the designation becomes problematic if more than one sample belongs to a given 

sequence. In such a case, it may be possible that more than one biome type can be considered as 

the dominant type, based on the highest affinity score. To avoid this problem, relative biome scores 

(RBSs) are defined here, following Allen et al. (2010a). In this study, the RBS is calculated by a 

two-step procedure: (i) the individual affinity score is divided by the sum of all affinity scores in 

the given sample, and then (ii) to obtain the final value, these quotients belonging to a given 

sequence are averaged where it is needed. The final decision is therefore based on these RBSs, 

with the provision that for identical maximum values, the above-mentioned principle of “smallest 

hiatus” has to be applied to abundances averaged over the given sequence. 

5.2.3 Evaluation of the biomization results 

Through the use of a pointwise approach, the vegetation simulated by applying the BIOME model 

is compared with the vegetation defined based on the RBSs characterizing the pollen sequence, in 

order to evaluate the performance of the biomization scheme and the potential sources of bias. 

Besides the visual comparison, we primarily rely on values of the percentage of agreement, but 

matching measures that more plastically reflect the quality of match are also used for the 

evaluation. 

Based on previous experiences, Marinova et al. (2018) have listed the factors affecting the 

reliability of the reconstruction as follows: (a) uncertainty in the PFT definitions, i.e., in the 

assignments of pollen taxa to PFTs, and PFTs to biomes, (b) anomalies in pollen production (i.e., 

the over-representation of arboreal taxa in the pollen assemblage), (c) variability in the size of the 

sedimentation basin (i.e., the uncertainty about the choice of the spatial scale of vegetation 

represented by the pollen), (d) long-distance arboreal pollen transport towards open landscapes 

(resulting in the poor delineation of biome boundaries), (e) upslope transport of pollen from 

lowland regions to higher altitudes (resulting in the uncertain delineation of timberline) and (f) 

anthropogenic disturbance or alteration of the vegetation. 

The designation of the dominant biome type leads to a significant loss of information, which 

can be further exacerbated by determining the quality of the match on a two-class scale. By 

introducing the concept of near-missing (see Woodbridge et al. 2014), however, the findings can 

be further nuanced. Here, two possibilities are seen for identifying near-misses (similar cover 

classes assigned): (a) when accepting the pollen-inferred biome as true, the search window around 

the location of the pollen site can be broadened for the climate-inferred biome type, and (b) when 

fixing the climate-inferred biome, the list of those pollen-inferred biome types that are accepted as 
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matching partners can be expanded further. The former is intended to quantify the impact of the 

choice of the spatial scale on the quality of reconstruction, while the latter can be suitable for 

measuring the effects of uncertainties in PFT and biome definitions. 

The value of the area expansion required for matching (AEm) shows the side length of the 

square search window, expressed in grid cell units, to be formed around the grid cell containing 

the pollen site, in order to find at least one match between the climate- and pollen-inferred biome 

types. Ideally, the search window does not need to be expanded for matching, so it is most optimal 

if the value of AEm is zero. If initially there is no match, then, in the next step, the length of the 

sides of the search window has to be increased by one unit in each direction. If a match is found 

by this step, then the value of AEm is equal to one. 

To determine the value of the definition expansion required for matching (DEm), it must be 

known first how similar the biome definitions are in terms of taxonomic composition, i.e., for each 

pollen-inferred biome type, a similarity order must be defined using the Jaccard Similarity Index 

(JSI: Jaccard 1901). Finally, the value of DEm is obtained by determining the position of the 

climate-inferred biome type of the grid cell containing the pollen site in the similarity order of the 

dominant biome type (identified by using pollen data). Ideally, the definition list does not need to 

be expanded for matching, so it is most optimal if the value of DEm is zero. The JSI values are 

calculated by using the R package “fossil” (Vavrek 2011). For the similarity orders obtained by 

applying biome definitions used here and the associated JSI values, see Fig. B.1. 

To explicitly evaluate the effects of the above-listed factors on the biomization results, 

vegetation data for the 86 selected pollen sequences are divided into two groups by means of 

quantitative characteristics of these factors. Then the above-mentioned matching measures are 

aggregated separately for these subgroups. To quantify the impact of the degree of landscape 

openness on the reliability of reconstruction, the values of tree canopy cover (TCC) extracted from 

the Global Forest Change Dataset (Hansen et al. 2013) for the year 2000 are used. The value of 

TCC reflects the percentage of the total tree canopy closure in a 1 × 1 arc-sec grid cell. To account 

for the human impact on vegetation, we use the map of the human footprint index (HFI) for the 

year 1993 developed by Venter et al. (2016a). The value of HFI indicates the degree of human 

pressures on the environment, ranging from 0 (no pressure) to 50 (extremely high pressure), by 

aggregating multiple indicators, which make aspects such as human population pressure, human 

land use, and infrastructure measurable. The HFI data are available on an equidistant grid with a 

horizontal resolution of 30 arc-sec. 

To avoid interpretation biases, the TCC and HFI data are first aggregated to the grid of the 

GTOPO30 using bilinear resampling, via the function “resample” in the R package “raster” 

(Hijmans 2020). In accordance with Venter et al. (2016b), a given pollen site is considered to be 

affected by anthropogenic activities when the value of HFI for that 0.5 arc-min grid cell in which 

the site is located is greater than or equal to 6. Following Hansen et al. (2010), in this study, a grid 

cell is labelled as forest (i.e., closed vegetation) if the value of TCC is at least 25%. 

The TCC and HFI data for the pollen sequences related to RPSs are found in Table B.4, 

complemented by additional metadata such as the name, geographical location, and elevation of 

the pollen sites. Altitudinal data are derived also from the GTOPO30. However, pollen sequences 

where the difference between the grid cell value from the GTOPO30 and the site value from the 

EPD exceeds 250 m are marked with an asterisk in the “ALT” column of Table B.4. In this context, 

the terrain ruggedness index (TRI: Wilson et al. 2007) is also calculated from the GTOPO30, using 

the function “terrain” in the R package “raster”. Here, based on the classification by Riley et al. 

(1999), a terrain of a site is considered to be rugged if the value of TRI is greater than or equal to 
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240 m. A pollen site is defined as a high-altitude site if the grid cell value of the altitude is not less 

than 1000 m a.s.l. 

A flowchart summarizing procedures for the derivation and comparison of climate- and pollen-

based biomes is presented in Fig. 5.2. See above for details. 

 

Fig. 5.2 Flowchart showing the steps involved in the used methods to derive and compare 

climate- and pollen-based biomes. Input data are represented by rectangles, procedures by 

ellipses and output data by hexagons. An input/output data denoted by solid lines is a raster 

dataset, while a data marked by dashed lines contain pollen site information. In the 

reconstruction of climate-based (pollen-based) biomes, both input and output data are marked 

with yellow (green) polygons. Supplementary data are distinguished by blue polygons, while 

matching measures obtained in comparisons are denoted by hexagons with a purple/pink 

background. The references in the figure correspond to the citations in the text 
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5.3 Results 

5.3.1 Simulated biome distribution 

One of the most important results of this study is the distribution map of climate-based biomes in 

the GAR for the period 1801–1980 (Fig. 5.3), which is created by means of the BIOME model 

using climate data provided by the HISTALP database. Due to the lack of climate data, the biome 

type cannot be identified in the central regions of the Dinaric Alps, but this problem does not 

inhibit the validation procedure because of the absence of fossil pollen data (see Fig. 5.1). 

 

Fig. 5.3 Spatial distribution of the biome types simulated by the BIOME model in the GAR for 

the period 1801–1980. The observed climate data required for the simulation are derived from 

the HISTALP database 

As shown in Fig. 5.3, under the “current” conditions, 8 out of the 14 extratropical biome types 

used by the BIOME model can be observed in the GAR, at a horizontal resolution of 0.5 arc-min. 

Considering the entire target domain, however, the sum of relative coverage of the biome types 

“cold mixed forest” (CLMX) and “ice/polar desert” (PODE) does not reach 1%. These types can 

only be sporadically identified in the western segment of the study area. 

More than half (54.42%) of the target area is covered by the biome type “temperate deciduous 

forest” (TEDE). Its distribution is limited to lower regions in the eastern segment of the target 

domain and in France, as well as to the Po Valley and Central Italy (Fig. 5.3). The biome type 

“cool mixed forest” (COMX) covers 28.16% of the study area. As shown in Fig. 5.3, the type 

COMX shows a similar distribution pattern to that of the climate type Dfb (boreal climate with no 

dry season and warm summer) defined by Köppen (1936) on the map created by Rubel et al. (2017) 
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for the period 1876–1900. Namely, this biome type can be identified in the areas situated to the 

north–northeast of the Alps and in the Dinaric Alps. The reason for this is that in the climate 

classification system of Köppen (1936), the boundary between the warm-temperate and boreal 

regions is described by the mean temperature of the coldest month (TC, in °C), while in the BIOME 

model, the same BI determines what kinds of woody PFTs are present in the GAR, due to the 

availability of sufficient heat and moisture (Fig. B.3). 

A permanent presence of hard winter frosts leads to low (below-freezing) values of TC, 

activating the PFT “boreal evergreen conifer” (bec) in the BIOME model. Under the presence of 

this PFT, the model opts for the type COMX instead of the type TEDE in the designation of biome 

types (see Table 5 in Prentice et al. 1992). In addition, in the biomization procedure, this PFT is 

linked to the taxon Picea (see Table B.1), the main species of which is the Norway spruce (Picea 

abies). According to Zohner et al. (2016), in the case of Picea abies, the predominant climate type 

refers to the type Dfb, taking into account its native range. Considering these cross-correlations, it 

can be stated that the definitions of both climate- and pollen-inferred vegetation types used here 

are sufficiently substantiated. 

The biome types “taiga” (TAIG) and “cool conifer forest” (COCO) together cover a total of 

11.12% of the target area. As shown in Fig. 5.3, these types appear most markedly on the slopes 

of the Western and Central Alps, in the Eastern Alps, and sporadically in the Dinaric Alps. The 

mountain peaks of the Alps, the highest points of the target domain, are mostly dominated by the 

types TUND and PODE, covering a little less than 5% of the study area. At the same time, in the 

coastal regions of Croatia, Italy, and France, the dominant climate-inferred vegetation type is the 

biome type “warm mixed forest” (WAMX) with an areal proportion of only 1.2%, designating the 

most popular destinations for tourism in this region (see Batista e Silva et al. 2018). 

5.3.2 Pollen-inferred biome reconstructions 

In the GAR, the biomization is applied to the RPSs derived from the EPD, however, the type of 

dominant vegetation is ultimately determined for each pollen sequence. A total of 770 samples of 

86 sequences meet the strict conditions, and a total of 13 biome types are involved into the 

biomizaton scheme. Thus, the partial results of the biomizaton procedure, i.e., all RBSs for all 

pollen sequences can be summarized in a 13 × 86 matrix, but here, these partial results are plotted 

by a percentage bar chart (Fig. 5.4), in order to facilitate the visual comparison of sequences. 
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Fig. 5.4 Relative biome scores (RBSs) determined for 86 pollen sequences from the GAR, by using the relevant pollen samples for each pollen 

sequence; furthermore, the pollen-inferred vegetation (PolVeg) type, which is identified as the dominant type by using these RBSs in the 

biomization, and the climate-inferred vegetation (CliVeg) type simulated for the period 1801–1980 by the BIOME model (for that 0.5 arc-min 

grid cell in which the fossil pollen site is located), complemented with metadata (Entity, Site name, Country) for identifying the pollen sequence. 

RBSs below 4% are not shown in the figure. The abbreviations of biome types can be found in Fig. 5.3 
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Fig. 5.4 (Continued) 
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The RPSs are derived from a total of seven countries (Fig. 5.4). Most (36 out of 86) pollen 

sequences can be found in Switzerland, but Austria and France also contribute substantially to the 

fossil pollen data, with 17 and 15 pollen sequences, respectively. In addition to a low number of 

Hungarian and Czech pollen samples, Italy and Germany, despite their large relative spatial 

coverage, provide only a total of 13 pollen sequences to determine the dominant biome type. Based 

on the spatial distribution of the pollen profiles involved in this study (Fig. 5.1), it can be found 

that the higher regions of the Alps and the study area (the eastern segment of the target domain 

and the lower regions) are over-represented (under-represented), which may distort our validation 

results. 

Based on the RBSs (Fig. 5.4), only 6 of the 13 vegetation types used by the biomization scheme 

can be identified. For 36% of the pollen sequences, the biomization identifies the dominant 

vegetation type as the type TUND. For 11 out of 86 sequences of the target area, the pollen-inferred 

vegetation type is the type TEDE; while a total of 46% of the sequences are assigned to two biome 

types with very similar PFT compositions: COMX and COCO. Based on the available fossil pollen 

data, the dominant vegetation type is identified as the type TAIG for one sequence only 

(Steerenmoos, Germany). The pollen-inferred biome type XERO is assigned to three pollen 

profiles (one each in Switzerland, Austria, and France). 

5.3.3 Comparison of the climate- and pollen-inferred biomes 

The superimposing of biomization results on the distribution map of climate-derived vegetation 

types (Fig. 5.5) provides a good opportunity to evaluate the accuracy of the biomization approach. 

The biomization scheme estimates the appearance of the biome type TUND along the central chain 

of the Alps in accordance with climate-based vegetation predictions. Pollen assemblages of sites 

located in the region covered by the climate-derived vegetation type COMX, which appears 

sporadically in areas west of 10° E, and in its immediate vicinity, are also often assigned to the 

same type by the biomization. The biome type COCO, which covers small areas in the GAR in 

terms of the spatial distribution of climate-derived vegetation and is mostly limited to the Eastern 

Alps (Fig. 5.3), can be identified for a total of five pollen profiles based on the fossil pollen data. 

With one exception, the related pollen sites are located either in the Eastern Alps or in areas 

situated to the north of the Eastern Alps. For this vegetation type, a match between climate- and 

pollen-inferred biomes can be registered in two cases (Fig. 5.4). 
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Fig. 5.5 Pollen-inferred biomes superimposed on the distribution map of climate-inferred biome 

types. The same biome classes are used in both the pollen-based biome reconstruction and the 

climate-driven BIOME model, with one exception. The type PODE, indicating the lack of 

vegetation, is not applied in the biomization approach 

Along with this, it can be found that the quantitative assessment of the biome reconstructions 

is less satisfactory. The vegetation type estimated by the biomization scheme is only consistent 

with the climate-based vegetation type in 35 of the 86 pollen sequences for which the comparison 

can be carried out (Fig. 5.4), representing a matching rate of only 41%. However, the above 

proportion may change when subgroups are formed from pollen profile data by using quantitative 

characteristics which are specialized above, or when near-misses are taken into account. 

According to the above classification of pollen sites, we can establish that anthropogenic 

pressure is likely to negatively affect the accuracy of the reconstruction (Fig. 5.6): only 39% (28 

out of 72) of pollen assemblages from sequences strongly affected by human pressure can be 

biomized in accordance with climate-derived vegetation, while this ratio is 50% (7/14) for the 

pollen sites weakly affected by anthropogenic pressure. A similar relation is observed when 

comparing sites with high (HTR: 33%, 3/9) vs. low (LTR: 42%, 32/77) terrain ruggedness. 

However, it is important to emphasize that due to the relative imbalance of the subgroups formed 

from the sequences, the effect of these landscape characteristics on the biomization can only be 

considered in a distorted manner when evaluating. 
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Fig. 5.6 Aggregate values of the matching measures (AEm: area expansion required for 

matching, DEm: definition expansion required for matching) defined here for subgroups of 

pollen sequences strongly (HAL, HTR, HCO, HAP) versus weakly (LAL, LTR, LCO, LAP) 

affected by various impacts (altitude, terrain ruggedness, canopy openness and anthropogenic 

pressure). The subgroups of strongly affected pollen sites are generated by considering the 

following landscape characteristics: (a) high altitude (HAL, altitude of >= 1000 m a.s.l.), (b) 

high terrain ruggedness (HTR, terrain ruggedness index of >= 240 m), (c) high canopy openness 

(HCO, tree canopy cover of < 25%), and (d) high anthropogenic pressure (HAP, human footprint 

index of >= 6). For details on generating landscape characteristics, see Section 5.2.3. For the 

spatial distribution of landscape characteristics and the classification of pollen sites by these 

characteristics, see Fig. B.2. Site values for the selected landscape characteristics are given in 

Table B.4 

If near-misses are also taken into account, we can make the following statements (see Fig. 5.6): 

(a) in the case of low altitude sites, even a small expansion of the definition significantly increases 

the matching rate because if sites with DEm below 4 are identified as a match, this percentage 

increases from 43 to 74%; (b) for high altitude sites, the area expansion increases the matching 

ratio because if sites with AEm below 4 are accepted as a match, this percentage increases from 

39 to 77%; and (c) for pollen sites under strong anthropogenic pressure, it is common for neither 

the definition expansion nor area expansion to lead to a match. It should also be noted that in terms 

of canopy openness, the effect of the definition expansion on consistent matching is similar for the 

two subgroups, while for sites with low canopy openness, the area expansion better improves the 

consistency between climate- and pollen-inferred biomes, compared to sites with high canopy 

openness. 
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Matching/mismatching patterns between climate- and pollen-inferred biomes (Table 5.1) show 

(a) the proportion of pollen sites biomized as a given biome type that falls into the same type of 

climate-derived vegetation zone, and (b) for a given climate-based vegetation class, the proportion 

of sites where the biomization captures the dominant vegetation type in accordance with the 

BIOME model. Using this approach, in addition to critical patterns, the possible reasons behind 

the discrepancies can also be explored. For example, in the case of pollen profiles classified as the 

climate-inferred biome type TEDE, the designation of the dominant vegetation type based on the 

fossil pollen data is often inconsistent in terms of the climate-derived vegetation (18 out of 28 

sequences) (Table 5.1). However, most of the pollen profiles labelled as the type TEDE based on 

the fossil pollen data are assigned to the same type according to climatic conditions (10 out of 11 

sequences), meaning that the biomization scheme performs well in identifying this biome type. 

Thus, although the estimation of the type TEDE is reasonable (with a success rate of 91%), 35.7% 

of the sites located in the region covered by this type of climate-derived vegetation are 

inconsistently attributed to the type COMX by the biomization procedure. Although it is also 

important to underline that (a) all 18 sites involved are under high human pressure conditions, and 

(b) for these pollen samples, even a small expansion of the definition significantly increases the 

likelihood of a match. The last two statements are also true for the climate-derived vegetation class 

COCO, for which the discrepancy between pollen- and climate-inferred biomes is always in favour 

of another forest biome type. See Table 5.1 for more details. 
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Table 5.1 Matching/mismatching patterns between climate- and pollen-inferred biomes. The 

column “Reference source: pollen-inferred biome” indicates the percentages of sites assigned by 

the biomization scheme to a given biome type that fall into the same type of climate-derived 

vegetation region. The column “Reference source: climate-inferred biome” shows the 

proportions of pollen sites within a given climate-derived vegetation region that are biomized as 

the same type. The main features underlying the observed discrepancies are given, and remarks 

on near-misses are also summarized. The abbreviations of biome types can be found in Fig. 5.3 

Biome Reference source: pollen-inferred biome Reference source: climate-inferred biome 

TAIG 0.0% (0/1); for the only site assigned to this 

pollen-inferred biome type, the climate-derived 

vegetation class is the type COCO. 

0.0% (0/18); for pollen sites classified as this 

climate-derived vegetation type, pollen data are 

biomized as TUND (10), COMX (6), and 

XERO (2), with the remark that all sites are 

located at a high altitude, and an increasing the 

search window by no more than four units leads 

to a match for 12 of the 18 sites involved. 

COCO 40.0% (2/5); this type is also attributed to sites 

located in the climate-derived regions TUND 

(2) and COMX (1), with the remark that for 

above three sites, the value of the human 

footprint index exceeds five. 

25.0% (2/8); for the other sites, the biomization 

finds the following: COMX (4), TAIG (1), and 

TEDE (1), with the remark that all six sites are 

under high anthropogenic pressure conditions, 

and that for five of these six sites, a definition 

expansion by no more than three steps leads to a 

match. 

TEDE 90.9% (10/11); in the case of the single 

mismatch, this pollen-inferred biome type is 

attributed to a site located in the climate-derived 

vegetation region COCO for which an 

increasing the search window by two units 

eventually results in a match. 

35.7% (10/28); for the other sites, the 

biomization finds the following: COMX (10), 

TUND (7), and XERO (1), with the remark that 

all 18 sites are under high anthropogenic 

pressure conditions, and for 10 of the 18 sites 

involved, a definition expansion by no more 

than three steps leads to a match. 

COMX 31.4% (11/35); this type is also assigned to sites 

located in the climate-derived regions TEDE 

(10), TAIG (6), COCO (4), and TUND (4), with 

the remark that the vast majority (21 out of 24) 

of above sites are under high human pressure 

conditions. 

78.6% (11/14); for the other sites, pollen data 

are biomized as TUND (2) and COCO (1), with 

the remark that all three sites are under high 

anthropogenic pressure conditions and are 

located below 1000 m a.s.l. 

XERO 0.0% (0/3); this pollen-inferred biome type is 

assigned to sites located in the climate-derived 

regions TAIG (2) and TEDE (1), however, an 

increasing the search window by even eight 

units does not result in a match for any of the 

above sites. 

No sites. 

TUND 38.7% (12/31); this type is also assigned to sites 

located in the climate-derived regions TAIG 

(10), TEDE (7), and COMX (2), with the 

remark that the vast majority (17 out of 19) of 

above 19 sites are under high anthropogenic 

pressure conditions, and an increasing the 

search window by no more than four units leads 

to a match in the case of 10 of these 19 sites. 

66.7% (12/18); for the other sites, pollen data 

are biomized as COMX (4) and COCO (2), with 

the remark that all 12 sites are located at a high 

altitude. 

5.4 Discussion 

5.4.1 Validity of the simulated biomes 

Despite the obvious methodological differences (see Section 5.3.1) for both the main BIs (Fig. 

B.3) and biomes (Fig. 5.3), the distribution maps created in this study are consistent with those 
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constructed using the dataset compiled by Leemans and Cramer (1991) for the normal time period 

1931–1960 (see Huntley et al. 1995 for the main BIs; see Peng et al. 1995 and Prentice et al. 1998 

for the biomes). Furthermore, the main vegetation formations in the GAR determined by 

vegetation scientists (Bohn et al. 2003) can be properly detected by applying the BIOME model 

in the configuration used here. This is supported by the fact that in several cases, the dominant 

natural plant formation (supplementary maps in Bohn et al. 2003) that is consistent with the current 

climatic and edaphic conditions shows a big overlap with the climate-derived biome type (Fig. 

5.3) simulated in this study (and now given in parentheses): (a) the alpine vegetation, B.2 in the 

central chain of the Alps (the biome type TUND), (b) the fir and spruce forests, D.4 in the Eastern 

Alps (the types TAIG and COCO), and (c) the beech and mixed beech forests, F.5 in the areas 

situated to the north–northeast of the Alps, in the southern foothills of Alps, and in the Dinaric 

Alps (the type COMX). 

Due to the high spatial resolution of the climate fields used to create the biome map, the 

altitudinal stratification of plants is very well observed. In valleys characterized by less harsh 

conditions, where the value of GDD5 (Fig. B.3b) exceeds the threshold of 1200 °C day, the types 

TEDE and COMX (Fig. 5.3) usually appear, depending on whether the value of TC (Fig. B.3a) is 

above −2 °C or not. In the study area, these types occur only marginally at altitudes above 

1500 m a.s.l. On the slopes, the types COCO and TAIG become dominant, replacing the “warmer” 

forests. This is because, on the slopes of the Alps, where sufficiently humid conditions are typical 

with (moderately) cold winters, only PFTs for which a smaller amount of heat is sufficient can be 

activated. However, where the value of GDD5 does not exceed the threshold of 350 °C day, woody 

PFTs cannot activate. Here, this is mostly the case in areas at altitudes above 2000 m a.s.l., making 

the type TUND dominant. The altitudinal zonation of climate-based biomes simulated in this study 

is consistent with the position of vegetation belts revealed by phytogeographical analysis (see e.g., 

Fauquette et al. 2018). 

5.4.2 Gaps and overlaps between the climate- and pollen-inferred biomes 

The biomization procedure is able to capture regional-scale patterns of vegetation distribution in 

the GAR (Fig. 5.5), which has a remarkable performance in terms of the degree of human pressure 

on the landscape (see Fig. B.2d). However, anthropogenic pressure, together with the other above-

mentioned influential factors (e.g., anomalies in pollen production), makes it difficult to make 

quick and unsupervised biomizations of fossil pollen data. Unfortunately, the spatial distribution 

of the few pollen sequences suitable for this performance assessment is non-homogeneous (Fig. 

5.1): the Alps and the higher regions of the target domain are over-represented. In addition, 

comparisons are strongly hampered by the following facts: (a) almost all sites under low 

anthropogenic pressure conditions are located at high altitudes (13/14) and have high canopy 

openness (12/14) (see Fig. B.2), and (b) for these subgroups, the climate-inferred biomes are 

significantly differentiated (considering these three landscape characteristics, for 11 out of the 12 

common pollen sequences, the BIOME model identifies the dominant vegetation type as either the 

type TUND or type TAIG) (cf. Fig. B.2 and Fig. 5.3). This makes it much more difficult to evaluate 

the results because the influential factors that affect different types of biomes to varying degrees 

can either reinforce or even mask one another. 

5.4.2.1 Mixed forests everywhere 

Pollen assemblages from profiles located in the region covered by the climate-based vegetation 

type COMX are biomized in accordance with climatic conditions (for 78.6% of these profiles, the 
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same biome type is detected using pollen data). However, sequences that are labelled as type 

COMX based on the pollen data often do not fall into the climate-derived vegetation region of the 

same type, leading to a matching rate of only 31.4% (i.e., for 24 of those 35 sites whose pollen 

data are biomized as the type COMX, a discrepancy can be observed between pollen- and climate-

inferred biomes). The vast majority (21 out of 24) of the sites involved are under high 

anthropogenic pressure conditions, so a human impact is likely behind these discrepancies. 

Biome types COMX and TEDE can be described by a similar taxon list (JSI: 0.787; see Fig. 

B.1). However, there are some fundamental differences between them. For example, Picea pollen 

indicates the presence of the PFT bec (see Section 5.3.1), while in the biomization procedure, the 

PFT “cool-temperate broad-leaved evergreen tree/shrub/liane” (wte1) is activated by the presence 

of pollen of ivy (Hedera) and holly (Ilex). The former PFT increases the value of the affinity score 

for the type COMX in the biomization, while the presence of the latter contributes to the value of 

type TEDE. Although ivy and holly are good climate indicators (see frost-intolerant species: 

Iversen 1944), in the study region, the abundance and distribution of these species decreased 

during the Neolithic and Bronze and Iron Ages due to anthropogenic burning (Tinner et al. 1999, 

2005). In contrast, in the Swiss Alps, spruce increased in abundance (and distribution) during the 

Neolithic due to indirect effects (e.g., the decline of competitors), while in the last centuries due 

to the recovery of the timber industry (Conedera et al. 2017). 

The intermingling of the biome types TEDE and COMX in the European mountains has also 

been shown by Binney et al. (2017), but as possible explanations for this phenomenon, the authors 

of the above study have indicated both the relatively fine spatial scale of vegetation mosaics and 

the floristic similarity of the biome types involved. But we think that due to the fine spatial 

resolution of the biome map used as a reference, the former effect may play a smaller role in 

mismatches experienced in the current study. In contrast, as already indicated by Prentice et al. 

(1996), through the over-representation of Picea, the dominance of mixed forests in this region 

can be much better explained by human activities, namely, the establishment of conifer plantations 

(Weetman 2005). 

In the case of pollen profiles located in the region covered by the climate-derived vegetation 

types COCO and TAIG, there is also a high proportion of those for which the method used here 

translates pollen data into the type COMX (Table 5.1). For the first biome class, all affected 

sections are located at high altitudes, while for the second, the anthropogenic pressure poses a 

challenge for the biomization. If in addition to pollen from coniferous species (e.g., Picea abies, 

Pinus cembra), summergreen tree species such as common oak (Quercus robur) and common ash 

(Fraxinus excelsior) can also be detected in a sample, the dominant biome type is easily identified 

as COMX. This finding is true for most of the above-mentioned pollen profiles, with the remark 

that for most of these samples, there is also a high proportion of grasses (Gramineae) and/or sedges 

(Cyperaceae) referring to grazed meadows (Court-Picon et al. 2006). The appearance of common 

ash and European beech (Fagus sylvatica) in these samples is explained by the abandonment of 

traditional grazing (van der Knaap et al. 2000), which is further confirmed by the detection of 

grasses/sedges pollen. Identification of oak pollen in these samples can probably be attributed to 

the fact that in the last centuries, in alpine areas, the use of acorns to feed pigs has favoured this 

tree species over others (Burga 1988). 

5.4.2.2 Tundra or not tundra? That is the question! 

In this study, the climate-derived vegetation type TUND can only be assigned to the pollen profiles 

related to high altitude sites (cf. Fig. 5.5 and Fig. B.2a). The number of such sequences is 18. For 
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12 out of these 18 pollen profiles, the pollen-inferred biome type is the type TUND, making a 

significant contribution to the value of observed agreements. The biomization procedure assigns 

the remaining six sequences to one of the cool-temperate forest biome types. In accordance with 

the nature of the above subgroups, this discrepancy in the classification can be clearly explained 

by the upslope transport of pollen, which had been previously reported as a potential source of 

bias in the biomization approach (see e.g., Takahara et al. 2000; Marinova et al. 2018). 

In addition, in these subgroups, there is a very high number of sequences for which the 

biomization scheme assigns the type TUND and for which the dominant type is one of the forest 

biome types according to the climatic conditions (Table 5.1). In this case, the anthropogenic 

opening of the closed vegetation (see e.g., Valsecchi et al. 2010; van der Knaap et al. 2000) could 

give a clear explanation for the observed mismatches. This may also be indicated by the fact that 

the vast majority (17 out of 19) of affected sites are under high anthropogenic pressure conditions. 

In addition to taxa that have already previously been associated with the grazing pressure (grasses 

and sedges), in various amounts, these pollen assemblages also contain other non-arboreal pollen 

taxa that indicate the proximity of (alpine) pastures (e.g., Plantago alpina, Plantago lanceolata, 

Urtica: Court-Picon et al. 2006; Appendix in Gilck and Poschlod 2019) and/or cultivated areas 

(e.g., Secale cereale, Cerealia-type: Behre 1981). Thus, in these cases, the dominance of the type 

TUND in the biomization is likely explained by a high degree of human pressure. 

It is also important to underline that for 10 of the above-mentioned sites located in the region 

labelled as the climate-derived type TAIG, an increasing the search window by no more than four 

units leads to a match. Considering that the related pollen sequences are located in a 

topographically complex region (Fig. 5.5) and that the spatial area/scale represented by a fossil 

pollen site is not necessarily the same as that of the related grid cell, the observed mismatches 

cannot be explained by only one general rule. The following factors, alone or in combination, may 

be behind this discrepancy: (a) the terrain ruggedness, (b) the landscape modification by human 

activities, and (c) the fact that the ecotonal vegetation types (e.g., forest-tundra ecotone: Holtmeier 

2009) cannot be identified by classification schemes of either climate- or pollen-inferred 

vegetation. 

5.4.2.3 Limitations and perspectives of the PFT and biome definitions used 

The appearance of the pollen-inferred biome type XERO in the Alps, where the dominant biome 

types are the climate-inferred types TUND and TAIG, is striking (Fig. 5.5). It can be explained by 

the fact that the related pollen assemblages are dominated by the taxon Pinus and a taxon assigned 

to the PFT “grass” (g). Following Binney et al. (2017), the former (i.e., pine) is assigned to the 

PFT “eurythermic coniferous tree/shrub” (ec) (see Tables B.1–3), which is a component of all 

forest biome types due to its widespread distribution (Critchfield and Little 1966). The latter, 

however, may only occur in the case of the type XERO of all the forest biome types. For example, 

in cases where, besides pine, a large number of grasses dominate a core-top sample due to human 

activity, the biomization procedure incorrectly identifies the climate-derived vegetation type as 

XERO. 

The PFT and biome definitions used in this classification scheme take into account neither the 

ecotones between major vegetation communities nor anthropogenic biomes called anthromes (see 

Ellis et al. 2010). For this reason, this method is not directly applicable for reconstructing 

anthropogenic land use changes or for precise descriptions of the dynamics of vegetation 

transitions. To address these issues, Woodbridge et al. (2014) developed the so-called pseudo-



 

89 

biomization approach, and this procedure was applied to surface pollen samples and tested by 

comparison with a remotely sensed land cover map. 

Woodbridge et al. (2014) have shown that this procedure works reasonably well for “pure” 

(non-mixed) classes, but where due to landscape heterogeneity neither pollen-inferred nor 

remotely sensed vegetation data can interpret vegetation mosaics with sufficient accuracy, there is 

a limit to validating the method optimized for pan-European conditions. Later, Fyfe et al. (2015) 

applied this approach to fossil pollen data in order to produce a first synthesis of Holocene land 

cover changes in Europe. Although the results obtained in this study and in Fyfe et al. (2015) are 

not directly comparable due to differences in the implementations of classification schemes (e.g., 

time window, involved taxa, and weighting applied to land cover classes that include high/low 

pollen-producing taxa), it is important to note that for 21 (4) out of the 72 common sequences, the 

most recent fossil pollen assemblages are assigned by the pseudo-biomization procedure to the 

semi-open (arable/disturbed land) class. This fact indicates that in the GAR, a highly 

heterogeneous and human-modified landscape, the above aspects should be taken into account 

when establishing vegetation clusters that are required to explore long-term land cover changes. 

In addition, it is important to emphasize that the following statement is true in about 76% of the 

sequences used here: the climate-inferred biome type is the same as one of the three types with the 

highest RBSs (see Fig. 5.4). This finding is consistent with results obtained by Woodbridge et al. 

(2014) indicating that the ratio of near-misses in the GAR is very high (see Fig. 4c in Woodbridge 

et al. 2014). In our opinion, this also reinforces the conviction that in vegetation mapping it is a 

good practice to use partial results of a biomization approach that is optimized for larger spatial 

and temporal objectives, thus avoiding a significant loss of information. This is in line with the 

finding of Zanon et al. (2018) that a calibrated version of the MAT method using the partial results 

of biomization (i.e., the PFT scores) and aiming to generate a gridded forest cover reconstruction 

focusing on large-scale vegetation patterns is able to track major land cover fluctuations even in 

complex terrain such as that of the Alpine region. 

5.5 Conclusions 

One of the basic aims of this study was to test one of the best-known pollen-based vegetation 

reconstruction approaches, called the biomization scheme, in terms of performance and potential 

sources of bias, following the guiding principles of initial validation experiments and making 

active use of improvements made in the relevant research fields over the past 25 years. The 

evaluation was carried out as a case study for the GAR. However, given that the climate has not 

been the main driver of vegetation in this highly heterogeneous and human-modified landscape 

for thousands of years, matching/mismatching patterns between climate- and pollen-inferred 

biomes did not necessarily and exclusively indicate the success or failure of the biomization. 

Our results suggest that the matching rate below 50% is necessarily attributed to the fact that 

classification schemes used here take account of neither ecotones nor anthromes. Considering 

near-misses, for example, it was found that in the case of low altitude pollen sites, even a small 

expansion of the definition significantly increases the matching percentage: if sites with DEm 

below 4 are identified as a match, this rate increases from 43 to 74%. This may suggest that 

although the climate is not currently a major determinant of biomes in the target area, at many sites 

in this region, ancient woodlands have only been partially altered by human activities (e.g., the 

establishment of forest plantations, eradication of certain species). For high altitude sites, the area 
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expansion helps to eliminate the discrepancy between climate- and pollen-inferred biomes. 

However, this observation can be even explained by the simultaneous presence of several effects: 

(a) the terrain ruggedness, (b) the anthropogenic landscape alteration (e.g., opening of the closed 

vegetation), and/or (c) the transitional nature of the vegetation (see forest-tundra ecotone). 

Considering all these findings, we believe that in the GAR, the biomization scheme alone is not 

a sufficient tool to circumscribe vegetational regimes in both spatial and temporal terms. This 

reconstruction procedure does not provide sufficient information on the dynamics/features of 

regime transitions and the human disturbance regimes (e.g., browsing, burning, and cultivation) 

through the identification of dominant biome types. However, regime transitions can be 

successfully monitored using quantitative vegetation reconstruction approaches that rely on the 

partial results of the biomization procedure, i.e., the PFT and biome scores (e.g., percentage of 

arboreal PFTs: Davis et al. 2015; landscape openness index: Li et al. 2019). Landscape changes 

related to anthropogenic land use can be tracked using pseudo-biomization (e.g., Fyfe et al. 2015) 

and various anthropogenic pollen indicators (see Deza-Araujo et al. 2020). 

Another goal of the paper was to create a very high-resolution distribution map of climate-

derived vegetation for the period 1800–1980 that can be used in further biological studies. It was 

found that in terms of distribution patterns, our biome map with a horizontal resolution of 0.5 arc-

min that was generated using only monthly temperature and precipitation data (and two digital 

elevation models) is consistent with a PNV map prepared by vegetation experts. Furthermore, our 

results indicate that the altitudinal zonation of biomes modelled here harmonizes with the position 

of vegetation belts revealed by phytogeographical analysis. In the investigated period, valleys 

characterized by less harsh conditions were circumscribed by the types TEDE and COMX, while 

in areas at altitudes above 2000 m a.s.l., the type TUND was dominant. Given that RSD data 

required to generate the biome map were also estimated using the above data, the validity of 

vegetation distribution simulated here is remarkable. Because estimating RSD data is time- and 

resource-intensive, raster data generated here by the BIOME model (i.e., distribution maps for 

both biomes and the five BIs used in classification) are shared upon request with other biological 

studies, which are assessing spatial differences in the distribution of plants/animals in the light of 

climatic conditions. 
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6 Summary 

The main findings and conclusions of this dissertation are summarized and discussed as follows. 

1. Climate of the Carpathian Region in the twentieth century based on various versions of 

the Holdridge life zone system (Chapter 2) 

Using monthly temperature and precipitation data provided by the CRU TS 1.2 database, I 

calculated climatologies (multi-year averages) for five 20-year periods of the twentieth century 

(P1: 1901–1920, P2: 1921–1940, P3: 1941–1960, P4: 1961–1980, P5: 1981–2000), focusing 

on the Carpathian Region. The Holdridge life zone (HLZ) system was applied to these data, in 

order to track the temporal evolution of the spatial and altitudinal distribution patterns of HLZ 

types. 

Based on theoretical considerations and my own previous experience (Szelepcsényi et al. 2009), 

I proposed a modification to the HLZ system: both the core and transitional HLZ types were 

determined as separate classes. The modified model was also used to the above climatologies. 

As a validation, I compared the HLZ maps generated by both the original and modified models 

for P1 to an expert-based vegetation map, and determined the degree of agreement between 

them using the Kappa statistic (κ). 

I assessed the temporal changes in the relative coverage, the mean centre and the mean 

distributional altitude (MDA) for each HLZ type in order to map the ecological impacts of the 

recent climate change in the Carpathian Region. 

a. Using the selected variants of the HLZ system, I demonstrated the effects of recent 

climate change on the potential vegetation in the Carpathian Region. Consistent with 

the recently observed shifts of the natural ecosystems, I showed northward and/or 

upward shifts of the HLZ types. 

 During the last century, the mean centres of those HLZ types which were not related to 

mountains shifted northward. 

 From P1 to P3, the value of MDA increased for all HLZ types, apart from one exception, 

whereas from P3 to P4, a decrease in this parameter can be registered for all HLZ types. 

The reason for this is the fact that the climate in P4 was slightly rainier and cooler than in 

the former period. All in all, for the five most abundant HLZ types, the value of MDA 

increased during the last century. 

b. Based on theoretical considerations, I proposed a modification to the HLZ system. By 

applying the proposed modification, I circumscribed the potential distribution range 

of the forest-steppe ecotone in the Carpathian Region. 

 Due to the introduction of transitional HLZ types, the spatial pattern of vegetation classes 

is significantly rearranged: (a) the first in the coverage ranking is the core HLZ type “cool 

temperate moist forest”, with an areal proportion of 50–60% (depending on the study 

period), whereas (b) the second most abundant vegetation class is the transitional HLZ 

type “cool temperate subhumid forest-steppe”, covering a significant part of the lowland 

areas. 

 Comparing the distribution pattern of this transitional HLZ type in P5 and the potential 

areas of the forest-steppe ecotone (see Varga et al. 2000), a big overlap can be found 

between them. 

2. Assessment of projected climate change in the Carpathian Region using the Holdridge life 

zone system (Chapter 3) 
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I applied the HLZ system to bias-corrected temperature and precipitation fields of 11 regional 

climate model (RCM) simulations provided by the ENSEMBLES project in order to evaluate 

the magnitude and uncertainty of the possible ecological impacts of the projected climate 

change in the Carpathian Region. Climatologies – and thus the spatial and altitudinal 

distribution patterns of HLZ types – were determined for three 30-year (T1: 1961–1990, T2: 

2021–2050, T3: 2061–2090) and also 28 10-year (D1: 1951–1960, D2: 1956–1965, D3: 1961–

1970, etc.) time periods. 

In my assessment, the distribution patterns of HLZ types were characterized by the relative 

extent, the mean centre and the altitudinal range (i.e., the lower and upper altitudinal limits and 

also the altitudinal midpoint). I used the modified Mann-Kendall trend test to these spreading 

parameters generated using 10-year climatologies, in order to assess the expected temporal 

evolution of them, i.e., the direction and uncertainty of their predicted changes. 

Using values of κ, I selected simulations, which provide the maximal and minimal distributional 

changes. The results for these simulations and the ensemble mean were presented in detail. 

a. Using the HLZ system, I demonstrated that under a moderate emission scenario, the 

spatial patterns of potential vegetation types may change significantly by the end of the 

twenty-first century in the Carpathian Region, regardless of RCM simulations used. 

 The boreal HLZ types are estimated to disappear from the region, whereas the types 

“warm temperate thorn steppe” and “subtropical dry forest” can appear, which can be 

found nowadays, for example, in Spain and Turkey. 

 By the end of the twenty-first century, the relative extent of humid and perhumid HLZ 

types is projected to decrease by 41 ± 12 and 58 ± 13%, respectively. The relative 

coverage of warm temperate HLZ types at the end of the century can be estimated to be 

10 times as much as at present, while in the case of cool temperate HLZ types, the same 

value can be reduced by one or two thirds, in the same time frame. 

b. I showed that the recently detected increasing temperature trend is likely to continue 

in the future in the Carpathian Region, for which as a response, northward and/or 

upward shifts of biome types are projected. 

 The altitudinal ranges of potential vegetation types may expand in the future. The lower 

and upper altitudinal limits and also the altitudinal midpoint of HLZ types are likely to 

move to higher altitudes. 

 A northward shift is expected for most HLZ types, and the magnitudes of these shifts can 

even be several times greater than those observed in the last century. 

c. I pointed out that there is a considerable uncertainty in the predicted evolution of 

precipitation patterns in the Carpathian Region, which weakens the reliability of 

projections of potential vegetation distribution. 

 The expected change in the coverage of the type “cool temperate steppe” is extremely 

uncertain because there is no consensus among the projections even in terms of the sign 

of the change (high inter-model variability).  

 A significant trend in the westward/eastward shift is simulated just for some HLZ types 

(high temporal variability). 

3. Estimating relative sunshine duration from commonly available meteorological variables 

for simulating biome distribution in the Carpathian Region (Chapter 4) 

Applying the regression model of Yin (1999) to monthly temperature and precipitation data 

from the CarpatClim dataset, I estimated the time series of monthly mean daily value of the 
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relative sunshine duration (RSD) for each year of the period 1961–2010. Then, in each grid cell, 

values of the root mean square error normalized by the mean value of observed data (RRMSE) 

were computed between the observed and estimated 50-year time series of RSD, separately for 

each month. 

To test the applicability of the estimation scheme to paleoclimate datasets, I calculated RSD 

values for the period 1981–2010 in two ways: (a) by averaging the time series estimated using 

the initial scheme for each year, and (b) by applying the scheme to 30-year averages. The 

estimated results were compared with the averages of the measured values over the study 

period. 

I assessed the sensitivity of the BIOME model for estimating the spatial distribution of potential 

vegetation to changes in various configuration settings. The simulations were performed using 

climate data for the period 1981–2010. Here, I only evaluated the effects of the choice of the 

method used to generate the quasi-daily values and of the source of the RSD data on the results. 

With respect to the former, I performed the simulations in two ways: (a) monthly means were 

assumed constant over each day of the month, and (b) different mean-preserving interpolation 

techniques were applied. 

a. I showed that in the most important period for evapotranspiration processes, the 

monthly time series of RSD can be estimated with reasonable accuracy by applying the 

procedure proposed by Yin (1999) to single-year time series, under varied topographic 

conditions. 

 From May to August, the RRMSE between the estimated and measured RSD values in 

more than 90% of the study area does not exceed the threshold of 20% below which the 

model performance can be considered excellent. 

 In the period from April to October, in nearly 99% of the grid cells with elevation smaller 

than 500 m a.s.l., the value of RRMSE is less than 40%, which is the limit of the model 

performance still considered acceptable. 

 In the summer months, the RRMSE value in almost 90% of the lower regions 

(elevation < 500 m a.s.l.) does not even exceed the threshold of 15%. 

b. I demonstrated that in a data poor modelling environment, RSD data can be adequately 

replaced by using a novel modelling framework based on the procedure proposed by 

Yin (1999), in which the data processing steps are reversed and the estimation scheme 

is fine-tuned. 

 For the RSD climatologies estimated for the period 1981–2010 with the new modelling 

framework, from April to September (with one exception), the value of RRMSE 

calculated for the whole study area does not exceed the threshold of 10%, which indicates 

a very good quality of the estimates. 

c. I showed that the BIOME model is insensitive to the configuration settings assessed 

here (i.e., the choice of the method used to generate the quasi-daily values and of the 

source of the RSD data). 

 The choice of source for the monthly time series of RSD has no effect on the biome 

distribution under given space and time conditions: comparing the simulation using 

measured RSD values to both simulations driven by estimated RSD values, no differences 

between the biome maps were found. 

 All biome maps generated using interpolated daily values are consistent with each other. 

Comparing them to the reference map, only a slight mismatch can be found. For only 
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0.4% of grid cells, there is a disagreement between biome maps derived using different 

daily weather data. In all cases, this mismatch could be explained by the discrepancy in 

the spatial distribution of growing degree-days above a 5 °C base (GDD5). 

4. Comparing climate- and pollen-inferred vegetation in the Greater Alpine Region (Chapter 

5) 

Using simple statistical assumptions, I re-gridded the monthly temperature and precipitation 

fields derived from the HISTALP database for each year of the period 1800–1980 to a 0.5 arc-

min grid of the Global 30 Arc-Second Elevation Dataset (GTOPO30). Applying the regression 

model of Yin (1999) to these downscaled meteorological fields, I estimated the monthly time 

series of RSD for each year within the study period. Then, I computed the mean field separately 

for each of the three relevant meteorological variables. Finally, I used these data to drive the 

BIOME model in order to simulate the distribution pattern of biomes in the Greater Alpine 

Region (GAR). 

I applied a refined version of the biomization procedure to 770 of the most recent fossil pollen 

assemblages derived from the European Pollen Database. In the next step, I calculated the 

relative biome scores (RBSs) obtained from the biomization for the involved 86 pollen 

sequences, and the type of dominant vegetation was ultimately determined for each profile. 

Using a pointwise approach, I compared the vegetation simulated by the BIOME model with 

the vegetation reconstructed on the basis of the RBSs characterizing the pollen sequence. To 

assess the effects of near-misses (i.e., assignments to a biome type with similar composition) 

on the comparison of climate- and pollen-based biome reconstructions, I determined the values 

of the area expansion and definition expansion required for matching (AEm and DEm) for each 

pollen profile, and aggregated these values for subgroups formed from the sequences, by using 

various landscape characteristics. 

a. Using only monthly temperature and precipitation data (and digital elevation models), 

I generated a very high-resolution distribution map of biomes for the GAR in a 

modelling framework where RSD data required to run more sophisticated biome 

models were estimated using the model of Yin (1999). 

 In the GAR, the main vegetation formations determined by vegetation scientists can be 

properly detected by applying the BIOME model with the configuration used here. 

Comparing distribution patterns of the tundra biome type simulated here and that 

represented by the subunit alpine vegetation (B.2) on the map of Bohn et al. (2003), there 

is a large overlap between them. The same conclusion holds for the following pairs: (a) 

the subunit fir and spruce forests (D.4) in the map of Bohn et al. (2003) and the aggregate 

represented by the types “taiga” and “cool conifer forest” on the biome map generated 

here, and (b) the subunit beech and mixed beech forests (F.5) in the expert-based 

vegetation map and the type “cool mixed forest” simulated here. 

 In valleys characterized by less harsh conditions, where the value of GDD5 exceeds the 

threshold of 1200 °C day, the types “temperate deciduous forest” and “cool mixed forest” 

usually appear, depending on whether the mean temperature of the coldest month is above 

−2 °C or not. In the GAR, these types occur only marginally at altitudes above 

1500 m a.s.l. On the slopes, the types “cool conifer forest” and “taiga” become dominant, 

replacing the “warmer” forests. Where the value of GDD5 does not exceed the threshold 

of 350 °C day, woody plant functional types cannot activate. Here, this is mostly the case 

in areas at altitudes above 2000 m a.s.l., making the type “tundra” dominant. The 

altitudinal zonation of biomes simulated using climate data is consistent with the position 
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of vegetation belts revealed by phytogeographical analysis (see e.g., Fauquette et al. 

2018). 

b. I re-assessed discrepancies between climate- and pollen-inferred biome types in the 

Alpine region detected by initial validation experiments of the biomization approach, 

making active use of improvements made in the relevant research fields over the past 

25 years.  

 The vegetation type estimated by the biomization scheme is only consistent with the 

climate-based vegetation type in 35 of the 86 pollen sequences, representing a matching 

rate of only 41%. 

 The following statement is true in about 76% of the sequences used here: the climate-

inferred biome type is the same as one of the three types with the highest RBSs. 

c. By taking into account both the impeding factors and the near-misses, I further 

nuanced the picture that emerged from comparing climate- and pollen-inferred 

vegetation types in the GAR. I pointed out that the discrepancies are not necessarily 

due to the inappropriateness of the biomization procedure but rather due to human 

impacts on the landscape. 

 Considering near-misses, for example, it was found that in the case of low altitude pollen 

sites (elevation < 1000 m a.s.l.), even a small expansion of the definition significantly 

increases the matching percentage: if sites with DEm below 4 are identified as a match, 

this rate increases from 43 to 74%. This may suggest that although climate is currently 

not a major determinant of biome distribution in the GAR, at many sites in this region, 

ancient woodlands have only been partially altered by human activities (e.g., 

establishment of forest plantations, eradication of certain species). 

 For high altitude sites (elevation ≥ 1000 m a.s.l.), the expansion of the search window 

increases the matching ratio because if sites with AEm below 4 are accepted as a match, 

the matching percentage increases from 39 to 77%. However, this observation can even 

be explained by the simultaneous presence of several effects: (a) the terrain ruggedness, 

(b) the anthropogenic landscape alteration (e.g., opening of the closed vegetation), and/or 

(c) the transitional nature of the vegetation (see forest-tundra ecotone). 

 Overall, the above results suggest that the fact that the classification schemes used here 

do not take into account either ecotones or anthromes (i.e., intensive land-use biomes) 

significantly impedes comparisons. 
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7 Összefoglalás 

A dolgozat legfontosabb eredményei és következtetései az alábbiak szerint foglalhatóak össze. 

1. A Kárpát-régió éghajlata a XX. században a Holdridge-féle életzóna rendszer különböző 

verziói alapján (2. fejezet) 

A CRU TS 1.2 adatbázis által biztosított havi hőmérséklet- és csapadékadatokból a XX. század 

öt különböző 20 éves időszakára (P1: 1901–1920, P2: 1921–1940, P3: 1941–1960, P4: 1961–

1980, P5: 1981–2000) vonatkozóan számítottam ki a klimatológiákat (többéves átlagokat) a 

Kárpát-régióra nézve. A Holdridge-féle életzóna (HLZ) rendszert ezekre az adatokra 

alkalmaztam annak érdekében, hogy nyomon kövessem a HLZ-típusok térbeli és magassági 

eloszlásmintázatainak az időbeli alakulását. 

Elméleti megfontolásokra és korábbi tapasztalataimra alapozva (Szelepcsényi et al. 2009) 

javasoltam a HLZ rendszer módosítását: mind a mag-, mind az átmeneti HLZ-típusokat külön 

osztályokként határoztam meg. A fenti klimatológiákra a módosított modellt is alkalmaztam. 

Validációképpen az eredeti és a módosított modell által az P1-as időszakra generált HLZ-

térképeket egy szakértői alapú vegetáció-térképpel vetettem össze, és a térképek közötti 

egyezés mértékét a Kappa-statisztika (κ) segítségével határoztam meg. 

Megvizsgáltam az egyes HLZ-típusokra vonatkozóan a relatív lefedettség, az átlagos középpont 

és az átlagos előfordulási magasság (MDA) időbeli változásait annak érdekében, hogy 

feltérképezzem a recens éghajlatváltozás ökológiai hatásait a Kárpát-régióban. 

a. A HLZ rendszer kiválasztott változatainak alkalmazása révén bemutattam a 

közelmúltbeli éghajlatváltozásnak a Kárpát-régió potenciális vegetációjára gyakorolt 

hatását. A természetes ökoszisztémák múlt században megfigyelt eltolódásaival 

összhangban kimutattam a HLZ-típusok északi irányú és/vagy felfelé irányuló 

eltolódásait. 

 Azoknak a HLZ-típusoknak a középpontjai, amelyek nem kapcsolódtak a 

hegyvidékekhez, északi irányba tolódtak el a múlt század során. 

 Az P1-as időszakról az P3-as időszakra az MDA értéke minden HLZ-típusra vonatkozóan 

nőtt, egy kivételtől eltekintve, míg az P3-as időszakról az P4-as időszakra, ennek a 

paraméternek a csökkenése regisztrálható minden HLZ-típus esetében. Ennek az az oka, 

hogy a klíma az P4-as időszak során kissé csapadékosabb és hűvösebb volt, mint az azt 

megelőzőben. Összességében az öt leggyakoribb HLZ-típus esetében az MDA értéke nőtt 

a múlt században. 

b. Elméleti megfontolásokra alapozva ajánlást fogalmaztam meg a HLZ rendszer 

módosítására. A javasolt módosítás alkalmazásával körülhatároltam az erdőssztyepp 

ökoton potenciális elterjedési területét a Kárpát-régióban. 

 Az átmeneti HLZ-típusok bevezetése következtében a vegetációs osztályok térbeli 

eloszlásmintázata jelentősen átrendeződik: (a) az első a lefedettségi rangsorban a „hideg-

mérsékelt üde erdő” mag-HLZ-típus, amelynek a területi aránya 50–60% (a vizsgálati 

időszaktól függően), míg (b) a második leggyakoribb vegetációs osztály a „hideg-

mérsékelt szubhumid erdőssztyepp” átmeneti HLZ-típus, lefedve az alföldi területek 

jelentős részét. 

 Összehasonlítva ennek az átmeneti HLZ-típusnak az P5-es időszakban megfigyelt 

elterjedés-mintázatát és az erdőssztyepp ökoton potenciális területeit (lásd Varga et al. 

2000), nagy átfedés mutatható ki közöttük. 
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2. A Kárpát-régióban várható klímaváltozás kiértékelése a Holdridge-féle életzóna 

rendszerrel (3. fejezet) 

Az ENSEMBLES projekt által biztosított 11 db regionális klímamodell (RCM) szimuláció 

hiba-korrigált hőmérséklet- és csapadékmezőire alkalmaztam a HLZ rendszert, hogy felmérjem 

a Kárpát-régióban a jövőbeli éghajlatváltozás lehetséges ökológiai hatásainak az erősségét és 

bizonytalanságát. A klimatológiákat – és ezáltal a HLZ-típusok térbeli és magassági elterjedés-

mintázatait – három 30 éves periódusra (T1: 1961–1990, T2: 2021–2050, T3: 2061–2090) és 

28 db 10 éves (D1: 1951–1960, D2: 1956–1965, D3: 1961–1970, stb.) periódusra nézve 

határoztam meg. 

Vizsgálataim során a HLZ-típusok elterjedés-mintázatát a relatív kiterjedés, az átlagos 

középpont és a magassági tartomány (azaz az alsó és felső magassági határ, valamint a 

magassági középpont) jellemezte. Ezekre a 10 éves klimatológiák alapján generált elterjedési 

paraméterekre alkalmaztam a módosított Mann-Kendall trendtesztet annak érdekében, hogy 

kiértékeljem azok várható időbeli alakulását, azaz a prognosztizált változások irányát és 

bizonytalanságát. 

A κ értékek segítségével választottam ki azokat a szimulációkat, amelyek a legkisebb és 

legnagyobb elterjedési változást mutatták. Az eredményeket ezekre a szimulációkra és az 

ensemble átlagra vonatkozóan részletesen bemutattam. 

a. A HLZ rendszert alkalmazva kimutattam, hogy mérsékelt kibocsátási forgatókönyv 

esetén az alkalmazott RCM szimulációtól függetlenül jelentős mértékben 

megváltozhatnak a XXI. század végére a potenciális vegetáció-típusok elterjedés-

mintázatai a Kárpát-régióban. 

 A boreális HLZ-típusok a becslések szerint eltűnnek a régióból, míg megjelenhetnek azok 

a „meleg-mérsékelt tövises puszta” és „szubtrópusi száraz erdő” típusok, amelyek 

manapság például Spanyolországban és Törökországban fordulnak elő. 

 A humid és a perhumid HLZ-típusok relatív kiterjedése az előrejelzések szerint 41 ± 12, 

illetve 58 ± 13%-kal csökkenhet a XXI. század végére. A meleg-mérsékelt HLZ-típusok 

relatív lefedettsége a század végén tízszer nagyobb lehet, mint jelenleg, míg a hideg-

mérsékelt HLZ-típusok esetében ugyanez az érték harmadával vagy kétharmadával 

csökkenthet ugyanezen időszakokat tekintve. 

b. Megmutattam, hogy a közelmúltban észlelt növekvő hőmérsékleti trend valószínűleg a 

jövőben is folytatódni fog a Kárpát-régióban, amelyre válaszként a potenciális 

vegetáció-típusok északi irányú és/vagy felfelé irányuló eltolódása várható. 

 A potenciális vegetáció-típusok magassági tartományai a jövőben várhatóan bővülni 

fognak. A HLZ-típusok alsó és felső magassági határai, valamint magassági középpontjai 

valószínűleg magasabbra kerülhetnek. 

 A legtöbb HLZ-típusnál északi irányú eltolódás várható, és ezen eltolódások nagysága 

akár többszöröse is lehet a múlt században megfigyelteknek. 

c. Rámutattam arra, hogy a Kárpát-régió csapadékmintázatának a várható alakulása 

jelentős bizonytalanságot mutat, ami gyengíti a potenciális vegetáció elterjedésére 

vonatkozó előrejelzések megbízhatóságát. 

 A „hideg-mérsékelt füves puszta” típus lefedettségének a várható változása rendkívül 

bizonytalan, mert az előrejelzések között még a változás előjelének tekintetében sincs 

egyetértés (nagy modellközi változékonyság). 
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 A nyugat/kelet irányú eltolódás szignifikáns trendje csak néhány HLZ-típus esetében 

várható (nagy időbeli változékonyság). 

3. A relatív napfénytartam becslése könnyen hozzáférhető meteorológiai változók alapján a 

biom-eloszlás szimulálásához a Kárpát-régióban (4. fejezet) 

A Yin (1999) által javasolt regressziós modellt a CarpatClim adatkészletből vett havi 

hőmérséklet- és csapadékadatokra alkalmazva becsültem meg a relatív napfénytartam havi 

átlagos napi értékére (RSD-re) vonatkozó idősorokat az 1961–2010-es időszak minden egyes 

évére vonatkozóan. Majd minden rácscellában kiszámítottam a megfigyelt adatok 

átlagértékével normalizált négyzetes hiba négyzetgyökét (RRMSE-t) az RSD megfigyelt és 

becsült 50 éves idősoraira vonatkozóan, minden egyes hónapra külön-külön. 

Annak érdekében, hogy megvizsgáljam a becslési sémának a paleoklimatikus adatkészletekre 

való alkalmazhatóságát, az 1981–2010-es időszak RSD-értékeit kétféleképpen számítottam ki: 

(a) az egyes évekre vonatkozóan a kezdeti sémája alapján becsült idősorok átlagolásával, illetve 

(b) a sémát 30 éves átlagokra alkalmazva. A becsült eredményeket a vizsgált időszak mért 

értékeinek átlagaival vetettem össze. 

Megvizsgáltam, hogy a potenciális vegetáció térbeli eloszlásának becslésére szolgáló BIOME 

modell mennyire érzékeny a különböző konfigurációs beállítások módosítására. A 

szimulációkat az 1981–2010-es időszak éghajlati adatait alkalmazva készítettem el. Itt most 

csak azt vizsgáltam, hogy milyen hatással van az eredményekre a kvázi-napi értékek 

előállításához alkalmazott módszernek, illetve az RSD-adatok forrásának a megválasztása. Az 

előbbi vonatkozásában a szimulációkat kétféleképpen hajtottam végre: (a) a havi átlagokat 

állandónak feltételeztem a hónap minden napján, és (b) különböző átlagmegőrző interpolációs 

technikákat alkalmaztam. 

a. Megmutattam, hogy a párolgás szempontjából legfontosabb időszakban változatos 

domborzati feltételek mellett a Yin (1999) által javasolt eljárást egyéves idősorokra 

alkalmazva megfelelő pontossággal becsülhető az RSD havi idősora. 

 Májustól augusztusig a vizsgált terület több mint 90%-án a becsült és mért RSD-értékek 

közötti RRMSE nem haladja meg azt a 20%-os küszöböt, amely alatt a modell 

teljesítménye kiválónak tekinthető. 

 Az áprilistól októberig tartó időszakban az 500 m-nél kisebb magasságú rácscellák közel 

99%-ában az RRMSE értéke nem éri el azt a 40%-os határértéket, amely alatt a modell 

teljesítménye még elfogadhatónak tekinthető. 

 A nyári hónapokban az alacsonyabb régiók (500 m-nél alacsonyabb területek) közel 

90%-ában az RRMSE értéke a 15%-os küszöböt sem haladja meg. 

b. Bebizonyítottam, hogy az adatfeldolgozási lépések felcserélése és a becslési séma 

finomhangolása mellett a Yin (1999) által javasolt eljárásra alapozva megfelelően 

pótolhatóak az RSD-adatok adatszegény szimulációs környezetben. 

 Az új modellezési keretrendszerrel az 1981–2010-es időszakra becsült RSD-

klimatológiák esetében áprilistól szeptemberig (egy kivételtől eltekintve) a teljes 

vizsgálati területre számított RRMSE értéke nem haladja meg a 10%-os küszöbértéket, 

ami a becslések nagyon jó minőségére utal. 

c. Kimutattam, hogy a BIOME modell az itt tesztelt konfigurációs beállításokra (azaz a 

kvázi-napi értékek előállítási módszerének és az RSD-adatok forrásának a 

megválasztására) vonatkozóan nem érzékeny. 
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 Az RSD havi idősorának forrásválasztása adott tér- és időviszonyok között nincs hatással 

a biomok eloszlására: a mért RSD-értékeket használó szimulációt összehasonlítva a 

becsült RSD-értékek által vezérelt mindkét szimulációval, nem találtam különbséget a 

biom-térképek között. 

 Az interpolált napi értékek felhasználásával előállított biom-térképek összhangban 

vannak egymással. Ezeket a referencia-térképpel összevetve, csak egy kismértékű eltérés 

található. A rácscellák csak 0,4%-a esetében van eltérés a különböző napi időjárási adatok 

felhasználásával előállított biom-térképek között. Ezt az eltérést minden esetben az 5 °C-

os bázishőmérsékletű növekedési foknap (GDD5) területi eloszlását érintő különbség 

magyarázza. 

4. A klíma- és pollen-adatok alapján rekonstruált vegetáció-típusok összehasonlítása a 

Nagy-Alpok-régióban (5. fejezet) 

A HISTALP adatbázis által biztosított havi hőmérséklet- és csapadékmezőket az 1800–1980-

as időszak minden évére vonatkozóan a Global 30 Arc-Second Elevation Dataset (GTOPO30) 

0,5 szögperces rácshálójára skáláztam le egyszerű statisztikai feltételezéseket alkalmazva. Yin 

(1999) regressziós modelljét alkalmaztam ezekre a leskálázott meteorológiai mezőkre annak 

érdekében, hogy megbecsüljem az RSD havi idősorát a vizsgált időszak minden egyes évére 

vonatkozóan. Majd származtattam a három releváns meteorológiai változóra vonatkozóan az 

átlagos mezőket. Végül ezekkel az adatokkal meghajtva a BIOME modellt szimuláltam a 

biomok elterjedés-mintázatát a Nagy-Alpok-régióban (GAR-ban). 

Az Európai Pollen Adatbázisból származó 770 db legfiatalabb fosszilis pollenegyüttesre 

vonatkozóan alkalmaztam a biomizációs eljárás egy finomított verzióját. A következő lépésben 

az érintett 86 db pollenszelvényre vonatkozóan kiszámítottam a relatív biom-pontszámokat 

(RBS-okat) és végül szelvényenként meghatároztam a domináns biom-típust. 

A BIOME modell segítségével szimulált vegetációt a pollenszelvények RBS-ai alapján 

rekonstruált vegetációval vetettem össze egy pontszerű megközelítést alkalmazva. Annak 

érdekében, hogy felmérjem a közeli tévesztéseknek (azaz a hasonló összetételű biom-típushoz 

való hozzárendeléseknek) a klíma- és pollen-adatok alapján rekonstruált biom-típusok 

összehasonlítására gyakorolt hatását, meghatároztam szelvényenként az egyezéshez szükséges 

területnövelés és definíciótágítás (AEm és DEm) értékeit, majd eme értékeket a szelvényekből 

képzett alcsoportokra vonatkozóan aggregáltam különböző tájkarakterisztikákat alkalmazva. 

a. Kizárólag havi hőmérséklet- és csapadékadatok (és digitális domborzatmodellek) 

felhasználásával előállítottam a biomok egy nagyon nagy felbontású elterjedési 

térképét a GAR-ra vonatkozóan egy olyan modellezési keretrendszerben, amelyben a 

bonyolultabb biom modellek futtatásához szükséges RSD-adatokat a Yin (1999) által 

javasolt modell segítségével becsültem meg. 

 A GAR-ban megfelelően beazonosíthatóak a vegetációtudósok által megállapított főbb 

vegetációformációk, amennyiben a BIOME modellt az itt alkalmazott konfigurációban 

használjuk. Amennyiben összehasonlítjuk a tundra biom-típusra nézve az itt 

szimuláltnak, illetve a Bohn et al. (2003) térképén az alpin vegetáció (B.2) alegység által 

reprezentáltnak az elterjedési mintázatát, nagy átfedés mutatható ki közöttük. Ugyanez a 

megállapítás érvényes a következő párok esetében is: (a) Bohn et al. (2003) térképén a 

jegenyefenyves és lucfenyves erdők (D.4) alegység és itt a „tajga” és „hideg tűlevelű 

erdő” típusokból álló aggregátum, illetve (b) a szakértői alapú térképen a bükkös és 

elegyes bükkös erdők (F.5) alegység és itt a „hűvös elegyes erdő” típus. 



 

101 

 A kevésbé zord körülményekkel jellemezhető völgyekben, ahol a GDD5 értéke 

meghaladja a 1200 °C nap-os küszöbértéket, általában a „mérsékelt lombhullató erdő” és 

„hűvös elegyes erdő” típusok jelennek meg attól függően, hogy a leghidegebb hónap 

középhőmérséklete −2 °C felett van, vagy sem. Ezek a típusok a GAR-ban az 1500 m 

tengerszint feletti magasságokban csak elenyésző mértékben fordulnak elő. A lejtőkön a 

„hideg tűlevelű erdő” és „tajga” típusok válnak dominánssá, felváltva a „melegebb” 

erdőket. Ott, ahol a GDD5 értéke nem haladja meg a 350 °C nap-os küszöbértéket, egyik 

fás növényi funkcionális típus sem tud aktiválódni. Ez itt többnyire a 2000 m tengerszint 

feletti magasság felett jellemző, ahol így a „tundra” típus válik uralkodóvá. A biom-

típusoknak a klímaadatok alapján szimulált magassági zonációja összeegyeztethető a 

vegetációs övek fitogeográfiai elemzések révén feltárt pozíciójával (lásd pl. Fauquette et 

al. 2018). 

b. A klíma- és pollen-adatok alapján becsült biom-típusok között a biomizációs 

megközelítés kezdeti validációs kísérletei által az Alpok-régióban kimutatott 

eltéréseket újraértékeltem, kiaknázva a releváns kutatási területeken az elmúlt 

25 évben elért előrelépéseket. 

 A biomizációs séma által becsült vegetáció-típus az összehasonlítható 86 db 

pollenszelvényből csupán a 35 esetében mutat egyezést a klímaadatok alapján szimulált 

vegetáció-típussal, ami csak 41%-os egyezési arányt jelent. 

 A pollenszelvények 76%-ára vonatkozóan igaz, hogy a klímaadatok alapján becsült 

biom-típus megegyezik a RBS-okból képzett sorrend alapján kiválasztott első három 

biom-típus valamelyikével. 

c. A klíma- és pollen-adatok alapján rekonstruált vegetáció-típusoknak a GAR-on belüli 

összevetéséből kirajzolódó képet továbbárnyaltam a hátráltató tényezők és a közeli 

tévesztések figyelembevétele révén. Rámutattam, hogy az eltérések nem feltétlenül a 

biomizációs eljárás alkalmatlanságát, hanem inkább a tájra gyakorolt emberi 

hatásokat tükrözik. 

 A közeli tévesztések figyelembevételekor az tapasztalható, hogy az alacsony 

magasságban (1000 m tengerszint feletti magasságnál alacsonyabban) fekvő lelőhelyek 

esetén csekély mértékű definíciótágítás is jelentős mértékben növeli az egyezési arányt: 

ha a 4-nél kisebb DEm értékkel bíró lelőhelyeket is egyezésnek fogadjuk el, akkor az 

egyezési arány 43%-ról 74%-ra emelkedik. Ez arra utalhat, hogy bár a GAR-ban jelenleg 

nem az éghajlat a fő meghatározója a biomok eloszlásának, a régió számos lelőhelyén az 

ősi erdőket csak részben változtatta meg az emberi tevékenység (pl. erdőültetvények 

létesítése, bizonyos fajok kiirtása). 

 A nagy magasságban (1000 m tengerszint feletti magasságon vagy annál magasabban) 

fekvő lelőhelyek esetén a területnövelés emeli meg az egyezési százalékot: ha a 4-nél 

kisebb AEm értékkel bíró lelőhelyeket is egyezésnek fogadjuk el, akkor az egyezési arány 

39%-ról 77%-ra emelkedik. Ez a megfigyelés azonban egyszerre több tényező egyidejű 

jelenlétével is magyarázható: (a) a terep egyenetlenségével, (b) antropogén eredetű 

tájmódosulással (pl. a zárt vegetáció felhasításával), vagy éppen (c) a vegetáció átmeneti 

jellegével (lásd erdős tundra ökoton). 

 A fenti eredmények összességében arra utalnak, hogy az összehasonlításokat jelentősen 

hátráltatja az a tény, miszerint az itt használt osztályozási sémák sem az ökotonokat, sem 

az antromokat (azaz az intenzív földhasználatú biomokat) nem veszik figyelembe. 
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Appendix A Supplementary Information to Chapter 3 

Appendix A.1 – Supplemental figure for the assessment of changes in the spatial distribution 

of Holdridge life zone (HLZ) types 

 

Fig. A.1 Mean centres of Holdridge life zone (HLZ) types in the Carpathian Region for the 

periods 1961–1990 (T1), 2021–2050 (T2) and 2061–2090 (T3) according to the ensemble mean 

of the selected regional climate model (RCM) simulations and those RCM simulations which 

provide the minimal and maximal changes in the distribution pattern of HLZ types (according to 

the values of Kappa statistic) 
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Appendix A.2 – Supplemental figure for the assessment of shifts in the altitudinal 

distribution of Holdridge life zone (HLZ) types 

 

Fig. A.2 Trends in the positions of (a) the lower altitudinal limit, (b) the altitudinal midpoint and 

(c) the upper altitudinal limit of each Holdridge life zone (HLZ) type according to the selected 

regional climate model (RCM) simulations (whose acronyms are listed in Table 3.1) and their 

ensemble mean (EM). The up-pointing (down-pointing) triangles refer to the upward 

(downward) shift. A larger filled triangle means that the trend is significant at a higher 

confidence level. The empty triangle indicates a non-significant trend. In the case of blank rubric 

no trend could be detected. The symbol × refers to those cases where the Mann-Kendall (MK) 

trend test is not applicable 
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Appendix B Supplementary Information to Chapter 5 

Appendix B.1 – Supplemental information for the biomization procedure 

Table B.1 Assignment of pollen taxa to plant functional types (PFTs). The abbreviations of 

PFTs can be found in Table B.3 

PFT Pollen taxa 

aa Aconitum, Androsace, Anemone nemorosa-type, Angelica palustris, Caltha-type, Dryas octopetala, 

Gentiana pneumonanthe-type, Geranium, Geum-type, Lloydia serotina, Pedicularis palustris-type, 

Primula, Primula hirsuta-type, Rubus, Rumex alpestris, Sagina, Saussurea, Saxifraga, Saxifraga 

granulata-type, Saxifraga oppositifolia-type, Saxifraga paniculata-type, Saxifraga stellaris-type, 

Saxifragaceae, Tofieldia, Trollius europaeus, Veratrum. 

aa/bs Betula. 

aa/bs/ts Alnus, Alnus viridis, Salix. 

aa/sf Allium-type, Anthemis-type, Apium, Asteroideae, Aster-type, Astragalus-type, Campanula medium, 

Campanulaceae, Campanula-type, Caryophyllaceae, Cerastium-type, Clematis, Compositae, 

Compositae subf. Asteroideae, Compositae subf. Cichorioideae, Gentianaceae, Helianthemum, 

Liliaceae-type, Lilium martagon-type, Narthecium, Onagraceae, Phyteuma, Phyteuma-type, 

Plantago, Plantago major, Plantago major/P. media, Plantago maritima-type, Plantago media, 

Potentilla-type, Primula veris-type, Primulaceae, Ranunculaceae, Ranunculus, Ranunculus acris-

type, Ranunculus arvensis-type, Ranunculus sceleratus-type, Rosa, Rosaceae, Rubiaceae, 

Sanguisorba officinalis, Silene dioica-type, Silene vulgaris-type, Stellaria holostea, Thalictrum, 

Trifolium alpinum-type, Trifolium badium-type, Umbelliferae, Valeriana, Valerianaceae. 

bec Picea. 

bec/cbc Pinus cembra. 

bec/ctc Abies. 

bs Larix, Larix/Pseudotsuga. 

bs/ts Alnus glutinosa-type, Populus, Populus tremula-type. 

bts Cornus sanguinea-type, Lonicera, Lonicera nigra, Lonicera xylosteum-type, Ribes, Sambucus, 

Sambucus ebulus, Sambucus nigra/S. racemosa, Sambucus nigra-type, Sambucus racemosa, 

Sorbus aucuparia, Sorbus aucuparia-type, Sorbus-type, Viburnum, Viburnum lantana, Viburnum 

opulus. 

cgs Bilderdykia convolvulus-type, Chrysosplenium, Hippophae rhamnoides, Lysimachia, Lysimachia 

vulgaris-type, Parnassia palustris, Polygala, Polygonum, Polygonum amphibium, Polygonum 

aviculare-type, Polygonum bistorta-type, Polygonum convolvulus-type, Polygonum persicaria-

type, Rhododendron, Rhododendron-type, Rumex, Rumex acetosa-type, Rumex acetosa-

type/Oxyria, Rumex aquaticus/R. hydrolapathum, Rumex crispus-type, Rumex/Oxyria. 

ctc1 Cedrus, Taxus baccata. 

df Ephedra, Ephedra distachya-type. 

ec Cupressaceae, Juniperus-type, Pinus, Pinus diploxylon-type, Pinus sylvestris-type. 

g Cerealia-type, Gramineae, Hordeum-type, Secale cereale. 

h Arctostaphylos, Calluna vulgaris, Empetrum nigrum, Erica, Ericaceae-type, Ledum palustre, 

Vaccinium. 

s Cyperaceae. 

sf Ambrosia, Ambrosia-type, Anthericum, Bupleurum, Cannabaceae, Cannabis, Cannabis sativa, 

Cannabis/Humulus, Centaurea cyanus, Centaurea montana-type, Centaurea nigra-type, Centaurea 

scabiosa-type, Circaea, Cirsium/Carduus, Cirsium-type, Convolvulus, Crocus, Dianthus superbus-

type, Dianthus/Petrorhagia, Dipsacaceae, Echinops, Erodium, Eryngium, Fagopyrum, Filipendula, 

Filipendula ulmaria, Filipendula vulgaris, Gentianella campestris-type, Gypsophila, Gypsophila 

repens-type, Heracleum sphondylium-type, Humulus lupulus, Humulus/Cannabis, Iris 

pseudacorus-type, Jasione-type, Knautia, Linum, Linum catharticum-type, Linum usitatissimum/L. 

bienne, Lychnis, Lychnis flos-cuculi, Lythrum, Oxalis, Plantago coronopus-type, Plantago 

lanceolata-type, Pleurospermum austriacum, Polygonatum, Pulsatilla, Sanguisorba minor-type, 

Scabiosa, Scleranthus, Scleranthus annuus, Spergula arvensis-type, Succisa, Urtica, Urtica dioica-



 

123 

PFT Pollen taxa 

type, Urtica pilulifera-type, Urticaceae, Valeriana dioica-type, Valeriana officinalis-type, 

Valeriana tripteris-type, Verbena, Veronica, Veronica-type, Xanthium. 

sf/df Artemisia, Chenopodiaceae/Amaranthaceae. 

sp Andromeda polifolia, Sphagnum. 

ts Acer campestre-type, Aesculus, Crataegus-type, Euonymus, Fraxinus, Fraxinus excelsior-type, 

Prunus-type, Quercus, Quercus pubescens/Q. robur-type, Quercus robur-type, Robinia 

pseudacacia, Viscum. 

ts1 Carpinus betulus, Corylus, Fagus, Frangula, Tilia, Tilia cordata, Tilia platyphyllos-type, Ulmus, 

Ulmus glabra-type. 

ts2 Castanea, Cornus, Fraxinus ornus, Juglans, Ostrya/Carpinus orientalis, Platanus, Pterocarya, 

Rhamnus-type, Vitis. 

wdf Ephedra fragilis-type. 

wgs Anthyllis vulneraria, Armeria-type, Boraginaceae, Crassulaceae, Cruciferae, Cuscuta, Cuscuta 

europaea-type, Echium/Onosma, Euphorbia, Euphorbiaceae, Hypericum, Hypericum perforatum-

type, Labiatae, Leguminosae, Lotus-type, Malvaceae, Melampyrum, Mentha-type, Mercurialis, 

Onobrychis, Onobrychis-type, Papaver, Papaver rhoeas-type, Papaveraceae, Peucedanum 

palustre, Peucedanum palustre-type, Pimpinella major-type, Prunella-type, Pulmonaria obscura-

type, Rhinanthus-type, Scrophulariaceae, Scrophularia-type, Sedum-type, Solanaceae, Solanum 

dulcamara, Solanum nigrum-type, Stachys sylvatica-type, Teucrium, Trifolium pratense-type, 

Trifolium repens-type, Trifolium-type, Ulex-type, Vicia/Lathyrus, Viola, Viola palustris-type. 

wte Quercus ilex-type. 

wte1 Buxus, Hedera, Ilex. 

wte2 Cistus, Cistus salvifolius, Ligustrum vulgare-type, Olea europaea, Oleaceae, Phillyrea, Pistacia. 



 

124 

Table B.2 Assignment of PFTs to biomes 

Biome PFTs 

cold deciduous forest h, sp, aa/bs, aa/bs/ts, bec/cbc, bs, bs/ts, ec. 

taiga h, sp, aa/bs, aa/bs/ts, bec, bec/cbc, bec/ctc, bs, bs/ts, 

bts, ec. 

cold mixed forest h, aa/bs, aa/bs/ts, bec/ctc, bs, bs/ts, bts, ctc1, ec, ts1. 

cool coniferous forest h, aa/bs, aa/bs/ts, bec, bec/cbc, bec/ctc, bs, bs/ts, bts, 

ec, ts1. 

temperate deciduous forest h, aa/bs, aa/bs/ts, bec/ctc, bs, bs/ts, bts, ctc1, ec, ts, 

ts1, ts2, wte1. 

cool mixed forest h, aa/bs, aa/bs/ts, bec, bec/cbc, bec/ctc, bs, bs/ts, bts, 

ec, ts, ts1. 

warm mixed forest h, aa/bs/ts, bs/ts, bts, ec, ts, ts1, ts2, wte, wte1. 

xerophytic woodland/scrub g, ec, wte, wte2. 

cool steppe cgs, aa/sf, g, sf, sf/df. 

warm steppe wgs, aa/sf, g, sf, sf/df. 

cool desert df, sf/df. 

hot desert wdf, df, sf/df. 

tundra aa, aa/bs, aa/bs/ts, aa/sf, g, h, s, sp. 

 

Table B.3 Abbreviations of PFTs 

Code Name  Code Name 

aa arctic–alpine forb/shrub  g grass 

aa/bs arctic–alpine/boreal summergreen 

tree/shrub 

 h heath 

aa/bs/ts arctic–alpine/boreal/ temperate 

summergreen tree/shrub 

 s sedge 

aa/sf arctic–alpine/boreal/temperate forb/shrub  sf steppe forb/shrub 

bec boreal evergreen coniferous tree  sf/df steppe/desert forb/shrub 

bec/cbc boreal/cool-boreal evergreen coniferous 

tree 

 sp bog moss 

bec/ctc boreal/cool-temperate evergreen 

coniferous tree 

 ts temperate summergreen tree/shrub 

bs boreal summergreen tree  ts1 cool-temperate summergreen tree/shrub 

bs/ts boreal/temperate summergreen tree/shrub  ts2 warm-temperate summergreen tree/shrub 

bts boreal–temperate summergreen shrub  wdf warm desert forb/shrub 

cgs cool herb/shrub  wgs warm herb/shrub 

ctc1 temperate coniferous tree/shrub  wte warm-temperate broad-leaved evergreen 

tree/shrub 

df desert forb/shrub  wte1 cool-temperate broad-leaved evergreen 

tree/shrub/liane 

ec eurythermic coniferous tree/shrub  wte2 warm-temperate sclerophyll tree/shrub 
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Appendix B.2 – Supplemental information to compare the climate- and pollen-inferred biomes 

Table B.4 Metadata of the pollen sequences related to RPSs (relevant pollen samples): (a) Entity (unique identifier for the given pollen 

sequence); (b) Site name; (c) Country; (d) LAT (latitude in decimal degrees); (e) LON (longitude in decimal degrees); (f) ELV (elevation in 

meters above sea level); (g) No RPSs (Number of relevant pollen samples) (* denotes sequences where the source of age–depth model is a 

calibrated chronology presented by the contributing author and not the work of Giesecke et al. 2014); (h) Publication(s) (References of the pollen 

sites); (i) ALT (altitude, in meters above sea level, for that 0.5 arc-min grid cell in which the site is located) from the Global 30 Arc-Second 

Elevation Dataset (GTOPO30: Gesch et al. 1999) (* denotes sequences where the difference between the ALT and ELV values exceeds 

250 meter); (j) TRI (terrain ruggedness index, in meters, for that 0.5 arc-min grid cell in which the site is located) calculated from the GTOPO30 

using the function “terrain” in the R package “raster” (Hijmans 2020); (k) TCC (tree canopy cover, in percentages, for that 0.5 arc-min grid cell 

of in which the site is located) extracted from the Global Forest Change Dataset (Hansen et al. 2013), for year 2000; (l) HFI (human footprint 

index, using a 0–50 scale, for that 0.5 arc-min grid cell of in which the site is located) developed by Venter et al. (2016), for year 1993. Here, the 

TCC and HFI data with different spatial resolution and grid are aggregated to the grid of the GTOPO30 using bilinear resampling technique, via 

the function “resample” in the R package “raster” (Hijmans 2020). The parameters a–f and the Publication(s) are derived from the European 

Pollen Database (Fyfe et al. 2009) but they are quality controlled and corrected if necessary 

Entity Site name Country LAT LON ELV 
No 

RPSs 
Publication(s) ALT TRI TCC HFI 

79 Altenweiher FRA 48.0133 6.9944 926 1 [1] 938 197.9 71.795 6.705 

305 Cervene blato CZE 48.8667 14.8000 470 1 [2], [67] 472 3.0 74.359 4.418 

379 Le Grand Lemps FRA 45.4244 5.4142 500 2 [3], [68] 517 49.0 60.846 23.872 

513 Pelléautier FRA 44.5211 6.0078 975 2 [4], [69] 974 43.8 2.718 15.674 

553 Rotsee CHE 47.0756 8.3256 419 1 [5], [6], [7], [70] 433 51.4 34.975 46.390 

554 Rotsee CHE 47.0756 8.3256 419 3 [5], [8], [71] 433 51.4 34.975 46.390 

593 Saint Sixte FRA 45.4250 5.6278 720 1 [3], [72] 856 92.6 83.998 11.527 

637 Svatoborice-Mistrin CZE 48.9500 17.0750 175 4 [9], [73] 154 4.4 27.156 25.655 

654 Lake Balaton (Southwest) HUN 46.8183 17.7350 104 1 [10] 84 0.0 0.000 9.221 

656 Lake Balaton (Northeast) HUN 47.0017 18.1042 104 1 [10] 84 0.0 0.000 6.503 

663 Trumer Moos AUT 47.9333 13.0667 500 1 [11], [74] 516 25.2 20.698 23.632 

713 Wasenmoos beim Zellhof AUT 47.9833 13.1000 505 1 [11], [75] 485 7.0 18.464 22.434 

715 Zirbenwaldmoor AUT 46.8583 11.0250 2150 1 [12] 2354 131.5 6.762 8.955 

738 Plaine Alpe FRA 44.9639 6.5942 1850 1 [13] 2344* 127.0 12.715 8.749 

742 Schwemm AUT 47.6583 12.3000 664 2 [14] 759 73.8 60.635 12.494 

743 Schwemm AUT 47.6583 12.3000 664 2 [14] 759 73.8 60.635 12.494 
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Entity Site name Country LAT LON ELV 
No 

RPSs 
Publication(s) ALT TRI TCC HFI 

903 La Beuffarde FRA 46.8236 6.4231 1111 11 [15] 1126 24.2 84.803 6.007 

921 Tourbière de Pilaz ITA 45.8224 7.6195 1900 3 [16], [76] 2044 183.8 36.670 9.079 

930 Lac de Villa ITA 45.6855 7.6902 820 1 [16], [76] 880 189.2 68.572 27.791 

978 Schwemm AUT 47.6583 12.3000 664 1 [14] 759 73.8 60.635 12.494 

982 Tourbière de Santa Anna ITA 45.8540 7.7999 2304 1 [16], [76] 2166 291.4 0.490 4.282 

1026 Feuenried DEU 47.7437 8.9028 407 2 [17], [77] 406 8.2 22.825 27.768 

1028 Steerenmoos DEU 47.8167 8.1833 1000 5 [18] 976 40.6 13.372 25.430 

1031 Nussbaumer Seen CHE 47.6167 8.8333 434 1 [19], [20], [21], [78] 502 64.2 4.311 25.328 

1055 Älbi Flue CHE 46.5972 7.9763 1850 76 [22], [23] 1713 158.5 75.438 9.455 

1057 Aletschwald CHE 46.3886 8.0246 2017 1* [24] 2152 212.0 74.602 8.689 

1059 Aletschwald CHE 46.3886 8.0246 2017 87 [22], [23] 2152 212.0 74.602 8.689 

1061 Bachalpsee CHE 46.6694 8.0215 2265 37 [22], [25] 2339 94.4 0.699 5.391 

1062 Baldeggersee CHE 47.2000 8.2569 463 95 [22], [26] 463 12.8 8.295 21.244 

1063 La Grande Basse FRA 48.0483 6.9517 945 4 [27] 993 53.5 87.007 9.882 

1065 Alp Lüsga Belalp 2 CHE 46.3834 7.9765 2290 1 [24] 2324 265.2 0.020 7.566 

1066 Lago di Bévera ITA 45.8519 8.8942 325 9 [22], [79] 383 19.6 45.643 29.956 

1072 Lac de Bretaye CHE 46.3262 7.0725 1780 13 [22] 1763 82.2 39.582 6.143 

1075 Clapeyret FRA 44.1472 7.2389 2260 1 [4] 2319 123.1 7.959 3.150 

1084 Etang de la Gruère CHE 47.2392 7.0490 1005 8 [22], [28] 1004 8.1 59.292 22.749 

1090 Lago di Ganna ITA 45.8978 8.8258 452 21 [22], [79] 615 130.2 67.948 14.341 

1091 Gerzensee CHE 46.8296 7.5461 603 11 [22] 613 27.1 7.893 22.878 

1093 Monte San Giorgio CHE 45.9089 8.9539 990 5 [22] 687* 210.1 89.186 33.779 

1095 Grächen See CHE 46.1956 7.8450 1710 1 [29], [24] 1987* 243.8 57.743 21.494 

1097 Grindjisee CHE 46.0114 7.7911 2334 7 [22] 2438 171.5 1.755 10.864 

1098 Hagelseeli CHE 46.6729 8.0359 2339 24 [22] 2383 162.5 2.984 5.908 

1105 Hinterburgseeli CHE 46.7189 8.0689 1519 1  1895* 351.2 56.068 8.253 

1106 Il Fuorn CHE 46.6626 10.2098 1805 1* [30] 1868 178.4 60.465 13.181 

1108 Lac d'Aï CHE 46.3639 7.0050 1891 7 [22] 1791 175.6 6.471 13.396 

1121 Hopschensee CHE 46.2524 8.0235 2017 29 [22] 1996 120.5 2.339 12.783 

1122 Hopschensee CHE 46.2524 8.0235 2017 3 [29], [24] 1996 120.5 2.339 12.783 

1127 Etang de Luissel Bex CHE 46.2362 7.0168 540 2 [24] 526 117.4 17.735 20.381 
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Entity Site name Country LAT LON ELV 
No 

RPSs 
Publication(s) ALT TRI TCC HFI 

1143 Riffelsee CHE 45.9833 7.7619 2757 9 [22] 2664 90.2 0.033 8.248 

1146 Alpi di Robièi Val Bavona CHE 46.4440 8.5172 1892 1 [29], [24] 2081 243.4 5.912 2.000 

1149 Praz Rodet CHE 46.5653 6.1722 1040 30 [22], [31], [32], [33] 1056 89.6 47.622 13.027 

1151 Seebergsee CHE 46.5769 7.4439 1831 41 [22], [34] 1770 117.0 13.699 4.000 

1155 Sägistalsee CHE 46.6797 7.9764 1935 47 [22], [80] 2174 174.0 13.437 5.384 

1157 Schöpfenwaldmoor CHE 46.7435 7.8476 1450 12 [22], [35], [36] 1265 135.1 71.608 18.363 

1158 Schwarzsee VS CHE 45.9909 7.7058 2552 5 [22] 2553 176.2 0.003 8.960 

1159 Schwarzsee FR CHE 46.6667 7.2833 1046 4* [37] 1051 103.2 23.084 4.945 

1160 Schwarzsee Reschenscheideck AUT 46.8697 10.4798 1721 3 [29], [30] 1724 102.6 82.356 13.990 

1166 Trogenmoos CHE 46.7607 7.8627 1470 15 [22] 1384 177.9 63.484 14.310 

1167 Umbrail CHE 46.5426 10.4339 2490 1 [30] 2612 159.4 0.152 7.882 

1170 Wallbach Lenk CHE 46.4274 7.4022 1885 1 [29], [24] 1887 124.0 15.168 7.770 

1176 Wachseldorn Untermoos CHE 46.8207 7.7341 980 1 [38], [29], [39], [40] 971 32.6 35.805 12.440 

1178 Waxeckalm AUT 47.0233 11.8018 1875 2 [41], [42] 2021 174.0 3.463 5.000 

1179 Dortmunder Hütte AUT 47.2109 11.0016 1915 1 [41], [42] 1987 153.2 17.453 10.892 

1180 Mieminger See AUT 47.2917 10.9764 800 3 [43] 801 56.6 28.641 23.788 

1184 Seefelder See AUT 47.3236 11.1917 1200 1 [43] 1226 103.0 23.035 37.381 

1193 Sommersüss ITA 46.7608 11.6783 870 1 [44] 902 108.2 39.662 17.150 

1195 Dura-Moor ITA 46.6400 11.4589 2080 1 [44] 1941 92.5 20.551 10.577 

1199 Grünau Moor AUT 46.9966 11.1900 2190 1* [45] 2288 249.8 15.192 5.725 

1201 Moor Alpenrose AUT 47.0240 11.8037 1880 1 [45] 2021 174.0 3.463 5.000 

1202 Rotmoos Obergurgl AUT 46.8417 11.0250 2260 1 [46], [47] 2472 110.4 0.318 6.557 

1213 Gerlos AUT 47.2431 12.1389 1590 1 [46] 1494 90.2 70.201 12.283 

1216 Le Loclat CHE 47.0192 6.9917 432 6 [48], [49] 445 34.1 36.105 42.113 

1227 Lac du Mont d'Orge Sion CHE 46.2340 7.3382 640 9 [50] 682 116.8 15.251 40.151 

1230 Marais de Charauze FRA 45.3683 5.5669 375 1  347 30.8 2.501 34.280 

1259 Fuschlsee AUT 47.8042 13.2747 663 4 [51] 655 64.1 26.842 15.196 

1262 Lac de Praver FRA 45.0736 5.8564 1170 2 [52] 868* 295.8 82.432 28.259 

1265 Tourbière de Mont Sec FRA 45.0689 5.8067 1130 3 [52] 1104 181.0 90.422 23.982 

1283 Lago Grande di Avigliana ITA 45.0650 7.3867 353 33 [53] 384 37.1 10.925 33.184 

1299 Gradenmoos AUT 46.9655 12.8086 1920 1 [54] 2450* 393.8 26.725 5.329 
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Entity Site name Country LAT LON ELV 
No 

RPSs 
Publication(s) ALT TRI TCC HFI 

1398 Alsópáhok HUN 46.7744 17.1703 126 2 [55], [56] 120 14.4 2.972 26.680 

1459 Lake of Annecy FRA 45.8567 6.1722 447 5 [57], [58], [59] 444 2.0 0.000 27.241 

1476 Fangeas FRA 44.7161 6.4494 2000 1 [60], [61] 2203 244.5 1.377 1.502 

1478 Huzenbacher See DEU 48.5756 8.3494 747 1 [62], [63] 729 88.4 79.741 7.192 

1733 Kugelstattmoos DEU 48.9531 12.8581 870 1* [64], [65] 885 54.6 81.773 7.411 

1868 Tourbière de Censeau FRA 46.8139 6.0553 840 1* [15] 840 6.6 12.724 18.574 

1897 Tourbière du Mou de Pleure FRA 46.9139 5.4506 214 2* [15] 210 2.9 25.663 18.414 

2220 Litzelsee DEU 47.7689 8.9306 413 21* [66] 417 13.6 48.219 27.922 
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Fig. B.1 The similarity of definition of the pollen-inferred biome types used here in terms of 

taxonomic composition: (a) Values of the Jaccard similarity index (JSI: Jaccard 1901) between 

each pair of biomes, and (b) the similarity order by the above JSI values for each biome type. 

The value of JSI range between 0 (no similarity) and 1 (identical sets), so biome type belonging 

to the largest non-one JSI value is placed at the top of the ranking. These rankings are used to 

determine the value of the definition expansion required for matching (DEm), for each pollen 

sequence 



 

136 

 
Fig. B.2 Site types superimposed on distribution maps of landscape features influencing the 

efficiency of the biomization process in the Greater Alpine Region. The subgroups of fossil 

pollen sites are generated by considering the following influential factors: (a) altitude (high/low 

altitude: 1000 m a.s.l.), (b) terrain ruggedness (high/low terrain ruggedness index, TRI: 240 m), 

(c) canopy openness (low/high tree canopy cover, TCC: 25%), and (d) anthropogenic pressure 

(high/low human footprint index, HFI: 6). Sites considered to be affected are marked by magenta 

circles and the remainder by cyan circles. Altitudinal data are derived from the Global 30 Arc-

Second Elevation Dataset (GTOPO30: Gesch et al. 1999). The TRI is calculated from the 

GTOPO30. The TCC is extracted from the Global Forest Change Dataset (Hansen et al. 2013), 

for year 2000. A map of the HFI for year 1993 is developed by Venter et al. (2016). Here, the 

TCC and HFI data with different spatial resolution and grid are aggregated to the grid of the 

GTOPO30 using bilinear resampling technique 
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Appendix B.3 – Supplemental information for the simulated biome distribution 

 

Fig. B.3 Spatial distribution patterns of the five bioclimatic indices used in the BIOME model in 

the Greater Alpine Region: (a) mean temperature of the coldest month (TC, in °C), (b) growing 

degree-days above a 5 °C base (GDD5, in °C day), (c) growing degree-days above a 0 °C base 

(GDD0, in °C day), (d) mean temperature of the warmest month (TW, in °C), and (e) Priestley–

Taylor coefficient at an annual time scale (α, dimensionless) 


