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Abstract— Multifingered robot hands can be extremely effec-
tive in physically exploring and recognizing objects, especially if
they are extensively covered with distributed tactile sensors. Con-
volutional neural networks (CNNs) have been proven successful
in processing high dimensional data, such as camera images, and
are, therefore, very well suited to analyze distributed tactile infor-
mation as well. However, a major challenge is to organize tactile
inputs coming from different locations on the hand in a coherent
structure that could leverage the computational properties of
the CNN. Therefore, we introduce a morphology-specific CNN
(MS-CNN), in which hierarchical convolutional layers are formed
following the physical configuration of the tactile sensors on the
robot. We equipped a four-fingered Allegro robot hand with
several uSkin tactile sensors; overall, the hand is covered with
240 sensitive elements, each one measuring three-axis contact
force. The MS-CNN layers process the tactile data hierarchically:
at the level of small local clusters first, then each finger, and then
the entire hand. We show experimentally that, after training, the
robot hand can successfully recognize objects by a single touch,
with a recognition rate of over 95%. Interestingly, the learned
MS-CNN representation transfers well to novel tasks: by adding
a limited amount of data about new objects, the network can
recognize nine types of physical properties.

Index Terms— Convolutional neural network (CNN), multifin-
gered hand, object recognition, tactile sensing.

I. INTRODUCTION

MULTIFINGERED hands are useful for the exploration
and recognition of objects or environments by using
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Fig. 1. Examples of applications for multifingered hands. Picking objects
with diverse object properties is difficult even though the motion seems
the same because the properties change the motion. During those kinds of
multifingered tasks, acquiring object features through tactile information is
important to achieve dexterous and stable manipulation.

multiple fingers dexterously (see Fig. 1). To achieve such
multifingered tasks stably and effectively, tactile sensing was
applied to a lot of tasks, such as grasp stability, detecting
tactile events, and tactile exploration [1]. Those skills can also
be crucial for multifingered manipulation where quick tactile
feedback or recognition is required.

Tactile sensing is considered to be complementary to other
sensing modalities [2], especially when there is visual occlu-
sion. In camera-based situations [3], the hand needs to be
simple in shape to avoid occlusions, but there is a limitation
in realizing difficult tasks, such as with multifingered hands.
Therefore, for multifingered tasks, tactile sensing becomes
a more important modality. In multifingered hand tasks,
a diverse and relatively large area, including not only the
fingertips but also the phalanges, comes into contact with the
object, and the forces act in various directions as the fingers
touch the grasped object from different directions [4]. A mul-
tifingered hand, such as a human mimetic hand, is capable
of performing multipurpose tactile tasks [5], [6], but it is
difficult to process such a rich amount of tactile information.
Much research has been done on how a robotic hand equipped
with tactile sensors can accomplish a task [7]. By considering
the grasping state and fingertip position analytically, it has
become possible to optimize the grasp and recognize the slip of
the grasped object [8], [9]. However, complex grasping states
are difficult to model analytically, and there are cases where
only two fingers are used [10] or the touch is limited to the
fingertips [11].
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Various machine learning methods are used for the recog-
nition task; for example, a random forest was used for object
classification for a simple two-fingered robot hand [12] and
also for slip prediction for an arbitrary number of robot
fingers [13]. Also, a support vector machine (SVM) has been
used for zero-shot learning of object recognition tasks even
though it has tactile information limited to fingertips [11].

Some other researchers have experimented with the fast
estimation of object shape recognition when there is only
one tactile sensor at a fingertip [14]. Active exploration
methods, which use SVMs to learn by combining tactile
and visual information, have been shown to be less accurate
than learning from either alone [15]. This is one example
where machine learning methods were not able to process
sensor information of enormous size. Distributed tactile sen-
sors have also been studied [16]. Even with SVM and
self-organized maps (SOMs), the recognition rate remained
low [17]. Also, research has already been done focusing on
the features of multifingered hands [18]. By concatenating
the information of each finger, a high recognition rate of
objects can be obtained. While many studies have already
been reported on the combination of robot hands and tactile
sensors, there are still challenges in dealing with a large
number of tactile sensors and learning high-dimensional tactile
information.

Deep learning has been used for tactile sensors as one of the
methods to process a large amount of tactile information. Deep
learning has achieved better recognition rates compared to
other machine learning methods, such as SVM [19]. Another
example is the use of deep reinforcement learning to change
the orientation of a cylindrical object. Although the hand is
multifingered, the small number of pressure sensors and the
high degree of freedom of the finger joints could make the
situation difficult; moreover, it has not been used to manipulate
various objects [20]. Many researchers have been working on
convolutional neural networks (CNNs) for image and speech
recognition because of their robust performance in extracting
features from multidimensional information. This advantage of
CNNs is well suited for distributed tactile sensors because the
sensors are physically distributed on a 2-D surface. Therefore,
CNNs have become widely used in distributed tactile sensors
for robotic hands [21]. A state-of-the-art method focusing on
CNNs and distributed tactile sensors has been developed [22].
CNNs have also been applied to tactile sensors for multifin-
gered hands [23]. In our previous works, CNNs were also
applied for in-hand manipulation and object recognition of an
Allegro hand with three-axis tactile sensors [24], [25], and
the results were better than the results of other modeling and
machine learning methods.

While CNNs have achieved prominent results, it is still
necessary to consider the problem of how to input tactile
information from such sensors into the CNN when it comes
to multifingered hands, as some hands have tactile sensors at
the fingertips [26], while others have distributed sensors of
different sizes and shapes [27]. This is particularly difficult
because the size and shape of tactile patches on hands vary
as much as the size of fingers, and in general, CNNs require
rectangular input, which makes the implementation of CNNs
difficult.

It also makes it difficult to extract multifingered level
meaning from tactile information, such as object grasping
and in-hand manipulation, due to its incapability of process-
ing tactile information on multifingered hands at the same
time. Previously, we used the uSkin three-axis tactile sensors
[28], [29] attached to the Allegro hand, and in this article,
we use the same dataset as in our papers [25], [30]. Both
in [25] and [30], we obtained sufficient object recognition
rates (95%). However, in [25], the input was a sequence of
tactile states from different regions of the hand, while, in [30],
it was a single, tactile state of the entire hand. Therefore, the
architecture in [30] permits to have a much faster recognition.
This is crucial especially if the information has to be used
for real-time object manipulation (e.g., retrieving a stored
3-D model of the object after the object has been correctly
recognized).

However, Funabashi et al. [30] just showed recognition
rates and did not analyze how the CNNs process tactile infor-
mation, and thus, it was not clear why this specific structure
of the CNN was beneficial for multifingered hands. A more
careful and detailed analysis of the internal representations
created by the morphology-specific CNN (MS-CNN) would
explain why the proposed structure is superior to other possible
arrangements of the data, and whether it is beneficial for
other tasks rather than object recognition. Finally, whether
the CNNs are usable with other efficient training methods,
such as transfer learning, to achieve better results has not
been confirmed yet. It has to be evaluated whether CNNs
can embrace a useful viewpoint, which is based on robotic
morphology.

Even though the proposed method could be applied to
multiple tasks, the data collection would require a high hard-
ware load especially because tactile sensors directly touch
objects and, in general, get worn out easily (e.g., [22]). This
is especially important for multifingered hands because a lot
of tactile sensors on the hands can break. In this case, transfer
learning that is widely used for image recognition tasks [31]
can be useful to reduce the size of the required training dataset
with tactile sensors. There are some tactile transfer leaning
methods that achieved high recognition rates [32], [33], yet
they focus on only fingertips. N-shot learning was also used
by specifying the size of training data [34]. Multimodal
transfer learning, including vision and tactile information,
was conducted [35], which can be difficult to implement
in the case of multifingered hands due to occlusions. Sim-
to-real transfer learning is one of the effective ways to collect
training data [36], [37]. However, touching an object from
diverse orientations happens due to multiple fingers and, thus,
requires three-axis tactile information. That information is
difficult to implement in simulation systems. Even though
many tactile transfer learning methods have been used, transfer
learning with a multifingered hand with tactile information
from not only the fingertips but also the phalanges has not
been investigated yet. Therefore, transfer learning was chosen
for evaluating the MS-CNNs.

Therefore, the contributions of this study are given
as follows. First, we review and compare the possible
architectures of convolutional layers of the MS-CNN and
how their combinations affect the object recognition rate.
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Second, we visualize the internal representations of the differ-
ent network structures using Grad-CAM++ [38] and highlight
why and how such representations are the best candidates to
support a wide range of robotic tasks related to multifingered
hands. Finally, and most importantly, we demonstrate how
these learned representations permit efficient transfer learning
from the recognition of object instances to the recognition of
physical properties (i.e., heaviness, slipperiness, and softness)
of novel objects during in-hand manipulation with complex
contact states on several fingers and show whether the CNNs
are useful with transfer (WT) learning.

II. SYSTEM ARCHITECTURE

A. Hardware Design

This study uses the Allegro hand, a commercially available
robotic hand from Wonik Robotics. Our uSkin tactile sensor,
which was designed to detect forces in three axes, is used to
cover the fingertips [28] and phalanges [29] of the Allegro
hand, as shown in Fig. 2(a). As a multifingered robot hand
with 16 degrees of freedom, the Allegro hand generates forces
in many directions during manipulation. Therefore, the uSkin
sensor has been implemented to detect such complicated
grasping states. A total of 15 uSkin patches are installed:
four on the index, middle, and little fingers, and three on the
thumb. Thus, the customized Allegro hand has a total of 15
(sensor patches) × 16 (sensors) × 3 (tactile axes) + 16 (joint
angles) = 736 measurements.

B. How to Input Tactile Information?

The locations of the sensors on the phalanges and fingertips
are shown in Fig. 2(a) and (b). There are 16 sensors in each
sensor patch. The phalanges and fingertips, however, differ in
size and shape [see Fig. 2(b)]. Regarding the position of the
sensors, the input map of the phalanges has a shape of 4 × 4,
and the input map of the fingertips has a shape of 6 × 4.
In the fingertip input map, the number “0” [the red number in
Fig. 2(b)] is received at the position where each fingertip is
not equipped with a sensor, resulting in a rectangular input
map. This allows to convolute the input map with a filter
of a size equal to or larger than 2 × 2. Some studies on
image recognition use three channels of “RGB” input. This
is because, in an image, each pixel has “RGB” information.
Likewise, in this article, the input to CNN is set to three
channels. This is because each of the sensors (or “taxel”)
provides xyz information [see Fig. 2(b)], and the orientation
of xyz information on the patch is shown in [see Fig. 2(a)].
For the fingertips, the xyz-direction varies between taxels as
the fingertips are curved. Specifically, the z-axis corresponds
to the tactile information in the direction perpendicular to
the sensor surface, and the other axes correspond to the
tactile information in the tangential direction. This method of
processing was used in [24], [30]. One way to process the
tactile sensor patches is shown in Fig. 2(c). Here, as the first
convolution layer, a convolution layer is prepared for each
tactile patch. In the second layer, all the convolution layers of
the first layer are combined in accordance with the position of
the tactile sensor on the hand. In order to make the shape of the
convolution layer rectangular by filtering, the first convolution

Fig. 2. Hardware setup and architecture of the proposed CNN. (a) Allegro
hand with a set of uSkin three-axis tactile sensors mounted on the phalanges
and fingertips (hardware setting). There are four uSkin sensor patches on the
index, middle, and little fingers, and three patches on the thumb. (b) From left
to right, the mounted sensor patches, the location of the sensors in black dots,
and the input map for the CNN (how to input tactile information). Each red
“0” stands for a position where no sensor is mounted on the corresponding
actual sensor patch (other values are arbitrary). The map is used for input to
the CNN in three channels (x, y, z). (c) One example is how to combine the
convolution layers from each tactile sensor patch (how to combine tactile
features). The current robotic hand platform has different sizes of sensor
patches for fingertips and phalanges. In addition, there are different numbers
of patches for the thumb and other fingers. In the example shown in this figure,
each tactile patch has its own convolution layer (patch-level convolution) and
is combined at a later stage (hand-level convolution).

layer convolutes the input from each sensor patch and converts
it into an output of the required size. The height and width
sizes of the filters in the convolution layer are adjusted as
follows:

OH = H + 2P − FH

S
+ 1

OW = W + 2P − FW

S
+ 1 (1)

where H and W are the height and width of the current
convolution layer’s input, OH and OW are the height and
width of the current convolution layer’s output, and FH and
FW are the height and width of the filters that convolute the
input into the output of the next convolution layer. P is the
padding, which typically adds “0” around the input map, so as
to keep the outputs of the convolution layers the same size.
Since the size of the input varies depending on the combination
of convolution layers, padding is not used in this article.
In addition, as we focus on how the convolution layers are
combined, there is no pooling layer in the CNN used in our
experiments that change the size of the input.
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III. EXPERIMENT DESIGN

A. Data Collection

Instead of collecting tactile information only when an object
was statically grasped, we recorded tactile information through
a series of manipulations in the hand as an active tactile
sensing method. Since the objects were provided to the Allegro
hand in random positions for training, recognition should be
according to the object, not the way it was grasped. Note
that, because the tactile measurements are not calibrated, the
sensitivity varies, and furthermore, crosstalk between measure-
ment axes may occur (see [28], [29] for details). However,
we assume that, as long as the features from the measurements
are extracted by neural networks, there is no need to calibrate
the measurements.

1) Object Recognition: For the training data of object
recognition, we use the same data as in our previous paper
[25], [30], where we confirmed the effect of uSkin sensors on
a multifingered hand by focusing on time series information
and spatial information to improve the accuracy of object
recognition by CNNs. In this article, we focus on spatial
information and its analysis. The data were collected in a
way that mimicks an infant’s manipulation and exploration of
objects to obtain information about their physical properties.
Fig. 3(a) shows the 20 common objects used in the experiment,
which also includes ten objects from the Yale-CMU-Berkeley
Model Set. In particular, the objects in the top row of Fig. 3(a)
and 20: spray bottle are elongated in shape, and when grasping
the object, the palm of the hand always faces roughly the
elongated side, e.g., the bottle was never grasped from the
cap or bottom, and the orientation varied, with the object being
grasped close to the center, but not necessarily exactly at the
center. It is also important to note that, in this experiment,
even after repeated grasping, the objects do not always have
the same orientation, as the final grasping posture depends on
the weight distribution. The other ten objects were roughly
spherical and grasped in random orientations. Some examples
of active tactile sensing for elongated objects can be seen in
Fig. 3(c). Note that the Allegro hand controlled the position
with a constant controller gain in all trials, and the reaction
force varied depending on the size and shape of the object.

Thirty manipulation trials were performed for each object,
for a total of 600 trials. Twenty-five trials for each object
were used for training the CNNs, and five trials were used
for each CNN’s test set [see Fig. 3(a)]. Data were collected at
a sampling rate of 30 Hz. Red is the raw data recorded, and
green is the data extracted for training and testing shown in
Fig. 3(e). The last step of the 250 steps was set less than one
second before the end of the recording (the recording always
stops at the same time after the movement stops). Note that the
hand remains grasping the object even after the movement has
stopped. Twenty-five timesteps from 250 timesteps in each of
the 25 trials used for training were randomly sampled and used
as the training dataset. The training dataset contains a total
of 12 500 samples. The test dataset contained 2500 samples
randomly sampled from five trials for each object.

2) Object Property Recognition: For the training data of
object property recognition, the target in-hand manipulation
chosen in this study was a movement of a precision grasp to

a power grasp by starting with picking motion of fingertips
from a ground [see Fig. 3(d)]. Since this motion embraces a
variety of complicated contact states (e.g., slip, rolling contact,
touch, and not touch by finger gating) during executing the
manipulation, it was chosen to evaluate the proposed CNN’s
adaptability and whether it is applicable to other tactile recog-
nition tasks or not. Since it is difficult to derive a formula to
generate the motion, the training data were collected via the
CyberGlove [40], which is a dataglove that enables teleoperate
human-mimetic robot hands by sending joint motions of their
fingers to robot fingers. One experimenter collected all data
because the motion can be drastically different among trials
when different people do the experiment, i.e., human hands
are different from each other and require different calibration
settings for the dataglove.

As shown in Fig. 3(b), there are 45 objects, including
three objects from the Yale-CMU-Berkeley Model Set. The
objects were separated into three heaviness classes [Heaviness
High (more than 136 g), Heaviness Medium (77–114 g),
and Heaviness Low (under 68 g)], three softness classes
[Softness High (deformable), Softness Medium (only surface
deformable), and Softness Low (stiff objects)], and three slip-
periness classes [Slipperiness High (plastic or coated paper),
Slipperiness Medium (paper or bumpy), and Slipperiness Low
(textile or rubber)]. Each class has at least one object and
sometimes several objects in terms of outer properties so that
the networks can acquire a generalization skill for the inner
properties (e.g., different-sized balls and differently shaped
plastic fruits).

Two trials of the in-hand manipulation motion for each
of the 45 objects were collected resulting in 90 trials in
total. Data were collected with a sampling rate of 100 Hz.
The objects were placed near the Allegro hand in random
positions. Fig. 3(f) shows tactile trajectories obtained from
one trial, where red indicates the raw data recorded and green
indicates the data extracted for training and testing. The data
were recorded for 17 s, and the manipulation was executed
during the period. Since the motion was executed by a human,
the motion itself and when the motion finishes are always
differently shown in Fig. 4. Therefore, the data for training in
each trial were extracted especially when the hand touches the
grasped object with a threshold of tactile measurements. Sev-
eral timesteps where the movement stops were also sampled
as a static state. 291 timesteps were randomly sampled from
each trial. In total, 26 189 samples were randomly chosen and
used. The samples were split randomly into the training dataset
and the test dataset consisting of 23 570 and 2619 samples,
respectively. A different random split was conducted for each
training trial of CNNs.

3) Object Property Recognition With Transfer Learning:
For the training data of object property recognition, the
datasets described in Sections III-A1 and III-A2 were used.
First, the datasets for object recognition were used for a
pretraining phase of the transfer learning, and thus, the task
for the pretraining was the same object recognition task
described in Section III-A1. Therefore, the size of samples
for the training dataset and the test dataset is 23 570 and
2619, respectively. Second, the datasets for object recognition
property recognition were used for a fine-tuning phase of the
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Fig. 3. Collection of objects and training data. (a) Selection of 20 daily objects (target objects for object recognition). Ten objects were selected from the
“Yale-CMU-Berkeley Model Set” [39]. To increase the difficulty of recognition, we chose ten slightly more difficult identifiable objects. The bottles are labeled
L (large), M (medium), and S (small). 1: bottle (L, spheric); 2: bottle (L, cornered); 3: bottle (S, spheric); 4: bottle (S, cornered); 5: bottle (M, spheric);
6: bottle (M, waisted); 7: powder can; 8: pringles; 9: hand model; 10: pack of Styrofoam dices; 11: pack of snacks; 12: pack of solid dices; 13: tuna can;
14: large can; 15: spam can; 16: bowl; 17: clipper; 18: baseball; 19: soccer ball; and 20: spray bottle. (b) 45 daily objects that were selected in terms of inner
object properties (heaviness, softness, and slipperiness) (target objects for object property recognition). (c) shows how the training data were collected (target
motion for object recognition). The motion is to mimic a human baby’s squishing. Fingers move left and right. The skin sensors are rubbed to the grasped
object. (d) Target motion of the object property recognition is to start a grasping posture by pinching it with fingertips. (e) Example of tactile time-series data
throughout squishing trial (tactile trajectories during object recognition motion). The repetitive motion is reflected in the tactile data stream. Red indicates the
complete data stream; green indicates the extracted raw data for learning object recognition. (f) Example of tactile time-series data throughout object picking
trial (tactile trajectories during object properly recognition motion). Red indicates the complete data stream; green indicates the extracted raw data for learning
object property recognition. The data are extracted when the hand touches objects, and thus, the extracted timesteps depend on each trial.

transfer learning. The task for the fine-tuning was the same
object property recognition task described in Section III-A2
but with different training settings to the one for object
property recognition without transfer learning.

B. Training Setting

All the CNNs were built with the Tensorflow library for
Python and a GTX Geforce 1080, 1080Ti and RTX 2080 were
used as the GPU. Object recognition and object property
recognition have different training settings because the object
recognition task requires the CNNs to generate one-hot vectors
for so-called multiclass classification, while the object property
recognition task requires the CNNs to generate “multi”-hot
vectors for so-called multilabel classification.

Otherwise, with the exception of the size of the convolution
layer, all the CNNs used in this article have the same network
parameters and training settings, and they are described in
Fig. 5(b). For the CNN input, we used samples, including

16 (joint angles) + 15 (sensor patches) × 16 (sensor) × 3
(tactile axis); thus, 736 measurements at each time step were
obtained. To train the CNN, we added “0” to the input from
the fingertip sensor, as shown in Fig. 3(b). Consequently, the
number of dimensions of the input is 736 + 8 (number of
“0”s for one fingertip) × 3 (tactile axis) × 4 (number of
fingertips) = 832 dimensions.

Transfer learning was conducted with object property recog-
nition. In this study, acquired features (or trained weights
and biases) from the object recognition task were reused for
(transferred to) the object property recognition task to get
higher recognition rates. As far as the authors know, this is
the first time to achieve transfer learning for tactile tasks with
a multifingered hand.

1) Object Recognition: Each CNN was trained with
12 500 samples, and the test set consisted of 2500 different
samples for up to 10 000 epochs until the training loss con-
verged and the test loss for the test set did not go up. Weights
for all CNNs were initialized with a random number from a
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Fig. 4. Examples of the used objects for object property recognition and corresponding time-series (joint and tactile measurements) data. As shown in the
graphs, even though each trial of manipulation starts and ends at a different time and the trajectories of joint and tactile information differently change, the
proposed CNNs could get high recognition rates of the object properties.

truncated normal distribution with a standard deviation of 0.1,
with a random seed defined as 1. All layers except the output
layer used ReLU as the activation function. Softmax was used
as the activation function for the output layer

f (xi) = ex
i∑C

k exk
(2)

where xi is a feature from the i th neuron in the output layer
and f (xi) is the activated output from the output layer. Since
the sum of the values from the output layer is 1.0 through
Softmax, it can be regarded as a probability. It is suitable for
categorical cross (CC) entropy as the loss function. This CC
Loss is defined as

CCLoss = − log
exp∑C
k exk

(3)

where tk and xk are the target label and the output of the
CNN for class k of C classes. The optimizer used was Adam,
and the minibatch size was set to 100. The step size of the
optimizer α was 0.0001, the first exponential decay rate β1
was 0.9, the second exponential decay rate β2 was 0.999, and
the small value of numerical stability ε was 1e−08. Moreover,
the learning rate was 0.00001.

2) Object Property Recognition: For the training of the
object property recognition task, each CNN was trained with
23 490 samples, and the test set consisted of 2610 different
samples for up to 10 000 epochs until the training loss con-
verged and the test loss for the test set did not go up. ReLU
was used as an activation function for all the layers except

the output layer. The output layer has a sigmoid activation
function unlike object recognition

f (xi) = 1

1 + e−xi
(4)

where xi is a feature from i th neuron in the output layer and
f (xi) is activated output from the output layer. The output
values from the output layer take a range of 0 to 1 through
the sigmoid. The loss function was binary cross (BC) entropy.
This BC loss is defined as

BCLoss = −
C∑
k

tk log(xk) (5)

where tk and xk are the target label and the output of the CNN
for class k in C classes. The optimizer, the learning rate, and
the minibatch size were the same as that of object recognition.

3) Object Property Recognition With Transfer Learning:
For pretraining in transfer learning, the models that were made
in the object recognition task described in Section III-B1 were
prepared as pretrained models for object property recognition.
Those pretrained models were fine-tuned for the object prop-
erty recognition task. Each MS-CNN has differently shaped
convolution layers, as shown in Fig. 5, the difference is
investigated by considering the recognition results for transfer
learning in Sections IV-D–IV-F, and the size of the output
layer for the two tasks is different (20 for object recognition
and nine for object property recognition). From these points,
the weights and biases in the fully connected (FC) layers
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Fig. 5. Nine architectures for combining convolution layers. (a) First FC gets features from the third convolution (Conv) layer and joint angles (J) (combining
patterns of MS-CNN architectures). Architectures II and III, and VII and IX are prepared to see the difference in when to combine convolution layers. (b) Each
parameter for constructing convolution layers is described (parameter settings for MS-CNN architectures).

(FC1 and output layers in Fig. 5) were not transferred, only
the ones in the convolution layers.

For fine-tuning in transfer learning, the weights and biases
in the convolution layers were not updated during fine-tuning.
The pretrained models were trained with 13 094 samples and
13 095 samples as the test set for up to 1000 epochs as training
losses of the models got converged, and the test loss for the
test set did not go up (the original dataset with 26 189 samples
was split half and a half). The samples were randomly chosen
for the training and test datasets for each training trial. All the
hyperparameters for training, such as learning rate or training
epoch, were the same as the object property recognition task in
Section III-B2. However, in the case of the transfer learning,
the size of the training dataset was almost 50% smaller than
the training of object property recognition task (and the test

set was almost 50% larger) as transfer learning is supposed to
transfer useful knowledge to train networks for another task
and result in being able to reduce the size of the training
dataset. This was also because, when the training and test
dataset sizes for object property recognition tasks were used,
it was difficult to see a difference among recognition results
from the CNNs used for transfer learning. Those datasets were
created by randomly choosing samples every time the object
property recognition trial was conducted.

C. Combining Architectures

Different architectures were considered to combine the
convolutional (Conv) layers. The location of the hand sensors
was taken into account when defining these architectures. Par-
ticularly, the choice of applying filters across the boundaries of
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finger segments and different stages of fingers was considered.
This idea considering merging convolution layers for extract-
ing features at the different stages with each resolution can be
useful for achieving high object recognition performance [41].
As shown in Fig. 5(a), there are nine architectures, and the
parameters of each architecture are shown in Fig. 5(b). For
example, in architecture I, the first Conv layer has an input of
size 18×16×3. When this is passed to the first Conv layer, the
output from the first Conv layer is 10 × 8 × 14. In a previous
paper of ours [30], we evaluated the comparison between
three-axis and one-axis tactile information and showed that
using three-axis tactile information is more effective than that
of one-axis. Therefore, Fig. 5(b) shows the parameter settings
for the three axes only, which are determined heuristically. The
joint angle measurements were added to the first FC layer,
represented by J in Fig. 5(a), for all architectures. Weight
sharing was tried to reduce the number of filters between
fingers. However, when we evaluated the results with and
without weight sharing, we found that weight sharing did
not improve the recognition rate compared to the case where
different weights were used in [30]. Therefore, only different
weights of CNNs were used in this study. To adjust the size
of the convolution layer, we used filters of different sizes in
architectures II, III, and IV.

The measurements of joint angles and tactile sensors
were, respectively, normalized by their full measurement
range. In architecture I, a “Hand Map Layer with Zero
Padding” was constructed as an input layer with a size of
18 rows × 16 columns. Three tactile patches [4 × 4 ×
(2 patches) and 6 × 4 × (1 patch)] for the thumb and four
patches [4 × 4 × (3 patches) and 6 × 4 × (1 patch)] for
the other fingers were implemented, respectively. Therefore,
to construct a rectangular input layer, we had to add four
rows × four columns of “0” on top of the tactile input map
from the thumb fingertip, as shown in Fig. 5(a). As a result, the
dimensionality of the input is 736 + 8 (number of “0”s on one
fingertip) × 3 (tactile axis) × 4 (number of fingertips) + 16
(4 (rows) × 4 (columns) above the thumb’s fingertip) × 3
(tactile axis) = 880 dimensions. The filter was applied across
the boundaries of the finger segments already set up in the
first layer. The purpose of this architecture is to see whether
it is sufficient to combine all the information into one large
input layer or not.

In Architecture II, each one of the 15 sensor patches
is processed separately in the first convolution layer (as a
“Patch Map Layer”). In this case, the first convolution layer
is the “Patch Map Layer,” i.e., no filters are applied across
the boundaries of the sensor patches, and hence, for every
different sensor patch, a different filter is trained. In the next
layer, the output of the first convolution layer is combined
taking into account the location of the tactile patches of
the hand in Fig. 2(c) (“Hand Map Layer”). For the input
map from the phalanges of the thumb, a filter of size
(2, 3) is used in the first Conv layer. The details are shown
in Fig. 5(b).

In Architecture III, a “Patch Map Layer” is also used for
the second Conv layer. A “Hand Map Layer” is implemented
in the third Conv layer. For the thumb fingertip, a filter of size
(2, 2) is used in the second Conv layer. The only difference

Fig. 6. Average and variance of recognition rate for ten times from each
architecture. Architecture IV shows the best recognition rate.

between architectures II and III is when the “Hand Map Layer”
is constructed. This idea comes from [16], which studied the
timing of information fusion for grasp stability.

In Architecture IV, we have a “Patch Map Layer” as the first
Conv layer. Thereby, the maps of the four fingers (index finger,
middle finger, little finger, and thumb) are constructed as the
“Finger Map Layer.” The “Hand Map Layer” is constructed
in the third Conv layer. This architecture changes the map
architecture from a “Patch Map Layer” to a “Hand Map
Layer,” one Conv layer at a time. A filter of size (4, 2) of
the second Conv layer is used for the Conv layer from the
phalanges and fingertip of the thumb.

In Architecture V, a “Patch Map Layer” is used for the input
layer and the first Conv layer. A “Finger Map Layer” consists
of the second and third Conv layers. Architecture V differs
from Architecture IV in that it does not have a “Hand Map
Layer” but still gradually combines the Conv layers.

Architecture VI consists of only a “Patch Map Layer” for
the input and all Conv layers. This architecture is to check
whether we need to combine convolution layers according to
the position of the patch on the hand.

Architecture VII uses only a “Finger Map Layer” for the
input and all Conv layers, to check whether it is sufficient to
consider the position of the patches on the fingers.

Architecture VIII uses the “Finger Map Layer” in the input
and the first Conv layers so that we confirm if a morphological
fusion of convolution layers (i.e., finger- and hand-shaped
convolution layers) extracts more useful features for tactile
recognition tasks or not.

Architecture IX uses the “Finger Map Layer” in the input,
first, and second Conv layers. The difference between archi-
tectures VIII and IX lies in when to build the “Hand Map
Layer” with the same reason as for architectures II and III.

IV. EVALUATION

A. Combining Architectures and Object Recognition Rates

In Fig. 6, the accuracy and variance presented are the mean
values of ten recognition trials. In each trial, 1500 samples
were randomly selected from the 2500 samples in the test set.
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Fig. 7. Error rates of object recognition for six objects from each architecture.
The red solid square shows where architectures that do not have the “Patch
Map Layer” have relatively higher error rates. The red dot square shows where
architectures that do not have the “Patch Map Layer” have lower error rates.
The green solid square shows where architecture VI that only has “Patch Map
Layer” has relatively higher error rates. The green dot circle shows where
architecture VI that has lower error rates.

Architecture II showed a slightly lower recognition rate
than the others. The variance for architecture VI is the highest
as the architecture has the largest number of weight parame-
ters in the convolution filters. The best recognition rate was
achieved by architecture IV, which includes the Patch, Finger,
and Hand Map Layers.

B. Object Recognition Rate for Each Object

In this section, the object recognition rate for each object
is investigated to elaborate on the effect of morphological
convolution architectures. Specifically, six objects (2: bottle
(L, cornered), 4: bottle (S, cornered), 5: bottle (M, spheric),
12: pack of solid dices, 13: tuna can, and 16: bowl) are
investigated, as shown in Fig. 7. For 2: bottle (L, cornered), 12:
pack of solid dices, and 13: tuna can, four CNN architectures
[architectures I, VII, VIII, and IX (with red dot squares)]
achieved a lower error rate than other architectures. On the
other hand, they have relatively higher error rates (with
red solid squares) than the other architectures for 5: bottle
(M, spheric). Those architectures do not have Patch Map
Layers, and tactile sensor patches are combined from their
input layer as the “Finger Map Layer” or the “Hand Map
Layer.”

Moreover, architecture VI has a lower error rate for 4:
bottle (S, cornered) and 5: bottle (M, spheric) (with green dot
squares), and the others have the highest wrong recognition
rate with 12: pack of solid dices, 13: tuna can, and 16: bowl
(with green solid squares). From this result, depending on
having the “Patch Map Layer” or not, the recognition rate
for each object can be changed.

C. Visualization of Sensor Map With Weights From
Convolution Layers

Since the error rates of object recognition can change
according to the structure of the convolution layers, how the
weights in the last convolution layer (third Conv layer) in
each architecture react to tactile measurements was investi-
gated. Grad-CAM++ and guided Grad-CAM++ [38], which
provides a saliency map of calculated weights from the last
convolution layer corresponding to tactile measurements, were
used, as shown in Fig. 8. The saliency map is defined as
follows [38]:

Lc
i j = ReLU

(∑
k

wc
k · Ak

i j

)
(6)

where wc
k is a weight for a feature map. The map is defined as

Ak
i j at the i th and j th spatial location for class c. For the map

provided by Grad-CAM++, blue to red represent the lowest to
highest values, respectively, and the pixels where high values
are placed show where the network regards the information as
important. For the map provided by guided Grad-CAM++,
the pixels where convolution layers focus on are emphasized
with colors, while the other pixels are depicted with gray.
This section focuses on the objects that are described in
Section IV-B. For architectures I, II, and IV, the saliency maps
provided by Grad-CAM++ show that the tactile information is
wholly focused on by their last convolution layer. On the other
hand, architecture VI shows that the layer focuses on a small
part of the tactile information, relatively. Also, architecture VII
focuses on tactile information in a line-shaped fashion.

It seems that these differences happen because one or
several convolution layers in the last layer (third Conv layer)
are weighed heavily among the convolution layers. Since there
is only one convolution layer in the last layer of architectures
I, III, and IV, they seem to regard entire tactile information as
important. Some objects picked in Figs. 7 and 8 (2: bottle
(L, cornered), 12: pack of solid dices, 13: tuna can, and
16: bowl) have a relatively complicated shape compared to
the rest of the objects [4: bottle (S, cornered) and 5: bottle
(M, spheric)]. This shape can change contact patterns on
each part of the multifingered hand. Therefore, when the
hand grasps 12: pack of solid dices, for example, contact
patterns on each finger segment can be different which are
provided by an edge, side, and plane of the dices. On the
other hand, 5: bottle (M, spheric) has small enough size
that the hand grasps it wholly and has a cylindrical shape,
which can produce a similar contact pattern on the hand while
grasping. From this result, we deduce that it was easy for
architecture VI to recognize relatively simple shaped objects
[4: bottle (S, cornered) and 5: bottle (M, spheric)] because the
network focuses on a small part of the contact areas, which
can be enough to perform object recognition due to the similar
contact pattern on any part of the Allegro hand. However,
when it comes to complicated shaped objects, such as 2: bottle
(L, cornered), 12: pack of solid dices, 13: tuna can, and 16:
bowl, they were difficult for architecture VI to recognize
because it focuses on small contact areas, but contact patterns
on the contact areas are diverse. This misleads the network
to recognize objects wrongly. For the other architectures,
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Fig. 8. Saliency maps from the last convolution layer in each MS-CNN generated by Guided Grad-CAM++ and Grad-CAM++ from [38]. The maps
generated by both visualization methods for architectures I, III, and IV that have the “Hand Map Layer” clarify that the networks focus on the entire tactile
information. Architecture VI that only has the “Patch Map Layer” shows it focuses on small areas compared to the other networks. Interestingly, architecture VII
seems to see tactile information in a line fashion. Since those maps are generated by the last convolution layer and the layer shape is different for each
architecture, the difference in the saliency maps among networks seems to happen as each network chooses which layer in the last convolution layer to
focus on.

architectures I, II, and IV focus on whole tactile information,
and architecture VII focuses on larger areas compared to
architecture VI. Thus, they have better recognition rates when
the hand grasps the relatively complicated shaped objects.
Also, as shown in Fig. 7, architectures I, VII, VIII, and IX
have lower error rates for the complicated objects specifically
because they have combined inputs from the input layer.
Furthermore, it can be considered that architecture IV could
have the best object recognition rate with a variety of objects
in terms of shape (or contact patterns) in total because the
network has a “well-balanced” network architecture (i.e., the
“Patch Map Layer,” the “Finger Map Layer,” and the “Hand
Map Layer”). From this result, we hypothesize that a CNN that
has combined convolution layers (i.e., the “Hand Map Layer”)
sees the entire tactile information on the multifingered hand
and is well suited for recognizing complicated contact states.

D. Object Property Recognition and Transfer Learning

Object property recognition was chosen as the target task.
The accuracy was calculated as a mean of all nine outputs of
the CNNs. The recognition trials were conducted five times
for each CNN. Fig. 9(a) shows the mean accuracies and their
variances of the five trials. Architectures I, III, IV, VI, and VII
were chosen. As a result, architecture IV got again the best
recognition rate.

Fig. 9. (a) Recognition rate of the object property (comparison of the
proposed CNN architectures). On the left-hand side of the table, averages and
variances of recognition rate for five times of no transfer (NT) models are
shown. The accuracy difference among CNNs for object property recognition
is larger than that of object recognition shown in Fig. 6. Furthermore,
architectures I, III, and IV have a large difference in comparison with
architectures VI and VII. On the right-hand side of the table, averages and
variances of recognition rate for five times WT models are shown. The
recognition rate got around 10% better than without transfer learning. Note
that architecture IV still has the highest recognition rate, and architectures
I, III, and IV that have a “Hand Map Layer” have better recognition rates
than the others. (b) Recognition rate of the object property (comparison with
popular CNNs). On the right-hand side of the table, averages and variances
of recognition rate for five times of each model are shown.

Also, architectures I and II got better recognition rates than
the others, which do not have a “Hand Map Layer.” However,
a “Patch Map Layer” can improve the recognition rate from
the result that architecture I has less recognition rate and huge
variance compared to architectures III and IV. The “Finger
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Map Layer” also contributes to a good result as architecture IV
got better results than architecture III.

Regarding transfer learning, most architectures got around
10% better recognition rates, and architecture IV got the
best accuracy. Furthermore, the trend that networks get better
results with the “Hand Map Layer” and/or the “Patch Map
Layer” was kept.

E. Classifier Comparison for Object Property Recognition

From Section IV-E, architecture IV got the best accuracy
of object property recognition. To validate the recognition
performance of the proposed CNNs, other CNN-based neural
networks and machine learning models were used for compar-
ison. Since each network has a different architecture, training
epochs where each network converged was different. Resnet
with 18 layers (trained for 800 epochs) and 34 layers (trained
for 900 epochs), MobileNetV2 (trained for 900 epochs),
ShuffleNetV2 (trained for 800 epochs), and MnasNet (trained
for 750 epochs) as CNN-based models (provided by PyTorch)
and SVM (provided by scikit-learn) as a machine learning
model were prepared. The “Hand Map Layer with Zero
Padding” was constructed as an input layer with a size of
18 rows × 16 columns (same as architecture I) to be input to
the deep learning models. Note that the deep learning models
were chosen, which could process the tactile input with a size
of 18 × 16, which is relatively small-sized input compared
to visual inputs from a camera with a larger size, such as
224 × 224. Moreover, the convolution layers soon before FC
layers of the deep learning models were used as a feature
extractor and a first FC, and output layers were prepared to be
applied to a new domain referring [22]. During the training,
the layers of the deep learning models were not updated, but
only the first FC and output layers were, so that the effect of
convolution layers of the deep learning models were validated
in the same way as the transfer learning in Section IV-D, all
the models were trained with the same training setting as
one used in Section III-B-2 except the training epoch. The
accuracy was calculated as a mean of all nine outputs of the
networks. The recognition trials were conducted five times for
each network. Fig. 9(b) shows the mean accuracies and their
variances of the five trials. In the proposed CNN, architecture
IV could achieve the best recognition rate. Especially, the deep
learning models that are larger than architecture IV and do
not have combined convolution layers following tactile sensor
positions on the hand produced very low recognition rates.

F. Analysis of Weights in CNNs

Even though transfer learning is useful for problems with
insufficient training data in general [42], it is not clear why
the CNNs could achieve better recognition rates for object
property recognition, as shown in Fig. 9(a). The difference
between WT and NT models is how to prepare the weights
in a neural network for a new task, i.e., the weights from
a pretrained model trained in the other task or the weights
generated from a random initialization method. Therefore,
we compared the weights in pretrained models from the object
recognition task as a WT model and the weights initialized
by a normal distribution with a mean of 0.0 and a standard

Fig. 10. Weight values (filters) from the last convolution layers. The top row
shows one of the filters consisting of the weights from the last convolution
layer in architecture VI. The middle row shows one of the filters consisting
of the weights from the last convolution layer in architecture VII. The bottom
row shows one of the filters consisting of the weights from the last convolution
layer in architecture IV. The errors between weights values from the NT model
after training and the transferred weights’ values from the WT model are
shown in the center. Also, the errors between the weights from the NT model
after training and the NT model before training (the weights were randomly
initialized by a normal distribution with a mean of 0.0 and a standard deviation
of 0.1) are shown on the right-hand side. Most of the errors between the NT
model after training and the transferred weights of the WT model are less
than 1.00, but the errors between the NT model after training and the NT
model before training are various and huge.

deviation of 0.1 as an NT model. Note that the transferred
weights were from only convolution layers (not FC layers) as
this study focused on the convolution mechanism for tactile
information.

In Fig. 10, from the top row, one of the filters (weights) in
the last convolution layer of architectures VI (2 × 2 filter),
VII (2 × 4 filter), and IV (3 × 3 filter) as ones of examples
are shown in a gray scale. On the left-hand side, the weights
in the NT model after training is shown as target weights
and the weights are supposed to be the optimized (trained
and converged) ones for object property recognition. In the
middle of Fig. 10, the weights in the WT model, which are
the transferred weights of convolution layers from a model
trained for object recognition, are shown. On the right-hand
side, the weights in the NT model before training are shown
as a baseline for this comparison study. The values shown in
Fig. 10 are the errors of the weights between the NT model
after training and the WT model in the center, and the NT
model after training and the NT model before training on the
right-hand side. The weights in the WT model are similar to
the weights in the NT model after training with the dataset
of object property recognition as most of the errors between
weights of the NT model after training and weights of the
WT model are under 1.00. This shows that the weights in
the WT model were already optimized enough that the WT
model required less size of training dataset and training epochs
for object property recognition. Then, the WT model focused
on updating only weights in the FC layers was enough to
achieve high recognition rates (technically, the weights in
the convolution layers were fixed and were not updated).
On the other hand, as most of the errors between weights of the
NT model after training and weights of the NT model before
training are over 1.00 and some of the errors are even more
than 100, the NT model needs to update weights in convolution
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Fig. 11. AUC of architectures I–IV, VI, and VII. AUC is an indicator of how much the models are capable of distinguishing between classes and its value,
which is an area under the ROC curve. The AUC of the label “Heaviness High” is very low from architecture I. The AUC of the label “Softness High” is
very low from architecture VI. This also implies that the fusion combination of CNN architectures affects the accuracy of each physical property of objects.

layers and the weights in FC layers. This comparison result
can be a reason why the recognition rates of the WT models
were better than those of the NT models.

G. Object Property and CNN Architectures

By using the WT models, recognition performance for
each object property was investigated. Since the binary-cross
entropy was used as the cost function, recognition results
would change by cutoff values that decide an output of CNNs
as 0 or 1. In this case, the receiver operating characteris-
tic (ROC) and the area under the curve (AUC) were calculated.
The ROC curve is depicted in a map with the true positive
rate (TPR) axis and the false positive rate (FPR) axis, which
are defined as

TPR = TP

TP + FN

FPR = FP

FP + TN
(7)

where true positive (TP) is that the actual class and prediction
are positive (correct answer), true negative (TN) is that the
actual class and the prediction are negative (correct answer),
false positive (FP) is that the actual class is negative but
the prediction is positive (incorrect answer), and false neg-
ative (FN) is that the actual class is positive but the prediction
is negative (incorrect answer).

The AUC is an area under the ROC curve and is defined as

AUC =
∫ 1

0
TPR(FPR)dFPR

=
∫ 1

0
TPR

(
FPR−1(x)

)
dx (8)

where x is a continuous random variable. Fig. 11 shows AUCs
for object properties from each CNN. Architecture IV achieved
a high value of AUC for each physical property. Interestingly,
there are some properties that each CNN model is good at
recognizing. The AUC of “Heaviness High” in architectures
I–III shows a very low value of 0.500, which is theoretically
the same value as what a predictor randomly outputs. There
is a reason why 0.500 appears for some property labels. First,
CNNs output 0 for the labels at all grasping states. Although
a cutoff value, which is a threshold to decide whether the
CNNs recognize an object property or not, varies from 0 to
under 1, the output from CNNs is always classified as 0. Only
when the cutoff value is set as 0, the output from CNNs
are always classified as 1. Therefore, when the cutoff value
is set to 0, TPR and FPR derived from (7) are 1 (i.e., all

outputs from the CNNs are positive, and thus, TN and FN
are 0); otherwise, they are 0 (i.e., all outputs from the CNNs
are negative, and thus, TP and FP are 0). From this point,
an ROC curve can be built only by coordinates TPR and
FPR = (0, 0) and (1, 1). Finally, an AUC derived from (8)
would be 0.500. On the other hand, the AUC of “Softness
High” in architectures VI and VII shows a very low value. The
difference is whether each model has the “Hand Map Layer.”
Furthermore, architectures II and III have similar network
architecture, while each model has a low AUC value for
different properties. Architecture II has a lower number of
the “Patch Map Layers” and a low AUC value for “Heaviness
High.” Architecture III has a lower number of the “Hand Map
Layers” and a low AUC value for “Softness High.” Therefore,
we deduce that the fusion of convolution layers affects not
only the recognition of objects but also the physical property
of objects.

H. Object Property and Tactile Information

Finally, tactile information was analyzed for a better under-
standing of CNN architectures for object property recognition.
Specifically, the architectures that have the “Patch Map Layer”
showed a low AUC value for “Softness High,” while the
other architectures that have “Hand Map Layer” showed a
low AUC value for “Heaviness High.” Grad-CAM++ showed
how the architectures that have a “Patch Map Layer” are
good at recognizing simpler contact patterns, while the other
architectures that have the “Hand Map Layer” are good at
recognizing complicated contact patterns.

From this point, how each object property changes contact
patterns was analyzed. In Fig. 12, each tactile trajectory
represents an average on each tactile sensor patch for simpler
visualization of the tactile information. This information is
taken from the third to fourth grasping postures in Fig. 3(d) as
the last 70 timesteps of the motion. The red line is on a digital
value of 2400 where noises and responses to the grasped
object are clearly separated. The tactile trajectories over the
digital value are regarded as where the hand touches the object
firmly. Fig. 12(a) shows that five sensor patches have tactile
value. We deduce that the soft object deformed and followed
a grasping posture of the hand, and thus, the soft object
affected relatively many tactile sensor patches. Also, tactile
trajectories are dynamic due to the softness of the object,
which means that contact patterns are complicated. Fig. 12(b)
shows that a smaller number of tactile sensor patches (three
patches) have tactile values over 2400 to the contrary. Also,
tactile trajectories are relatively flat due to the stiffness of the

This article has been accepted for inclusion in a future issue of this journal. Content is final as presented, with the exception of pagination. 

Authorized licensed use limited to: Queen Mary University of London. Downloaded on November 09,2022 at 10:54:40 UTC from IEEE Xplore.  Restrictions apply. 



FUNABASHI et al.: TACTILE TRANSFER LEARNING AND OBJECT RECOGNITION WITH A MULTIFINGERED HAND 13

Fig. 12. Tactile information during grasping: (a) kitchen paper with “Softness
High,” “Slipperiness Low,” and “Heaviness High” labels and (b) spray bottle
with “Softness Low,” “Slipperiness High,” and “Heaviness High” labels. Those
objects are chosen to compare tactile measurements varied by their softness.
Despite a difference in the slipperiness labels of the objects, they are not
taken into consideration for this comparison as AUCs of CNN architectures
are barely different. They have the same heaviness label so that tactile
measurements largely vary. The last 70 timesteps of tactile information during
in-hand manipulation are shown. (a) Tactile information with kitchen paper
(soft object). (b) Tactile information with a spray bottle (stiff object).

object, which means that contact patterns are not complicated.
We deduce that the heavy and stiff objects are held at a
small number of phalanges because it does not deform. These
physical properties of objects change the recognition rates of
an object property. This result revealed that each architecture
has the robustness to process contact patterns that depend on
the physical properties of objects.

V. CONCLUSION

This study investigated how the MS-CNN architecture
affects tactile-based multifingered hand tasks with distrib-
uted three-axis tactile sensors. Object recognition and object
property recognition were targeted to evaluate the CNN.
The best object recognition rates over 95% were achieved
in the experiments by initially separating and subsequently
combining convolution layers following the robot’s configu-
ration, especially when making the patch, finger, and hand
maps (architecture IV). Moreover, we clarified that the CNNs
can make better results by synergy with another generally
useful training method, i.e., transfer learning, which achieved
prominent object property recognition rates up to 98% with the
CNNs. Since this recognition was achieved at a single touch
of the multifingered hand, the CNN could also be applied to
in-hand manipulation and grasp stability tasks in which quick
processing is required.

Most importantly, this study revealed an interesting finding
when convolution layers are not fused (architecture VI); it has
better recognition rates with simpler shaped objects for object

recognition and with heaviness labels for object property
recognition. On the other hand, when the convolution layers
are fused and built in the “Hand Map Layer” (e.g., architec-
ture IV), it has better recognition rates with more complicated
shaped objects for object recognition and with softness labels
for object property recognition. Thus, the CNN architecture
can be customized depending on tactile measurements or tasks
(i.e., simple or complicated touch), reflecting outer (e.g., size
and shape), and inner (e.g., softness, slipperiness, and heav-
iness) properties of objects. This finding is investigated by a
visualized localization skill of the Grad-CAM++ and thor-
oughgoing analyses of recognition results for each object and
object property using not only a variety of proposed CNN
architectures and also CNN-based neural network and machine
learning models. Moreover, transferred weights and tactile
measurements are analyzed to investigate the factors behind
successful recognition. This kind of approach to geometrical
features of grasped objects from tactile sensors can be a key
for further understanding of tactile sensing as a tactile system
in a human’s skin also recognizes such object geometries [43].

Overall, considering robotic configuration represented by
distributed tactile sensors with different scales (patch, finger,
and hand mappings) can be a useful approach to achieving
robotic tactile tasks, including simple and complicated contact
states, and the approach can be used with other useful methods
(i.e., transfer learning that is specifically important for tasks
with many tactile sensors as they can be worn out) for
achieving better results.

Nowadays, some of the differently shaped robots have dis-
tributed tactile sensors on their surface, for example, humanoid
or disaster robots with distributed tactile sensors [44], [45].
The proposed concept, i.e., building network architectures
following robot configurations, could be a suggestion for how
to process the tactile information with CNNs for such robots.
Also, the proposed concept can be applied to infant robots to
identify their body via distributed tactile sensors for further
understanding of cognitive science. Not only tactile informa-
tion but also thermal information following robot configura-
tion could be another application for our proposed methods
and used for thermal imaging tasks [46], [47], [48]. As the
proposed networks achieved high accuracies in recognition
tasks, real-time recognition during multifingered manipulation
is the next step for dexterous manipulation [49] using the
graph convolutional network [50] inspired by the results of the
MS-CNNs with morphology-related convolution. Moreover,
transfer learning can be applied to more different domains,
such as in-hand manipulation and measuring grasping stability.
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