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Abstract— The Internet of Things (IoT) is the extension of 

Internet connectivity into physical devices and to everyday 

objects. Efficient mobility support in IoT provides seamless 

connectivity to mobile nodes having restrained resources in 

terms of energy, memory and link capacity. Existing routing 

algorithms have less reactivity to mobility. So, in this work, a 

new proactive mobility support algorithm based on the 

Kalman Filter has been proposed. Mobile nodes are provided 

with a seamless connectivity by minimizing the switching 

numbers between point of attachment which helps in reducing 

signaling overhead and power consumption. The handoff 

trigger scheme which makes use of mobility information in 

order to predict handoff event occurrence is used.  Mobile 

nodes new attachment points and its trajectory is predicted 

using the Kalman-Filter. Kalman-Filter is a predictor-

estimator method used for movement prediction is used in this 

approach. Kalman Filtering is carried out in two steps: i) 

Predicting and ii) Updating. Each step is investigated and 

coded as a function with matrix input and output. Self-healing 

characteristics is being considered in the proposed algorithm to 

prevent the network from failing and to help in efficient 

routing of data. Proposed approach achieves high efficiency in 

terms of movement prediction, energy efficiency, handoff delay 

and fault tolerance when compared to existing approach. 

Keywords— Fault tolerance; Handoff delay; Internet of 

Things; Kalman-Filter; Seamless connectivity; Self-healing.  

I. INTRODUCTION 

Evolution of next generation technologies has resulted 

in a huge scope for Internet of Things (IoT) and its 

application across a myriad range of domains [1-3]. The 

IoT establishes a communication network among the 

various physical devices which are integrated with 

actuators and sensors and the cyber world constrained 

under some communication protocol. These devices may 

be mobile or static. IoT applications have a very low 

tolerance for data loss and require the reliable transfer of 

critical data [4]. Another requirement required to facilitate 

different tasks is mobility. However, mobility of devices 

poses problems such as lack of mobility support, high 

energy usage, low connectivity and communication delay 

which degrade the network efficiency and performance.  

The aim of this work is to negate aforementioned 

issues. In the proposed work, the aim is to reduce the 

handoff delay and to reduce the signaling cost. Reducing 

the signaling cost increases the power efficiency and 

overloading at different links. Reduced handoff delay 

results in seamless connectivity among mobile nodes and 

provides better routing [5]. Proposed method optimizes 

signaling costs by fewer and more efficient signal, 

message transmission and accurately predicting the next 

PP (preferred parent) for mobile nodes in their trajectory 

before handoff to reduce handoff delay. So, the main 

objective is to, i) Establish mobility among mobile nodes 

to provide faster and seamless access to access points 

(parents), avoid disconnection and to find new viable 

parents. ii) Reducing the signal overhead. 

The proposed method has been coupled with predicting 

mobile nodes movement to deal with the issues caused by 

mobility on the network performance. Movement 

prediction of an object or a person in many real 

applications has many advantages such as faster 

communication, reduced energy consumption and so on. 

The application where the movement prediction can be 

used is the IoT based health care system where movement 

prediction scheme is used to predict IP-based mobile 

sensor nodes next movement and to reduce the hand o cost 

of the network. If there are ineffective communications 

between the nodes then it will be recognized as critical 

safety problems for the patients in IoT health-care 

application [6-9]. Movement prediction in mobile IP- 

based sensor networks is used in order to address the 

continuous connectivity and to reduce hand o cost. In the 

proposed approach movement prediction is the key 

requirement to provide seamless connectivity. 

The Kalman-Filter which is a coherent recursive filter 

which evaluates linear dynamic system through 

measurement of series of noise level [10]. This provides 

high prediction accuracy based on a small amount of 

information. Kalman-Filter has two phases, the first is the 

prediction phase, wherein prediction of next system state is 

calculated based on previous measurements and the second 

is update phase, where systems current state is evaluated 

on actual measurement basis at that instance [11-14]. The 

Kalman-Filter uses various set of mathematical equations 

which helps in implementing predictor-corrector type 

estimator which provides optimal results and reduces the 
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estimated error covariance when certain assumed 

conditions are reached [15-22]. 

In this work, self- healing of mobile nodes is 

considered, when mobile nodes fail due to draining of 

battery or other network issues. Due to the failure of mobile 

nodes, the connection between the nodes will be lost and 

the data loss occurs [23-27]. In order to prevent this data 

loss, whenever nodes fail, Dijkstra's algorithm is used to 

find the shortest path between the mobile nodes, whenever 

the nodes fail, by not considering the failed nodes. When 

static nodes don't receive the acknowledgement from the 

root node, then one or more nodes may be failing in the 

path of sending the data. At this time, the shortest path 

between the root node and static node will be recalculated 

by excluding the failed nodes. Dijkstra's algorithm is a 

routing algorithm, where the shortest path between source 

node and root node is calculated [28-34]. Proposed work 

contributions are 

1. Supporting mobility and provides seamless connectivity. 

2. Handling mobility via accurate mobility prediction 

algorithm using Kalman-Filter.  

3.  Estimating self-healing method takes alternative steps in 

case of node failure. 

4.  Reducing energy consumption and increases efficiency 

in the WSN based IoT network. 

The rest of the paper is organized as follows. Summary 

of various related works is presented in section II. Problem 

statement and algorithm of proposed work is explained in 

section III and section IV respectively. Evaluation of 

proposed work is presented in section V and the work is 

concluded in section VI along with future directions. 

II. RELATED WORK 

Authors in [35], have proposed method to predict users 

next movement in the future time interval. In this model 

uses ensemble technique during training phase to predict 

user’s next movement location along with the pattern 

during movement. Method also uses Markovian model to 

predict the trajectories followed during the movement.  This 

work has been evaluated using real-time data sets and 

performs well in respect to prediction of user movement. 

This method performs low in terms of prediction when the 

high variance data set is used in training the model. 

In [36], authors have proposed prediction method to 

determine mobile and static users using markovian 

predictor. This work performs well in predicting user 

movement in 110 locations. But the accuracy of predicting 

the user movement is only 60% and this method uses 

transition matrix while modeling which considers visited 

logs as inputs during modeling which ignores other content 

information. Anagnostopoulos et al., [37] have used 

optimal stopping theory (OST), which will classify the 

trajectory followed during user movement using 

mathematical approach. The classification of the user 

trajectory will be carried by making assumptions and 

mathematical calculations.   This method fails to meet the   

real time resolve the real time user movement predictions 

and thus make it not suitable for real time applications.  

Authors in [38] proposed approach to predict the users 

next movement location based on the decision tree. The tree 

will aid in providing new places visited during the whole 

week. In this time, place assigned with id, days like 

weekday or weekend and leaving time will be considered as 

the properties. The drawback of using decision tree is that it 

is not suitable for online movement prediction as the 

process is very slow and doesn't consider hidden states. 

This model is not probabilistic in nature for real time 

applications. 

Meenakshi et al., [39] determine the prediction of object 

movement in an environment with certain specific 

parameters. They propose a multi-layer Long Short-Term 

Memory (LSTM) auto encoder network that predicts future 

data in a dynamic environment and use that to make a 

sequential operation. The auto encoder network is 

composed of a state and action conditioned decoder 

network that reconstruct future frames from learning data 

set. Most of the method is focused on image frames rather 

than a regular network graph operation. The input image 

frames are first transformed into low dimensional feature 

vectors with a pre-trained encoder network, which are then 

reconstructed with the LSTM auto encoder network to 

generate the future frames. A virtual environment is used to 

gather training data and test the proposed network. Most of 

the work is focused on frames of images than network 

system and requires a huge number of datasets and may 

require transformation of representation of data from one to 

another. Since, it is a multi-layered approach it can reduce 

the overall performance when implemented in a network 

environment and also due to its dependence on hardware. 

Maarala et al., [40] proposed grid-based clustering 

approach with semantic and geographical data which may 

provide values of frequently visited paths. So, it focuses 

mainly on most frequently visited paths which may employ 

several data from the individual movements. By discrete 

sampling several data may be used to provide a sample 

where for certain trajectories at a certain level and time, 

samples may be used to record their level of uncertainty. 

However, for a wireless sensor network it requires a huge 

set of data for sampling, this may not be applicable directly 

to hospitals where patients may frequently admit to the 

hospitals and discharged in a small period of time. 

In [41], authors have proposed mobility scheme for 

6LoWPAN. In this method location of the nodes is included 

by the cluster head in order to reduce the delay in route 

discovery process and the handover happens in parallel 

rather than in serial in different layers. Method discards the 

necessity of accounting participants address during 

handover which result in packet loss. Method performs well 

in handover process but it lacks in providing seamless 

connectivity happens due to mobility of the nodes in the 

network. Authors in [42], proposed a predicting method to 

determine future location of infrastructure less network. 

This method uses artificial neural network to predict 

continuous coordinates. But this method fails to consider 

temporal variable that means user movement during 

different time in the day. 
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III. PROBLEM STATEMENT  

The problem statement of the proposed work is as follows. 

1. To provide seamless connectivity in IoT networks in 

case of mobile nodes. To ensure faster communication 

and avoid preferred parent search for each mobile node 

after disconnecting from its current parent. 

2. Movement prediction of the mobile nodes using Kalman-

Filter in order to ensure and support   the seamless 

connectivity of the mobile nodes and a self-healing 

network, to work around the problem of node failure in 

case of node or network issues. 

IV. SYSTEM MODEL 

In the deployed network, the area is divided into grids. 

Each grid is having the same size say x*x or x*y. Static 

nodes (SN) are deployed with one static node for each grid 

cell. These static nodes have a range that is almost as the 

same as the grid cell size (for better convenience it is 

considered like this otherwise there will be overlapping 

ranges or each static node makes process more complicated 

and cumbersome). Each static node is connected directly or 

indirectly to the main gateway. The main gateway is 

connected to the Internet or a local server through which it 

can have remote access to the Wireless Sensor Network. 

In case of larger networks, there might be multiple 

support static nodes that act as parents to the static nodes 

for each grid cell. These supports static nodes transport data 

between the static nodes and the main gateway. Mobile 

nodes (MN) are deployed in the network. These are 

connected to the static nodes when they are in the range of 

the static nodes (i.e., the grid, in proposed approach). These 

move freely in the network area (the entire grid structure). 

All the mobile nodes in the range of a static node are 

children of that particular static node. The mobile nodes 

send location data to the static nodes.  Kalman-Filter is used 

to predict the future location of the mobile node i.e., the 

movement prediction data. In case mobile nodes are idle or 

not in use they can be flagged as inactive during the period 

of inactivity and in the absence of the mobile nodes inside 

the grid, the static nodes may be set to idle.  But, as soon as 

a MN is in the range of a SN, the SN immediately becomes 

active and participate in communication. 

Fig. 1 shows how the IoT network is deployed, which 

consists of mobile nodes associated with static sensors. 

These static sensors are connected to the main gateway. As 

the mobile nodes travel in the network the possible path for 

the mobile node is calculated using the Kalman-Filter. The 

communication links between the static sensors help mobile 

nodes to communicate between them and to calculate the 

mobile nodes next movement, to reduce the handoff delay 

and maximizing energy efficiency. 

V. PROPOSED ALGORITHM 

In this section detailed explanation about proposed Kalman-

Filter algorithm is explained. 

A. Terminology 

 Q is Vertex set of nodes and distance of each node from 

the source node. Ak is Estimated mean of states during time 

stamp k. Ok is States covariance during time stamp k. Bk is 

Measurements mean during time stamp k. Rk is 

Measurement residual during time stamp k. Qk is 

Covariance measurement prediction during time stamp k. 

KGk is Filter gain, to estimate how much predictions need 

be corrected on time stamp k. A−
k is States Predicted mean 

during time stamp k before measurement. Ok− is States 

covariance during time stamp k before measurement. 

 
Fig. 1.  System Architecture 

B. Motion Identification Stage 

Motion Identification Stage:  Node which is in motion is 

connected to static favored parent (FP) in the 

communication range. FP is meant to monitor the quality of 

link of MON (Mobile Node) to check the motion of MON 

and to initiate second phase. RSSI (Received Signal 

Strength Indicator) value of MON is continuously 

monitored by FP through received packets. If the average 

RSSI value falls below the threshold value then FP presume 

that MON is going to leave the communication range. 

Before interruption of link, FP informs MON through 

unicast DNSM (Disconnection Started Message) message 

and ag is set to 1. After receiving the DNSM message, 

MON will search for new node for the association in order 

to prevent network disconnection and to continue its 

connection with current FP through sending and receiving 

of packets.  Associated FP monitors RSSI value of   the 

MON until signal quality degrades than the threshold value. 

Associated FP notifies MON to halt packets sending 

whenever quality of the signal degrades and new FP is 

considered based on neighbor RSSI value and Kalman 

prediction. 

1) Reactive Stage 

This stage is initiated whenever MON receives DNSM 

message (flag = 1) from its present FP. After receiving 

DNSM message MON starts to collect information about 

new FP in its vicinity to select and predict new FP.  The 

selection process is based on the direction and new 

neighbor list of MON. Here, the main purpose is to predict 

further MON movement and location in order to maintain 

new connection for longer period of time and to minimize 

signaling cost and maximize network parameters. 

Movement of the MON is based on the present position and 

present FP. Static nodes position is known to MON from 

the starting whereas, present MN is determined through 

prediction. Prediction is based on the RSSI values of static 

nodes in the new position and trajectory movement 

prediction through Kalman-Filter. Whenever reactive stage 

is initiated, MON collects necessary data about nearby 

static nodes and their associated RSSI table values. MON 
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broadcasts DNSM message (flag=2) in response to received 

DISO (Disconnection Starts Order) (flag = 1) message from 

static nodes. Static nodes neighboring waits for random 

amount of time before DISO message to prevent collision 

among them. Whenever, DISO collection period is expired 

then MON calculates RSSI value of each link, its position 

and movement direction to select new connection. 

Otherwise, whenever MON receives message of reaching 

threshold then it halts packet sending to prevent packet loss 

as it is in the verge of reaching border of communication 

area. 

2) Notifying Stage 

MON is connected to new FP whenever it gets 

disconnected from previous FP. This is different from 

reactive stage wherein MON will search for new node 

for association only when it gets disconnected from 

present FP.  Whenever new FP is selected routing path 

should be updated. MON will update its parameters like 

FP, default route and ranking information on the basis of 

received DSO message from static nodes. MON sends 

CNO (Connection Order) message to selected node for 

establishing new connection. Once the connection is 

initiated then MON notifies previous FP through DSO 

(Disconnection Order) for disconnection as shown in 

Algorithm 1. 

3) Selecting and Predicting Stage 

In this stage, prediction of nodes is carried out based on 

the information collected about nodes static neighbors. The 

main objective of this stage is to predict direction of MON 

in order to determine its future location.  To this MON has 

to compute and evaluate its position when notified through   

DISO message from their FP. Position of MON is evaluated 

based on RSSI values. Kalman-Filter is used in order to 

increase predicted position accuracy as shown in Algorithm 

2. 

 4) MON Position Assessment 

Position of MON is determined only when they are 

identified by more than three non-linear SNs, if not position 

is not determined and new associate node is selected 

directly. Here, Trilateration method is used in order to 

estimate MON position through Euclidean distances 

between MON and    its neighbors extracted through RSSI 

values as follows: 

𝑅𝑆𝑆𝐼(𝐷)  −  𝑅𝑆𝑆𝐼(𝐷0)  =  −10𝛼𝑙𝑜𝑔(𝐷/𝐷0) (1) 

where RSSI(D) is received signal strength indicator at D 

meters, α is path-loss exponent and D0, which is initial 

distance is considered to be 1m. MON are made to be 

present in the overlapping coverage area of static nodes. 

Three circles interaction point is represented by MON from 

three distances obtained from sink nodes wherein, center 

represents static nodes and its radius represents distance 

between SN and MON. So, MON (x, y) coordinates are 

obtained through following equations.  

(𝑥 − 𝑥𝐴 )
2 +  (𝑦 − 𝑦𝐴 )

2 = 𝑅𝐴
2 (2) 

(𝑥 − 𝑥𝐵 )
2 +  (𝑦 − 𝑦𝐵 )

2 = 𝑅𝐵
2  (3) 

(𝑥 − 𝑥𝐶 )
2 + (𝑦 − 𝑦𝐶 )

2 = 𝑅𝐶
2 (4) 

VI. EXPERIMENTAL EVALUATION 

In this section, proposed work evaluation along with 
discussion is explained.7h 

 A. Simulation Settings 

The implementation of Kalman-Filter in the network 

system has a very huge impact on both minimizing in the 

amount of packet loss, reducing the hand-off delay, 

efficiency in energy consumption etc. The implementation 

is done using Python 3.7.3 and the measurement data are 

stored in numpy arrays. The measured data has been 

obtained from Kaggle datasets wherein human mobility 

data is considered. 

    

Algorithm 1: Seamless Connectivity 
Algorithm

 

Begin 

Step 1: Setup of mobile nodes (MON) and static nodes (SN). 

MON associated to SN, SN acts as favored parent (FP). 

Step 2: If RSSI received by SN from MON < threshold (T1), 

FP of the MON unicasts DNSM (flag=1) message to MON, 

triggering the reaction phase. 

Step 3: MON on receiving DNSM (flag=1) message, start 

search for a new FP. 

Step 4: Reaction phase, MON broadcast DNSM (flag=2) to 

neighboring SN and waits for the unicast DISO (flag=1) 

from the SN. 

Step 5: Position of MON estimated using RSSI of each link 

from neighboring nodes. Estimated position value is 

enhanced using Kalman-Filter. 

Step 6: New FP for MON predicted using Kalman-Filter 

prediction and RSSI values. 

Step 7: MON sends CNO message to new FP to set up 

connection. 

Step 8: MON sends DSO no-path message to current FP and 

disconnects. 

Step 9: Stop 

B. Simulation results and performance analysis 

 With its capability to predict its next movement, the 
mobile nodes may send or receive data from the static nodes 
in a more appropriate and efficient approach which could in 
turn have an overall impact on the whole network system. 
For a regular traditional approach several packets may be 
sent from mobile nodes to the static nodes only when certain 
criteria or point is reached where it needs to connect to the 
next or nearby network as it shifts from one grid to another 
grid. Thus, the resultant hand-off delay and packet loss may 
be quite huge and therefore to minimize such factors by 
implementing Kalman-Filter for each mobile node. Without 
any methods to ping their nearby network the whole 
network could be congested and flooded with unnecessary 
packets. With the introduction of Kalman prediction for 
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each mobile node are provided with a more efficient 
approach which is relational to the time series method, 
where for certain period of activities packets may be sent to 
the nearby network when a prediction value correlates to the 
next nearby grid. Thus, using this method the packets may 
be sent with respect to the values obtained from Kalman-
Filter and therefore provides a more rigid and efficient 
method where there is a minimal usage of resources in 
certain aspects where such explicit usage of some resources 
may reduce the overall performance. Tested out with the 
same change in direction frequency, the movement 
prediction of Kalman-Filter changes overtime with the 
decrease and increase in the Signal Noise Ratio.  

 

Algorithm 2: Prediction Algorithm 

 

Begin; 

Step 1: Initially setup the movement of MON 

Step 2: Collect the signal strength Bk as the input variables. 

Step 3: Let Ak−1 and Ok−1 are both the initial and recursive 

matrices of mean and covariance respectively at time k -1.  

Step 4:  if Ak does not have same value as A−k then 

//prediction at time stamp k 

Ak = Ck−1 Ak−1 + Dk Wk 

Ok
− = 𝐶𝑘−1𝑂𝑘−1 𝐶𝑘−1

𝑇 +𝐼𝑘−1 

//update at time stamp k 

 (KG)k = O− FT Q−1 //calculating kalman gain (KG)k 

//variables used for estimation 

Rk = Bk - Fk A−k 

Rk = Fk O− FT + Jk 

//updation 

Ak = A−k   + (KG)k Rk 

Ok =  Ok
− - (KG)k Qk (KG) k 

T 

Step 5:  if Ak has same value as A−k then 

 Go to Step 6 and return values of Ak and Ok 

else 

 Go to Step 4 

Step: End 

 
 

Algorithm 3: Self Healing Algorithm 

 

Input: Matrix or Graph, Source node, Root node. 

Output: Returns shortest path from Source node to       
root node.Begin; 

dist [source] = 0 

create node set Q 

for node v in Graph: do 

 for each v not equal to source: do 

  prev[v] = UNDEFINED 

  dist[v] = INFINITY 

  Q.add_with_priority(v, dist[v]) 

 end 

end 

if Q is not empty: 

 u =Q.extract_min() 

then 

 u.isActive(): 

 u==root: 

 shortestPath=[] 

 distance = 0; 

 k = u; 

 distance+= dist[u][prev[u]] 

 shortestPath.push(k); 

end 

if prev[k]!= source: 

 k = prev[k] 

 distance+= dist[k][prev[k]] shortestPath.push(k) 

 shortestPath.push(source) then 

 return [shortestPath, distance] 

end 

for neighbour v of u: do 

 for each neighbour.isActive(): do 

  value = dist[u] + length(u, v) 

  value = dist[v] 

  dist[v] = alt 

  prev[v] = u 

 Q.decrease_priority(v, value) 

 end 

end 

 

 For most of the cases, with the increase in the noise 

ratio the prediction accuracy gradually decreases dependent 

of the Signal noise ratio. Packet loss can be minimized by 

sending data to the router or gateway at an allowance or 

appropriate time by pinging the nearby network 

beforehand. And doing so, there may be a request to make a 

connection between the nodes even before it reaches the 

network range. This may reduce the packet loss and hand-

off delay by broadcasting its packets to its nearby network 

even before it enters its network range in other words, with 

respect to the increase in the accuracy of prediction, the 

packet loss decreases. 
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The Fig. 2 represents data packet loss with increase in 

the number of nodes, due to congestion in the network. Fig. 

3-10 shows the gradual decrease in prediction accuracy 

with increase in signal noise ratio. The movement 

prediction of mobile nodes using a Kalman-Filter method 

decreases, as the noise ratio increases. 

In the Fig. 11 and Fig. 12, the graphs are plotted for the 

packet loss versus the movement prediction for 50 nodes 

and 100 nodes respectively. Graphs show that as the 

prediction accuracy increases, the data packet loss 

decreases. So, from the graphs, it is understood that as the 

prediction accuracy of mobile nodes increases, the data 

packet loss decreases due to lowered hand-off delay. In case 

the estimated next movement of the mobile node is equal to 

the actual movement, then packet loss will decrease to a 

large extent. 

 

Fig. 2. Packet loss increases with the increase in the no. of nodes. 

 

Fig. 3. Movement Prediction Accuracy when noise ratio of 0.25 

 

 

 

 

 

Fig. 4. Movement Prediction Accuracy when noise ratio of 0.5 

 

Fig. 5. Movement Prediction Accuracy when noise ratio of 0.75 

 

Fig. 6. Movement Prediction Accuracy when noise ratio of 1.0 
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Fig 7. Movement Prediction Accuracy when noise ratio of 2.0 

    

Fig. 8. Movement Prediction Accuracy when noise ratio of 3.0 

 

Fig. 9. Movement Prediction Accuracy when noise ratio of 4.0  

 

 

 

 

Fig. 10. Movement Prediction Accuracy when noise ratio of 5.0 

 

Fig. 11. Packet loss v/s Prediction Accuracy for 50 nodes 

 

Fig. 12. Packet loss v/s Prediction Accuracy for 100 nodes 

In Fig. 13, the graph is plotted for the values obtained 

from Kalman-Filter mechanism versus the observed values. 

The graph shows that the Kalman-Filter method predicted 

values are close to the observed values. Hence to conclude 

with, Kalman-Filter is efficient to predict the next location 

of the IoT nodes. 
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Fig. 13. Representation of Observed sine-wave value and Kalman 

Prediction in an x-y coordinates. 

 

Fig 14. Prediction accuracy percentage with frequency of change in 
direction. 

In Fig. 14, the graph shows that with the change in the 

direction of movement of the nodes, the prediction accuracy 

remains very consistent and provides a very efficient and 

solid functionality even though there is frequent change in 

direction of the nodes movement. In Fig. 15, the graph 

illustrates that the prediction made by Kalman-Filter for a 

random movement of nodes where the node moves from 

grid to grid and it has been compared with observed values. 

Here next movement of each node in the grid, Kalman-

Filter prediction is made and estimated based on the 

measurements obtained from the sensor. 

This work is compared with existing MLOWPAN [41] 

method as shown in Figs. 17-20. In Fig. 16, the graph 

shows that hand-off delay is less as compared with 

MLOWPAN method due to the movement prediction of 

mobile nodes in prior to the next movement. 

In Fig. 17, the graph shows that packet loss also 

decreases using Kalman-Filter method as compared to the 

MLOWPAN method. In this graph it can be observed that 

the packet loss in Kalman-Filter is way more less than that 

of packet loss in MLOWPAN which is also the resultant of 

the prediction accuracy. Due to higher prediction accuracy 

Kalman-Filter proves to have a lower packet loss as 

compared to that of MLOWPAN. 

 

Fig. 15. Packet loss v/s Prediction Accuracy for 100 nodes. 

 

Fig. 16. Movement Prediction Accuracy v/s Hand-off Delay. 

 

Fig. 17. Movement Prediction Accuracy v/s Packet loss. 

Fig. 18, the graph show that the time resolution also 

decreases when compared with MLOW-PAN method. The 

comparison between MLOWPAN and Kalman-Filter based 

on their time resolution results a very distinct difference 

between the two; as compared to MLOWPAN, Kalman-

Filter provides a more efficient method when considered in 

long-term. Therefore, the change in prediction accuracy 

with respect to time is very low and thus it can be said that 
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a fraction of changes or degradation occurs in the prediction 

accuracy. 

Fig. 19, in the graph, when compared to MLOWPAN, 

Kalman-Filter provides a higher accuracy in prediction 

even though the grid size increases. This concludes that 

Kalman-Filter in almost every aspect provides a higher 

accuracy rate as compared to MLOWPAN. 

 

Fig. 18. Average Movement Prediction Accuracy v/s Time Resolution. 

 

Fig. 19. Movement Prediction Accuracy v/s Grid size. 

VII. CONCLUSION AND FUTURE WORK 

In the proposed work, seamless connectivity aids in 

reduced handoff delay and signaling cost. The energy 

consumption of the nodes is minimized and overall network 

performance is maximized. The goal of negating the issues 

caused in the network due to mobility has been achieved. 

The use of Kalman-Filter in the proposed method helped in 

achieving movement prediction and thereby reducing the 

handoff delay and the energy consumption. The Kalman-

Filter uses a series of noisy measurements to predict the 

movement of the object accurately. Kalman-Filter also 

refines its outputs as the data set value increases. The 

handoff trigger mechanism uses a real-time mobility data 

obtained from Kaggle datasets and it will be applied 

proposed prediction mechanism. Future handoff event is 

predicted based on mobility information and the relative 

signal strength between present and final base station is 

determined. The handoff trigger is made active when signal 

strength of the static node reduces below a threshold for a 

given mobile node. As the mobile node disconnects from its 

parent only after it has found a new parent, loss of critical 

data is avoided. The self-healing behavior of the network 

makes sure that the problem of node failure is handled in 

efficient way. Alternative paths are used in such case to 

avoid network failure. It also avoids the dependency on one 

particular node, as alternate routing is found when such 

node fails. 

The work can be further improved by using Extended 

Kalman-Filter that can work with nonlinear trajectory of 

mobile nodes or Unscented Kalman-Filter that can work 

with highly ambiguous data. Though these methods need 

more parameters than used in this work, they can work with 

more complex data and provide higher accuracy. Data 

aggregation method can be used to reduce the data 

redundancy in case of data redundancy as it clusters the 

data.  Other self-healing methods can be used, such as, 

master slave combo so as to have a redundant copy of data 

in case of node failure. Deep learning algorithms can also be 

used to achieve more complex and accurate movement 

prediction results. 
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