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Abstract— Electric wheelchair-mounted robotic arms can 

help patients with disabilities to perform their activities in daily 

living (ADL). However, to stop the wheelchairs in an 

appropriate position for the robotic arm grasping task is not 

easy for the patients with upper limb dysfunction. In order to 

reduce the individual’s burden in operating wheelchair in 

narrow spaces and to ensure that the wheelchair always stops 

within the working range of a robotic arm. This study presents 

an operating system for an electric wheelchair that can 

automatically drive itself to within the working range of a 

robotic arm by capturing the position of an AR marker via a 

chair-mounted camera. Meanwhile, in order to correct the 

accumulated moving error of electric wheelchair, the system 

also include the error prediction and correction model to correct 

the wheelchair’s moving error without modelling the electric 

wheelchair. Finally, comparing the wheelchair's moving track 

demonstrates the effectiveness of the model for predicting and 

correcting movement errors. Simulating the robotic arm across 

serval courses demonstrates that the proposed system can cause 

the wheelchair to halt in the proper position to finish the 

grasping work. To compared with the previous research, we 

correct the moving error modifying the trajectory of electric 

wheelchair which keeps the AR marker in the visual field during 

the hole running process, which fundamentally solved this 

problem. 

Keywords— Electric wheelchair; Self-driving; Robotic arm; 

GUI (graphical user interface); Error correction. 

I. INTRODUCTION 

There are currently many handicapped people in Japan 

who face limitations in their daily lives because of physical 

disabilities resulting from accidents or illnesses. According to 

a survey conducted by the Ministry of Health, Labor, and 

Welfare, in 2018 there were 4.36 million people with 

disabilities in Japan [1]. This represents a 19% increase in 5 

years when compared to 3.66 million in 2013 [2]. It is 

estimated that 1.93 million people, or approximately 44% of 

the handicapped, are physically disabled. Spinal cord injury, 

cerebrovascular disease, cerebral palsy, muscular dystrophy, 

and ALS are examples of diseases that cause physical 

handicaps. Wheelchairs are an essential way of transportation 

for people with these diseases. In recent years, electric 

wheelchair-mounted robotic arms are being developed to help 

patients with disabilities to perform their daily activities [3-

7]. Such activities involve reaching for everyday objects such 

as food or drink, books, and so on. The commonly used 

operating interfaces for electric wheelchair-mounted robotic 

arms are joysticks or keypads [8]. However, under different 

scenarios, some patients with upper limb disabilities such as 

finger contracture cannot operate such interfaces smoothly. 

To solve this problem, some new operating interfaces were 

developed. Interfaces that change the input device to match 

the symptoms without requiring the mode switching 

operation arm to be developed, such as 3D mouse and 

gesture-based interface [9-11]. Also, Interfaces that operates 

wheelchair-mounted robotic arms by recognizing voice 

commands are also being proposed [12-15]. Meanwhile, the 

bioelectric signals, such as electroencephalograms (EEGs), 

electromyograms (EMGs), and electrooculograms (EOGs) 

were also utilized to understand a user’s intention to operate 

electric wheelchairs [16-19]. 

Utilizing these interfaces makes the operation of electric 

wheelchair-mounted robotic arms accessible to patients with 

upper limb dysfunction [20-22]. However, let us consider an 

ADL scenario, having an electric wheelchair, with an 

attached robotic arm that aims to pick up objects from the 

floor or desk. This task can be separated into two main parts: 

first, the user must move the wheelchair to an appropriate 

position near the object. Second, the robotic arm must be 

moved such that it grasps the object and brings it to the user. 

In this scenario, the posture of the robotic arms end effector 

is different according to the different grasping tasks. It is 

important to move the wheelchair to an appropriate position 

to ensure the target object is easy to reach, which is difficult 

to achieve in manual operation. Meanwhile, fine adjustment 

of the electric wheelchair is not easy when the robotic arm is 

outstretched and presents a severe physical burden on patients 

with quadriplegia or other conditions [23], [24]. When 

operating the electric wheelchair with the manual interfaces, 

it is easy to reach the target position in a wide space. 

However, as a non-holonomic system, electric wheelchairs 

cannot move laterally, that means even the fine adjustment of 

position needs to repeatedly tilt the joystick by a small 

amount [25]. 

On the other hand, when the caster in opposite direction 

with the movement of the electric wheelchair, the moving 

direction of wheelchair will be different with the operator’s 

intention. Therefore, even for the healthy operator, it is 

difficult to fine-adjust the position of wheelchair near the 

target object. Especially for the patients with upper limb 

dysfunction, to accomplishing such operation requires the 

increase of operation frequency and more physical burden 

[26]. To counter these issues, self-driving electric 
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wheelchairs have become a meaningful concept in recent 

years. When an electric wheelchair is near a target object, 

self-driving capability can not only ensure to stop the 

wheelchair in an appropriate position for the robotic arm but 

also reduce the physical tension that the operator experiences. 

In recent years, the self-driving technology has been a 

great development [27-30]. Recently, such technology was 

also utilized in electric wheelchairs. 2D/3D mapping-based 

system is one of them [31-34]. In such a system, a 2D/3D map 

is built from the information acquired by wheelchair-mounted 

2D/3D LiDAR [35]. The self-localization can be estimated by 

the normal distribution transform [36]. Then, the route of self-

driving can be generated by the waypoints acquired by the 

traveled routes [37]. But these mapping systems were usually 

built by path tracking of manual operation the first time a 

route is run [38]. GPS-based self-driving systems were also 

being proposed [39-42]. These systems performed well in an 

outdoor environment, but GPS is not sufficient in tight indoor 

environments. Recently, Virtual Reality was also used in self-

driving systems [43-47]. These systems using a head-

mounted display (HMD) device to build real-time 3D 

mapping, and to avoid the obstacles by utilizing the existing 

software library [48]. But always wearing an HMD device is 

a physical burden to the operator in practical use [49]. On the 

other hand, as an easier feasibility way, position estimation 

system based on AR marker recognition has been widely used 

recently. This technology was also applied in self-driving in 

electric wheelchair [50-53]. However, because the position of 

the sensors is fixed, such interfaces have issues with losing 

sight of the AR tag while running. To solve this problem, 

position prediction system based on wheelchair modelling is 

also proposed. However, the simplified wheelchair modeling 

is insufficient for practical use, resulting in position 

prediction failure [54]. 

Although several self-driving interfaces were proposed, it 

is difficult to achieve full self-driving in a real, complex 

environment [55]. Meanwhile, the more sensors attached 

means the higher cost of the system.  

Stopping the electric wheelchair in an appropriate 

position becomes an important question in using a 

wheelchair-mounted robotic arm. However, the manual 

interfaces have the problem in fine adjustment. On the other 

hand, the fully autonomous systems have some limits in 

practical use. In this study, we focus on the operation of an 

electric wheelchair in wheelchair-mounted robotic arm 

system. We proposed a hybrid operating system for an 

electric wheelchair that coordinated with the working range 

of a robotic arm that includes both a manual operating mode 

and a self-driving mode. In manual mode, the wheelchair can 

be operated by using an on-screen joystick for daily 

movement. In self-driving mode, by using a camera to 

recognize an AR marker attached to a target object, the 

wheelchair will drive itself close to the target so that it is 

within the robotic arm’s working range. Meanwhile, in order 

to solve the problem that the moving direction of wheelchair 

is different with the expectation, we proposed a moving error 

prediction and correction model by collecting and analyzing 

the advance moving data of electric wheelchair which avoid 

the complicated wheelchair modelling. The proposed system 

modifies the trajectory of wheelchair which make sure the 

target AR marker keep in the visual field of camera during 

running. 

The rest of the paper is presented in the following order. 

Section Ⅱ discusses the stop condition of wheelchair. The 

graphic user interface (GUI) proposed in this research is 

discussed in section Ⅲ. In section Ⅳ, the moving error of 

electric wheelchair is defined and modeled, Experimental 

parameters and comparison of the result are given in section 

Ⅴ. Finally, conclusions are drawn in section Ⅵ. 

II. WORKING RANGE OF ROBOTIC ARM 

To stop the electric wheelchair once it is within the 

working range of the robotic arm, in this section, we discuss 

the stopping condition of the self-driving system. Fig. 1 and 

Fig. 2 show the structure of the robotic arm and the mounting 

position on the electric wheelchair. Since we know the 

relative positions of the camera and the AR marker, the 

relative positions of the robotic arm and AR marker can be 

calculated by the coordinate transformation. 

Usually, the different grasping tasks require the different 

posture of the robotic arms end effector, so that the 

appropriate stop position of the wheelchair depends on the 

different operations of robotic arm. In our former research, 

we proposed a robotic arm operating interface which can 

recognize the position of the target object by a camera 

mounted on the end effector and choose the specific posture 

to grasp the object automatically [56]. Since this work is 

focused on wheelchair movement, here we simply set the 

stopping condition of the electric wheelchair as the maximum 

working range of the robotic arm. 

 

Fig. 1. Mounting position of camera on electric wheelchair 

 

Fig. 2. Mounting position of robotic arm on wheelchair 

230(mm) 
 

150(mm) 
 



Journal of Robotics and Control (JRC) ISSN: 2715-5072 681 

 

Laijun Yang, Electric Wheelchair Hybrid Operating System Coordinated with Working Range of a Robotic Arm 

Fig. 3 shows the working range of a robotic arm named 

“Udero” [57]. The working range can be divided into an upper 

part and a lower part according to the structure of the robotic 

arm. To ensure that the operator does not collide with the arm 

during operation, and to ensure that the operator is easily 

aware of the surrounding operating environment, we set the 

robotic arm’s working range in the horizontal plane as the 

condition of 𝜑min ≤ 𝜑 ≤ 𝜑max  where 𝜑𝑚𝑖𝑛 = −30(deg) 

and 𝜑𝑚𝑎𝑥 = 90(deg)  as shown as Fig. 4. Therefore, 

according to the arm’s working range in the horizontal plane, 

when the relative height of the arm and the AR marker ℎ𝑙 ≥
0  (which means the marker is higher than the root of the 

arm), the self-driving stop condition can be calculated by (1), 

where 𝑃𝑚(𝑥𝑚 , 𝑦𝑚, 𝑧𝑚) represents the relative position of the 

AR marker to the base of the robotic arm as the origin. R 

represents the length between the second and the seventh 

joints of the robotic arm. 

 

{

√𝑥𝑚
2 + 𝑦𝑚

2 + 𝑧𝑚
2 < 𝑅

𝜑min < sgn(𝑦𝑚)cos−1
𝑥𝑚

√𝑥𝑚
2 + 𝑦𝑚

2
< 𝜑max

 (1) 

 

 

Fig. 3. Working range of the robotic arm 

 

Fig. 4. Specified working range in the horizontal plane 

On the other hand, when ℎ𝑙 < 0 , the self-driving stop 

condition can be calculated by (2), 

{

√(𝑥𝑚 − 𝑙 cos 𝜑)2 + 𝑦𝑚
2 + (𝑧𝑚 − 𝑙 sin 𝜑)2 < 𝑟

𝜑min < sgn(𝑦𝑚)cos−1
𝑥𝑚

√𝑥𝑚
2 + 𝑦𝑚

2
< 𝜑max

 (2) 

III. GRAPHIC USER INTERFACE 

In this research, we propose a hybrid operating system to 

give an electric wheelchair both a manual operating mode and 

a self-driving mode. The graphical user interface (GUI) used 

in this study was developed with the Unity Technologies 

software library. 

 

Fig. 5. Proposed GUI 

The proposed GUI incorporates both a manual mode and 

a self-driving mode. The manual interface is based on our 

previous study [58] [59], features an on-screen joystick 

suitable for patients with cervical spinal cord injury. The 

wheelchair can be operated manually by the operator 

dragging this on-screen joystick. The background of the GUI 

is a real-time scene taken by a web camera. The “CONNECT” 

and “DISCONNECT” buttons at the top of the screen are used 

to enable the operator to communicate with the wheelchair. 

After pressing “CONNECT” button, the operator can move 

the wheelchair close to the target position manually. In 

manual mode, once the touch operation is detected, the 

joystick button is displayed on the first touchpoint on the 

screen. The manipulated variable of the joystick T in both the 

longitudinal and crosswise directions can then be calculated 

by the dragging information from the joystick, the 

information is then sent to the wheelchair. 

Fig. 5 shows interface in the self-driving mode, after the 

wheelchair reaches the vicinity of the target position, the web 

camera captures the AR marker attached to the target object, 

and the system switches automatically to self-driving mode. 

At this time, if the operator presses and holds the “MOVE” 

button at the bottom of the screen, the electric wheelchair will 

move toward the target position automatically. In self-driving 

mode, once the wheelchair-mounted web camera catches the 

AR marker attached to the target object, the real-time relative 

position and posture between the marker and the camera are 

obtained by using ARToolKit software [60]. The control 

module then calculates the manipulated variable of the 

joystick T in the longitudinal direction with 𝑇𝑦, and that in 

Upper part 

R=750(mm) 

Lower part 

R=470 (mm) 
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the crosswise directions with 𝑇𝑥  according to the relative 

position information by (3), where P (x, y) represents the 

relative position between the camera and the AR marker with 

the latter as the origin. G represents the electric wheelchair’s 

speed gain. 

 
𝑻 = [

𝑇𝑥

𝑇𝑦
] = 𝐺 [

𝑥
𝑦] (3) 

IV. PREDICTIOPN AND CORRECTION OF MOVING ERROR 

A. Moving Error of Electric Wheelchair 

To verify the performance of the proposed GUI, we did 

an operation experiment to running the wheelchair using the 

proposed GUI in the indoor environment. The task of the 

experiment is for the operator to use the proposed GUI to 

move the wheelchair to within the robotic arm's reach to the 

target position. We put the electric wheelchair in 30 random 

initial positions as shown as Fig. 6, where the camera can 

recognize the AR marker. The wheelchair used in this 

experiment was an EMC-270 made by Imasen Engineering 

Corporation, as shown in Fig. 2. During the experiment, we 

noted that as both the distance and the angle formed between 

the initial and target positions increase, the target AR marker 

disappear from the camera’s visual field, thus preventing the 

wheelchair from arriving near the target position. We 

consider that the moving error of electric wheelchair is driven 

by two factors. The first is the precision of position estimation 

by AR marker recognition. The second is thought to be a time 

delay in the electric wheelchair’s reception of the control 

signal, which causes the wheelchair mounted camera to lose 

the target AR marker while the wheelchair is being moved at 

a rapid rate of speed. 

 

Fig. 6. The experimental task in operation check 

In order to clarify the moving error, at first, we define the 

moving error as shown in Fig. 7. As the figure shows, point 

P(𝑥0, 𝑦0) represents the target position, and point A(𝑥𝑎 , 𝑦𝑎) 

represents the initial position of the wheelchair. θ represents 

the angle formed between the wheelchair’s initial position 

and the AR marker where the wheelchair faces forward. L 

represents the distance between initial position A and target 

position P. dx represents the ideal amount of movement of 

wheelchair in crosswise direction. At position A, once the 

camera captures the AR marker, the wheelchair begins to self-

drive. We assumed that the marker disappears from the 

camera’s visual field when the wheelchair arrives at position 

B(𝑥𝑏 , 𝑦𝑏). When the wheelchair gets to B, the manipulated 

variable of the joystick is 𝑇𝐵, with 𝑇𝑏𝑦 and 𝑇𝑏𝑥 in crosswise 

directions respectively. The wheelchair then drives straight 

and keeps the manipulated variable as 𝑇𝐵 until the trajectory 

intersects the x-axis in position C. Here, we define the 

distance between position C(𝑥𝑐 , 𝑦𝑐) and target position P as 

the moving error represented by e, which can be calculated by 

(4). 

 
𝑒 = (𝑦𝑏 − 𝑦0)

𝑇𝑏𝑥

𝑇𝑏𝑦

+ (𝑥𝑏 − 𝑥0) (4) 

 

 

Fig. 7. Definition of moving error 

B. Accuracy of Position Estimation by Marker Recognition 

Since the accuracy of position estimation by AR marker 

have a great impact on the movement of electric wheelchair 

[61] [62], we first verified the recognition accuracy of the AR 

marker in 14 different positions. The result is shown in Fig. 

8. 

 

Fig. 8. Result of position estimation 
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 In Fig. 8, the black points represent the real position of a 

camera mounted on an electric wheelchair, the red points 

represent the position estimation from AR marker 

recognition. As the result, we find that as the distance 

increases, the error of position estimation becomes bigger. 

However, the average error is 0.03m, which is acceptable to 

compare with the distance between electric wheelchair and 

AR marker. 

C. Relationship Between Moving Error and initial Position 

To clarify the relationship between moving error and 

initial state of electric wheelchair, we measured each distance 

L and the angle θ formed between the initial and target 

positions in the running experiment. We also measured and 

calculated the error e of each random initial state.  

First, we did a single linear regression analysis between θ 

and e and another between L and e. The results are shown in 

Fig. 9 and Fig. 10, respectively. Since we thought there is no 

error when L = 0 and θ = 0, the regression line in Fig. 9 and 

Fig. 10 pass the origin. In Fig. 9, the moving error e is 

moderately correlated with the initial angle θ. The correlation 

coefficient equals 0.914. The circled variation was caused by 

the caster in opposite direction with the movement of electric 

wheelchair. This can be easily solved by moving the electric 

wheelchair forward in manual mode. Thus, we treat these 

values as outliers. On the other hand, in Fig. 10, the correlation 

between L and e is low with the correlation coefficient as 

0.538. However, when the formed angle is about the same, L 

and e have a high correlation with a correlation coefficient of 

0.914. Finally, we use multiple linear regression to build a 

prediction model of moving error. The result is represented by 

(5). 

 𝑒 ≅ 0.244𝐿 + 0.024𝜃 − 0.473 (5) 

 Meanwhile, the coefficient of determination equals 0.874 

and the mean squared error equals 0.004, which shows that 

this prediction model is highly accurate. 

 

Fig. 9. Relationship between e and initial angle θ 

 

 

Fig. 10. Relationship between e and distance L 

D. Correction of the Manipulated Variable of the Joystick 

After building the prediction model of moving error, we 

calculate the manipulated variable correction coefficient of 

the joystick according to the predicted moving error e. As Fig. 

11 shows, A and P represent the initial and target positions, 

Q(𝑥𝑡 , 𝑦𝑡) represents the position of the wheelchair in time t, 

and 𝑒𝑡  represents the predicted moving error in time t. 

Therefore, the manipulated variable correction coefficient 𝐾𝑡  

can be calculated as (6). 

 𝐾𝑡 = 𝑥𝑡/(𝑥𝑡 + 𝑒𝑡) (6) 

When the manipulated variable correction coefficient is 

introduced into the input voltage value of the operating 

interface, the corrected manipulated variable 𝑇𝑥𝑐  in the 

crosswise direction can be obtained by (7). Finally, the 

research flow of this study is shown in Fig. 12. The 

configuration of whole operation system is shown in Fig. 13. 

 𝑇𝑥𝑐 = 𝐾𝑡𝑇𝑥 (7) 

 

Fig. 11. Input voltage correction coefficient 
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Fig. 12. Research flow of this study 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 13. Flowchart of the electric wheelchair operation system 
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V. EXPERIMENT 

A. Self-driving Experiments 

We conducted an experiment to verify the effectiveness 

of the proposed self-driving wheelchair operating system and 

error prediction/correction model by comparing the 

performance between the GUI with the proposed input 

voltage correction model and that without the model. To 

clearly recognize the AR marker, the upper limit of the 

distance between the wheelchair and the marker was set to 2.6 

(m). Meanwhile, the camera is mounted to electric wheelchair 

and AR marker is set to the same height. The experimental 

subject is a healthy man. Experiments were carried out under 

the condition that the subject is sufficiently accustomed to the 

operation. As for the task of the experiment, we established 

three different running courses for the wheelchair as shown 

in Fig. 14. 

 

(a). Course A 

  

(b). Course B (c). Course C 

Fig. 14. Running courses   

The initial angle and the distance between the wheelchair 

and the AR marker for each course are shown in Table.1. In 

course A, the initial position of the wheelchair is directly in 

front of the AR marker, and the marker is projected in the 

center of the camera’s visual field. In course B, the marker is 

projected at the edge of the field. In course C, the marker is 

projected infield at a certain angle. Finally, to evaluate the 

experiment we measured the velocity command voltage in the 

crosswise direction and the trajectory of the wheelchair. 

Fig. 15 compares the velocity command voltage in the 

crosswise direction. In Fig. 15, the red curve represents the 

command voltage in the crosswise direction value of the 

system without the proposed correction model, and the blue 

curve represents the one with the correction model. The blue 

dashed line represents the neutral state of the wheelchair’s 

command voltage.  

TABLE I.  INITIAL ANGLE AND DISTANCE IN COURSE A, B, AND C 

 Initial angle 𝜽 (deg) Initial distance L (m) 

Course A  0.0 2.00 

Course B -25.0 2.15 

Course C -15.0 2.57 

 

As a result, in course A, since the lateral distance is short, 

the change in the voltage command of the system with and 

without the correction model is not significant. The voltage 

command in both systems gradually converge on the neutral 

value and finally settled in the neutral value, which means the 

wheelchair complete the self-driving. In course B, it was first 

confirmed that, for a comparison with the original operating 

system, the system with the proposed correction model 

suppresses the command voltage in the crosswise direction 

significantly according to the predicted moving error, which 

reduce the moving speed in the crosswise direction and makes 

the target AR marker keep in the visual field of wheelchair 

mounted camera during the movement. In addition, in the 

case of the system without the correction model, since the 

marker disappears from the camera’s visual field beginning 

at 3s, the command voltage stops updating and the wheelchair 

keeps going straight. In the case of the system with the 

correction model, it is also confirmed that the change in the 

command voltage in the corrected system is moderate, which 

means that the movement of the wheelchair in the lateral 

direction becomes smoother than that in the uncorrected 

system. The command voltage of the wheelchair finally 

reaches the neutral state (2.417v), which means that the 

wheelchair finally reaches the stop area. In course C, it is also 

confirmed that the command voltage is suppressed and that 

the change in the command voltage in the corrected system is 

moderate. Also, in case of the system with the correction 

model, converge on the neutral value and finally settled in the 

neutral value. On contrary, the command voltage in crosswise 

direction at the initial location is 1.75 times bigger for the 

system with the correction model than it is for the system 

without the correction model. The command voltage quickly 

approaches the neutral value once the moving started. 

However, the wheelchair's rapid speed causes an excessive 

amount of steering amplitude. In order to rectify the steering 

amplitude, at 1.3 seconds, the command voltage suppresses 

to a value lower than neutral, indicating that the wheelchair's 

motion direction switch is engaged., as shown in Fig. 15(c), 

but the marker disappears from the camera’s visual field 

beginning at 2.5s finally.  
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 (a) Course A 

 

 (b) Course B 

 

 (c) Course C 

Fig. 15. Comparison of the velocity command voltage 

 

 

(a) Course A 

 

(b) Course B 

 

(c) Course C 

Fig. 16. Comparison of the moving trajectory 

 

Start Position 

Start Position 

Start Position 

AR Marker 

AR Marker 

AR Marker 

Neutral Value 

Lost the recognition 

of marker 

Reach the stop position Neutral Value 

Neutral Value 

Lost the recognition 

of marker 

Reach the stop position 
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Fig. 16 shows the moving trajectory of the wheelchair. 

The blue curve represents the wheelchair’s moving trajectory 

in the case of the operating system with the proposed 

correction model, the red curve represents the uncorrected 

trajectory. Table 2 shows the stop position of the wheelchair 

and the calculated relative positions of the robotic arm and 

AR marker. In course A, when the initial position of the 

wheelchair is directly in front of the AR marker, the change 

in the trajectory with and without the correction is not 

significant because the distance in the lateral direction is 

short. In courses B and C, when the voltage correction 

coefficient is introduced, the wheelchair moves closer to the 

ideal trajectory than with the uncorrected system. In course 

B, within the uncorrected system, the AR marker disappears 

from the camera’s visual field in the process of running, 

which makes it impossible for the wheelchair to reach the 

target position. In course C, although the wheelchair shows 

the tendency to correct the over steer, the AR marker still 

disappears from the camera’s visual field, which shows the 

same result with Fig.15(c). In contrast, in the case of the 

operating system with the proposed correction model, the 

wheelchair reaches the target position and completes the self-

drive. 

TABLE II.  RELATIVE POSITIONS OF ROBOTIC ARM AND AR MARKER 

 Stop position of 

wheelchair(m) 

Relative position of 

AR marker(m) 

Course A  (0.368,0.000,0.183) (0.368,0.230,0.033) 

Course B (0.450,0.000,0.157) (0.450,0.230,0.007) 

Course C (0.467,0.000,0.190) (0.467,0.230,0.040) 

 

In comparison to the previous research [54], they 

proposed a self-driving system of wheelchair based on AR 

marker recognition. The position estimation system was 

conducted based on simplifying the wheelchair to a 2-

wheeled model to make sure that the chair can complete the 

self-driving after the camera lost the sight of AR marker. 

However, in actual use, the movement of the caster also 

significantly affects the wheelchair, making realistic 

modeling of an electric wheelchair challenging. And the 

simplified wheelchair model may lead to an unavoidable 

accumulation of estimation error. On the other hand, in this 

research, we solve the same problem by collecting and 

analyzing the advance data of wheelchair movement, which 

avoids the wheelchair modelling. According to the 

experimental result, the proposed system modifying the 

trajectory of electric wheelchair and keeps the AR marker in 

the visual field during the hole running process, which 

fundamentally solved this problem.  

B. Robotic Arm Simulation 

We conducted a simulation experiment to verify whether 

the stop position of the wheelchair came within the working 

range of the robotic arm. The simulation environment was 

built by using Unity, a cross-platform game engine developed 

by Unity Technologies. In Fig. 17, the robotic arm is set to 

the initial posture with the end effector in the position of 

(0.28m, 0.4m, 0m) with the base of the arm being the origin, 

and the red cube indicates the target position. During the 

experiment, we calculated the relative positions of robotic 

arm and the target AR marker according to the wheelchair’s 

stop position of courses A, B, and C. We then set these 

relative positions as the target positions to verify the 

movement of the arm. Fig. 18 shows the posture of the arm 

after reaching the target position. The red dashed line 

represents the arm’s set working range. The left side shows 

the side view and the right side shows the top view of the final 

posture, respectively. Fig. 18 confirmed that in all courses, 

the wheelchair reached the arm’s operating range. 

 

Fig. 17. Initial position of robotic arm in simulation 

 

 

(a) Course A 

 

(b) Course B 

 

(c) Course C 

Fig. 18. Final posture of the robotic arm or the stop position in each 

course 

VI. CONCLUSION 

In this study, we focus on the operation of an electric 

wheelchair in wheelchair-mounted robotic arm system and 

proposed a hybrid operating system for electric wheelchair 

that combines a manual-driving mode and a self-driving 

mode based on AR marker recognition. Meanwhile, to solve 
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the problem that the chair mounted camera lost the sight of 

the AR marker during self-driving, we also proposed an error 

prediction and correction model based on multiple linear 

regression analysis to modify the trajectory of wheelchair. In 

comparison to previous research, the proposed method avoids 

the complicated wheelchair modeling that is difficult to 

achieve in practice and solved the problem by data analyzing. 

Finally, we conducted a comparative experiment and a 

simulation experiment on three different running courses. By 

evaluating the command voltage and moving trajectory of the 

wheelchair, we showed the effectiveness of the proposed 

prediction and correction model. The robotic arm simulation 

showed that, in each running course, the wheelchair’s stop 

position fit within the working range of the robotic arm.  

As the future work, since we think the road condition also 

plays an important role in moving error, we intend to 

investigate how much this factor influences system accuracy. 

For the GUI, we planning to develop an operating system that 

integrates an electric wheelchair and a robotic arm and to 

verify the system’s effectiveness by several operation tests. 
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