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ABSTRACT: 

Dense Residual U-Net (DRU-Net) is a neural network used for image segmentation. It is based on the U-Net architecture and is a 

combination of modified ResNet as the encoder and modified DenseNet as the decoder blocks. DRU-Net captures both the local and 

contextual information. Previous studies on DRU-Net have not tested the influence of the spectral resolution of the images. In an earlier 

study, the DRU-Net was trained with grayscale images for epiphyte segmentation. The network trained and tested with grayscale images 

underperformed while varying the illumination and occupancy of the target in the frame. In this study, the same network was trained 

and tested with RGB images for assessing the increase in overall learning. The performance of the network in segmenting epiphytes 

under conditions such as good/poor illumination and high/low target occupancy was analyzed. Dice and Jaccard scores were used as 

evaluation metrics. The DRU-Net model trained with RGB images had an improvement of 20% over the grayscale model in both 

average Dice and average Jaccard scores of the target class. Based on the higher Dice and Jaccard scores, adding additional spectral 

information improves DRU-Net learning. The increased computation time required for training DRU-Net with RGB images will result 

in better output. This model could be further used for identifying multiple epiphytes in images with poor illumination and different 

occupancy conditions. 

1. INTRODUCTION

In image processing, the image is divided into distinct parts with 

comparable features. As a result, image segmentation may entail 

grouping pixel areas based on form or color similarity, or separat- 

ing the target from the background (Padma et al., 2022). Color is 

vital for the capacity to distinguish artificial and natural objects, 

and its significance in visual object identification models should 

be considered (Bramão et al., 2011). 

For image segmentation, Ronneberger et al. (2015) proposed 

transfer- ring feature maps from the encoder to the decoder 

section using skip connections created with U-Net (Ronneberger 

et al., 2015). This study demonstrated good performance with a 

small number of images (Albishri et al., 2022). U-Net integrates 

low-level detail and high-level semantic information, resulting in 

promising image segmentation results (Zhang et al., 2018). A 

study used U- Net architecture for segmentation of lungs in chest 

x-ray (CXR) images to identify different pulmonary diseases such

as pneumoconiosis, covid-19, and tuberculosis. It uses CXR

images with low contrast and opacification. In terms of the Dice

Coefficient and Jaccard Index, the U-Net performed well on lung

segmentation for images with low contrast and opacification

(Alam et al., 2021). Several image processing techniques

discussed in Panicker et al. (2020) help in visualizing the features

to detect the target animal in an unevenly illuminated and

occluded image, im- proving the proposed system’s recognition

power (Panicker et al., 2020).

Dense Residual U-Net (DRU-Net) was introduced in Jafari et al.’s 

(2020) work in which it was used for medical image segmenta- 

tion to segment skin lesions and brain MRI. The Dense Resid- 

ual U-Net is derived from a basic U-Net architecture. Hence, the1  
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DRU-Net is assumed to be capable of producing good results with 

fewer image data. It is a basic yet effective network block that 

outperforms ResNet, DenseNet, and Attention network-based tech- 

niques in image segmentation. Compared to ResNet, DenseNet, 

and Attention network approaches, DRU-Net requires fewer model 

parameters (Jafari et al., 2020). 

Sajjadian et al. (2022) investigated how image processing may be 

used to identify building components to verify compliance with 

building standards and detect anomalies. For this, DRU-net was 

used to segment various elements such as bricks, concrete, and in- 

sulation from architectural images. The performance of DRU-Net 

outperformed U-Net and RU-Net in terms of the Dice score, re- 

call, and precision measures. But the architecture failed when the 

number of pixels of a certain class was lower than other classes 

(Sajjadian et al., 2022). 

Menon et al. (in press) demonstrated the use of DRU-Net to iden- 

tify epiphytes in grayscale images. The purpose of this study was 

to reduce the data volume and segment the epiphytes with very 

minimal images for training. The performance of the trained 

model was evaluated with 7 test images and the average target 

class Jaccard score was 0.594 and Dice score was 0.726. Though 

these scores are high, they are not sufficient. The model did not 

perform well when the target epiphyte was in different illumi- 

nation and different occupancy in the images. To improve the 

identification and performance metrics, images with more spec- 

tral bands i.e., RGB images were used for training the model. 

The objective of the study is to evaluate the influence of RGB 

features in epiphyte segmentation. 
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2. MATERIALS AND METHODOLOGY

In this study, the target epiphyte is Werauhia Kupperiana, which 

belongs to the Bromeliad family. The epiphytes were captured at 

the Braulio Carrillo National Park in Costa Rica (V V et al., 2019; 

Aswin et al., 2021). The RGB images in this dataset exhibit target 

epiphytes at various distances and the images were taken at 

different times of the day. Different illumination and partially 

obstructed target epiphytes were present in the images. In the 

dataset, there were 132 images featuring the target epiphyte. The 

images were divided into training, validation, and testing sets. 

The images used for training, validation, and testing were 107, 5, 

and 20 respectively. Images of epiphytes from the dataset are 

shown in Figure 1 and corresponding masks are shown in Figure 

2. 

Figure 1: Example images from the dataset in which Werauhia 

Kupperiana is present with a) poor illumination b) good 

illumination and occupancy c) low occupancy 

Figure 2: Binary annotated ground-truth corresponding to the 

images in above figure. The target epiphyte is in white and the 

background is in black 

2.1 Pre-Processing 

All input images were scaled to 512 × 512 pixels to save process- 

ing time and ensure uniformity in terms of dimension. The im- 

ages had three spectral bands (red, blue, and green). For a super- 

vised algorithm, the images had to be masked and annotated. A 

total of 119  images featuring the target plant were labeled using 

the LabelMe tool as part of previous research (Anivilla et al., 

2020). The test set is handpicked such that it contains samples 

with poor/good illumination and high/low occupancy. These 

images were anno tated using LabelMe in this work. The labels 

were binarily annotated in white and black, where the background 

is in black and the target epiphyte is in white. For the dataset to be 

symmetric and the features to have a similar range for the gradients, 

the input images were normalized using zero mean. 

2.2 DRU-Net for epiphyte segmentation 

The U-Net is the base architecture for the Dense Residual U-Net 

(DRU-Net). In addition to the original U-net architecture, each 

layer has a batch normalization (BN) operation, a well-known 

approach for achieving quicker convergence and enabling stable 

Figure 3: The encoder block of DRU-Net (Jafari et al., 2020) 

Figure 4: The decoder block of DRU-Net (Jafari et al., 2020) 

network training.   The encoder (Figure 3) and decoder (Figure 

4) blocks of the U-Net are derived from ResNet and DenseNet

respectively. ResNet adds a shortcut link from the input to the

output of a Conv-ReLU, which differs from standard Conv-ReLU

operation. An extra connection is proposed between the output of

the first Conv-BN operations and the final Conv-BN output with

a summing operation for feature map aggregation, taking into ac-

count the benefits and shortcomings of ResNet and DenseNet net-

works. So, when the gradients in the second Conv approach ze-

ros, this extra shortcut link allows the parameters in the first conv

layer to be updated which helps in the back propagation of the

gradients. Concatenation is used to combine the input and output

for each layer in our method’s encoder path. Following that, the

merged feature map is sent into the next layer. This concatena-

tion is used not just to include more information from each layer’s

input, but also to make feature map dimensions directly compati-

ble with feature maps in the following layer without the need for

additional parameters. Instead of cropping the input channels to

make the dimension consistent with the layer output for a sum-

ming operation, a conv 1x1 is employed in the decoder block.

The feature learning process is made more efficient by modifica- 

tions such as aggregation of feature maps using summation and 

concatenation of the input to the output at each layer. Since the 

dataset has images of varying quality and target occupancy, the 

features learned by DRU-Net will help in obtaining robust fea- 

tures. The output feature map from the network is capable to look 

for both global and local features. The edges of the target 

epiphyte and its textural features could be better learned using the 

feature map aggregation at the output of the decoder block and 

from the residual blocks of the network. These advantages 

motivated us to use this network for epiphyte segmentation and 

also apart from this we study the influence of spectral bands 

features in epiphyte segmentation. 

2.1 Evaluation Metrics 

The evaluation metrics used in this work are the dice and the 

Jaccard score which are commonly used for image segmentation 

tasks. The Jaccard score calculates the average of the intersection 

over the union of the labeled segments for each class. As a result, 

the Jaccard score considers both false alarms and missing values 

for every class. The dice score is a metric that counts how many 

positives are found, and also penalizes the false positives (Csurka 

and Larlus, 2013). 

The input to the DRU-Net is RGB images from the dataset. The 

objective of this work is to understand the capability of the net- 

work to segment targets under different conditions when trained 

with images with spectral information and grayscale images. 
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The jaccard/dice scores for the grayscale and RGB images (n = 

20) were compared with a paired t-test at the alpha level of 0.05.

3. RESULTS

The parameter settings used for training the DRU-Net are shown 

in Table 1. 

Parameter Value 

Batch size 2 

Loss function Cross Entropy 

Optimizer Adam 

Initial learning rate 0.001 

Table 1: Parameter settings for training DRU-Net (Jafari et al., 

2020) 

The network was trained with 100, 200, and 500 epochs. The loss 

saturated and was not decreasing further after 500 epochs. The 

models were saved at each epoch to understand the variations in 

the learning of the network. 

The previous work (Menon et al., in press) shows the potential of 

DRU-Net in segmenting epiphytes from grayscale images and the 

segmentation score Jaccard and dice for that model are given in 

Table 2. The performance of DRU-Net in segmenting the target 

epiphyte in RGB images was compared with that of grayscale 

images using the dice and the Jaccard score as shown in Table 2. 

Epochs  Grayscale RGB 

Dice 

(Class 1) 

Jaccard 

(Class 1) 

Dice 

(Class 1) 

Jaccard 

(Class 1) 

100 0.3941 0.2815 0.6576 0.5412 

200 0.4671 0.3478 0.6647 0.5467 

500 0.4982 0.3720 0.6649 0.5475 

Table 2: Average Dice and Jaccard score for class 1 of the gray 

and RGB models for 100, 200, and 500 epoch model 

Table 2 shows the average dice and Jaccard scores of class 1 (tar- 

get class) for 20 test images. The scores show that the model was 

able to segment the target epiphyte in RGB images better than 

in grayscale images. The intermediate models are saved here to 

capture the minor changes in model performance. The model was 

settled at 500 epochs. 

To understand DRU-Net’s performance and influence of 

spectral bands in images with the target under different 

conditions of illumination and occupancy, the test set was 

categorized into good illumination and high occupancy poor 

illumination and high occupancy good illumination and low 

occupancy poor illumination and low occupancy. The below 

images show the performance of the model with samples of 

images from each category. 

Figure 5: Images that have the target epiphyte under good 

illumination and high occupancy 

Figure 5 has the target with high occupancy and is accurately seg- 

mented. The tree’s bark was segmented greatly by the grayscale 

model whereas the bark was less segmented in the RGB model. 

Figure 6: Images that have the target epiphyte under good 

illumination and high occupancy 

Figure 6 shows the images that have the target epiphyte under 

good illumination and low occupancy. The dried leaves in the 

epiphyte Figure 6.b) were segmented in the grayscale model 

due to a lack of color information and it was overcome by the 

RGB model. The dice and Jaccard scores for these images 

were not so  high because of the less occupancy of the target 

epiphyte in these images. 

Figure 7 shows images that have target epiphyte under poor 

illumination and high occupancy. Even though the target had 

high occupancy Figure 7.b), both RGB and grayscale models 

could not segment the target in the first image where there 

were multiple epiphytes at different distances from the camera. 

And also, the poor illumination affected the segmentation of 

both models but the RGB model had better scores when 

compared to the grayscale model. In Figure 8, the targets with 

low occupancy were not fully segmented by both models. 

According to the dice and Jaccard scores, the poor 

illumination in Figure 8.b) degraded both RGB and grayscale 

models’ ability to segment the target epiphytes accurately. 
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Figure 7: Images that have the target epiphyte under good 

illumination and high occupancy 

Figure 8: Images that have the target epiphyte under good 

illumination and high occupancy 

The RGB model could segment the epiphytes better than the 

grayscale model. 

The findings shown in Table 3 is obtained by doing a paired t-test 

comparing the gray scale and RGB model dice and jaccard 

scores. 

Dice Jaccard 

p-value 0.00004 0.00002 

Table 3: Paired t-test results for final model (500 epochs) 

The Jaccard scores obtained for the RGB images were 

significantly higher (p < 0.001) than the scores obtained for the 

grayscale images. Similar results were obtained for the dice 

scores. 

This shows that addition of spectral bands in images is beneficial 

and significant in segmentation of epiphytes under different 

illumination and occupancy conditions. 

4. CONCLUSION

The DRU-Net was able to learn local and contextual information 

when additional spectral bands were present in the images. The 

epiphytes were better segmented when the model was trained and 

tested with RGB images when compared to the grayscale images 

trained model. The RGB model had an almost 20% increase in 

the average dice and Jaccard scores than the grayscale model for 

500 epochs. DRU-net could accurately segment epiphytes un- der 

different illumination and occupancy conditions with fewer 

images in the dataset. The additional computation time for RGB 

images is worth using for epiphyte segmentation using DRU-Net. 

The learning of textural features of the target epiphyte  by the 

network can be further studied. The segmentation of the target 

epiphyte under poor illumination and low occupancy accurately 

can be considered for future work. 
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