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ABSTRACT 

This capstone project evaluated the use of blockchain technology to address a 

number of challenges with increasing amounts of disparate sensor data and an 

information-rich landscape that can quickly overwhelm effective decision-making 

processes. The team explored how blockchain can be used in a variety of defense 

applications to verify users, validate sensor data fed into artificial intelligence models, 

limit access to data, and provide an audit trail across the data life cycle. The team 

developed a conceptual design for implementing blockchain for tactical data, artificial 

intelligence, and machine learning applications; identified challenges and limitations 

involved in implementing blockchain for the tactical domain; described the benefits of 

blockchain for these various applications; and evaluated this project’s findings to propose 

future research into a wider set of blockchain applications. The team did this through the 

development of three use cases. One use case demonstrated the use of blockchain at the 

tactical edge in a “data light” information environment. The second use case explored the 

use of blockchain in securing medical information in the electronic health record. The 

third use case studied blockchain’s application in the use of multiple sensors collecting 

data for chemical weapons defense to support measurement and signature intelligence 

analysis using artificial intelligence and machine learning. 

v 



THIS PAGE INTENTIONALLY LEFT BLANK 

vi 



vii 

TABLE OF CONTENTS 

I. INTRODUCTION..................................................................................................1
A. BACKGROUND ........................................................................................1 
B. PROBLEM STATEMENT .......................................................................4 
C. CAPSTONE OBJECTIVES .....................................................................6 
D. TEAM ORGANIZATION ........................................................................7 
E. PROJECT APPROACH ...........................................................................8 
F. CAPSTONE REPORT OVERVIEW ....................................................10 

II. LITERATURE REVIEW ...................................................................................11 
A. DECENTRALIZED SYSTEMS AND THE INTERNET OF

THINGS ....................................................................................................11 
1. The Internet of Things .................................................................12 
2. Big Data.........................................................................................13 
3. Trust ..............................................................................................13 
4. Artificial Intelligence and Machine Learning ...........................14 

B. BLOCKCHAIN APPLICATIONS ........................................................15 
1. What Is Blockchain ......................................................................15 
2. Smart Contracts ...........................................................................16 
3. Applications and Benefits of Blockchain ...................................16 

III. SYSTEMS ENGINEERING APPROACH TO BLOCKCHAIN FOR
DOD APPLICATIONS .......................................................................................21 
A. METHODOLOGY ..................................................................................21 

1. Stakeholders .................................................................................21 
2. Limitations to This Study ............................................................25 

B. THE DATA LIFE CYCLE AND DATA PROVENANCE ..................25 
1. The Data Life Cycle .....................................................................25 
2. Data Provenance ..........................................................................26 
3. Systems Engineering Processes for Blockchain

Applications ..................................................................................27 
C. THE INTERNET OF BATTLEFIELD THINGS .................................31 
D. PERMISSIONED BLOCKCHAINS AND REACHING

CONSENSUS WITH HYPERLEDGER FABRIC ...............................33 
E. DATA STORAGE: ON- VS. OFF-CHAIN DATA ...............................36 

IV. USE CASES FOR DOD BLOCKCHAIN APPLICATIONS...........................39 
A. USE CASE 1: LONG-RANGE FIRES ..................................................39 



viii 

1. Conceptual System Architecture and Design ............................40 
2. Context Diagrams and Subsystems ............................................41 
3. Sequence Diagrams ......................................................................42 
4. The Data Life Cycle for Long-Range Fires ...............................43 
5. Architecture Assessment .............................................................44 

B. USE CASE 2: MEDICAL DATA AND THE ELECTRONIC
HEALTH RECORD ................................................................................45 
1. Conceptual System Architecture and Design ............................48 
2. Assets, Actors, and Definitions ...................................................49 
3. Sequence Diagram .......................................................................51 
4. The Data Life Cycle for Medical Data .......................................53 
5. Architecture Assessment .............................................................53 

C. USE CASE 3: SENSORS AND MASINT TO SUPPORT
CHEMICAL DEFENSE ACTIVITIES .................................................55 
1. Conceptual System Architecture and Design ............................56 
2. Sequence Diagrams ......................................................................57 
3. The Data Life Cycle for Sensor Data in Chemical Defense .....58 
4. Architecture Assessment .............................................................58 

D. COMPARISON OF USE CASES...........................................................59 

V. CONCLUSION ....................................................................................................61 
A. SUMMARY OF FINDINGS AND RESULTS ......................................61 
B. FUTURE AREAS OF RESEARCH .......................................................62 

LIST OF REFERENCES ................................................................................................63 

INITIAL DISTRIBUTION LIST ...................................................................................71 



ix 

LIST OF FIGURES  

 Team Organization.......................................................................................8 

 Project Approach Phases..............................................................................9 

 The Data Life Cycle. Source: Fruend, Fagundes, and Macedo 
(2020). ........................................................................................................26 

 Example Asset Diagram ............................................................................28 

 Tree Diagram of Provenance Assets ..........................................................29 

 Sequence Diagram of Provenance-Focused Blockchain Application .......30 

 Overview of the Internet of Battlefield Things. Source: Kott, 
Ananthram, and West (2016), 71. ..............................................................32 

 Illustration of One Possible Transaction Flow in Hyperledger Fabric. 
Source: Hyperledger Architecture Working Group (2017), 8. ..................35 

 Activity Diagram for Long-Range Fires ....................................................41 

 Context Diagram for Long-Range Fires ....................................................42 

 Sequence Diagram for Long-Range Fires..................................................43 

 Alternative Sequence Diagram for Long-Range Fires ...............................45 

 Asset Diagram of Blockchain-Supported EHR System.............................49 

 Blockchain-Supported EHR Inputs and Outputs .......................................51 

 Sequence Diagram for Blockchain-Supported EHR..................................52 

 MASINT AI and Chemical Sensor Context Diagrams ..............................57 

 Sequence Diagram for MASINT Use Case ...............................................58 



x 

THIS PAGE INTENTIONALLY LEFT BLANK 



xi 

LIST OF TABLES 

Table 1. Team Member Roles and Responsibilities ..................................................7 

Table 2. Project Stakeholders...................................................................................23 

 



xii 

THIS PAGE INTENTIONALLY LEFT BLANK 



xiii 

LIST OF ACRONYMS AND ABBREVIATIONS 

ABMS  Advanced Battle Management System 

AI   artificial intelligence 

CONUS  Continental United States 

CS   chemical sensor 

DDIL   disrupted, disconnected, intermittent and low-bandwidth 

DOD   Department of Defense 

FM   field manual 

EHR   electronic health record 

HIPAA  Health Insurance Portability and Accountability Act 

HLF   Hyperledger Fabric 

ICAM   identity, credential, and access management 

IoBT   Internet of Battefield (or Battle) Things 

IoT   Internet of Things 

ISR   intelligence, surveillance and reconnaissance 

JAIC   Joint Artificial Intelligence Center 

LRF   long-range fires 

MAS   multi-agent system 

MASINT  measurement and signature intelligence 

MBSE   model-based systems engineering 

METT-TC  mission, enemy, terrain and weather, troops and support available, time 
available, civil considerations 

MHS   Military Health System 

ML   machine learning 

NAWC/WD  Naval Air Warfare Command Weapons Division 

NPS   Naval Postgraduate School 

ONR   Office of Naval Research 

OODA  observe, orient, decide, act 

SE   systems engineering 



xiv 

THIS PAGE INTENTIONALLY LEFT BLANK 

  



EXECUTIVE SUMMARY 

Future large-scale combat operations against a peer or near-peer adversary will 

involve a cyberspace domain in addition to the more traditional physical domains of air, 

land, sea, and space. The role that data and information play at every point in this 

continuum cannot be understated. Moreover, the ability to communicate effectively and 

coordinate across multiple domains simultaneously—to have the necessary command and 

control—is dependent upon accessible and reliable information. The U.S. Army is 

drafting a new Army Doctrine Publication 3-13, titled Information, that “links the 

military applications of information to all warfighting functions, branches, and forms of 

warfare” (U.S. Army Combined Arms Center 2022, 2). These shifts in how the Army will 

maintain an advantage on the battlefield underscore the critical role that data and 

information play as a tool of war. 

The primary objective of this capstone project was to explore the use of blockchain 

in a variety of contexts that are relevant to the DOD. First, the team researched the current 

body of work on blockchain and adjacent topics, such as the Internet of Things (IoT), big 

data, artificial intelligence (AI) and machine learning (ML). The research revealed an 

emerging concept called the “Internet of Battlefield Things” (IoBT). Tosh et al. (2018) 

write about how the IoBT could fulfill a “strong need of decentralized framework…to serve 

the purpose of the battlefield environment” (2). Kott, Ananthram, and West (2016) 

highlight several cybersecurity challenges associated with IoBT availability, 

confidentiality, and integrity, whereas Tosh et al. (2018) discuss how blockchain 

technology could benefit the IoBT architecture. 

In addition to the myriad devices on the network (e.g., IoBT), data storage is 

another critical aspect of managing data, both now and in a future environment marked by 

decentralized information. Blockchain, when combined with the use of a data storage 

mechanism, could aid in the availability, confidentiality, and integrity of IoBT devices and 

their data. The team looked at the potential to use a tactical data fabric as an “off chain” 

data storage mechanism. Data fabrics automate the discovery, governance, and 

consumption of data that enables users to access data when and where they need it, without 

xv 
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requiring any knowledge of where the data resides. A data fabric is a mechanism that can 

link a multitude of data management sources together in order to facilitate accessibility to 

data—no matter where it resides. These data management sources could be traditional 

databases, data lakes (IBM 2018), or data warehouses (IBM 2021). Therefore, the tactical 

data fabric could be a viable solution to facilitate data access across warfighter functions 

and mission command systems (Patel et al. 2021).  

The insight from this research was overlaid with existing concepts such as the data 

life cycle, and the DOD’s common decision-making framework: the observe-orient-

decide-act (OODA) loop. There are four general phases to the data life cycle: data creation 

(or generation), data reading (or consumption), data updating (or modification), and data 

deletion (or archiving). These phases apply to nearly every type of data in nearly any type 

of system. It is important to understand how interactions with the data at each of these 

phases of the life cycle affect the data’s inherent reliability. Tracking the movement of data 

through this data life cycle provides data provenance, which enables a potential data 

consumer to determine the data’s reliability and validity. As decision makers use data (and 

downstream analysis of that data, say with the assistance of AI) in their implementation of 

the OODA loop framework, the criticality of data provenance becomes clear. The use of 

blockchain can provide built-in assurance of data reliability, which in turn decreases 

OODA loop timing and improves decision-making. 

Next, the team developed some generic systems engineering architectures to 

illustrate how blockchain can address data provenance and ensure trust in those data. This 

process identified a variety of actors from various users (e.g., such as data owners and 

consumers) to software systems that would be required, as well as the data fabric, and the 

Hyperledger Fabric (HLF) network (i.e., the blockchain component). In addition, several 

application programming interfaces (APIs) would be likely needed: an access API, a data 

provenance API, and an enterprise API. The overall focus of utilizing blockchain to provide 

reliable data provenance is to provide a new method where operators can track devices and 

editors of data.  

This architecture was then extended through the development of three use cases, 

each with its specific architecture, which further illustrates how the implementation of 
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blockchain could work and assesses its utility and limitations. These use cases allowed the 

team to explore blockchain’s potential to verify users, validate sensor data fed into AI 

models, limit access to data, and provide an audit trail across the data life cycle.  

In the first use case, we explored how blockchain can facilitate secure and 

trustworthy data transfer at the tactical edge to utilize long-range fires. The second use case 

provided an example in more of an operational context, where blockchain provides an audit 

trail to enable a robust electronic health record (EHR) that is accessible at any point in the 

continuum of healthcare delivery. Last, the team’s third use case looked at managing the 

flow of data coming off sensors in the field and into AI models to support specific types of 

intelligence (e.g., measurement and signature intelligence (MASINT) for chemical defense 

efforts). This use case has both operational as well as strategic contexts and demonstrates 

how blockchain ensures that data fed into AI models is valid and reliable.  

While these use cases utilized a simplified architecture to facilitate notional 

applications of blockchain, it nevertheless demonstrated the real potential of this 

technology to solve or at least mitigate current and future challenges of managing and 

protecting vast amounts of data. The team was able to explore the options of storing data 

both on and off the blockchain. These options demonstrate how blockchain technology can 

be tailored to specific circumstances—not just across strategic, operational, and tactical 

contexts, but also across the Services to meet their unique mission needs. The Joint Force 

of the future will need to be savvy in its generation and consumption of data—data that 

will be imperative to securing an advantage on the battlefield, but is also critical during 

peaceful, but competitive, periods between armed conflict. 
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1 

I. INTRODUCTION

This systems engineering capstone thesis report captures the team’s work over the 

last six months in evaluating blockchain and its potential benefits for the DOD, all while 

using the systems engineering process. However, it is helpful to provide additional context 

for the strategic, operational, and tactical paradigm the DOD finds itself in as it prepares 

for the conflicts of the future. 

A. BACKGROUND

Future large-scale combat operations against a peer or near-peer adversary will

involve a cyberspace domain in addition to the more traditional physical domains of air, 

land, sea, and space. The U.S. Army’s approach to this updated landscape is termed “Multi-

Domain Operations.” It outlines a continuum of operations from a peaceful competition 

phase to full-on armed conflict with an adversary (U.S. Army Training and Doctrine 

Command 2018). The role that data and information play at every point in this continuum 

cannot be understated. Moreover, the ability to effectively communicate and coordinate 

across multiple domains simultaneously—to have the necessary command and control—is 

dependent upon accessible and reliable information.  

The importance of information in the future war will be further highlighted in the 

updated version of FM 3-0 “Operations” (due for publication in summer 2022) that 

“established multi-domain operations as the Army’s operational concept” (U.S. Army 

Combined Arms Center 2022). This updated field manual adds information as a third 

dimension to the operational environment; and information is now included in the new 

combat power model. The (familiar) mission variables of mission, enemy, terrain and 

weather, troops and support available, time available, and civil considerations (abbreviated 

as METT-TC) have now had information integrated into them and the abbreviation has 

been updated to METT-TC(I). Last, the Army is also drafting a new Army Doctrine 

Publication 3-13, titled “Information.” This new doctrine “links the military applications 

of information to all warfighting functions, branches, and forms of warfare” (U.S. Army 

Combined Arms Center 2022). These shifts and evolutions in how the Army will maintain 
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an advantage on the battlefield underscores the critical role that data and information play 

as a tool of war. 

Engineered, complex adaptive systems-of-systems are now commonplace across 

the Department of Defense to support Joint and Coalition engagements. Data to support 

these engagements is sourced from an increasingly diverse collection of sources including 

ground, air, and sea sensors. Artificial intelligence (AI) models have evolved to ingest data 

from these disparate sources and make it usable for decision-making. The DOD’s common 

decision-making framework is the observe-orient-decide-act (OODA) loop. The use of AI 

to support this framework can decrease OODA loop timing. Unfortunately, these AI 

models are vulnerable to several factors that impact the consistency, timeliness, accuracy, 

and availability of information. Some factors include the quality of the original data as well 

as any humans-in-the-loop that interact with these models and influence the analysis or 

other outside threats that may disrupt the information collected, measured, and processed.  

These varied and disparate sensors are analogous to the “Internet of Things” (IoT), 

the myriad of internet-connected devices that exist in civilian (but also military) settings. 

In both instances, there is a strong need to ensure the data is secure and reliable, so that the 

outputs of AI models leveraging data from the IoT can be trusted and used to improve 

decision-making. While much has been written on the IoT, there is an emerging concept of 

the “Internet of Battlefield Things” (IoBT). Tosh et al. (2018) write about how the IoBT 

could fulfill a “strong need of decentralized framework…to serve the purpose of the 

battlefield environment” (2). This same work also discusses how blockchain technology 

could be used for a variety of purposes to benefit the IoBT architecture. Of relevance to 

this capstone project are “transparent and assured data provenance” and “verifiability and 

audit” of the data being passed (Tosh et al. 2018, 2). Moreover, the decentralization that 

blockchain can enable further strengthens its use to secure the IoBT. 

Firican (2017) also hints at the characteristics and properties of big data—first there 

were 3 V’s, which have since expanded into up to 10 V’s of data: volume, velocity, variety, 

variability, veracity, validity, vulnerability, volatility, visualization, and value (headings of 

article paragraphs). Of particular focus in this capstone was the veracity of big data. 

Blockchain delivers a verifiable way to build confidence in AI models at the tactical level 
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for decision makers to feel confident in their operational decisions by providing security, 

scalability and dynamic class structure opportunities allowing the use of multiple roles by 

individuals.  

Another complementary technology to the IoBT and blockchain is the use of a data 

fabric. Data fabric is an emerging concept that enables efficient data sharing between 

systems in tactical and operational environments. The goal is to provide pertinent data at 

the proper moment using common interfaces to ease the complications of data sharing 

across unique systems to aid in decision-making. Data fabric also supports and enables 

decentralization of data and processing. A data fabric is a mechanism that can link a 

multitude of data management sources together in order to facilitate accessibility to data—

no matter where it resides. These data management sources could be traditional databases, 

data lakes (IBM 2018), or data warehouses (IBM 2021). Data fabrics are proposed to 

provide full data governance and lineage from data ingest to application usage. It should 

be noted that data fabrics (as defined by industry) are not meant to replace these data 

management sources. Instead, data fabrics link them together as each data management 

solution offers benefits depending on the complexity of data stored and availability of data 

required. 

This shift to more decentralized architectures could help overcome some of the 

limitations of the current, more centralized infrastructures, and facilitate improved 

performance and value of the network overall. This shift may already be happening. The 

DOD is moving from a network-centric model to data-centric model, as expressed in the 

“Creating Data Advantage” memo signed by the Deputy Secretary of Defense, the 

Honorable Kathleen Hicks. The memo outlines the goal of “improving performance and 

creating decision advantage at all echelons from the battlespace to the board room” (Hicks 

2021, 1). In a data-centric environment, information is stored in shared locations providing 

various users access to the same data set. These locations can be architected in centralized 

or distributed schemes and reside on tactical servers or in the cloud. Data provenance, 

however, can become challenged when tracing the source of information and the history of 

changes to that information when data is accessible to multiple users. This becomes further 
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challenged due to the varying clearance levels of users and classification of data which 

limit who can access what information.  

To optimize the processing of data at the tactical edge, AI-enabled computing can 

be used to validate data before its placement on the data fabric. AI models rely on data to 

learn behaviors through pattern recognition and/or correlation analysis. Large amounts of 

data are necessary to increase confidence levels in the accuracy of model output. This data 

collection, however, can be challenged when sensors are placed within contested regions 

at the tactical edge. In these regions, AI data validation models are susceptible to various 

physical and cyber threats including poisoning and impersonation that can cause models to 

deviate from their intended operation. Poisoning is the purposeful tampering of data that is 

used to train AI algorithms—a tactic that is nearly untraceable (Culpan 2022). This can 

cause the AI to behave in unintended ways and prevent it from recognizing patterns or 

making the desired correlations (Kuzlu 2021). Furthermore, disrupted, disconnected, 

intermittent and low-bandwidth (DDIL) environments limit how much data can be sent to 

computing platforms to support multiparty learning of the AI models themselves. To 

address these challenges, the implementation of a data fabric supported by blockchain may 

be a means to facilitate the achievement of this DOD goal. 

B. PROBLEM STATEMENT

The Armed Services and the DOD, writ large, have openly communicated their

strategies to prepare for the future fight—one against a savvy, well-resourced peer or near-

peer adversary (e.g., China and Russia). A large impetus of this strategic direction is a huge 

modernization push to not only keep pace with adversaries but also to forge the leading 

edge of technology to gain an advantage on the battlefield. This has caused a greater 

emphasis on tools like digital engineering, artificial intelligence (AI), machine learning 

(ML), and the use of a distributed ledger to trace the life cycle of data. The DOD’s current 

use of consolidated data centers (data silos) and big data analytics is limited by its own 

architectural framework(s) and is currently undergoing modernization towards concepts 

such as data fabrics.  
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Cloud computing is also limited because it quickly exhausts the available 

bandwidth at locations with inferior infrastructure and becomes impractical. There are 

security implications of cloud computing that pose another challenge to its use—one that 

needs to be mitigated before broader adoption is possible. Vulnerabilities in current AI/ML 

data influence a program’s ability to make expected decisions due to corruption of the 

imported data. Mobile computing centers are continually put at risk in the field as they are 

commonly located near enemy sensors, putting them at risk of falling under hostile control. 

Commercial-based cloud computing environments are also limited by their rigid class 

structure. Tactical environments often require the use of more fluid roles where the same 

individual can take on multiple roles (producer, processor, and consumer) at any given 

time. 

Blockchain is an emerging area of technology that could improve the use of big 

data AI models that process diverse data from disparate sources, ensuring the veracity of 

the data and subsequent outputs. However, several challenges must be overcome to 

implement blockchain, including (edge) device access to the blockchain, data processing 

through the blockchain, and user/device access to this data and subsequent results. 

With the exponential growth of IoT devices and now IoBT sensors increasing data 

velocity and volume, it makes it difficult to manage this big data while assuring its quality 

to prevent bad data from getting ingested. This could have bad consequences on the 

battlefield. To keep pace with near-peer threats, data obtained from sensors is used to feed 

AI model data sets. However, these data sets are vulnerable to physical and cyber threats 

which need to be addressed to build confidence and trust in AI model performance.  

The DOD lacks a modern approach to data curation and provenance, including 

identity, credential, and access management (ICAM) of users and devices to achieve a truly 

data-centric architecture in a DDIL environment. Leveraging disparate sources of data 

from low-cost attributable sensors has further challenged the incorporation of zero-trust 

principles. 
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C. CAPSTONE OBJECTIVES

The primary objective of this capstone project was to explore the use of  blockchain

architecture in a variety of contexts that are relevant to the DOD. These use cases cover the 

potential to verify users, validate sensor data fed into AI models, limit access to data, and 

provide an audit trail across the data life cycle. 

Supporting objectives include: 

• Develop a conceptual design for implementing blockchain for DOD

tactical data and AI/ML applications.

• Identify and understand challenges and limitations (including network

limitations) involved in implementing blockchain for the DOD’s tactical

domain.

• Describe the benefits of blockchain for these various applications.

• Evaluate this project’s findings to propose future research into a wider set

of blockchain applications.

The project team explored the use of a blockchain approach in multiple use cases. 

One use case demonstrated the use of blockchain at the tactical edge in a “data light” 

information environment. Another use case explored the use of blockchain in securing 

medical information in the electronic health record (EHR), a very “data heavy” example 

that aggregated data from an individually worn sensor all the way back to CONUS 

hospitals, and even Veterans’ Administration-delivered care. Third, the last use case 

explored securing data from multiple sensors collecting data for chemical weapons defense 

to support measurement and signature intelligence (MASINT) analysis using AI/ML. 

The team used these examples to address the following project questions: 

1. Can blockchain enable data traceability to/from a specific sensor asset and

user over the entire data life cycle?

2. Can data passed to AI-models and/or digital twins be prioritized to

mitigate latency challenges?
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3. How can blockchain smart contracts be used to manage data ingest and

how can it facilitate tailoring access to accommodate updates to policy/

authorities and address objectives with the DOD’s AI Policy

memorandum?

D. TEAM ORGANIZATION

Table 1 provides an overview of each team member’s responsibilities. However,

all team members’ participation in each area was integral to the success of this capstone 

project. 

Table 1. Team Member Roles and Responsibilities 

Team Member Roles Responsibilities 
Dr. Bonnie Johnson 
Mr. John Green 
Mr. Tony Kendall 

Capstone 
Advisors 

Provide guidance and support to capstone team 
Coordinate with ONR 
Blockchain and HLF subject matter expert 

Ms. Maria G. 
Medeiros 

Funding 
Sponsor 

Provide funding through the ONR Neptune program, Office 
of Naval Research, Code 333 

Mr. Bruce Nagy Topic 
Sponsor 

Provide sponsor feedback on project objectives and results 

Mr. Jonathan 
Novoa  

Team Lead Lead team meetings and organize execution of project 
deliverables 
Provide updates to capstone advisors and stakeholders 

Mr. Greg Dogum Deputy 
Team Lead 

Provide guidance at team meetings and organize execution 
of project deliverables 
Provide updates to capstone advisors and stakeholders 

Mr. Rene Villarreal Lead 
Engineer 

Direct architecture development for use cases 
Conduct functional analysis to translate requirements into a 
verified model 
Use case development 

Ms. Kristin Jones 
Maia 

Lead Editor Quality control and configuration management 
Report and documentation editing 
Use case development 

Ms. Michele 
Meszaros 

Lead 
Analyst 

Oversee collection and analytics requirements 
Direct research of historical project related data 
Use case development 
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Team “Off the Chain” was composed of five NPS students as shown in Table 1. 

The team interacted with two capstone advisors: Bonnie Johnson and John “Mike” Green 

from the Naval Postgraduate School with support from Tony Kendall; and the project 

sponsors: Bruce Nagy from Naval Air Warfare Command Weapons Division (NAWC/

WD) and Maria Medeiros the financial sponsor (ONR Neptune program, Office of Naval 

Research, Code 333). The capstone advisors provided guidance and support to this 

capstone team. The team structure included a Team Lead and Deputy Team Lead, followed 

by provided support. 

Team Organization 

E. PROJECT APPROACH

The team conducted a systems analysis, supported by model-based systems

engineering (MBSE), to define, develop, design, and model how blockchain can be used 

to ensure data veracity from disparate sensors (e.g., IoBT) and sources to support data 

integrity and security and for use by AI/ML models. A team developed a conceptual 

architecture that could allow decentralized, but widely accessible access to trusted data to 
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support decision-making. The project approach was based on three phases as referenced in 

the Project Approach graphic in Figure 2. 

Project Approach Phases 

During phase 1, the team conducted a literature review to provide a foundation of 

knowledge about blockchain and its applications. The team studied the capabilities and 

limitations of current approaches and applications of blockchain. The team identified and 

verified tactical stakeholder needs to align project objectives to overall intended outcomes 

and research goals. The team developed a problem statement, project objectives, and a 

project approach to study the application of blockchain. The team identified three potential 

use case applications to support the project’s study of the potential challenges and risks of 

implementing and integrating the emerging blockchain technology into the DOD.  

During phase 2, the team studied the use of blockchain in the tactical domain 

through concept exploration and system analysis. The team conducted a functional analysis 

of a generic blockchain system. The team developed MBSE artifacts to capture the 

blockchain data life cycle, data provenance, functional sequence diagrams, and conceptual 

architectures. 

During phase 3, the team used three scenarios to explore and define the concept of 

applying blockchain to DOD-specific use cases. We defined system architectures through 

MBSE models and diagrams for each of the three scenarios. The team evaluated the use of 

blockchain by identifying and comparing the benefits and challenges in the use cases. 
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F. CAPSTONE REPORT OVERVIEW

This capstone report covers the team’s approach to understanding how the DOD

could use blockchain to achieve its strategic, operational, and even tactical objectives in an 

information-intense competition and conflict landscape. The context for this, the driving 

forces in this space, and the team’s approach to this project were covered in Chapter I. 

Chapter II covers the research the team conducted to execute the project. This research 

spanned a variety of sources across a spectrum of topics related to blockchain applications 

in the DOD. Chapter III covers the team’s overarching approach to this problem space and 

the universal framework that we utilized to develop and evaluate three separate use cases. 

Chapter IV details those three use cases: long-range fires, medical data and the EHR, and 

using MASINT to interpret sensor data for chemical defense. These use cases are structured 

similarly to enable a comparison across the different applications. Chapter V summarizes 

our conclusions from this project and identifies areas for future research. 
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II. LITERATURE REVIEW

Team “Off the Chain” performed a literature review to learn about blockchain 

technology, its potential application to military use cases, existing architectures for 

blockchain applications, and the possible utility of HLF to our proposed use cases. This 

review covered peer-reviewed journal articles, conference proceedings, books, DOD 

publications, and DOD and industry websites. In addition to the topics above, the research 

also covered the use of blockchain to facilitate and improve the use of artificial intelligence 

and machine learning. The information gathered from these various sources provided 

insight into how the DOD could further explore the use of blockchain to achieve strategic, 

operational, and even tactical mission accomplishment. 

Through this blockchain research, the team also learned more about the larger 

undercurrent that is shifting information systems towards increased decentralization. In 

many ways, the emergence of blockchain is enabling this transition in ways that may not 

be possible without it. However, this evolvement does not come without its inherent 

challenges. Problems around data sharing, security, integrity, and privacy as well as storage 

and analysis are common themes that arose in the literature when the IoT and decentralized 

networks were discussed. Most of these sources saw blockchain as a potential solution to 

some or all of these problems. 

A. DECENTRALIZED SYSTEMS AND THE INTERNET OF THINGS

The team’s research revealed the degree to which systems are moving more and

more towards decentralization. Driving this trend has been the exponential growth in 

mobile devices and the services provided on those mobile platforms (Li 2021). Not only 

does this increased activity generate a tremendous amount of data (Li 2021) but can also 

lead to significant generation of “execution traces”—data that is generated by a system 

about its performance (Binlashram 2020). In addition, the increased number of “smart” 

and/or internet-connected devices pushes this expansion further. Moreover, the roll out of 

next-gen networks such as 5G further supports a diverse “ecosystem…of interconnected 

devices and services” (Benzaid 2021, 1). These trends make the shift to decentralization 
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seem nearly inevitable, as a network on this scale would make having a central, organizing 

authority prohibitive—if not impossible. 

1. The Internet of Things

The broadening of devices that connect to the internet (as described above) has led 

to the term “Internet of Things” (or IoT) and is inherently decentralized, distributed, and 

global. Clark (2016) describes the IoT as an interconnected network of devices capable of 

exchanging information on what they are sensing in the environment, and information 

about the environment, with external parties. On a pseudo microcosmic level, multi-agent 

systems (MAS) are similar to the IoT in that they integrate a diverse range of devices (or 

“agents”), but are intentionally constructed. They still have a degree of being distributed 

and may include a collection of software agents, robots, sensors, and autonomous agents 

working together to support business processes (Kapitonov 2017). Despite these 

differences, both the IoT and a MAS generate a large amount of data that needs to be 

protected, secured, transmitted, and utilized.  

The prevalence of the IoT has allowed certain sectors to leverage its benefits in 

ways that are specific to their purpose. For example, there is the Industrial Internet of 

Things (IIoT), sometimes described in connection with the term Industry 4.0. In the preface 

to the book AI-Enabled Threat Detection and Security, the editors described this 

application of IoT and Industry 4.0 as “making use of intelligent, interconnected cyber-

physical systems to automate all phases of industrial operations” (Karimipour and 

Derakhshan 2021, v). This shift towards a myriad of connected devices that generate large 

volumes of data, which are then used to make decisions (e.g., automate some processes) is 

reflective of the potential benefits that the IoT can bring to bear. However, this architecture 

does come with challenges. Chen et al. (2022) discuss data sharing and data privacy 

challenges, in addition to secure ways to store the data generated by the IIoT. They also 

explore storage handling of raw data and efficient ways to query the vast amounts of 

generated data (Chen et al. 2022). 

Just as there is an Industrial Internet of Things, the research revealed that the 

military also has a niche IoT. The term Internet of Battlefield Things (IoBT) emerged in 
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the literature as an important concept for orchestrating military operations on an 

information-dense battlefield. Tosh et al. (2018) describe the IoBT as the collection of 

“combat equipment, warfighters, and vehicles that can sense and disseminate information 

from the battlefield” (1). Kott, Swami, and West (2016) provide a similar description, 

where the IoBT is a distributed, interconnected network of devices that execute a myriad 

of automated tasks to support sensing and coordinated defensive/offensive actions. Much 

like the IoT and the IIoT, the heterogeneity of this larger IoBT network “in terms of 

network standards, platforms, (and) connectivity” introduces similar challenges to the IIoT 

(1, “and” added). Additionally, Crăişor-Constantin Ionită (2020) lists “great innovations in 

robotics, artificial intelligence, nanotechnology and unmanned systems” as drivers of 

change in how wars are fought (25). While he does not specifically call these out as part of 

the IoBT, they certainly are a part of that heterogeneous IoBT network that supports the 

U.S.’s ability to fight and win wars.

2. Big Data

Another related concept revealed in the research that bears discussion is big data. 

Kumar et al. (2020) define big data as “data sets that are large or complex in which 

traditional data processing applications are inadequate” (115). They go on to add that big 

data also includes not just the creation and analysis of data, but the actions of storing it, 

searching it, transferring it, and even visualizing it. The IoT is easily capable of generating 

this big data as it becomes more pervasive and expansive. Artificial intelligence and 

machine learning (discussed more in a later section) also support the generation of big data 

as well as subsequent analysis and visualization. The challenges that big data create are 

part and parcel of the challenges with the IoT. The same challenges that Chen et al. (2022) 

identify with the IoT, Kumar et al. (2020) also point out with big data: managing the 

structure, storage, transfer, sharing, analysis, and visualization—all while ensuring security 

and privacy protections. 

3. Trust

In addition to an expanding, diverse network of decentralized devices generating 

large amounts of data, the issue of how best to share that data and with whom raises another 
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challenge of this paradigm. The literature review revealed considerations around trust and 

its impact on managing and securing the IoT, the handling of big data, etc. In centrally 

controlled networks, the owners of the network can vet users and put protections in place 

to reduce the risk of intrusion or data theft. But this is not possible in decentralized 

networks with no central authority. Reyna et al. (2018) discuss trust in the integrity of data, 

and the value in ensuring that shared data (by financial institutions, government agencies, 

etc.) has not been tampered with or manipulated. Because the data is generated in a 

distributed and autonomous way, it can make the IoT vulnerable to tampering (Kumar and 

Sharma 2021). When the IoT is providing insight into critical systems like smart cities and 

smart transportation, this tampering can have significant consequences (Kumar and 

Sharma 2021). The concept of trust also goes beyond trusting the data and extends to the 

parties that are interacting as well.  

4. Artificial Intelligence and Machine Learning 

Advancing alongside, but also in support of, these various IoTs and big data have 

been increasingly sophisticated artificial intelligence (AI) and machine learning (ML) 

tools. Gregory C. Allen (2020), in his role as the Chief of Strategy and Communications at 

the Joint Artificial Intelligence Center (JAIC) published Understanding AI Technology, 

which covers the spectrum of AI technology and differentiates it from ML systems. Allen’s 

Executive Summary notes that AI technology has been around for decades and can include 

mature technology like autopilot on aircraft or missile guidance. Modern advancements in 

AI have led to machine learning (ML), which is a subset of AI. The distinguishing 

difference is that, generally, humans program the AI whereas ML “allows machines to 

learn from data” (Allen 2020, 3). AI technology is programmed using “if, then” statements; 

ML systems can program themselves by using a (human-generated) algorithm and a 

training data set, that then results in an AI model (Allen 2020). The JAIC document goes 

on to categorize ML systems into “supervised learning,” “unsupervised learning,” “semi-

supervised learning,” and “reinforcement learning” (Allen 2020, 4). Reinforcement 

learning is perhaps most on the leading edge, where “AI agents gather their own data and 

improve based on trial and error. As exciting as the development and evolution of AI/ML 

systems are, these systems are not immune from manipulation and attack” (Allen 2020, 4). 



Marcus Comiter (2019) discusses how AI systems are “vulnerable to a new type of 

cybersecurity attack called an ‘artificial intelligence attacks’” and how these types of 

attacks are profoundly different than more traditional cyber-attacks (1). In these AI attacks, 

perpetrators would feed data into the system to change the behavior or outputs of that 

technology to achieve their malevolent objectives (Comiter 2019). The ability to leverage 

physical objects in an AI attack is one example of why these attacks are so different. 

Comiter (2019) uses the example of AI in a self-driving car. If an AI attack could “trick” 

the car into “seeing” stop signs as green stop lights, it could cause significant physical 

damage and human harm (Comiter 2019, 1).  

The concepts and themes introduced above: the IoT, big data, AI/ML, and the 

challenges of trust, scalability, and data integrity could be addressed with blockchain 

technology. In fact, that majority of the team’s research discussed these themes in the 

context of how blockchain can make them better—more reliable, more secure, and more 

scalable. 

B. BLOCKCHAIN APPLICATIONS

While its original use was cryptocurrency, blockchain technology has vastly 

broader applications. It is uniquely poised to expedite the transition to decentralized, data-

centric systems. This section covers the team’s research on blockchain technology and its 

applications, both within and outside of a military context. Chapter III will cover a more 

in-depth discussion of the specific application of blockchain technology to the military, 

such as the IoBT. 

1. What Is Blockchain

Blockchain is a distributed, immutable ledger that records transactions in blocks 

and tracks assets stemming from those transactions (International Business Machines 

(IBM) 2022). When a transaction is initiated using blockchain technology, it creates a block 

for that event (i.e., a record is created in the ledger). This block contains data related to the 

transaction as well as the asset being exchanged (e.g., as with cryptocurrency). As 

additional transactions (i.e., events) occur, the blockchain software “strings” these 

transaction “blocks” together both linearly and chronologically. Put another way, 
15 
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blockchain participants can add records (blocks) to the ledger, but not edit or remove earlier 

records (blocks). Because the ledger is distributed, it means all participants have the ledger. 

It is immutable because manipulating or tampering with any of the records on every 

participant’s ledger would be difficult, if not impossible.  

2. Smart Contracts

Blockchain can become even more powerful when combined with smart contracts. 

Smart contracts allow transactions to occur automatically so long as a set of given 

conditions are met. They are “written rules stored in the blockchain” (Saberi et al. 2018, 

2120) that ensure specific conditions are met. As such, they can be used to automate many 

processes in each IoT network (Palaiokrassas et al. 2021). Examples include actor 

certification and approval, and automated updating of ownership records of goods as they 

are bought, sold, and delivered. Battah et al. (2020) also discuss the use of smart contracts 

for multi-party authentication to facilitate the appropriate sharing of encrypted data on a 

public platform. 

3. Applications and Benefits of Blockchain

Supply chain management is an area that is well suited to early adoption of 

blockchain technology. Saberi et al. (2018) examined the use of blockchain technology and 

smart contracts in supply chain management. They looked specifically at how these tools 

could ensure that supply chains meet certain sustainability metrics, by tracking conditions 

that could pose environmental, health, and safety concerns. This could include full 

transparency of a product’s origin (Saberi et al. 2018). Malik et al. (2019) propose a 

consortium blockchain in their paper to track transactions and interactions among supply 

chain participants. Their model incorporates trust and reputation scores based on the 

transactions to address the challenges of trust in highly decentralized networks. 

This utility also extends to military supply chains. In a March 2020 report, the 

Value Technology Foundation dedicated an entire chapter to blockchain’s potential to 

improve the efficiency of defense logistics and supply chain operations (Adams et al. 

2020). Rahayu et al. (2019) also wrote of blockchain applications within military supply 

chains. They highlight the issue of counterfeit parts contaminating military supply chains 
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and discuss how blockchain could help prevent this (Rahayu et al. 2019). While Rahayu et 

al. provide a perspective from the Malaysian military; the Canadian military has also 

explored this same application of blockchain. Willink (2018) from Defence Research and 

Development Canada raises a similar concern about counterfeit parts in On blockchain 

technology and its potential application in tactical networks. Kendall et al. (2021) explored 

applying blockchain to the Navy’s logistics through the examples of transaction audit trails 

(both from a financial and inventory perspective), serial number tracking, and maintenance 

log integrity.  

Beyond the direct application of blockchain technology to specific sectors or 

disciplines, a large portion of the team’s research discussed the application of blockchain 

more generally in the context of the IoT, big data, and AI/ML.  

a. Security

Reyna et al. (2018), mentioned previously, explored the integration of blockchain 

and the IoT. They highlight benefits such as increased trust because the information is 

reliable and traceable, supporting increased decentralization, and greater autonomy and 

services among other benefits (179). Makhdoom et al. (2018) also studied blockchain’s 

utility for the IoT. They highlight some inherent challenges with the IoT, namely security 

and privacy issues that can get neglected in a centralized framework. The application of 

blockchain can enable the IoT to become more decentralized, self-regulated, and ensure 

trust. While they highlight other work on blockchain and IoT going back to 2016, their 

paper also focuses on some of the challenges and impediments they identified with 

implementing this (Makhdoom et al. 2018). Abdelmaboud et al. (2022) also discuss 

blockchain’s ability to address the scalability, security, privacy, trust, and even 

interoperability challenges that exist in the IoT. They also propose a blockchain taxonomy 

and evaluate various blockchain platforms (Abdelmaboud et al. 2022).  

Panarello et al. (2018) also look at how blockchain can address security challenges 

with the IoT with its “immutability, transparency, auditability, data encryption and 

operational resilience” (1). Kumar and Sharma (2021) also discuss blockchain’s ability to 

assure trust in an IoT environment. Applying this concept further, Attkan and Ranga (2022) 
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discuss the need for IoT devices to be able to mutually authenticate each other and 

blockchain’s ability to support this (with assistance from AI), despite high levels of 

heterogeneity.  

b. Data Value

Jeong (2021) explored the application of blockchain to IoT-generated data and 

existing inadequacies of cloud storage. Blockchain could help ensure the data is protected 

and accessible. Palaiokrassas et al. (2021) also write of blockchain’s ability to secure the 

data generated by the IoT, and when combined with smart contracts can facilitate and 

automate data storage, privacy, and sharing. They write that doing so could enable a 

“Blockchain Marketplace” for the IoT data to be exchanged for virtual currencies or other 

assets (2). In a similar vein, Draskovic and Saleh (2017) recognized the value inherent in 

the data itself, claiming “(d)ata is the new oil” and propose a marketplace for IoT sensor 

data based on blockchain. Moke, Low, and Kahn (2021) also present a blockchain-based 

IoT model in their paper with the goal of preventing data loss. 

c. Edge Computing

Xu et al. (2021) propose using blockchain to improve the computer performance of 

the actual devices in the IoT. They present an architecture for “distributed secure edge 

computing” where blockchain ensures data integrity in this environment (1). Of note, this 

paper uses HLF, a blockchain platform of interest to the DOD, to build out and test their 

architecture. We will discuss HLF in more detail in Chapter III. Gan et al. (2021) also 

examine edge computing architecture in harsh environments, and the ability of a 

consortium blockchain to facilitate information security, traceability, and sharing of data. 

This is particularly relevant to possible applications of blockchain in the IoBT. Regarding 

computing or system performance, Pajooh et al. (2021) examine blockchain’s benefits, but 

in a way that would not compromise performance. These authors also used HLF in their 

model to facilitate local authorization of IoT devices and traceability of the data they 

generate. Another paper uses HLF to model a proposed blockchain-IoT architecture to 

preserve privacy for edge devices (Zhang, Lu, Cheng, Guo, Kang, Zhang, Yuan, and Yan 

2021).  
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d. Big Data

The book Blockchain, Big Data and Machine Learning has multiple chapters that 

delve into the potential of applying blockchain to big data. While chapter 1 (Rahim et al. 

2020) introduces both concepts together, chapter 5 outlines use case examples of applying 

blockchain to big data (Kumar et al. 2020). Kumar et al. (2020) highlight similar benefits 

as other sources: ensuring trust (in the data), preventing malicious attacks, facilitating real-

time data analysis, and data sharing (116–118). N et al. (2021) cite the challenges to making 

the most of big data and how the assistance of technologies like blockchain can improve 

big data services. 

Altogether, the team’s research revealed the degree to which technical experts, 

industry leaders, academics, and government agencies are exploring blockchain and its 

benefits. This provided a solid foundation upon which the team could develop their 

military-specific use cases for blockchain by using a systems engineering approach. 
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III. SYSTEMS ENGINEERING APPROACH TO BLOCKCHAIN
FOR DOD APPLICATIONS 

The DOD recognizes the importance of decision-making in a fast-paced, highly 

dynamic battle landscape. Leaders will have to navigate the large volume and variety of 

data that will be coming from the IoBT. While the layering of information onto the more 

traditional domains of battle is a newer approach to planning, it does not replace the 

decision-making frameworks that the military has used to date.  

The team used systems engineering principles and practices in our evaluation of 

blockchain applications in the DOD to support decision-making at the strategic, 

operational, and tactical levels. 

A. METHODOLOGY

The team researched the various applications of blockchain, including existing uses

within the DOD as well as areas that were ripe for blockchain to solve key problems. The 

team also performed a stakeholder analysis based on input from the project sponsor, 

experience from our careers, our organizations’ missions, and our research. This 

stakeholder analysis helped the team to carve out the specific needs for blockchain that this 

project could address. After the research and the stakeholder analysis, the team explored a 

variety of potential use cases but settled on three unique use cases that are not only relevant 

to the DOD but also have Joint applicability. 

The team used a systems engineering approach to build out a system architecture 

that leverages blockchain to solve key problems within each use case. A variety of 

diagrams illustrate how blockchain would be used. Each use case highlights (and leverages) 

different strengths of the application of blockchain and reveals potential weaknesses. 

1. Stakeholders

Team “Off the Chain” conducted a stakeholder analysis focused on projected 

interests and beneficiaries of a HLF integration project. The goal of this exercise was to 

describe not only the primary beneficiaries, but also the second- and third-order 
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stakeholders of the proposed transition across the space. The team assigned roles to each 

stakeholder ranging from the project’s primary sponsor, the Office of Naval Research 

(ONR), to the software supplier, IBM/Linux foundation, and the various potential users 

such as data scientists and engineers. The broad application of blockchain and tactical data 

fabric also required consideration of regulatory influence by the JAIC and Cyber 

Command. They could likely impact the efforts and progress of all related projects.  

Table 2 contains the results of the team’s stakeholder analysis. 
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Table 2. Project Stakeholders 

Stakeholder Role Interest Benefit to Stakeholder Impacts to Project 

ONR sponsor results of academic research results applicable to mission 
space  guidance and direction 

NPS academic 
oversight supporting students’ learning 

quality products by students 
demonstrate relevancy and 
rigor in their program 

IBM/Linux 
Foundation supplier broader application of their open source 

platform 
improved usage through 
additional user feedback support or code improvements 

Department of Army/
Navy executive 

needs “smarter adaptive systems which 
will require data it can trust”, 
protecting national interests, 
interoperability 

improved decision speed modernization of legacy 
systems 

JAIC regulator possible adoption of blockchain improvement of AI with the 
integration of blockchain 

regulatory actions impeding 
the adoption of blockchain 

Data scientist 
Data analyst 
Data engineer 

user develop machine learning models for 
complex systems and decision-makers 

data integrity 
improved trust adoption and culture 

Operations Research user improved war gaming 
logistics planning 

data integrity 
improved trust adoption and culture 

Intel Community user improved collection data integrity 
improved trust adoption and culture 
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Stakeholder Role Interest Benefit to Stakeholder Impacts to Project 

Defense Industrial 
Base user future collaboration opportunities  data accessibility adoption and culture 

Cyber Command regulator may desire another layer of information 
protection 

improved decision speed 
mitigation of cyber 
vulnerabilities  

Congress/Politicians protecting constituents 
allocating federal funding 

way to meet strategic 
objectives 

Allied Partners interoperability  
keeping pace with near peers;  data accessibility 



2. Limitations to This Study

This study was limited by time constraints that made it difficult to implement some 

of the architectures that we developed. For example, the team wanted to develop a model 

of the use cases presented in Chapter IV to conduct simulations of these systems’ 

performance with the addition of blockchain. Additionally, the team also wanted to develop 

some of the chain code for one or more of these use cases in HLF. Unfortunately, time did 

not allow for either of these activities. However, extending the work that has started with 

this thesis is a potential area for further research. 

B. THE DATA LIFE CYCLE AND DATA PROVENANCE

For the military, strategic, operational, and tactical decisions are three general tiers 

of the decision-making chain. The typical decision-making process is framed through what 

is known as the OODA loop; focused on observing, orienting, deciding, and acting. 

However, as the number of sensors the military relies on to make decisions increases, 

known as the IoBT or the Internet of Military Things (IoMT), the provenance of 

information becomes an increasingly difficult task to automate. This could have important 

implications on the OODA loop if data considered during the observing and orienting steps 

is unreliable. 

1. The Data Life Cycle

There are four general phases to the data life cycle: data creation (or generation), 

data reading (or consumption), data updating (or modification), and data deletion (or 

archiving). These four basic operations on data come from a computer programming 

background and perspective. From Figure 3, one can draw parallels to the data life cycle 

process from collection (creation), reading and updating (retrieval) and the end of the data 

usefulness cycle during disposal (deletion or archiving). These phases or operations on data 

apply to every type of military system. Systems are becoming increasingly data dependent 

and understanding the provenance across the life cycle of data will assist in providing 

reference material in areas such as explainable AI. It is important to understand how actors 
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interact with the data at each of these phases of the life cycle, and the implications of those 

interactions on the data’s inherent reliability. 

The Data Life Cycle. Source: Fruend, Fagundes, and Macedo 
(2020). 

2. Data Provenance

Fundamentally, the concept of data provenance (or data lineage) should address 

several questions to ensure trust. This could even be done through an automated 

verification process. Regardless, data provenance addresses some basic questions that any 

analyst, soldier, or computer system would need to know to trust data through a 

verification-first process. The objective of tactical data provenance is to trace the who, 

what, when, where, why, and how of the data. That is, who produced the data? This can 

help trace the organization that collects, deploys, or owns the data, as well as create a 

historical log of who has accessed the data. What data was produced? This can help 

describe the data with meta descriptions, which can further be used in future query 

functions to identify if certain kinds of information are available on a network. When was 

the data produced? This provides a timestamp for when the data was collected or generated, 

which is an important piece of information to future users regarding the relevancy of data 

or freshness. Where was the data produced? This can help geolocate the source of 

information, which may be important for logisticians who need to see how supply data is 



used from one location to another. Why was the data produced? This can explain data 

intentions, and if the right data is being collected for the right reasons. How was the data 

produced? This can define the system/sensor/version to trace performance, or if software 

changes in a system has caused the data to change. 

3. Systems Engineering Processes for Blockchain Applications

The team developed some use-agnostic systems engineering diagrams to illustrate 

how blockchain can address data provenance and ensure trust in those data. Figure 4 is an 

asset diagram showing various layers of a system. The assets capture a variety of actors 

from various users to software systems that would be required, such as data owners and 

consumers, as well as the data fabric, and the HLF network (i.e., the blockchain 

component). There are several application programming interfaces (APIs) captured in this 

diagram: an access API, a “data prov” (short for data provenance) API, and an enterprise 

API. In this case, the “data prov” API is a gateway to simultaneously deliver appropriate 

metadata to satisfy a chaincode, which all the nodes within the HLF verify. This API also 

facilitates delivery of the raw data for storage in the data fabric. On the consumption side 

of data, an enterprise API allows for querying of data across both the data fabric and the 

blockchain to confirm the authenticity of data, the historical provenance information, and 

the raw data. Last, the data provenance API’s function is to transfer data to the data fabric, 

provide metadata to the blockchain, as well as authenticate the user or IoBT device. 

27 
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Example Asset Diagram 

In this asset diagram (Figure 4), while some of the APIs may have similar functions, 

the way a human or a machine interface with the data fabric or HLF would be slightly 

different. Humans or machines will generate, measure, or aggregate data. The data fabric 

serves as storage for data but also provides encryption and is a common point where other 

organizations can access this information. The details of the data (i.e., metadata, or the 

answers to each of the provenance questions) are also recorded in the HLF chaincode for 

each transaction, where it is permanently stored. These transactions can include other time 

points in the data life cycle beyond the moment of data creation. Additionally, the HLF 

network collects information that supports the use of smart contracts and conducts 

consensus. The hashing capability inherent in blockchain also means that a representation 

of the data can be recorded as a hash, thus enabling a future user to verify that the data is 

unaltered, increasing data confidence. 

In the tree diagram in Figure 5, the assets from Figure 4 are decomposed to show a 

mixture of both components and actions within this notional system.  
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Tree Diagram of Provenance Assets 

To illustrate the sequence of actions, Figure 6 steps through the various components 

and how each would communicate with several aspects of data provenance during the data 

life cycle of the system. Figure 6 is intended to demonstrate the end-to-end process from 

data owner (producer) to data consumer. 



30 

 
 Sequence Diagram of Provenance-Focused Blockchain 

Application 

This process is agnostic of many of these data provenance questions, but can still 

support the concept of data traceability, data auditability, data verification, or even 

explainable AI. However, the process would need to be employed at each step of the data 

life cycle from data generation, data manipulation, data consumption, and data archiving. 

There are many challenges to achieving these goals. For example, adequate education and 

understanding involve a cultural shift of the users and training to improve technical skills. 

There are also challenges with the added computing costs, not to mention challenges with 

scalability and integration. 

The overall focus of utilizing blockchain to provide reliable data provenance is to 

provide a new method where operators can track devices and editors of data. This allows 

the inclusion of the timestamp of all operations, the physical location of the data, and a 

record of every file creation or deletion. Additionally, as the DOD moves towards greater 
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data centricity (as opposed to network centricity), blockchain (and specifically HLF) could 

facilitate a new, decentralized way to allow analysts to query metadata for sharing and 

discovery.  

C. THE INTERNET OF BATTLEFIELD THINGS

The use of IoBT will impose numerous challenges on an already resource-

constrained military communications networks, especially when factoring in cybersecurity 

and bandwidth limitations in DDIL environments (Kott, Ananthram, and West 2016). 

According to Kott, Ananthram, and West (2016): 

Communication among things will also be challenged by the IoBT’s 
complexity, dynamics, and scale. Finding, sharing, and managing 
communication channels among large numbers of competing, 
heterogeneous, and often unpredictable things will require novel 
approaches. Highly intelligent automation will be required to continually 
allocate and reconfigure the communication network’s resources. 
Information-sharing strategies and policies—who talks to whom, when, 
about what, and for how long—will have to be automatically designed and 
modified dynamically. Highly scalable architectures and protocols will be 
necessary, along with rigorous methods to determine and validate their 
properties. In extreme situations, when the IoBT experiences catastrophic 
collapse or becomes largely unavailable or untrustworthy as a result of 
enemy actions, the autonomous management of the IoBT will need to 
provide a “get me home” capability, which will enable operations to 
continue, albeit at a limited level of functionality. (72)  

Kott, Ananthram, and West (2016) have highlighted several cybersecurity 

challenges associated with IoBT availability, confidentiality, and integrity. These 

challenges impede assurance that devices are available as designed, data access is limited 

to authorized entities, and data remains trustworthy. Blockchain, when combined with the 

use of a data storage mechanism, is proposed here to aid in the availability, confidentiality, 

and integrity of IoBT devices and their data. 
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 Overview of the Internet of Battlefield Things. Source: Kott, 

Ananthram, and West (2016), 71. 

During the exchange of IoBT device information across the network, blocks created 

within the blockchain would store metadata associated with the transaction. The underlying 

blockchain architect can tailor this metadata based on their specific needs (IBM 2022b). 

However, information related to the condition of the asset providing the data may be a 

valuable consideration. With respect to IoBT, this condition could be useful when tagging 

device firmware versions associated with respective data exchange. This could be critical 

for data validation on items with available (but uninstalled) patches, or for older devices 

that may no longer be vendor-supported. During the logging of blockchain transactions, 

information pertaining to the transaction is shared throughout the network. This will 

validate the creation of the block, as well as the historical information related to that block, 

before making the record permanent. This historical information is important as we look at 

data integrity. This validation process is accomplished through various consensus 

mechanisms, each with unique pros and cons with respect to the speed of transaction 
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validation, the scalability of nodes requiring validation, and how visible these transactions 

are to users on the network. 

D. PERMISSIONED BLOCKCHAINS AND REACHING CONSENSUS WITH
HYPERLEDGER FABRIC

The consensus mechanisms available for blockchain are based on the type of

blockchain used. For example, there are permissioned or permissionless blockchains. 

Permissionless blockchains (also referred to as public blockchains) rely on the user’s 

digital resources to support consensus and information exchange with all others on the 

blockchain network. According to Shetty et al. (2019), these digital resources could be 

digital money as in the case of proof-of-stake consensus mechanism or computational 

resources in the case of proof-of-work consensus mechanism. Permissioned blockchains 

differ in that they are private in nature. An administrator can add or remove participants or 

this can be done through an external selection process (Shetty et al. 2019). This adds an 

additional level of security because the participants are pre-selected. Permissioned 

blockchains can be thought of as centralized in access but decentralized in execution 

because participant selection is outside the scope of the selected consensus protocol, which 

make them well-suited to DOD applications. If implemented, use of the DOD’s common 

access cards could determine access into the permissioned blockchain. However, there may 

be instances in the DOD where certain transactions need to be secured between parties, or 

more specifically, Service organizations. This is an area where HLF, a specific 

implementation of a permissioned blockchain, offers benefit. For the purposes of this 

capstone, HLF was chosen as a candidate platform due to its maturity. IBM is actively 

developing it and the Linux Foundation is supporting it.  

IoBT leverages disparate sensor data to inform a user or system about conditions in 

a region of interest. As conditions change, the baseline record of data must be updated. 

However, when using blockchain, consensus is required to make this change. This serves 

as a “check” on the change to ensure it is valid. Consensus is the process by which new 

transactions are validated before being added to the ledger (i.e., or creation of a new block) 

of the blockchain (Hyperledger Architecture Working Group 2017). It is important to be 

mindful when tailoring a blockchain service—and more specifically, its consensus 
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mechanism, for a resource constrained tactical environment. HLF utilizes permissioned-

voting for consensus (Hyperledger Architecture Working Group 2017). Algorithms 

facilitate this permissioned-voting to reach consensus by requiring nodes to transfer 

messages to other nodes on the network. Consensus is reached when most of these nodes 

validate the transaction (IBM 2017).  

This method forces a tradeoff between speed and scalability. As the network grows, 

so do the number of nodes required to reach a majority consensus. Additionally, the 

increase in nodes also increases network utilization as messages must be shared among 

greater and greater numbers of nodes. This increased network utilization inherently 

decreases the speed at which transactions can be completed and reduces network 

throughput available for other traffic. However, the degree of this impact may vary based 

on the network links available (wired, satellite, terrestrial) as well as the priority given to a 

specific device or system on that network.  

HLF makes use of different types of nodes, as referenced in Figure 8, each with a 

unique function. Nodes in a blockchain network are virtual, independent entities that 

collectively work with other nodes to complete transactions (Hyperledger Performance and 

Scale Working Group 2018). To further differentiate, peer nodes (also referred to simply 

as “peers”) are areas in the network architecture where the ledger and smart contracts are 

hosted (Hyperledger 2022). Peers can be broken down as committing peers, which 

maintain the ledger and commit transactions; and endorsing peers, which are a specialized 

type of committing peer that grants or denies endorsement proposals from a transaction 

(Hyperledger 2022). In addition to peer nodes, ordering nodes execute the ordering service 

to approve the inclusion of transaction blocks into the ledger through communication with 

the peer nodes (IBM 2017).  
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 Illustration of One Possible Transaction Flow in Hyperledger 
Fabric. Source: Hyperledger Architecture Working Group (2017), 8. 

The transaction update process begins with a client or application initiating a 

transaction. This request then goes to the endorsement peer nodes that set the endorsement 

policy (i.e., who or what must be done to approve the specific transaction). In the DOD, it 

is possible that this may be done based on data classification type, either by the type of 

mission the data is supporting (intelligence, fires, etc.), or the parties involved (intra-

service, cross-service, partner environment, etc.). Smart contracts manage this 

endorsement and contain the business logic that defines what makes a transaction valid 

based on predetermined policies (Hyperledger Architecture Working Group 2017). As a 

result, policies must be set appropriately to ensure that those users or devices requesting 

updates are authorized to do so. Within the DOD, this would be where ICAM and zero-

trust policies play a large role in the overall network, whether enterprise or tactical. The 

network must be able to discern a user based on credentials and/or a unique “fingerprint” 

before it can execute those smart contract policies. It is worth noting that within the U.S. 

Army there are efforts to bridge the gap between the enterprise and tactical networks that 

will facilitate this process (U.S. Army 2021).  

Once the endorser nodes execute the transaction, they will then confirm what the 

application intends to write to the blockchain database. The application then pings the 
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ordering nodes that receive transactions from other nodes across the network. This ordering 

service distributes the next block to all the endorsing and committing peer nodes. These 

committing peer nodes then validate the transaction against the endorsement policy and, 

combined with the endorsing nodes, send out a notification to all nodes and the application 

that the transaction has been added as a block on the blockchain.  

E. DATA STORAGE: ON- VS. OFF-CHAIN DATA 

Data, whether created manually or automatically via a sensor, can be stored on the 

blockchain or off the blockchain. Storing information on the blockchain, known as “on-

chain data,” supports increased security and recoverability of data as the data elements 

themselves are stored on the immutable and distributed ledger. An example of this is a 

sensor that collects information over a set period of time, packages that information into a 

file, and uses the blockchain to store and exchange that file with other parties. This method 

is limited by file storage sizes and network challenges associated with validating and 

transferring large files through the blockchain.  

By contrast, data can also be stored off the blockchain, commonly referred to as 

“off-chain data.” With this method, files are stored in a separate repository while the 

metadata associated with these files is stored on the blockchain. Although this limits data 

recoverability, it reduces the overhead associated with processing data onto the blockchain. 

Using the example from above, once the sensor packages the information into a file, a 

record of the transaction is logged onto the blockchain using only the relevant metadata 

associated with the transaction, but not the data itself. This metadata could include 

geographic positioning of the sensor, time/date stamp, and security classification. Once the 

transaction and metadata are logged into the blockchain, the file itself is transferred to the 

data repository. Additional metadata “stamps” are then logged onto the blockchain as this 

file is then updated and/or transferred throughout the entire data life cycle. 

The team explored the costs and benefits of using on- versus off-chain data storage 

options in the development of these use cases. This included evaluating the potential use 

of a tactical data fabric as an “off chain” data storage. There are many architectural 

approaches like this in this space (including data lakes and data warehouses, among others) 
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(IBM 2022a). The tactical data fabric was seen as a viable solution due to ongoing research 

across the DOD to facilitate data access across warfighter functions and mission command 

systems (Patel et al. 2021). Data fabrics automate the discovery, governance, and 

consumption of data that enables users to access data when and where they need it, without 

requiring any knowledge of where the data resides. In recent years, the DOD has explored 

applying this enterprise capability to the tactical space to improve timely access to data in 

support of Joint All Domain Command and Control (JADC2). This project explored the 

potential to improve the performance of tactical data fabrics by overlaying a HLF 

blockchain to improve the security of data during storage and at point of receipt. Another 

benefit to this approach is data can be stored by using the HLF exclusively or in conjunction 

with the tactical data fabric. 
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IV. USE CASES FOR DOD BLOCKCHAIN APPLICATIONS 

The team used three use cases to explore the potential application of blockchain 

within the DOD. These use cases provided the foundation upon which a systems 

engineering approach was applied to understand stakeholder needs, existing systems, 

system goals, etc. For each use case, the team developed an architecture with corresponding 

context and sequence diagrams to illustrate how the blockchain application would work in 

these diverse examples. 

A. USE CASE 1: LONG-RANGE FIRES 

This first use case applies the IoBT concept to a scenario where separate branches 

of the military need to securely leverage data from independent systems driven by artificial 

intelligence. To describe it simply, the U.S. Army has a tactical platform that needs to 

receive targeting data from a U.S. Air Force intelligence, surveillance, and reconnaissance 

(ISR) sensor. However, this process is vulnerable to exploitation from the enemy based on 

the various components required to enable this targeting data transfer. The first component 

is Long-Range Fires (LRF), the U.S. Army’s program to enhance current artillery and 

missile systems by extending their effective range. There are also the U.S. Air Force ISR 

sensors, a suite of sensors deployed by manned and unmanned aerial vehicles. The next 

component is Rainmaker, the U.S. Army’s tactical data fabric driven by artificial 

intelligence and machine learning systems. The last component is the Advanced Battle 

Management System (ABMS), the U.S. Air Force’s tactical data fabric driven by artificial 

intelligence and machine learning systems. 

Two obstacles exist in this scenario. The first obstacle is the inability of the two 

data fabrics to communicate directly with one another. The second is that the artificial 

intelligence component(s) is(are) vulnerable to attack. Early attempts to address the direct 

communication issue required soldiers and airmen to transfer the data manually. In 2019, 

a Joint exercise conducted by the U.S. Army Rapid Capabilities and Critical Technology 

Office, the U.S. Air Force Rapid Capabilities Office, and the 101st Airborne Division 

Artillery successfully used translation software to transfer data from sensor to shooter. 
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However, solving this first problem led to the identification of vulnerabilities with the 

artificial intelligence component(s). By removing the human element from a sequence that 

could result in fatalities, it created an opportunity for exploitation of that process, despite 

the latest encryption solutions used by the military. The U.S. is committed to the ethical 

use of artificial intelligence, and this risk put the U.S. in a position where adversaries could 

exploit a compromised AI system to fire upon unintended targets. 

The proposed solution is to leverage a blockchain, specifically the HLF platform, 

to validate the transactions between the two data fabrics. This not only solves the 

vulnerability of data transfer but also can be augmented with smart contracts to ensure that 

the correct, translated data is included in the transaction (Patel et al. 2021). This solves the 

second problem and ensures the process cannot be compromised by enemy exploitation. 

1. Conceptual System Architecture and Design

The activity diagram in Figure 9 depicts the cycle of data without interruptions or 

vulnerabilities exploited. Data exists independently on a U.S. Air Force data fabric and 

then on a U.S. Army data fabric. The HLF blockchain component provides the bridge 

between the two, where each data transfer is a secure transaction that is validated and 

logged on the blockchain’s ledger. This facilitates data transfer without requiring human 

intervention. 
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Activity Diagram for Long-Range Fires 

2. Context Diagrams and Subsystems

In the context diagram in Figure 10, we show how the HLF blockchain ties two 

tactical data fabrics together by validating each AI component and allowing the transfer of 

data. Multiple sensors and LRF components exist on the periphery of the diagram to 

illustrate how the number of sensors and/or LRF involved in an operation can vary using 

the same architecture. 
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Context Diagram for Long-Range Fires 

3. Sequence Diagrams

The sequence diagram shown in Figure 11 lays out this concept from sensor to 

shooter. The flow of data originates from a sensor (or group of sensors), is packaged by 

ABMS, and then sent to Rainmaker via the HLF blockchain. Rainmaker is then able to 

process the data and send out targeting information to LRF. In this sequence, Rainmaker 

seeks confirmation of a successful strike by sending an updated data request back to 

ABMS. The flow of sensor data repeats where the collected data is sent from ABMS to 

Rainmaker via HLF to confirm the successful strike.  

Data runs back and forth along this sensor-to-shooter path across two distinct data 

fabrics driven by AI. The blockchain interface provided by HLF ensures only transactions 

from validated components are processed and added to the ledger. The AI components are 

now able to interact securely despite being on two distinct networks and can verify each 

transaction via the ledger on the blockchain.  



Sequence Diagram for Long-Range Fires 

4. The Data Life Cycle for Long-Range Fires

The sequence diagram in Figure 11 also illustrates the four stages of the data life 

cycle. In the data creation phase, U.S. Air Force ISR sensors generate (or collect) raw data. 

The frequency of collection and specificity of range may be scheduled or ad hoc to satisfy 

mission requirements. For the data reading phase, both AI components read the sensor data 

from within their networks as well as the validated data that comes across the blockchain. 

The next stage, data updating, occurs within the AI components where data is processed 

and packaged. For example, the U.S. Air Force AI collects and packages the raw data and 

converts it to a format that the U.S. Army AI can read. In turn, the U.S. Army AI processes 

that same data package into targeting information for a LRF strike. The final stage, data 

deleting/archiving, depends on whether data is written on the blockchain or not. Validated 

transactions are written to the blockchain ledger where they serve as a record. On the other 

hand, transactions that fail validation requirements never make it onto the ledger. The 

originating AI component has the choice of either deleting or archiving the failed data set 

for further analysis. 
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5. Architecture Assessment 

The architecture proposed above has some strengths and weaknesses. In this 

architecture, data flow is focused on a sensor-to-shooter path with minimal sensors and 

shooters displayed. This is because the AI’s ability to process data is not in question. We 

also assumed that one target data package would equate to one transaction on the 

blockchain to maintain focus on the HLF and not the AI components. 

a. Strengths/Weaknesses  

One strength of this architecture is that data is contained within two distinct data 

fabrics, offering redundancy without bogging down transactional bandwidth. The AI-

driven data fabrics do all of the analytics and computations while relying on the blockchain 

to validate user authenticity and data provenance. Considering the prospective size and 

computing power of the U.S. Army and U.S. Air Force AI components, one could question 

the scalability of this construct as it is commonly seen as a weakness for blockchain 

platforms. However, prior testing of HLF v1.4.0 and v1.4.1 displayed capabilities of 13,000 

(13K) transactions per second (TPS) as channels were expanded from 1 to 325 being used 

by up to 128 peers (Ferris 2019) Assumptions can be made as to whether or not 13K TPS 

will suffice in a full-scale tactical scenario, but in reality, it will be the Services that need 

to make that determination. 

b. Alternate Architectures 

The primary focus of the LRF use case was the utilization of HLF to enable secure 

transactions between two major systems. An alternative approach would be to use HLF to 

validate every transaction in the sequence. An alternative sequence diagram (Figure 12) 

illustrates this alternative architecture. A single sensor and LRF component are shown to 

depict the path of sensor data, but it is important to understand that data from multiple 

sensors will, often, be compiled and processed to produce a targeting data package. 

The primary benefit of this alternative architecture is the creation of a decentralized 

system securing every transaction between increased numbers of nodes on a blockchain. 

The increased security directly affects the integrity of all AI components by reducing 



45 

vulnerability during data transfers. On the other hand, the increase in nodes magnifies the 

system’s vulnerability to certain nefarious acts, such as denial of service attacks, where 

nodes are overwhelmed with transactions making them inoperable. The full integration of 

a HLF blockchain across two distinct systems is not without its challenges, but the 

scalability and use of smart contracts through the chaincode can make it possible.  

 
 Alternative Sequence Diagram for Long-Range Fires 

B. USE CASE 2: MEDICAL DATA AND THE ELECTRONIC HEALTH 
RECORD 

Much like there is an IoBT, there is also an Internet of Medical Things (IoMT). It 

is, in essence, a subset of the IoT that is focused on healthcare services. Guntur, Gorrepati, 

and Dirisala (2019) describe it as “physical devices and smart systems (that) are 

transmitting essential information in real time enabling specialists, healthcare providers 

and patients to interface in new ways and recognize life-threatening situations” (272). 
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Virgos et al. (2021) also note that the IoMT establishes a framework to integrate and 

manage a variety of these medical things. This also leads to significant amounts of data, 

which can lead to better diagnoses of disease, and even better prediction and prevention. 

The same way the IoT supports and contributes to big data in a broader sense, the same is 

true of the IoMT. Elezabeth and Mishra (2019) put it perhaps best, that “(t)this medical big 

data is stored not simply for the sake of storing, but contains valuable information, which 

if and when analyzed and methodized properly, can aid in understanding the ‘concepts’ of 

illness and health and thus bring about major breakthroughs in the medical field, especially 

in the areas of disease diagnosis and prevention” (2). 

The IoMT and medical big data face the same inherent challenges that the Team’s 

research revealed with the IoT and big data (in general). Security is of paramount concern 

(Virgos et al. 2021), even more so because of the Health Insurance Portability and 

Accountability Act (HIPAA) in the United States (Elezabeth and Mishra 2019). In addition, 

there are the familiar concerns of data storage and transmission, but also issues such as 

unstructured, and unstandardized data. Blockchain also has the potential to solve—or at 

least mitigate—some of these challenges in a medical context, just like in a more general 

context. While there are multiple ways in which blockchain could be applied to the IoMT 

and medical big data, there is one application of relevance to the DOD—the EHR. 

Elezabeth and Mishra (2019) describe the importance of the EHR and the vast information 

it contains such as “clinical history, lab reports and other relevant statistics among others” 

(11). These patient records (and medical big data, overall) can be stored in highly 

centralized systems (Elezabeth and Mishra 2019, 16) that are vulnerable to attack or in 

cloud-based platforms that can (in essence) outsource ownership of those records (Cao et 

al. 2019). Even in centralized systems, large healthcare networks may still require that 

distributed medical facilities and medical providers access and append their patients’ EHR. 

To prevent manipulation of these records and ensure data integrity within the EHRs, Cao 

et al. (2019) propose blockchain as a way to ensure that every time a doctor creates an EHR 

(this would also apply to every time the EHR is appended), a transaction is logged on the 

blockchain. 
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The Military Health System (MHS) has also implemented an EHR system called 

MHS Genesis (MHS 2022). The system is still being rolled out across the many hospitals 

and clinics that are a part of the MHS but does not capture patient data from within theater 

in real (or even near real) time. In separate efforts, the DOD is also investing in sensor 

technologies that would provide a variety of health insights on service members. These 

sensors could provide squad or platoon leaders (and even commanders) with data on their 

troops’ stress and fatigue levels during training or other missions. This could help prevent 

heat casualties, inform appropriate work/rest cycles, and give insight into other human 

performance factors. These leaders may have access to this aggregated sensor data on a 

smart device and/or through a command-and-control interface or dashboard.  

In addition to this scenario of individual sensor data, there is a desire to improve 

information sharing within theater during the evacuation process. For example, if a brigade 

area support company (e.g., a “Charlie Med”) or field hospital not only knew how many 

patients were being evacuated to them but could access information about their injuries and 

even see their vital signs during the transport—before they arrive—it would enable them 

to prepare for those patients’ arrivals in a way that is not possible now. These advancements 

will greatly increase/improve the amount of information they have available to them when 

providing care to patients—both for combat casualties but also in instances of disease and 

non-battle injuries. In addition, the MHS would likely provide care to service members 

(and their families) not just during their service, but also after separation or retirement 

through to the VA system. MHS Genesis supported by blockchain could help provide 

continuity for their health records throughout that span of care. 

Blockchain has the potential to not only improve the security and data integrity of 

the MHS Genesis EHR as its used in hospitals and clinics across the DOD, but it also has 

the potential to facilitate the inclusion of EHR data for care provided in a combat theater. 

In this use case, the team explores how blockchain can provide an audit trail for every time 

a service member’s EHR is touched—both in theater and at non-deployment locations. The 

terminology of blockchain often uses “transaction” to describe events that are logged in the 

ledger. In this use case, these events or “transactions” will include any touchpoint with a 

patient’s EHR—whether it is to retrieve (i.e., view), add to, or even edit data in the record. 
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By doing this, the blockchain creates an immutable record of each event as a block on the 

chain. In this proposed architecture, the blockchain platform would not be used to store all 

medical data, but rather the metadata of each of these events. However, to protect against 

certain types of tampering, these metadata could include medical data such as tests ordered, 

test results, diagnoses, medications prescribed.  

In addition to preventing tampering and unauthorized access to the information 

internally, and ensuring with HIPAA, it also prevents enemy access. This is of paramount 

importance when appending data from theater to the EHR. Aggregated information on the 

numbers of casualties (including the number of fatalities), or even illness or injury patterns, 

can provide the enemy with insight on whether their offensive tactics are effective and to 

what degree. 

As mentioned earlier in this use case, the IoMT and medical big data enable the use 

of AI/ML to support greater insight into the injuries and diseases experienced by Service 

Members, and lead to improved diagnostics and prevention measures. Having the EHRs of 

the larger military population would support improved research on conditions that may be 

unique to military service members, as well as identifying new treatments and improved 

standards of care. By having the EHR supported by a blockchain platform, it ensures data 

integrity but also can facilitate patient confidentiality for any research and analysis. 

1. Conceptual System Architecture and Design 

As mentioned above, blockchain is a distributed ledger at its core. In the same way 

that a product (and its movement through a supply chain) is the primary focus of a 

blockchain-based supply chain, the patient (and their healthcare) is the primary focus of a 

blockchain-based EHR. Because of this, the EHR is central to this proposed architecture. 

Based on the team’s research combined with the DOD’s interest in HLF as a possible 

blockchain platform, HLF was also chosen as the likely blockchain platform for the 

blockchain-based EHR.  

The architecture in Figure 13 includes wearables sensors (worn by the patient), 

smart devices that provide aggregated squad (or other level) information for commanders 

in the field, as well as the medical providers who are providing treatment and recording 
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their notes in the EHR. The HLF supports the EHR by generating the audit trail of every 

event on the EHR in real-time. While not specifically called out in this diagram, the 

architecture could include other devices within the IoMT, including lab results off of 

internet-connected lab equipment, images off of x-ray or CT scans, pharmacy data (e.g., 

prescriptions filled), appointment information/history, and so on. 

In this architecture, the totality of medical data is not stored on the blockchain. In 

other words, the blockchain does not become the EHR, but rather supports the EHR. The 

key purpose and function of the blockchain is to record every time the EHR is “touched” 

in some way—whether by a person or a device in the IoMT, thus providing an audit trail. 

 
 Asset Diagram of Blockchain-Supported EHR System 

2. Assets, Actors, and Definitions 

In this use case, the team has generalized some terms to distill this use case down 

to its essential components to facilitate straightforward diagrams. As such, it is worthwhile 

to provide some definitions to show the breadth and depth of this potential use case. 
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Because this is a military use case, in this context a patient is a service member who 

receives healthcare services from the MHS. While this use case could also apply to family 

members who are cared for by the MHS, (without the in-theater portion of the architecture), 

our discussion will focus on service members. That said, this use case spans the entire 

timeframe of their military career—from the moment they enter the service through their 

separation and even transfer to care under the Veterans Administration, as applicable. This 

includes any/all instances when that service member may have an interaction with the 

MHS, such as during training events, deployments, routine medical appointments, etc.  

Throughout these service members’ military careers, medical providers will render 

care to this population of patients. The term providers here can cover everything from 

medics to nurses, physicians’ assistants, nurse practitioners, doctors, surgeons, specialists, 

etc. These providers will render care throughout the care continuum, from the field all the 

way to the large hospitals on military installations, and everything in between. 

The EHR will also include a wide variety of data. This can include data taken 

directly off any medical sensors or other smart devices that collect continuous data. 

Devices, as identified in Figure 14, can also include other pieces of equipment within a 

hospital, clinic, or aid station that generates data on a patient, such as lab results, images, 

or other readings. In addition, appointment histories with provider notes and observations, 

diagnoses and prognoses, prescriptions, procedures, and family history would all be 

included within the EHR.  
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 Blockchain-Supported EHR Inputs and Outputs 

3. Sequence Diagram 

The sequence diagram in Figure 15 shows the data moving from a far-forward 

environment, from a med sensor to a smart device (perhaps as part of a commander’s 

dashboard), but also directly to the EHR. That touchpoint, or event, is recorded in the 

blockchain ledger. In addition, anytime a service member is seen by a provider or has some 

sort of test or scan done, each of these events and the relevant details are appended in the 

EHR and the event is recorded on the blockchain. Through this sequence, regardless of 

how or where the event is initiated, the EHR is updated and the blockchain creates the audit 

trail. 



52 

 
 Sequence Diagram for Blockchain-Supported EHR 
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4. The Data Life Cycle for Medical Data 

This use case demonstrates all four stages of the data life cycle. The “creating” of 

data happens anytime new data that is appended to the EHR. This happens all along the 

continuum of care, from a wearable sensor to a visit to the clinic, a prescription being filled, 

or a surgical procedure. The “reading” of data occurs whenever providers (or even the 

service member themselves) need to access the patient’s EHR record. Providers will do 

this routinely to review the patient’s medical history when rendering care; patients may do 

this in the management of their healthcare. The “updating” stage would occur every time a 

result from a test becomes available, updating the original order of the test with those 

results. A provider may also need to adjust a treatment protocol, cancel a test order, cancel 

a prescription, or annotate another similar update. It is also possible that mistakes could be 

made as providers enter their notes in the EHR, which if caught later, need to be corrected. 

This would also count as an “updating” phase event. Last, the “deleting” phase would occur 

as medical records are ultimately archived. The DOD has policies to keep certain types of 

medical data on record for as much as 90 years, and an appropriate arching strategy may 

allow that data to be preserved correctly. Additionally, when a service member passes away 

or leaves the Service (without continued medical benefits), that archiving strategy would 

help preserve their data while taking it out of the active EHR database. The archiving 

strategy could also support research goals such as longitudinal, retrospective, and cohort 

studies. Last, because of the audit trail that the blockchain facilitates, it would provide an 

easy way to locate those archived records should they need to be retrieved in the future. 

5. Architecture Assessment 

The architecture proposed above has some strengths and weaknesses. It is 

purposefully simple to facilitate systems engineering diagrams that are universal and not 

unnecessarily complex. However, medical data is highly heterogeneous and unstructured. 

The addition of wearable medical sensors also means nearly continuous data generation on 

a service member. The simplified model might belie the complexity of implementing this 

use case. 
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a. Strengths/Weaknesses  

One strength of this architecture is that it supports the collection of medical data 

into the EHR regardless of where the service member is located. This is a limitation of the 

current system, which the use of blockchain could resolve. It also maximizes the utility of 

AI/ML tools by providing greater amounts of medical data, with the assurance that it is 

reliable data based on the blockchain audit trail. The insights derived from the AI/ML 

analysis can help improve patient care through improved standards of care and patient 

administration policies. It is also possible that this architecture could help reduce omissions 

in the patient’s EHR data. 

However, this architecture assumes a consistent and secure connection to the 

network that allows the data to be transferred and the blockchain ledger to be appended. It 

does not address how this would work in situations with compromised or non-existent 

communications. It may be possible that the blockchain could facilitate transmission of the 

data over networks that are otherwise unsecure, due to blockchain’s hashing function. In 

addition, the architecture also does not address if sufficient computing power is available 

at the edge (e.g., at the wearable sensors, or smart device nodes) to enable continuous 

updates to the blockchain. There could also be additional layers within this architecture 

that are needed to ensure regulatory compliance for handling patient information and other 

personally identifiable information. 

b. Alternate Architectures 

This architecture is merely a starting point for this use case, and other architectures 

should be considered. This simple architecture could be extended to include the VA and a 

more diverse base of IoMT, such as patient monitors used at home. A framework for the 

metadata included on the blockchain could also demonstrate what implementation might 

look like. Additionally, this architecture utilizes off-chain data storage. An architecture 

where all the data is stored on the blockchain may provide benefits over the current 

architecture. 

There are even applications for blockchain in a medical context beyond the EHR. 

These are not either/or choices but could be implemented in concert with one another. For 
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example, blockchain could be used to track the manufacture, distribution and dispensing 

of pharmaceuticals, as described by Rayan and Tsagkaris (2021). This would prevent 

counterfeit drugs from entering the system, and help keep patients’ EHRs up to date with 

the medications they are taking over time. There are also applications of blockchain to 

improve clinical trials, or to support the development of personalized pharmaceuticals 

based on a patient’s genomic information (Rayan and Tsagkaris 2021). These blockchain 

applications could be used in conjunction with one another to create a broader medical 

blockchain universe that works together to support many dimensions of healthcare. 

C. USE CASE 3: SENSORS AND MASINT TO SUPPORT CHEMICAL 
DEFENSE ACTIVITIES 

Measurement and signature intelligence (MASINT) utilizes information 

aggregated from different types of sensors and then analyzed to detect signals of interest 

against a background or baseline. MASINT is essentially a set of specialized sensors that 

are used to identify certain characteristics of a source, emitter, or sender (Pre-Employment 

Checks 2019). MASINT-based systems are used in various roles that can range from 

detection of intruders, strategic missile launch cautionary, nuclear weapons test monitoring 

and even chemical defense (Pike 2020). Collecting this kind of intelligence is extremely 

important in detecting, tracking, and identifying chemical targets (Pre-Employment 

Checks 2019) to determine the location they are coming from, and perhaps more 

significantly, the direction they are moving towards.  

In this use case, the team envisioned how blockchain can support data provenance 

from sensors used in chemical weapons detection. This simplified model incorporates three 

chemical sensors collecting the same information from different, but nearby locations, and 

sends the data they generate to a MASINT AI system. Each time this happens, the metadata 

for each data push is recorded as a transaction on the blockchain, in addition to the raw 

data being digested by the AI system. This is similar to how HLF was utilized in the first 

use case. Because there are no humans-in-the-loop in this part of the process, the team’s 

proposed architecture incorporates the use of a smart contract to pre-process the data, 

identify when a reportable event may have occurred, and initially flag those data when they 

are pushed to the MASINT AI system. In this architecture with three sensors, a simple 



56 

example might be if one of the three sensors records a positive detection. While this could 

be an instance of a sensor going bad, or an erroneous measurement (i.e., a false positive), 

it could also be a true positive. By pre-processing instances where one or more sensors has 

a positive detection, it enables the AI to alert a live analyst to an event that requires further 

investigation. This helps maximize use of limited human resources, without impeding the 

AI system’s ability to continuously characterize the data it receives. This would also help 

support the OODA loop of decision-making in instances where a situation needs to be 

elevated and/or acted upon. 

1. Conceptual System Architecture and Design 

In this use case, the MASINT AI system is the primary component. It could be 

considered the “center of the universe” for this system. As the chemical sensors generate 

data and push that data to the MASINT AI, the blockchain records these events using the 

metadata from the data pushes. These metadata could include sensor name, geographical 

location, date/time stamp of the data generation, and any other pertinent information about 

the sensor. This provides data provenance and supports trust in the data, such that 

reportable events can be handled appropriately, and time is not wasted to verify the sensor 

or the data after the event has been flagged.  
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 MASINT AI and Chemical Sensor Context Diagrams 

2. Sequence Diagrams 

The sequence diagram in Figure 17 represents the process that this simplified model 

has used. That said, it illustrates how this architecture could support more complex, real-

world scenarios. If any of the sensors provide a positive result, it satisfies the conditions of 

the smart contract and triggers a reportable event. If all the sensors provide a negative 

result, then the smart contract is not satisfied, and no action is needed as the technology 

would recognize no inconsistencies are happening. This sequence shows the data moving 

from a chemical sensor to the blockchain where the metadata from those sensors’ data are 

recorded. The raw data goes directly to the MASINT AI system to be verified against other 

sensor data. If the smart contract activates a reportable event, the MASINT AI system 

records that in the blockchain ledger at the same time that it notifies an analyst of the event. 

Through this process the blockchain provides an audit trail of how the data is moving 

through the system. 



58 

 
 Sequence Diagram for MASINT Use Case 

3. The Data Life Cycle for Sensor Data in Chemical Defense 

This use case also reflects the phases of the data life cycle. Data creation occurs as 

raw data is generated/collected by the chemical sensors (CS 1, 2, 3). The frequency of 

collection would be determined by the requirements of the mission. The data reading phase 

is represented both by the MASINT AI’s analysis of the data as well as the analyst’s 

investigation of reportable events. With regards to data updating, this can occur after the 

live analyst has investigated reportable events, and perhaps tags the positive results as 

either false or real. For the final phase, data deleting, this can occur as data is archived in a 

dedicated archival location.  

4. Architecture Assessment 

The architecture proposed above has some strengths and weaknesses. In this 

architecture, the data from these sensors are focused on identifying specific parameters set 

in advance. For example, types of chemical compositions. The application of blockchain 
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technology helps provide data provenance and gives data consumers’ confidence in the 

trustworthiness of the sensor data. This architecture stores the data off the chain.  

a. Strengths/Weaknesses  

Strengths include a reduction in computing power and space by housing the data in 

a repository off the chain. The blockchain ensures that the data is reliable and maintained 

to a certain standard. Data stored off-chain has added security because it is not limited in 

the same way a typical on-chain transaction might be. 

Weaknesses include not having the actual data on the chain for quick access.  

b. Alternate Architectures 

Data for this use case is stored currently off the chain. An alternate architecture 

would be to store the data on the chain. However, this could pose issues as far as capacity 

to store the data and computing power to keep that data stored on the chain.  

D. COMPARISON OF USE CASES 

The team has presented three distinct, yet similar use cases in that the benefit of 

integrating HLF into to each system is increased trust and data provenance. In a data centric 

environment, whether it be for targeting, soldier health or threat detection, trust equates to 

speed and speed can save lives. The LRF and MASINT cases both rely heavily on AI 

components for data processing, but the data that is processed must first be from a validated 

source and then satisfy the requirements of a smart contract to be deemed acceptable. The 

MHS case, although not as AI dependent, also shows the benefits of trusted data and 

security regarding soldier health records updated from data provided by sensors and 

devices. All three use cases involve systems relying on sensors for some or all the data. 

Side by side comparisons of the conceptual system architectures and sequence diagrams 

show consistency in data flow with HLF serving as an amendment to the system.  

The differences identified in these use cases are mainly based on the type of data 

being moved. The breadth of applications within these three use cases speaks to the 

possible benefits of integrating HLF within AI sensor-driven systems. The data within 
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these three examples, although unique in terms of formatting and size, still behave within 

the norms of the data life cycle. Strengths identified for all three are parallel in that AI/ML 

utility is maximized and overall system integrity is increased. Conversely, weaknesses 

identified in this report include questions of scalability and the ability to leverage unsecure 

networks reliably in hostile zones. Research behind these two topics is ongoing as they are 

novel issues across the blockchain space. 
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V. CONCLUSION 

The future battlefield will be the most technologically advanced ever seen, with 

decision makers at all levels grappling with a tremendous amount of data and information. 

Recent updates to the DOD’s strategy documents reflect this future and a desire to be ready 

to fight and win in that environment. To achieve this, the DOD must explore cutting edge 

tools to deftly leverage the vast amounts of data being generated for success. Blockchain 

is one of those new tools that could solve several of the challenges of conventional methods 

of generating, storing, and transferring data.  

In this capstone report, the team captures the background forces and current 

problems that are driving the need to evaluate blockchain’s utility for the DOD. Our report 

includes a literature review of the body of existing work that helped to inform the capstone 

project and shape the development of both the generic models as well as specific use cases. 

An overview of our findings and results, as well as future areas of research are captured in 

this chapter. 

A. SUMMARY OF FINDINGS AND RESULTS 

The team evaluated the DOD’s potential use of blockchain using a systems-

engineering approach. This evaluation was extended through the development of three 

unique use cases within a military context. In the first use case, we explored how 

blockchain can facilitate secure and trustworthy data transfer at the tactical edge to utilize 

long-range fires. The second use case provided an operational example, where blockchain 

provides an audit trail to enable a robust EHR that is accessible at any point in the 

continuum of healthcare delivery. Last, the team’s third use case looked at managing the 

flow of data coming off sensors in the field that feed into AI models to support specific 

types of intelligence (e.g., MASINT for chemical defense efforts). This use case has both 

operational as well as strategic contexts and demonstrates how blockchain ensures that data 

fed into AI models is valid and reliable.  

While these use cases utilized a simplified architecture to facilitate notional 

applications of blockchain, it nevertheless demonstrated the real potential of this 
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technology to solve or at least mitigate both current and future challenges of managing and 

protecting vast amounts of data. The team was also able to explore the options of storing 

data both on and off the blockchain. The fact that these options exist for implementing 

blockchain demonstrates the degree to which the technology can be tailored to specific 

circumstances—not just across strategic, operational, and tactical contexts, but also across 

the Services to meet their unique mission needs. The Joint Force of the future will need to 

be savvy in its generation and consumption of data—data that will be imperative to 

securing an advantage on the battlefield but is also critical during peaceful yet competitive 

periods between armed conflict.  

B. FUTURE AREAS OF RESEARCH 

There are many obstacles and challenges to implementing blockchain technology 

within the DOD. From a management perspective, adequate training and education on the 

benefits that blockchain networks and decentralized distributed ledger technology can 

bring to current and future systems will be important. From a technical standpoint, the 

DOD community would benefit from rigorous modeling and simulation to understand the 

computing requirements, scalability, safety, and vulnerabilities from a cyber-perspective. 

As military systems become increasingly digital, the adoption of a blockchain network will 

organically bring these complex systems together across the Services, units, soldiers, and 

civilians.  

Beyond modeling and simulation, future work that performs comparisons and 

virtual demonstrations of an HLF network or other blockchain platforms is needed to test 

and verify if/how the network can effectively provide the functions and behaviors we 

describe. This future research would help address questions regarding the degree of 

scalability that is possible with blockchain technology in DOD contexts. The 

communication and information hurdles that DDIL environments present cannot be 

overlooked, and the ability to recover data uplinks to the blockchain if that link is broken 

also needs to be examined and understood. As with most new technology, significant 

experimentation that balances the changing needs of stakeholders and DOD requirements 

to modernize is still required.  
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