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ABSTRACT 

 The Cyber Automated Red Team Tool (CARTT) automates red teaming tasks, 

such as conducting vulnerabilities analysis in DOD networks. The tool provides its users 

with recommendations to either mitigate cyber threats against identified vulnerabilities or 

with options to exploit those vulnerabilities using cyber-attack actions. Previous versions 

of CARTT, however, did not consider a risk weighting of identified vulnerabilities before 

the exploitation phase. This thesis focused on extending CARTT by implementing a risk 

weighted framework that provides a risk-based analysis of identified vulnerabilities. The 

framework is based on the Host Exposure algorithm presented by the Naval Research 

Laboratory and was built into the existing CARTT server using the Python programming 

language. The resulting risk-based analysis of vulnerabilities is presented to the CARTT 

user in an easily readable table that provides more complete and actionable information. 

The implementation of this risk-weighted framework provides CARTT with enhanced 

analysis of vulnerabilities that pose the greatest risk to a target network. 
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I. INTRODUCTION 

A. PURPOSE 

The Cyber Automated Red Team Tool (CARTT) was developed at the Naval 

Postgraduate School (NPS) as a cybersecurity tool that automates commonly used tasks 

when conducting red teaming or penetrating testing [1]. The tool was designed for novice 

users with little to no experience or knowledge in this area. CARTT provides capabilities 

to identify and assess the cybersecurity vulnerabilities on Department of the Defense 

(DOD) computer systems, and provides recommendations to mitigate potential threats 

against vulnerabilities that are identified on a network [1]. To be in line with the DOD 

Office of Director, Operational Testing and Evaluation (DOT&E) plans of operation for 

continued improvement of cyber tools, CARTT’s capabilities can be enhanced with the 

addition of a risk weighting approach to its vulnerability analysis. 

Risk weighted analysis is a technique that compares different risks in a system to 

analyze, measure, and evaluate options for the user based on the discovered vulnerabilities 

and existing threat information. Shahid Suddle describes the process of decision-making 

about risk as, “very complex and that it is not only technical, but political, psychological, 

societal, moral, and emotional aspects play an important role” [2]. Risk weighting can 

provide a mathematical rating, based on a range of severity levels, for the potential risk 

that an identified vulnerability poses a to a network. 

CARTT assists the user in determining potential exploit modules to use against an 

identified vulnerability, however, it does not provide a risk analysis for each provided 

exploit. This stage of the analysis is where the risk weighting approach will be beneficial 

to the user as it will provide extended analysis on which vulnerabilities pose the most risk 

if they are exploited. Combining CARTT’s current vulnerability analysis with a risk 

weighted framework that considers the threat, vulnerability, and consequences can enhance 

the tool’s ability to support decision-making when deciding on exploits. This extension to 

CARTT helps improve confidence in its capabilities and processes. 
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This research has implemented a prototype framework for a risk weighted approach 

to CARTT’s vulnerability analysis. This framework provides the user with a risk-based 

decision-making technique that addresses all components of a risk assessment: threat, 

vulnerability, and consequences. 

B. RESEARCH QUESTIONS 

1. Primary Question 

How can the identified vulnerabilities in a target system be weighted such that they 

can improve follow-on target exploitation? 

2. Secondary Question 

How can a risk weighted framework assist red teams when using CARTT? 

C. SCOPE 

This thesis extends previous research on CARTT by integrating a risk weighted 

framework within its vulnerability analysis capability. Through the implementation of this 

framework, CARTT can help to improve the overall cybersecurity of DOD networks and 

their cyber operations. 

D. BENEFITS OF STUDY 

The primary benefit of this research is that by risk weighting of identified 

vulnerabilities, CARTT now considers different aspects of those vulnerabilities to better 

manage risk. The focus is on defending systems, as well as on the ability to exploit 

vulnerabilities on adversary systems. 

An additional benefit to this research is that the implementation of a risk weighted 

framework in CARTT shows the progression toward the goal of continued development, 

planning, testing, and execution that will help improve on the identified challenges facing 

DOD red teams. 

E. CHAPTER ORGANIZATION 

The remainder of this thesis is organized into the following chapters. 
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1. Chapter II: Background

Chapter II provides an overview of the purpose and challenges of DOD Cyber red 

teams. Next, we review the current state of DOD Operational Testing and Evaluations, and 

its plan of operation for continued improvements pertaining to offensive cyberspace 

operation (OCO) tools. This is followed by an overview of prior research, architecture, 

current design of CARTT, and a brief overview of risk weighting methods. Finally, we 

review related work in this field. 

2. Chapter III: Design Methodology

Chapter III discusses the design methodology used to develop the risk weighting 

framework for vulnerability analysis in CARTT. It describes in depth the need for risk 

weighting of vulnerabilities by the current CARTT server, and the risk weighting 

framework design for CARTT. 

3. Chapter IV: Risk Framework Implementation

Chapter IV discusses the testing environment setup, and the risk weighting 

functions implementation within the CARTT server workflow. It also walks through an 

analysis scenario that details the steps required to conduct, import, and produce the updated 

vulnerability results. 

4. Chapter V: Conclusion and Future Work

Chapter V summarizes the research efforts of this thesis and conclusions to the 

research questions. Finally, future work recommendations are provided to expand CARTT 

functionality and performance. 
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II. BACKGROUND 

A. INTRODUCTION 

The DOD defines a cyber red team as “a group of DOD personnel that are 

authorized and organized to emulate a potential adversary’s exploitation or attack 

capabilities against a targeted mission or capability” [3]. A cyber red team’s mission, 

according to the DOD [3], is to “identify exposed information and vulnerabilities, improve 

joint cyberspace operations, and protect the DOD Information Network and DOD weapons 

systems from vulnerabilities and threats that affect the DOD’s security posture.” Red teams 

use known vulnerabilities to mimic tactics an adversary may use to infiltrate a system or 

network [4]. 

In 2020, the DOD Office of Inspector General (OIG), released results from a subject 

audit which determined whether DOD red teams took action to resolve issues that were 

identified in a 2012 report titled, “Better Reporting and Certification Processes Can 

Improve Red Teams’ Effectiveness” [4]. The report identified challenges facing future red 

teams and their missions. Additionally, the report included corrective actions to be taken 

by red teams to mitigate those identified vulnerabilities. One major finding in the audit 

addressed an enterprise-wide need to develop baseline tools to perform read team 

assessments. The OIG determined that “the lack of a coherent, unified plan to train, 

support, prioritize, and fund the DOD red teams has caused this gap in capability” [5]. 

Concluding the audit results, the OIG recommended to the Secretary of Defense (SecDef) 

that action be taken to ensure development and implementation of baseline capabilities and 

processes, which include implementing risk-based toolkits for DOD red team vulnerability 

assessments [4], [5]. In order for DOD red teams to effectively provide mission support, 

they need better tools, enhanced methods, and better information [6]. 
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B. CURRENT STATE OF DOD OPERATIONAL TESTING AND 
EVALUATION 

This section discusses the current state of DOD DOT&E cyber assessments, a 

review of Persistent and Advanced Cyber Operations, and an overview of the ongoing plan 

of operation for continued improvements pertaining to OCO tools. 

1. DOT&E Cyber Assessments 

According to the Chairman of the Joint Chiefs of Staff Instruction, as a requirement 

to maintain certification and accreditation, DOD red teams must report the results of all 

assessment to the DOT&E, along with other assessed organizations [3]. The DOT&E is 

responsible for issuing operational test and evaluation (OT&E) policy and procedures for 

the DOD [7]. The OT&E also analyzes DOD acquisition programs in order to make 

budgetary recommendations to the SecDef. These recommendations are based on 

independent assessments of combat defense system requirements to ensure operational 

effectiveness and suitability [7]. 

In [8], the DOT&E highlighted gaps in DOD cybersecurity assessments. The article 

attributed these gaps to the inability of DOD’s existing capabilities to mimic complex real-

world cyber threats. The article highlighted the Cyber Assessment Program (CAP) and its 

contribution to developing defenses against advanced cyber threats, but also acknowledged 

that the risk of disruptions to DOD missions remains high due to the slow development of 

effective capabilities. Due to the lag in DOD cyber development and resources, red teams 

have become unable to quickly detect or effectively emulate more sophisticated near-peer 

attacks [8]. CAP allows the DOT&E to identify critical red team capability gaps to serve 

as vulnerabilities for improvement of systems, equipment, and operational testing. 

2. Persistent Cyber Operations  

Red teams are critical to the DOD network systems and structures evaluation. In 

[9], the Joint Chief of Staff specifies that only DOD red teams certified by the National 

Security Agency (NSA) and accredited by U.S. Strategic Command (USSTRATCOM) are 

authorized to operate on DOD networks. DOD red teams have been pushed to conduct 

Persistent Cyber Operations (PCO) that align with what a nation-state would attempt [5]. 
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In [10], DOT&E’s assessment stated that PCO provided red teams with longer durations 

on DOD networks to simulate complex, long-term adversarial actions without detection. 

The assessment discovered red teams were able to elevate network privileges to conduct 

more advanced follow-on operation after gaining network access. 

PCO works closely with the Cyber Protection Teams (CPT) to report on current 

operations. PCO works to identified vulnerabilities and implement effective mitigations 

during follow-on operations [11]. In the FY 2020 Annual Report [10], DOT&E announced 

plans to evolve PCO by integrating a campaign-plan element that combines intelligence 

and other support components. The objective of the campaign is to better portray identified 

advanced cyber threats and allow PCO to expand across additional combatant commands 

(CCMD) [10], [12]. 

3. Advanced Cyber Operations 

To handle instances where little to no advanced preparation is available for an 

assigned mission, the DOT&E created an Advanced Cyber Operations (ACO) team. The 

ACO is comprised of subject matter cyber experts that augment DOD red teams to provide 

additional assistance on missions as well as implementing new cyber tools, tactics, 

techniques, and procedures. The ACO also assists red teams in the portrayal of advanced 

capabilities that cyber adversaries likely possess [10]. 

The FY 2020 Cybersecurity Assessment [10], discussed the how cyber capabilities 

and advancements created by ACO directly corelate with the developments of advanced 

techniques which are used in planning and execution of PCO operations. 

4. Improving DOD Offensive Cyber Operations Capabilities and 
Processes 

In [10], the DOT&E acknowledged that to improve OCO capabilities that enhance 

operational testing, their teams continue to execute operational cyber assessments with 

each service representative. The increase of FY22 DOD budget for DOT&E includes 

identifying initiatives to conduct OCO without significant effects to critical operational 

capabilities [12]. This budget increase grants the DOT&E to address the challenges that 

may prevent inadequate operational cyber assessments [10], [12]. 
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C. CYBER AUTOMATED RED TEAM TOOL OVERVIEW 

CARTT was developed at the NPS as an automated red teaming tool. It was 

designed to assists novice users who may have little to experience or knowledge of 

conducting vulnerability assessments or penetration testing techniques. To this end, it 

automates a series of common red teaming tasks, so novice users can perform operations 

[1]. CARTT is a portable cybersecurity tool that conducts vulnerability assessments on 

DOD networked systems and embedded devices. Joseph Plot acknowledged in his research 

in CARTT, that the systems and devices that CARTT scans include both essential and non-

essential DOD computer systems [1]. A completed vulnerability assessment provides the 

user with recommendations to mitigate any identified vulnerabilities [13]. 

1. Architecture 

CARTT is built on of opensource software. The main cyber operations tools used 

in CARTT are the Greenbone Vulnerability Manager (GVM), formerly the Open 

Vulnerability Assessment Scanner (OpenVAS), which is a full-featured vulnerability 

scanner, and the Metasploit Framework (MSF), a penetration testing platform that enables 

the user to write, test, and execute exploits against target vulnerabilities [1], [14]. The 

interacts with a graphical user interface (GUI) which enables them to run scripts designed 

to perform tasks for conducting its vulnerability assessments on a target host. The CARTT 

GUI was implemented to automate portions of the underlying red team tools and processes 

so that users would not become overwhelmed by the command line interface (CLI) [1]. 

2. Prior CARTT Research 

The initial CARTT implementation (originally named “Red-Team-in-a-Box” 

[RTIB]) was developed in June 2019 in a master’s thesis research by NPS student Joseph 

Plot, which focused primarily on automated vulnerability assessment [1]. In December 

2019, NPS graduate student Preston Edwards extended the research by creating 

functionality to allow the user to select various scripted cyber-attacks based on identified 

vulnerabilities [13]. This research restructured and improved CARTT by allowing the 

system to be updated to provide real-time feedback that a non-expert user could understand. 
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This improved CARTT’s design such that a novice user could interact and understand the 

results. 

In 2020, NPS student Joseph Berrios extended CARTT to focus on broadening 

capabilities from its then stand-alone, host-based implementation to a web-based client-

server model. This new architecture identified potential targets on network and 

communicated the results to the CARTT server, which then provided options for follow-

on action for the user [5]. The most recent research was completed in September 2021 by 

NPS graduate student Ousmane Goumandakoye, who developed a more robust and more 

usable web-based GUI for accessing CARTT’s tools and techniques to identify 

vulnerabilities and launch exploits against them. The objective was to improve the 

aesthetics of CARTT and improve responsiveness and efficiency for improving usability 

and the user experience [14]. 

3. Current Design 

The CARTT GUI was designed for non-expert users with little to no experience or 

knowledge of using tools such as GVM and MSF. The current web-based GUI provides 

CARTT users with the essential tools necessary to conduct vulnerability scans on an 

organization’s targeted IT infrastructure by automating tasks that require knowledge and 

experience in red teaming, to scan the vulnerabilities on an organization’s targeted IT 

infrastructure [14]. The current design still provides three user roles (Operator, 

Commander, and Administrator), now with improvements for simplicity for the user [14]. 

Figure 1 shows the users and a simplified architecture for CARTT. 

Although the user GUI improvements increased the user’s memorability and 

learnability, and to minimized user errors, the functionality of CARTT’s design still has 

only two main components: IP host discovery and vulnerability exploitation [13], [14]. The 

CARTT GUI allows the user to create and run an automated vulnerability scan, through 

GVM, on a specific target based on its IP address and subnet mask. After the scan is 

complete, the user will import the scan into the MSF [14]. The interface provides the user 

with a list of the target host’s vulnerabilities along with a list of exploit modules for the 

selected host vulnerability [14]. CARTT assists the user in determining which exploit 
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module to use by providing descriptions of the selected module [13]. However, CARTT 

does not provide risk analysis for each provided exploit module. This stage of the CARTT 

process is where a risk weighting approach will be beneficial as it will provide an extended 

analysis on which exploitable vulnerabilities pose the most risk before continuing. 

 
Figure 1. CARTT Architecture. Source: [15]. 

To be in line with the OIG’s recommendation to SecDef and the DOT&E plan of 

operation for continued improvement in OCO tools, CARTT’s capabilities can be 

enhanced with the addition of a risk weighting approach in its vulnerability and threat 

analysis. 

D. RISK WEIGHTING METHODS 

Risk weighting analysis compares different risks to analyze, measure, and evaluate 

options for the user based on the discovered vulnerabilities and existing threat information 

[2]. Although there are many cybersecurity risk management frameworks that address the 

threats, assets, and controls that provide guidance for implementing mitigations, these 

frameworks do not include risk weighted analysis [16]. In [2], Suddle describes the process 

of decision-making about risk as “very complex and is not only technical, but political, 

psychological, societal, moral, and emotional aspects play an important role” [2]. 

According to Barry Sheehan’s 2021 Journal of Risk Research article, conventional 
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frameworks calculate risk based on historical frequency and severity of incurred losses. 

Sheehan claims that these techniques are “effective for known risks but due to the absence 

of historical data, prove ineffective for assessing cyber risk” [17]. 

In [2], Suddle introduced the six steps of a risk analysis: scope definition, hazard 

identification, modelling of hazard scenarios, estimation of consequences, estimation of 

probabilities, and estimation of risks. In “An Adversarial Risk Analysis Framework for 

Cybersecurity,” David Rios et all. simplifies the six steps and defines risk analysis as a 

methodology for addressing a cyber threat, prioritizing a defense, and implementing 

security controls [16]. 

The following sections provide overviews of several notable risk weighting 

methods. 

1. Common Vulnerability Scoring System 

The Common Vulnerability Scoring System (CVSS) is an assessment which 

assigns a score to a known vulnerability based on specific characteristics, including the 

impact of the attack. CVSS is an open framework that provides an assessment of the 

severity of known vulnerabilities on a scale of 1 to 10, as seen in Figure 2 [17]. 

 
Figure 2. CVSS Score Ranges. Source: [18]. 

As noted on their website, CVSS scores are used by information security 

(INFOSEC) teams during assessments to analyze and compare vulnerabilities and then 

prioritize mitigations [19]. Base, Temporal, and Environmental are the metric groups that 
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make up the CVSS scoring metric. The underlying scoring components are shown in  

Figure 3. 

 
Figure 3. CVSS Score Metrics. Source: [19]. 

In [18], Jason Sumpter defines the Base metric as the “intrinsic qualities of a 

vulnerability that are constant over time and across user environments.” The vendor or 

organization that created of the vulnerable product decides the Base metric parameters for 

scoring. The National Vulnerability Database (NVD) publishes and updates Base scores 

for known vulnerabilities. The CVSS Base scores is of limited use for assessing a 

vulnerability by itself because it does not account for other real world or environmental 

controls that an organization has put into place [19]. 

Unlike the Base metric group, the Temporal metric group only reflects vulnerability 

characteristics that change over time [18]. The Temporal metrics calculates the 

exploitability of the identified vulnerability. Sumpter discusses a new vulnerability exploit 

proof-of-concept (POC) is an example of an event that can lead to a new temporal metric 

scoring. There is a vast repository of open source verified vulnerability exploit POCs 

available online. This poses serious risks for an organization whose critical systems  

may contains an identified vulnerability. For this purpose, the Temporal metric is designed 

to ensure the exploitability of an identified vulnerability is captured in the overall CVSS 

score [18]. 
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The Environmental metric group reflects the vulnerability characteristics that are 

unique to a specific environment and accounts for any security controls in place. For 

example, achieving a low environmental metric can be accomplished by mitigating the 

consequences of a successful exploit against a particular vulnerability [18]. As discussed 

earlier in this section, the CVSS Base score alone does not provide enough for a complete 

vulnerability assessment. In addition to identifying a vulnerability, the impact of a 

successful exploit may have should be identified as well. This explains the importance of 

the Base and Environmental metric groups within the CVSS scoring system [18].  

Sheshan concluded in [17], that although CVSS is considered a comprehensive 

scoring system for vulnerabilities, the scoring design lacks the ability to weight the risks 

associated with an identified vulnerability. 

2. National Institute of Standards and Technology, Special Publication 
(NIST SP800-53B) Control Framework 

According to the National Institute of Standards and Technology (NIST) website, 

it was founded in 1901 and is one of the nation’s oldest physical science laboratories. NIST 

was created to change the slow progression of U.S. industrial development compared to 

the capabilities of the United Kingdom, Germany, and other economic rivals [20]. 

Congress established NIST as a way of propelling the U.S. into an already competitive race 

for industrial superiority. Today, NIST provides the technological and measurement 

standards for products and services used worldwide [20]. NIST creates special publications 

(SP) that provide recommendations and best practices for information security. The 

Information Technology Laboratory (ITL) is the research arm behind the NIST SP which 

provide recommendations and best practices which focuses on overall computer security. 

In 1990, NIST created the SP800 series in support of the security and privacy needs of U.S. 

Federal Government information and information systems. This series provides security 

recommendations, technical specifications, and annual cybersecurity reports [21]. 

Authored by Joint Task Force, NIST SP 800-53B outlines the security controls for 

protecting sensitive government and civilian information against potential cyber-attacks 

[22]. The severity of the security impact is based on three levels: low, moderate, and high. 
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NIST based the impact levels on the CIA dimensions-confidentiality, integrity, and 

availability [23]. A security impact is considered low and is expected to have a limited 

effect on operations or assets if all three CIA dimensions are low (see Figure 4) [24], [25]. 

 
Figure 4. NIST Low-Impact Baseline. Source: [25]. 

Figure 5 shows an example of a moderate security impact. A security impact is 

considered moderate and is expected to have a serious effect on operations or assets, if at 

least one of the CIA dimensions is moderate but not high [25]. 

 
Figure 5. NIST Moderate-Impact Baseline. Source: [25]. 
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A security impact is considered high and is expected to have a severe or 

catastrophic effect on operations, if at least one of the CIA dimensions is high [25]. Figure 

6 shows an example of a high impact system. 

 
Figure 6. NIST High-Impact Baseline. Source: [25]. 

Like CVSS, as discussed in Section D.1, NIST SP800-53 recognizes known system 

vulnerabilities and threats, which are listed in the online NVD [26], [27]. In [17], Sheehan 

points out that although implementing NIST SP800-53 guidelines can help organizations 

with defining effective security controls, it lacks the ability to quantify the effects of  

those controls. 

3. Factor Analysis of Information Risk Framework 

The Factor Analysis of Information Risk (FAIR) is a risk framework developed by 

Jack A. Jones [28]. FAIR provides a standard taxonomy and ontology for information and 

operational risk. FAIR provides best practices which aims to assist organizations 

understand, analyze, measure, and manage cybersecurity risk [23]. FAIR uses risk factors 

to measure a system or network impact. These risk factors are described as an event or the 

likelihood that an event can impact organization. 

In [29], Nair states that the first step in the FAIR framework to is to define and 

develop a risk taxonomy by breaking it down to fundamental components. Nair defines a 
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risk taxonomy as “a comprehensive and stable set of risk categories that are used by an 

organization.” Nair adds that incorporating a taxonomy into the FAIR framework offers an 

organization an alternate approach for analyzing risks [29]. According to both Jones and 

Nair, risk is defined as the probability of loss event frequency (LEF) and probability of loss 

of magnitude (PLM) [28], [29]. 

The first part of the FAIR equation describes the factors that drive LEF. LEF is 

described as the probability that a threat can inflict harm on an asset, within a given 

timeframe. Jones determined that the threat must take action, resulting in a loss, against an 

organization’s asset in order to be classified as a loss event [28]. Nair states that a loss 

event is determined by factoring the threat event frequency (TEF) and Vulnerability. TEF 

is the probability that a threat can act against an asset, within a given timeframe [29]. Nair 

describes the driving factors of TEF as Contact and Action. In [29], Nair defines 

Vulnerability as the probability of an asset’s inability to resist the actions of a threat. She 

explains that a vulnerability exists when there is a difference between the force applied by 

the threat and an asset’s ability to resist that force. There are two factors that drive 

vulnerability, and they are Threat Capability and Control Strength [29]. Figure 7 shows all 

the LEF components added to the taxonomy. 

 
Figure 7. LEF Factors of the FAIR Taxonomy. Source: [28]. 

The second part of the FAIR equation describes the factors for PLM. PLM is the 

described as the potential economic loss to an organization due to a risk or loss event [29]. 

The factors that drive PLM are Primary Loss and Secondary Loss. Primary loss factors are 
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characteristics of the organizational environment that can influence the level of loss, 

whereas the secondary loss factors focus on the organization’s external characteristics that 

can influence the level of loss. Figure 8 shows the PLM components used in the risk 

equation [28]. Figure 9 shows the complete taxonomy for FAIR. 

 
Figure 8. PLM Factors of the FAIR Taxonomy. Source: [28]. 

 
Figure 9. Complete FAIR Taxonomy. Source: [28]. 

Once the taxonomy is complete, the FAIR analysis can begin. In [29], Nair 

identifies the four stages to complete the FAIR analysis: 

• Stage 1—Identify the asset and the respective threat 
• Stage 2—Evaluate LEF 
• Stage 3—Evaluate PLM 
• Stage 4—Derive and articulate risk. 
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After stages three and four are complete, stage four concludes the analysis by 

producing a quantitative analysis matrix to help articulate the risk, as seen in Figure 10.  

 
Figure 10. Example FAIR Qualitative Risk Matrix. Source: [28]. 

4. Quantitative Bowtie Model 

Developed by Barry Sheehan from the University of Limerick in 2020, the QBowtie 

Model is a risk framework that provides a ranked classification for cyber threats and the 

potential severity incurred by those threats. This is achieved by combining the Bowtie 

method with a risk matrix [17]. First documented in 1990, the Shell Group adopted the 

Bowtie method to show comparisons between areas of risk and consequences within the 

company [31]. Figure 11 shows is a graphical depiction of the Bowtie method. The figure 

shows the pathway from the identified sources to the consequences of an event or risk [32]. 

The diagram depicts the relationship between the source of the risk, controls, escalation 

factors, risk events, and consequences. 
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Figure 11. Bowtie Structure Example. Source: [31]. 

Bowtie analysis can assist an organization in identify security gaps, so that where 

mitigating controls can be implemented [32]. Figure 12 provides more details on the 

individual components of the Bowtie model. 

 
Figure 12. Bowtie Structure Overview. Source: [31]. 
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The QBowtie methodology benefits from the Bowtie model by incorporating 

unique risk analysis methods during the initial identification process. In [17], Sheehan 

describes the model’s ability to not only accommodate historical data and expert opinion, 

but also data from other known frameworks. Figure 13 shows the four phases for the 

QBowtie model. 

• Phase 1—Expert opinion 
• Phase 2—Bowtie analysis 
• Phase 3—Quantification 
• Phase 4—Classification 

 
Figure 13. Outline of QBowtie Model for Risk Classification. Source: [17]. 

The first and second phases of the QBowtie model, Sheehan identifies the risk 

factors such as, threats, impacts, barriers, and escalators. The third phase scores the risk 

factors, while the fourth phase ranks scores of the risk factors [17]. This model provides 

mitigation recommendations in addition to the qualitative and quantitative feedback needed 

to produce a risk matrix. 
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E. QUANTITATIVE RISK WEIGHTING ANALYSIS 

Previous research has experimented with various frameworks and algorithms that 

address the need for risk weighting different components of vulnerability scans. This 

section discusses earlier research in the area of risk weighting frameworks and algorithms. 

1. Event Prioritization Framework 

To address the need to prioritize and triage cyber events, the Office of Naval 

Research sponsored and tasked a team from the Naval Research Laboratory to develop a 

framework to prioritize cyber events based on their potential damage to important hosts 

and missions [6]. In 2014, Kim et al. developed the Event Prioritization Framework (EPF), 

which established prioritization of identified vulnerability based on the impact of exploits 

on a given host. The EPF provides a calculation of a target host’s exposure based on asset 

criticality and the event impact on the host [33]. The final EPF value determines the priority 

of a host according to the effect of an exploitation. The EPF was implemented as a 

customizable and user-friendly tool called A Configurable Cyber Event Prioritization Tool 

(ACCEPT) [6]. 

The EPF takes in raw input from security appliances in the form of the CIA 

dimensions, which provides more detailed information for prioritization. This format 

allowed for the use of the NVD, which also describes vulnerabilities in terms of CIA 

dimensions. The raw data is then encapsulated into factors such as host exposure, asset 

criticality, host importance, network connectivity, event impact, and event effect. These 

factors are then combined to provide an event priority score. The diagram in Figure 14 

summarizes the EPF. 

The EPF is a step in the direction of addressing the need for an integrated 

framework to prioritize identified vulnerabilities based on their effect to the target host. 

The EPF results show that higher impact events will have a higher priority than other events 

[6]. This integration of the EFP allows cyber warriors to focus on identified and mitigating 

events, which results in critical and day to day missions being protected. 
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Figure 14. Diagram of the Event Prioritization Framework. Source: [6]. 

2. Target Importance Rank Algorithm 

In 2022, the Multidisciplinary Digital Publishing Institute (MDPI) journal 

published an article that discussed the development of a method for assigning target 

importance criteria to calculate target priority [33]. The article by Kim et al. presents the 

target importance rank (TIR) algorithm, which calculates an importance score for a target 

using the PageRank algorithm (discussed in the next section), the EPF, and a host criticality 

evaluation. The TIR algorithm quantifies factors such as the level of connectivity, 

criticality, and host exposure to create a list of prioritized targets based on the quantified 

values [33]. Figure 15 shows a diagram of how the factors for TIR criteria are linked, and 

the following describes each factor. 
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Figure 15. Linking Factors for Target Importance Rank Criteria. Source: [33]. 

a. Host Exposure 

Host exposure (HE) is a factor from the EPF that the TIR algorithm uses to calculate 

the of risk for a potential exploit on a target [6]. HE is calculated using the CIA dimensions 

of confidentiality (HEC), integrity (HEI), and availability (HEA). The base vector scores 

from CVSS (provided from Common Vulnerabilities and Exposures (CVE) data), serve as 

the input for the calculations [33]. For HE, the impact to the CIA dimensions, the access 

vector (AV), access complexity (AC), and the authentication (Au) requirements, are used 

to calculate potential exposure of a host. The HE algorithm assigned qualitative values to 

the CIA dimensions to represent their qualitative textual representation as seen in Table 1. 

Table 1. HE Characteristic Qualitative Value. Adapted from Source: [34]. 

Characteristic Qualitative Value Quantitative Value 

Confidentiality, 
Integrity, and 
Authenticity 

Complete Loss (C) 1.0 

Partial Loss (P) 0.3 

None (N) 0.0 
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The HE parameters also come from the EPF: Initial compromise level (IC), Max 

Impact (MI), Max Vulnerability (MV), Access Vector Complexity Authentication (ACA), 

Attack Surface (ATT), and weight for k (Wk) [33]. Figure 16 provides a short description 

of each parameter. 

 
Figure 16. EP Framework Parameter Definitions. Source: [33]. 

The final score for HE ranges from 0 to 10, representing the severity (low to high) 

of the target host’s potential exposure to attack. The equation used to calculate HE is 

𝐻𝐻𝐻𝐻𝐶𝐶,𝐼𝐼,𝐴𝐴(ℎ𝑖𝑖) = 𝐼𝐼𝐼𝐼𝐶𝐶,𝐼𝐼,𝐴𝐴(ℎ𝑖𝑖) ∗  (10 − 𝑦𝑦) ∗ 𝑀𝑀𝐼𝐼𝐶𝐶,𝐼𝐼,𝐴𝐴(ℎ𝑖𝑖)𝑊𝑊𝑀𝑀𝑀𝑀 ∗  𝑀𝑀𝑀𝑀(ℎ𝑖𝑖)𝑊𝑊𝑀𝑀𝑀𝑀 ∗
 𝐴𝐴𝐼𝐼𝐴𝐴(ℎ𝑖𝑖)𝑊𝑊𝐴𝐴𝐴𝐴𝐴𝐴 +  𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶,𝐼𝐼,𝐴𝐴(ℎ𝑖𝑖 , 𝑥𝑥,𝑦𝑦). 

b. PageRank Algorithm 

In 1996, Larry Page and Sergey Brin developed the PageRank Algorithm at 

Stanford University. The algorithm was created to give a quantitative weight to specific 

elements of a hyperlinked document. The algorithm also and executes iterations to 

quantitively the determine the importance priority within the set [6]. For its role in 

calculating TIR, this algorithm was used to determine the number of adjacent hosts for 

target connectivity and identifying the number of neighboring hosts for target Criticality 

(Figure 15). 
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c. Target Connectivity 

The first of three criteria for target importance is target connectivity. Target 

connectivity quantifies the influence that an attack on a host can potentially have on any 

neighboring hosts. Hosts on any given network may not operate in isolation and, therefore, 

should not be considered as standalone hosts. However, in [6] , the researchers concluded 

that although hosts may not interact directly, they still can have an influence on each other. 

d. Target Criticality 

The second of three criteria for target importance is target criticality. This is the 

quantification of level of influence when attacking a single host. The risk indicators to 

evaluate the criticality of the exploit are determined by the CIA dimensions [6], [33]. A 

calculated value for target criticality can be defined as the probability of selecting a 

different vulnerability if the desired vulnerability is not as high importance from the user’s 

point of view. The parameters for determining target criticality are described in Figure 17 

describes the parameters needed to calculate target criticality. 

 
Figure 17. TIR Parameter Definitions. Source: [33]. 

The final target criticality score is referred to as “d” in the parameters (see Figure 

17). Target criticality determines is the likelihood of the attacker transitioning to host on 

the network, calculated as shown in the following equation. 

𝐴𝐴𝐼𝐼(ℎ𝑖𝑖) =
(1 − 𝑑𝑑)

|𝑀𝑀(ℎ𝑖𝑖)| + 1
 +  𝑑𝑑 �

𝐴𝐴𝐼𝐼(ℎ𝑖𝑖)
|𝐿𝐿(ℎ𝑖𝑖)|ℎ𝑖𝑖∈𝑀𝑀(ℎ𝑖𝑖)
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e. Target Exposure 

The third and final criterion for target importance is target exposure. Target 

exposure calculates a quantitative value that represents the magnitude to which the target 

is exposed to the vulnerability. This score is derived from the HE values, which is then 

integrated into the target importance ranking algorithm [33]. 

F. CHAPTER SUMMARY 

This chapter provided an overview of the purpose and challenges of DOD red 

teams, including the current state of DOD OT&E, persistent and advanced cyber 

operations, and the ongoing plan of operation for continued improvements to OCO tools 

and techniques. It also described the current CARTT architecture, covering prior research 

in system design and development. Finally, it discussed notable risk weighting methods 

and related work. In the next chapter, we discuss how combining CARTT’s current 

vulnerability analysis scan with a risk weighted framework that considers the threat, 

vulnerability, and impacts can enhance a CARTT user’s decision-making after performing 

a vulnerability scan. 
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III. DESIGN METHODOLOGY 

This chapter discusses the need for, and the design methodology used to develop 

the risk weighting framework for vulnerabilities in CARTT. It also describes the current 

CARTT design and how the new framework components were implemented. 

A. RISK WEIGHTING VULNERABILITIES IN CARTT 

Once a target host’s exploitable vulnerabilities have been identified, red teams need 

to make quick, effective decisions on which vulnerabilities to prioritize for mitigation 

based on the risks they present [6]. Combining CARTT’s analysis of its vulnerability scan 

with a risk weighted framework that considers the threat, vulnerability, and exposure can 

enhance the user’s decision-making when choosing an exploit module against a high 

priority vulnerable target. 

B. SYSTEM DESIGN 

This section discusses the system design for producing a vulnerability scan within 

the CARTT server. Next, we describe the process flow from vulnerability identification to 

selection. Finally, we will discuss the new vulnerability scan results page in CARTT, 

including its information, layout, and graphic design. 

1. CARTT Server Design 

The design of the CARTT server consists of a hypertext preprocessor (PHP) server, 

mySQL database, GVM (formerly OpenVAS version 9) database, MSF database, and a 

reports folder, as shown in Figure 18. The user interacts with the CARTT GUI to perform 

tasks while the components of the CARTT server are working behind the scenes. The core 

of the CARTT server is the PHP server, which is comprised of several scripts that allow 

the user to input information for CARTT actions and to receive applicable feedback [15]. 

The PHP 7.4 scripts also allow the user to communicate with the GVM and MSF (version 

6) databases without having to use the command line directly. 
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Figure 18. CARTT Server Diagram. Adapted from Source: [15]. 

Once the GVM scan is complete, the results are downloaded and stored in the 

reports folder on the CARTT server. The reports are downloaded in extensible markup 

language (XML) format, which is an acceptable format for importing into the MSF 

database for parsing. MSF relies on a PostgreSQL database to store imported scan data 

found in the GVM scan report [5]. 

A series of PHP scripts help automate functions, from connecting to the  

MSF database to displaying the results of the vulnerability scans. The 

openvas_import_report.php script imports the vulnerability scan report from GVM into the 

MSF database for parsing. The GVM scan is imported based on given information such as 

report identification, import format, and a unique report name, which is specified by the 

user at the creation of the scan. The script allows for commands to be sent to the MSF 

database through piping, eliminating the need for manual CLI user input. The GVM import 

information and the command to import (db_import) are piped into MSF where a series of 

checks occur that will notify the operator if the import was successful or not. 

The msf_vulns function (see Figure 19) uses the spooling capabilities through MSF 

to write the imported vulnerabilities and CVE data to a file named vulns_$user.txt. The 

variable $user represents the role CARTT is being operated in by the user (Admin, 

Operator, or Commander), and this text file has read and write permissions which means it 
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creates a new file if it does not exist or is deleted. The file is overwritten with the latest 

MSF vulnerability scan results. 

 
Figure 19. MSF Vulnerability Function. Source: [15]. 

The cartt_exploit_config.php script (see Figure 20) opens and reads in the 

vuln_$user.txt file as variable $vuln_fd. The script loops through the file, parsing out any 

additional whitespace or special characters added by MSF spooling the vulnerability results 

into the file. 

 
Figure 20. CARTT Script for the Vulnerability Results Function.  

Source: [15]. 
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The results are presented as output on the CARTT Vulnerability Results Page, 

which counts the number of vulnerabilities and displays the CVE information for each 

vulnerability, as shown in Figure 21. 

Figure 21. Current CARTT Vulnerability Results Page. 

2. Process Flow for Vulnerability Identification

CARTT assists the Operator in determining which exploit module to use by 

providing descriptions of the selected module. The CARTT process flow did not previously 

provide a risk analysis of identified vulnerabilities prior to presenting the Operator with 

potential exploit modules to employ. This stage of the analysis now implements the risk 

weighting framework, which is beneficial to the Operator as it will provide extended 

analysis for exploitable vulnerabilities that pose the most risk. Figure 22 depicts the new 

process flow, showing where the risk weighting framework has been added. 

The framework consists of a series of PHP scripts and Python code which will be 

located in the CARTT server directory so that it can be easily accessed to run cohesively 

with the other server components. A series of Python functions analyze the same GVM 

XML report to parse out specific CVSS Base Vector data which was not provided in the 

previous MSF vulnerability results. Once the CVSS Base Vector data is extracted and 

formatted, it will be used within other functions to calculate the results for the components 

of the framework. These Python functions are imported and executed within the PHP script 

designated to provide the vulnerability results. This will replace the previous process which 
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only identified the vulnerabilities. The Operator now has access to additional information 

as well as a ranking regarding the identified vulnerabilities which assist in determining a 

possible exploit. 

 
Figure 22. CARTT Process Flow Diagram with Risk Weighting Framework. 

Adapted from [15]. 

3. Vulnerability Results Design 

In the current CARTT process flow, after the Operator requests to import the 

desired report, they are directed to the CARTT Initial Access Exploit Configuration Page 

(see Figure 23). Once the Operator verifies and submits the scan name on this page, it 

refreshes and shows a list of identified vulnerabilities imported from the GVM XML 

report. As discussed in Section B.1, the vulnerability results display for the previous 

CARTT edition was basic, only providing the Operator with host IP, vulnerability name, 

and corresponding CVE or Bugtraq ID (BID) for each identified vulnerability. The new 

CARTT vulnerability results display now provides additional information specific to each 

vulnerability to include scores for CVSS individual vectors, target exposure components, 

a host exposure ranking, along with upgraded formatting and design. 
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Figure 23. CARTT Exploitation Configuration Page. 

C. RISK WEIGHTING FRAMEWORK 

This section describes the components of the risk weighting framework 

implemented into CARTT’s analysis of the vulnerability scan. These components consist 

of the CVSS Base Vector score and HE algorithm. 

1. CVSS Base Vector Score 

The vulnerabilities identified by a GVM scan are populated from a repository in 

the NVD. These vulnerabilities are referred to as common vulnerabilities and exposures 

CVE, which are vulnerability identifiers, whereas CVSS Base  scores are qualitative values 

used to rate the severity of a vulnerability [1]. The XML report downloaded from the GVM 

vulnerability scan contains both the CVSS Base score and the CVSS Base Vector score for 

each vulnerability. Figure 24 shows an example XML report, which contains the details of 

a vulnerability, with each data item enclosed in metatags. The CVSS Base score is shown 

between the <cvss_base> tag and CVSS Base Vector score is located immediately after the 

<tags> tag. The positions of these tags are repetitive and identical for each vulnerability, 

which makes them easy to parse. 
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Figure 24. Example XML Report with CVSS Base and Base Vector Scores. 

As discussed in Section II.D.1., the CVSS Base score ranges from 1 to 10, based 

on vulnerability severity. That score is calculated from the base vector string, which 

provides a textual representation of the metric values used for each vulnerability identified. 

The base vector scores are broken out into six characteristics: AV, AC, Au, C, I, and A. 

Although the characteristics are reported in textual representation, each metric value has 

an equivalent quantitative value. These values are used to compute the overall CVSS Base 

score. Table 2 shows each characteristic metric value and quantitative value for scoring the 

CVSS Base Vectors. 

Table 2. CVSS Base Vector Metric and Quantitative Values. 
Adapted from [34]. 

Characteristic Metric Value Quantitative Value 

Access Vector 

Local (L) 0.395 

Adjacent Network (A) 0.646 

Network (N) 1.0 

Access Complexity 

High (H) 0.35 

Medium (M) 0.61 

Low (Low) 0.71 

Authentication 

Multiple (M) 0.45 

Single (S) 0.56 

None (N) 0.704 

Confidentiality, None (N) 0.0 



Integrity, and 
Availability 

Partial (P) 0.275 

Complete (C) 0.660 

GVM uses CVSS version 2.0 guidelines for assigning the quantitative values for 

each of the characteristics. The quantitative values of the base vector scores were used as 

a visual representation in CARTT of the scoring for each characteristic and to calculate the 

host exposure and target importance rank on the new CARTT Vulnerability Report Page. 

2. Host Exposure

As discussed in Section II.E.2.a, HE calculates a numerical measure of risk for a 

potential exploit on the target host. For CARTT, HE was calculated using the same CIA 

dimension obtained from the GVM XML report. As with the CVSS Base Vector scores, 

the CIA dimensions were translated from their qualitative textual representation to a 

quantitative value. The proposed quantitative values for the CIA characteristics are based 

on the EPF equations discussed in Section II.E.2.a. The HE algorithm (referenced below) 

was added to the cartt_rwf.py script to provide the foundation for the risk weighting 

framework for CARTT. 

𝐻𝐻𝐻𝐻𝐶𝐶,𝐼𝐼,𝐴𝐴(ℎ𝑖𝑖) = 𝐼𝐼𝐼𝐼𝐶𝐶,𝐼𝐼,𝐴𝐴(ℎ𝑖𝑖) ∗  (10 − 𝑦𝑦) ∗ 𝑀𝑀𝐼𝐼𝐶𝐶,𝐼𝐼,𝐴𝐴(ℎ𝑖𝑖)𝑊𝑊𝑀𝑀𝑀𝑀 ∗  𝑀𝑀𝑀𝑀(ℎ𝑖𝑖)𝑊𝑊𝑀𝑀𝑀𝑀

∗  𝐴𝐴𝐼𝐼𝐴𝐴(ℎ𝑖𝑖)𝑊𝑊𝐴𝐴𝐴𝐴𝐴𝐴 +  𝐴𝐴𝐴𝐴𝐴𝐴𝐶𝐶,𝐼𝐼,𝐴𝐴(ℎ𝑖𝑖 , 𝑥𝑥,𝑦𝑦) 

D. CHAPTER SUMMARY

This chapter described the risk weighting framework and its components that were 

incorporated into the CARTT server. In the next chapter, we discuss the implementation 

of these components to incorporate risk weighting of vulnerabilities into the CARTT 

analysis. 

The next chapter discusses the environment setup, framework scripting, and 

scenario testing for this thesis. 

34 
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IV. RISK FRAMEWORK IMPLEMENTATION 

This chapter discusses the risk framework implementation environment, additions 

made to CARTT functions and scripts, a scenario to test the risk weighting framework as 

discussed in Chapter III, and results of the implementation. 

A. ENVIRONMENT SETUP 

The CARTT server and target hosts used in the implementation environment were 

virtualized using VMware Fusion. The environment consisted of one network with six 

virtually machines (VMs), seen in Figure 25. The CARTT server was housed on an Ubuntu 

20.04 VM, and the remaining five VMs were designed to be target hosts running Windows 

XP, Windows 7, Windows 10, Ubuntu Linux 22.04 LTS, and Windows Server 2016 

operating systems. These operating systems were selected as target hosts due to their 

continued DOD use. 

 
Figure 25. Implementation Environment. 

Due to the small size of the environment, all six VMs were configured to use a 

custom network connection set to a /27 classless interdomain routing (CIDR) on the 
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192.162.83.0 IP network. An external internet connection was required for operations of 

GVM and MSF on the CARTT server. 

B. FRAMEWORK SCRIPTING 

This section describes the scripting methods used to implement the risk weighting 

framework into CARTT. This framework implementation included the addition of a new 

Python script, changes to existing PHP and cascading style sheet (CSS) scripts, and GUI 

redesign of the vulnerability results page. 

1. Python Functions 

A Python script, cartt_rwf.py, was created to handle all the functionality required 

for the risk weighting framework. This script contains the functions responsible for 

extracting, parsing, and formatting additional data from the raw GVM XML scan report. 

The script also contains functions necessary to implement the risk weighting framework 

within CARTT. The functions used for the framework were based off the Host Exposure 

Equation discussed in Section II.E.2.a. Python was chosen as the coding language for the 

risk weighting framework because of its vast library support, algorithm scripting 

capabilities, and seamless integration with PHP. 

a. GVM Report 

The MSF vulnerability scan output only identifies the timestamp for the creation of 

the report, host IP address, vulnerability name, and the CVE/BID references for each 

vulnerability discovered (Figure 26). 

 
Figure 26. MSF Vulnerability Results. 
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Although this information was helpful to use within CARTT, it did not contain the 

data necessary to provide functionality for risk weighting. The GVM XML scan report 

contains a trove of additional data that can be used for deeper vulnerability analysis, and 

which was used in the risk weighting framework for the CVSS Base Vector score. 

Therefore, in addition to the MSF vulnerability output, the CVSS Base Vector scores were 

manually exported for use by the risk weighting framework. Figure 27 shows an excerpt 

of a GVM XML scan report, where the CVSS Base Vector score is highlighted 

immediately after the hypertext markup language (HTML) tag named tags. 

 
Figure 27. Textual Representation of CVSS Base Vector Score in  

GVM XML Report. 

In GVM XML scan reports from various vulnerability scans, the HTML tags for 

each vulnerability are titled and ordered in an identical manner. The GVM XML raw data 

is formatted as a string, so objects are easily searchable through the HTML tag names. This 

recurring format structure for data organization, specifically the CVSS Base Vector scores, 

made it easy to parse and extract the desired data needed for the risk framework functions. 

We used string manipulation was used to identify, extract, and split the CVSS Base Vector 

score into its six characteristics and respective textual scores: Access Vector (AV), Access 

Complexity (AC), Authentication (Au), Confidentiality (C), Integrity (I), and Availability 

(A). Once split, the six characteristics scores were mapped from their textual metric value 

to their corresponding quantitative values based on Table 2 in Section III.C.1. Figure 28 

shows the mapping lists within the function used for replacing the textual metric values 

with the quantitative values. 
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Figure 28. Mapping Lists for CVSS Base Vector Quantitative Values. 

With the CVSS Base Vector score now represented by the quantitative values, the 

risk weighting framework functions were calculated. 

b. Risk Weighting Functions 

For the purpose of this thesis, the Host Exposure equation will now be rereferred to 

as the Target Exposure. The TE equation is used to calculate the weighted risk for each 

host based on identified vulnerabilities. The TE equation is comprised of five variables 

described below: IC, MI, MV, ACA, and ATT. Each variable calculation was implemented 

in Python as separate functions in the cartt_rwf.py script. The TE equation calculation was 

also implemented in Python as a separate function, which called the five variable functions. 

The output of the TE equation function is the weighted risk for each host. 

The six equations used to calculate the risk weighted framework are as follows: 

(1) The IC function sets the initial compromise level for each host. The 
calculation is based on the sum of the CIA quantitative values for each 
vulnerability identified for that host. For the purposes of this thesis, a 
complete compromise is equal to 1, no compromise is equal to 0, and a 
partial compromise is any value between 0 and 1. The pseudocode for IC 
function is 

𝐼𝐼𝐼𝐼 = 𝑚𝑚𝑚𝑚𝑚𝑚 (1, (𝑠𝑠𝑠𝑠𝑚𝑚(𝐼𝐼, 𝐼𝐼,𝐴𝐴))). 

(2) The MI function sets the upper bound, or maximum impact, on the number 
of vulnerabilities required to completely compromise a host. The MI for a 
host is the maximum value for the sum of CIA values for each identified 
vulnerability. The pseudocode for the MI function is 

𝑀𝑀𝐼𝐼 = 𝑚𝑚𝑚𝑚𝑥𝑥 (𝑠𝑠𝑠𝑠𝑚𝑚(𝐼𝐼, 𝐼𝐼,𝐴𝐴)). 
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(3) The MV function sets the lower bound on the number of vulnerabilities 
needed to completely compromise a host, across the CIA dimensions. It also 
tells how much damage one vulnerability can cause on the host when 
exploited. The MV function was normalized to 1. The pseudocode for the 
MV function is 

𝑀𝑀𝑀𝑀 = 𝑚𝑚𝑚𝑚𝑥𝑥 (𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠((𝑚𝑚𝑚𝑚𝑥𝑥 _𝑣𝑣𝑠𝑠𝑣𝑣_𝑐𝑐)2  +  (𝑚𝑚𝑚𝑚𝑥𝑥 _𝑣𝑣𝑠𝑠𝑣𝑣_𝑚𝑚)2  +  (𝑚𝑚𝑚𝑚𝑥𝑥 _𝑣𝑣𝑠𝑠𝑣𝑣_𝑚𝑚)2)). 

(4) The ACA function is the only function that is calculated using the remaining 
CVSS Base Vector score: AV, AC, and Au. The ACA value was calculated 
by computing the square root of the sum when combining the maximum 
AV needed to compromise the host, the average AC required to attack the 
host, and the maximum number of Au needed when using one or more of 
the vulnerabilities identified. The pseudocode for the ACA function is 

𝐴𝐴𝐼𝐼𝐴𝐴 = 𝑠𝑠𝑠𝑠𝑠𝑠𝑠𝑠((𝑚𝑚𝑚𝑚𝑥𝑥_𝑚𝑚𝑣𝑣)2  +  (𝑚𝑚𝑣𝑣𝑎𝑎_𝑚𝑚𝑐𝑐)2  +  (𝑚𝑚𝑚𝑚𝑥𝑥_𝑚𝑚𝑠𝑠)2). 

(5) The ATT function calculates the number of vulnerabilities that are 
identified for each host. The pseudo code for the ATT function is 

𝐴𝐴𝐴𝐴𝐴𝐴 = 𝑚𝑚𝑚𝑚𝑥𝑥(𝑣𝑣𝑙𝑙𝑎𝑎2(𝑚𝑚𝑣𝑣𝑎𝑎(𝑠𝑠𝑠𝑠𝑚𝑚(𝐼𝐼, 𝐼𝐼,𝐴𝐴))),𝑦𝑦). 

(6) The TE function takes in the results from the IC, MI, MV, ACA, and ATT 
functions. The TE function output a risk weighting, that identified the host’s 
potential exposure for attack based on vulnerability analysis. The TE value 
ranges on a scale of 0 to 10, where 10 is the highest severity for exposure. 
To ensure the final value remained within the desired scoring range, the TE 
function was normalized to 10. Weighted values for MI (1), MV (0.5), and 
ACA (1) functions were also implemented as an additional check to ensure 
normalization was maintained. The pseudocode for the TE function is 

𝐴𝐴𝐻𝐻 = 𝐼𝐼𝐼𝐼 ∗  (10 − 𝑦𝑦)  ∗  𝑀𝑀𝐼𝐼𝑊𝑊𝑀𝑀𝑀𝑀  ∗  𝑀𝑀𝑀𝑀𝑊𝑊𝑀𝑀𝑀𝑀  ∗  𝐴𝐴𝐼𝐼𝐴𝐴𝑊𝑊𝐴𝐴𝐴𝐴𝐴𝐴  +  𝐴𝐴𝐴𝐴𝐴𝐴. 

The final step for implementing the risk weighted framework was sorting the TE 

values in descending order, with the highest-ranking host listed first. Figure 29 shows the 

results of the IC, MI, MV, ACA, ATT, and TE functions for the Windows Server 2016 

target host (192.162.83.26). These results are presented in a visual data frame 

representation for one of seven vulnerabilities identified for that host. 
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Figure 29. Results Data for the Windows Server 2016 Target Host 

(192.162.83.26). 

2. Hypertext Preprocessor Scripting 

The cartt_workspace.php and cartt_exploit_config.php scripts are the two most 

important scripts used by the PHP server because they retrieve, and display identified 

vulnerabilities to the CARTT Operator. These scripts provided validation checks that 

confirm proper user access and workspace session. These scripts work together to ensure 

that before a vulnerability is displayed, the vulnerability report is accurate based on the 

MSF vulnerability list as discussed in Section III.B.1. 

The new cartt_rwf.py script is now called by the cartt_exploit_config.php, 

replacing the previous function, which only displayed the identified vulnerabilities from 

the MSF spooled list. After the validity checks, the cartt_rwf.py script is called and 

executed through the PHP commands as seen in Figure 30. 

 
Figure 30. PHP Command to Execute the Risk Weighting Python Script. 

The vulnerability report with the risk weighting framework is now displayed for 

the Operator using the command “echo $output.” 

3. Responsive Vulnerability Results Table 

Using the additional vulnerability data now available in CARTT, a Responsive 

Table was implemented for the Operator. This table was designed with ability to 
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accommodate different screen sizes and provide an aesthetic appearance. Like the other 

displayed objects within the CARTT GUI, the Responsive Table has a PHP scripting 

portion, but the styling attributes come from CSS generated content. 

The PHP scripting for the Responsive Table was added to the cartt_rwf.py script 

just after the command which calls for the execution of the risk weighting Python functions. 

Figure 31 shows the semantics for the custom table headers, column groups, and column 

spacing for the vulnerable output. The body of the table is populated with the output from 

the risk weighted framework. 

 
Figure 31. PHP Script for Responsive Table Display. 

The styling attributes for the Responsive Table were created as a separate CSS file 

called cartt_rwf.css. This stylesheet is used in conjunction with the cartt_exploit_config.css 

stylesheet as sources for the entire CARTT Exploitation Configuration Page. 

C. ENVIRONMENT SCENARIO TESTING 

The primary purpose for the scenario was to perform the preliminary steps required 

to conduct a vulnerability analysis scan on a given network. The secondary purpose was to 
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show and discuss the results of combining a risk weighting framework within CARTT’s 

workflow of conducting a vulnerability analysis scan. For our implementation test  

scenario, we used CARTT to scan the five VM targets on the test network, from the 

Operator user role. 

The test scenario started after the Operator successfully logged in and was directed 

to the Operators Main Menu page. For the scenario, the Operator selected the Create New 

Scan action button as highlighted in Figure 32. 

 
Figure 32. Operator Main Menu. 

The Operator was then directed to the Scan Network page where they enter the 

target IP address, subnet, and scan name, as shown in Figure 33. 

 
Figure 33. Network Scan Information Input Page. 
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To ensure the entire target network was scanned, the 192.162.83.0 network address 

was entered in the IP Address input field, as well as a unique scan name, which is attached 

to this specific scan throughout the duration of the CARTT workflow. For the scenario, the 

scan name for the target network was TestNet_18AUG. Once the Operator has entered the 

scan information, the y can select the Scan action button. 

With the vulnerability scan was completed, the Operator was directed back to the 

Operator Main Menu (see Figure 32). From there the Operator can verify if the scan was 

successful by selecting the Check Scan Status action button. On the resulting Check Scan 

Status page (see Figure 34), the Operator can verify that the scan has completed 

successfully by verifying that the unique scan is listed, and its status shows “Done.” 

 
Figure 34. The Check Previous Scan Page Displaying the Operators 

Completed Scan Status. 

For the next step in the scenario, the Operator must import the GVM report into 

CARTT. When the GVM scan is complete, an XML report is saved to the CARTT reports 

folder with the unique scan name the Operator assigned. The Import Completed Scan action 

button on the Operator Main Menu was selected, which directs the Operator to the Report 

Completed List page (see Figure 35). Here, the Operator again verifies that the unique scan 

name matches the information initially provided and selects the Import action button. This 

action initiates the process of the MSF database parsing the TestNet_18AUG XML  file for 

any identified vulnerabilities. 
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Figure 35. Vulnerability Scan Import Page. 

When the import has completed, the page reflects the number of hosts and 

vulnerabilities that were identified by the scan. Figure 36 shows that there were five hosts 

and 15 vulnerabilities detected in the test scenario. The page is set on a short sleep timer, 

allowing the Operator to view the information before being redirected to the Exploitation 

Configuration page. 

 
Figure 36. Workspace Verification with Detected Host 

and Vulnerabilities Display. 

The Exploitation Configuration page displays the new risk weighted vulnerability 

results table as seen in Figure 37. 
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Figure 37. New Results Page with Target Exposure Prioritization Based on CARTT’s Risk Weighting Framework. 
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D. RESULTS 

For our test implementation, we conducted a vulnerability scan on the 

192.162.83.0/27 network. CARTT successfully discovered all five target hosts, on this test 

network and detected 15 vulnerabilities among them. This was verified by the display on 

the CARTT Exploitation System page (see Figure 36) and in the vulns_qwerty.txt file 

spooled from the MSF database. Table 3 shows the breakdown of vulnerabilities identified 

for each target host. 

Table 3. Target Hosts Vulnerability Results. 

Host IP Operating System Vulnerabilities 
Identified 

192.162.83.17 Windows XP 4 

192.162.83.18 Windows 10 1 

192.162.83.25 Windows 7 2 

192.162.83.26 Windows Server 2016 7 

192.162.83.24 Linux-Ubuntu 22.04 1 

 

From the new vulnerability results table (see Figure 37) we see not only the 

vulnerabilities and CVE/BID information, but also the results for the six functions from 

the cartt_rwf.py script, which make up CARTT’s risk weighting framework. Figure 38 

shows the CVSS Base Vector scores in their quantitative form for each vulnerability, the 

collective IC, MI, MV, ACA, and ATT scores, and finally, the risk weighted HE rankings 

for all the hosts. This new results table provides the Operator with more complete and 

actionable information from a CARTT vulnerability analysis. 
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Figure 38. Output from Risk-Weighting Functions. 

E. CHAPTER SUMMARY 

This chapter discussed the implementation of a risk weighting framework for 

vulnerabilities identified by a CARTT scan. It included the preliminary steps taken to set 

up the virtual environment, an in-depth review of the new Python script and updated PHP 

scripts, and the addition of the CSS Responsive Table for the CARTT GUI. This chapter 

also presented a testing scenario and results for CARTT’s risk weighting framework. 

The next chapter discusses the summary, conclusions, and future work for this 

thesis. 
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V. CONCLUSION AND FUTURE WORK 

A. SUMMARY 

The goal of this thesis was to extend CARTT’s capabilities by providing a risk 

weighted analysis of identified vulnerabilities in a target system to enhance decision-

making for subsequent exploitation. To that end, we designed and implemented a risk 

weighted framework for CARTT that provides target prioritization based solely on 

identified vulnerabilities. This framework was integrated into the existing CARTT 

architecture, which is comprised of a GVM and MSF databases, and a PHP server. 

To test the framework, we conducted a vulnerability scan on a small virtual network 

comprised of five target virtual machines with operating systems currently used by DOD. 

The scan identified vulnerabilities for all five targets and, with the risk weighted analysis, 

CARTT calculated and prioritized the risks of the target hosts based on the data provided 

by each vulnerability. 

This research demonstrated that a risk weighting methodology can be implemented 

into CARTT’s workflow to provide a rating on vulnerabilities that pose the greatest risk. 

B. CONCLUSION 

CARTT was designed to assists novice users who may have little to no experience 

or knowledge of conducting cyber red teaming. Integrating a risk weighting framework in 

vulnerability analysis benefits users by expanding the analysis of vulnerabilities that pose 

the greatest risk to a host. CARTT’s risk weighted vulnerability analysis now provides the 

user with actionable information to assist their exploitation decision-making process. 

This research answered the following questions: 

1. Primary Research Question 

How can the identified vulnerabilities in a target system be weighted such that they 

can improve follow-on target exploitation? 
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By analyzing the raw XML scan reports, the CVSS Base Vector scores were 

recognized to be unique to each identified vulnerability. The quantitative value of the 

CVSS Base score serves as the input variable needed to calculate the Host Exposure 

algorithm. We applied the algorithm using Python scripting and integrated the script within 

the existing CARTT server. Through implementation and testing, we successfully created 

a risk weighting framework. 

2. Secondary Research Question 

How can a risk weighted framework assist red teams when using CARTT? 

The primary goal of this research was to extend CARTT’s capabilities by providing 

its users with more information for identified vulnerabilities to enhance their decision-

making. We demonstrated the functionality of parsing through multiple vulnerabilities, 

calculating and weighting those vulnerabilities to give the user more context when decided 

which vulnerabilities to exploit. Also, by integrating the risk weighting framework into 

CARTT, we addressed the DOD OIG’s recommendations for enhancing red team tools 

with risk-based vulnerability processing. 

C. FUTURE WORK 

To further enhance CARTT the following future work is recommended: 

1. GVM Upgrade Integration 

GVM is the central management service for conducting vulnerability scans within 

the CARTT server. CARTT uses an outdated version of GVM (OpenVAS version 9) that 

is currently at its end-of-life and no longer receives updates. By continuing to use this 

outdated version, the quality of the CARTT vulnerability scan may be compromised. 

Future work should research the possibility of upgrading the GVM database used 

by CARTT. The updated GVM version has replaced many legacy features, specifically 

CVSS v2. The most current version supports CVSS v3. This version adds additional 

components to the CVSS Base Vector scoring. The addition of these new components may 

be beneficial for finetuning the risk weighting functionality in CARTT. 
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2. Streamlining to Improve Performance 

Numerous students have contributed to the development and evolution of CARTT 

over several years. As a result, many databases, systems, and services have been added to 

the server framework, however, some of these are no longer in use and negatively affect 

CARTT’s performance. This was evident when comparing CARTT’s remaining available 

memory with the memory required to execute tasking. Future work should focus on 

creating a more efficient memory management structure within CARTT and auditing its 

sub-systems to determine their usability and necessity for CARTT functionality. This 

improvement would not only create space for further system development within the 

CARTT server but will also streamline CARTT performance. 
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