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Making Sense of the Conceptual Nonsense ‘Trustworthy AI’ 

Ori Freiman (Ethics of AI Lab, University of Toronto) 

Following the publication of numerous ethical principles and guidelines, the concept of 

'Trustworthy AI' has become widely used. However, several AI ethicists argue against using 

this concept, often backing their arguments with decades of conceptual analyses made by 

scholars who studied the concept of trust. In this paper, I explain the historical-

philosophical roots of their objection and the premise that trust entails a human quality that 

technologies lack. Then, I review existing criticisms about 'Trustworthy AI' and the 

consequence of ignoring these criticisms: if the concept of 'Trustworthy AI' is kept being 

used, we risk attributing responsibilities to agents who cannot be held responsible, and 

consequently, deteriorate social structures which regard accountability and liability. 

Nevertheless, despite suggestions to shift the paradigm from 'Trustworthy AI' to 'Reliable 
AI', I argue that, realistically, this concept will be kept being used. I end by arguing that, 

ultimately, AI ethics is also about power, social justice, and scholarly activism. Therefore, I 

propose that community-driven and social justice-oriented ethicists of AI and trust scholars 

further focus on (a) democratic aspects of trust formation; and (b) draw attention to critical 

social aspects highlighted by phenomena of distrust. This way, it will be possible to further 

reveal shifts in power relations, challenge unfair status quos, and suggest meaningful ways 

to keep the interests of citizens.  
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1. Introduction 

AI policy documents that include ethical principles and guidelines have mushroomed in recent years 

and many of these documents include the concept of ‘Trustworthy AI’ (Schiff et al. 2021; Floridi & 
Cowls 2021; Jobin, Ienca, & Vayena 2019; Hagendorff 2020; Fjeld 2020; c.f. Dotan 2021; Renda 2020; 

Mittelstadt 2019). As time goes, this concept shifted from the preliminary principles and guidelines 

to actual proposed legislation and regulation, and other initiatives. For example, the US (NAII 2021), 

China (CAICT 2021), and the European Union (EC 2021) advance legislation by building on this 

concept. By now, the concept of 'Trustworthy AI' has become widely used among policymakers, 

technologists, investors, and scholars from diverse fields. 

One of the notable initiatives that have let to the popularization of this concept was the European 

Commission’s (EC) High-Level Expert Group (HLEG) on AI. Their first draft was published in 
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December 2018 (HLEG 2018) and sparked interest in this term1. The HLEG’s document, Ethics 

Guidelines for Trustworthy AI (2019), received mixed reactions. They ranged from positive responses 

to constructively pointing out critical aspects (Rieder, Simon, & Wong 2021). Among the responses, 

some questioned whether these principles actually mean anything and commented that "AI 

regulation needs action not philosophical thinking" (Davies 2019). Others have criticized the 

processes and procedures of HLEG, such as producing this document while being pressured to deliver 

results - without sufficient time for deliberation (Gießler et al. 2019; AlgorithmWatch 2019). 

Arguably, the stingiest criticism was that the HLEG was excessively influenced by industry interests 

"at the cost of civil society's concerns, and for being an exercise in ethics washing" (Article 19 2019).  

The issue of ethics-washing in AI ethics poses a series of concerns. Roughly, ethics-washing is 

"embracing the language of ethics to defuse criticism and resist government regulation, without 

committing to ethical behavior", and "a façade of ethics while largely continuing with business-as-

usual" (Green 2022). Abusing and misusing ethics can prevent the implementation of necessary 

regulations (Rességuier & Rodrigues 2020).  

A common tactic for ethics-washing is to keep ethical debates running while the technology is 

developed to delay or avoid strict regulations and minimize the regulatory effect (Peukert & Kloker 

2020). Floridi (2019) identifies other tactics, such as imposing self-regulation while lobbying against 

new legal norms (“ethics-lobbying”); engaging only with particular ethical principles that 

retrospectively justify a company's behaviour (“ethics-shopping”); employing PR activity to address 

an ethical problem (“ethics-bluewashing”); and outsourcing non-ethical training of algorithms to 

countries will less regulation (“ethics-dumping”).  

In the context of HLEG, the most scathing criticism was arguably about ethics-washing. This charge 

came from philosophers and ethicists of AI Thomas Metzinger and Mark Coeckelbergh. Not only both 

are well-established scholars in their fields, but also both are members of the HLEG, which renders 

the accusation as much worse. They expressed disappointment and dissatisfaction with the 

opportunity to affect the outcome of HLEG: "We sadly conclude that the few ethicists among the 52 

members of the AI advisory group have been nothing but a fig leaf" (Metzinger & Coeckelbergh 2020). 

According to Metzinger (2019) "[t]he Trustworthy AI story is a marketing narrative invented by 

industry, a bedtime story for tomorrow's customers", and the "Trustworthy AI narrative is, in reality, 

about developing future markets and using ethics debates as elegant public decorations for a large-

scale investment strategy"2.   

Additionally, fundamental to Metzinger’s criticism of ‘Trustworthy AI’ as a narrative constructed by 

the HLEG, stands his examination of ‘Trustworthy AI’ as a concept: 

The underlying guiding idea of a “trustworthy AI” is, first and foremost, conceptual nonsense. 

Machines are not trustworthy; only humans can be trustworthy (or untrustworthy). If, in the 

future, an untrustworthy corporation or government behaves unethically and possesses 

                                                        
1 While I could not trace the source of the term ‘Trustworthy AI’, the initial popularization of it can be associated to 

the HLEG’s first draft. See Google Trends worldwide search for “Trustworthy AI”.  

2 Despite the criticism aimed at HLEG, Metzinger (2019) acknowledged that this initiative is “currently the best 

globally available platform for the next phase of discussion”. 
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good, robust AI technology, this will enable more effective unethical behaviour. (2019, 

emphasis added) 

With these claims, it is possible to analytically separate the criticism of HLEG and the “Trustworthy 

AI” narrative from criticism about the usage of the concept of ‘Trustworthy AI’. This paper focuses on 

the latter. 

 

2. Anthropocentric View of Trust  

At the foundations of the concept of ‘Trustworthy AI’ stands the concept of trust. The concept of trust 

is ubiquitous, and local applications and understandings of the concept occur wherever it is 

mentioned. For example, for economists, trust is usually discussed in terms of calculation and risk 

assessment, and for sociologists, trust is the enabler of social interaction (Keymolen 2016: 13). After 

surveying much of the literature on trust in philosophy, Judith Simon (2013) notes that “as pervasive 

trust appears as a phenomenon, as elusive it seems as a concept”. After all, trust in the context of 

democracy and political philosophy is different from trust in Science or trust that someone else’s say 

so is true.  

Trust scholars, philosophers of technology and ethicists of AI oppose to the term ‘Trustworthy AI’. 

To understand this opposition, I turn to explain the theoretical roots of the concept of trust, and the 

incompatibility to associate it with technologies. These roots are found within social epistemology - 

a subfield of philosophy that deals with the social dimensions of knowledge.  

Social epistemology is closely tied with several other subfields, such as Science and Technology 

Studies (STS) and feminist epistemology. The field’s roots are found within traditional Anglo-

American analytic philosophy. Within social epistemology, the standard view on trust is that trust 

relations are based on a human quality such as goodwill. Therefore, trust relations are only possible 

between two agents. These agents are individual persons, however, on a generous interpretation, 

they also involve groups (Freiman 2014; Miller & Freiman 2020).  

This view rests upon a commonly acknowledged distinction between a genuine trust and mere 

reliance (Hawley 2014; Tallant 2019). The source of this distinction is often traced to the three ideas: 

(a) “trusting can be betrayed, or at least let down, and not just disappointed” (Baier 1986: 235); (b) 

trusting is “inherently subject to the risk that the other will abuse the power of discretion” (Hardin 

1993: 507); and that therefore, (c) “trusting is not an attitude that we can adopt toward machinery” 

(Jones 1996: 14). Unlike genuine trust, mere reliance is a way of acting in light of the probability that 

technology will perform successfully (Nickel 2013). Genuine trust entails a moral aspect, that mere 

reliance does not. 

A related term to reliance is reliability. Reliability can be thought of as a law-like regularity, that can 

be predicted in calculations and discussed in terms of accuracy. Unlike reliability, trust is viewed as 

a kind of moral relationship. It ascribes a human quality, such as goodwill to the trustee (Baier 1986: 

242, 252; Jones 1996: 14), or requires the moral obligation and dependence of the trustor on the 

trustee’s responsiveness to fulfill their commitments (Jones 2012; Hawley 2014)3. The latter are 

                                                        
3 For the relations of the concepts of trust and reliability to the concepts of confidence, risk, and vulnerability, see 

De Filippi, Mannan, & Reijers 2020: §2.3. and references within. 
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referred to as responsiveness theories of trust (Nguyen forthcoming). According to these theories, to 

trust someone is to hold a belief that the trustee will respond to the trust. It renders a trustworthy 

person as someone who “takes the fact that they are counted on to be a reason for acting as counted 

on” (Jones 2012: 66). 

Overall, the attitude of trust entails an expectation for the trustee to fulfill their commitments and be 

aware that they are trusted. Failing to fulfill the trustor’s expectations, or discovering that there is no 

such goodwill, can lead to a sense of betrayal. A trustworthy agent, therefore, has the power to betray 

the trustor. Can (trustworthy) AIs betray humans? 

The field of social epistemology is “infused with anthropocentric concepts” (Humphreys 2009: 221), 

such as ‘knowledge’, ‘testimony’, and relevant to our case here - ‘trust’. On the one hand, this approach 

seems outdated in the era of AIs. But, on the other hand, maintaining this approach might be 

necessary for the era of rapidly accelerating, pervasive technological development. 

Currently, some offer a way around the impossibility to direct trust in technologies. Some suggest 

that “trust in technology” is a metaphorical and linguistic expression, actually referring to trusting 

the humans behind the technologies. This view was defended by Joseph Pitt, who termed the 

catchphrase “technology is humanity at work” (2010: 445, emphasis in original). They reduce issues 

of trust in technologies to issues of trust in the people and institutions who relate to the technologies, 

such as engineers and designers. For example, when a person crosses a bridge and trusts it not to 

collapse, she trusts its builders and those responsible for its maintenance (Origgi 2008).  

This view describes several different approaches to trust, all commonly share two features: (a) not 

ascribing human agency to technologies; and (b) referring to humans behind the technologies in 

matters regarding trust and responsibility. Call these approaches The Anthropocentric View of Trust. 

This view has also been labelled the ‘reductive view’ (Nickel 2022), ‘humans behind the machines’ 

(Freiman 2021), ‘indirect trust’ (Coeckelbergh 2012), and ‘human-centered terminology from 

philosophical accounts’ (Rieder, Simon & Wong 2021). They all commonly point out that the concept 

of trust, according to the traditional conception, is not suitable for technological artifacts (Freiman & 

Miller 2020; Freiman 2021)4.  

Not surprisingly, the theoretical incompatibility of 'trust' and AI did not escape scholars. For example, 

Weydner-Volkmann & Feiten (2021) defend the concept of 'trust in technology' to make sense of the 

concept of 'Trustworthy AI' by opposing the traditional philosophical view of trust. They argue that 

the concept of 'trust in technology' enables addressing critical societal needs, and that the notion of 

'trustworthy technology' enables us highlighting issues about laypeople who are vulnerable due to 

attacks or misuse of technologies.  

Similarly, Braun, Bleher & Hummel (2021) oppose the anthropocentric view of trust and advocate 

against the skepticism that the notion of 'trustworthy AI' can bring. They interpret the traditional 

philosophical view as a narrow account of trust. As counterexamples against the narrow view, they 

                                                        
4 It is possible to distinguish between strong and weak versions of the anthropocentric view. According to a strong 

version, technologies cannot be the actual objects of trust, and people and institutions are. On a weaker version, 

technologies are ipso facto objects of trust, yet it is only on a closer inspection that we recognize humans and 

institutions as additional objects of trust. Both versions reduce issues of trust in technologies to the people behind 

them and do not ascribe human agency to technologies. 
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discuss trust trusting a prosthesis, a guiding dog, and institutions – all non-humans. Ultimately, they 

call the skeptics about 'Trustworthy AI' not to oppose the project.  

In various fields, such as machine ethics, information ethics, and parts of STS, it is accepted to 

attribute morality - and the ability to trust and know, to technologies (Freiman 2014). As a result, 

scholars within these fields research practical aspects of what it means to trust in AI (see Glikson & 

Woolley 2020 and references within). Similarly, Weydner-Volkmann & Feiten (2021) and Braun, 

Bleher & Hummel (2021) aligned with these views. However, other scholars have criticized the 

concept of ‘trustworthy AI’. 

 

3. Criticizing the Concept of ‘Trustworthy AI’ 

In this section, I survey four criticisms of the concept of 'Trustworthy AI'. These are (i) Joanna 

Bryson's (2018) seminal arguments that AIs are not our peers and that it is possible to trace 

accountability back to humans; (ii) Margit Sutrop's (2019) argument about social cognition; (iii) 

Mark Ryan's (2020) argument about goodwill and the ability to normatively commit; and (iv) Gernot 

Rieder, Judith Simon, and Pak-Hang Wong’s (2020) focus on the democratic and political aspects of 

'Trustworthy AI'. I conclude this section by spelling what we risk by recognizing an AI as trustworthy 

–anthropomorphizing AIs and consequently falsely attributing them with responsibilities.  

 

3.1. Peers and Accountability 

Bryson (2018) demonstrates both versions of the anthropocentric view of trust. She has a dual 

argument against trusting AI: First, she argues that trust relations can only exist among peers - which 

AIs and humans are not. Second, she goes against common claims that accountability is impossible 

to trace and maintain since this is the nature of machine learning, the system is complex, or it is 

autonomous. Her second argument is that if accountability can be traced back to humans, there is no 

reason to trust AIs. 

Underlying both of her arguments is that humans are running institutions, which are complex and 

autonomous, but still accountable. In many cases, logs of who does what and why are maintained. 

She gives the automotive industry as an example of a regulated industry that is held accountable for 

its products: when accidents happen, the companies that build autonomous cars are held 

accountable. She argues that the same logic should be applied to companies that develop software - 

intelligent or not. Her ultimate conclusion is that instead of trust in AI, we should discuss trust in 

humans: “When a system using AI causes damage, we need to know we can hold the human beings 

behind that system to account” (ibid). 

3.2. Reliance and a One-Way Communication Process 

Sutrop (2019) builds upon Bryson's analysis. She criticizes HLEG's guidelines for ignoring the 

philosophical literature's distinction between trust and reliance. Building upon this literature, she 

argues that trusting is a two-way communication process. In this process, the trustee expresses 

competence, goodwill, and commitment to what is expected, while the trustor has a desire that the 

trustee would be trustworthy.  
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Under such an analysis, her argument goes, trust is a social relation that involves social cognition. 

Therefore, it is possible to speak of trust in AI only in two cases: "when we speak about human-like 

AI or when we mean the individuals and institutions behind AI systems" (512). For Sutrop, direct 

trust in AI is possible. It just means trusting either a human-like AI or those behind the system.  

Sutrop points out that many objects of trust and various trust relations exist: individuals or 

institutions who relate to design, manufacture, ownership, are responsible for its regulation, oversee 

its usage, etc. However, when we speak of AI designed to fulfil specific tasks, we rely on it to function 
well; and that reliance is a one-way communication process. Therefore, "we should better describe 

our attitude towards it as reliance" (ibid). 

 

3.3. Goodwill and a Normative Commitment 

Perhaps the most encompassing conceptual analysis of the concept of trust in the context of 

'Trustworthy AI' comes from Ryan (2020). If Sutrop (2019) calls to change the description of our 

attitudes from trust to reliance, Ryan calls, laud and clear, to replace the 'Trustworthy AI' paradigm 

with the 'Reliable AI' approach.  

Ryan (2020) argues that for the HLEG, the object of trust can be (i) the AI technology itself; (ii) the 

people and organizations behind the AI; and (iii) the socio-technical systems as a whole. However, he 

contends, trust cannot be directed at AI, since it is problematic to associate human moral activities 

with AI. To support his view on trust, he differentiates between affective, normative, and rational 

accounts of trust in the philosophical literature.  

An affective account of trust is characterized by having the trustor believe in the trustee's goodwill 

and expect that the trustee will be motivated by this affection. The fact is that AI is not able to be 

motivated by goodwill and the expectation that someone is counting on it.  

In the normative account of trust, the trustor's expectations are directed not only on what the trustee 

will do, but also on what they should do. From the side of the trustee, it entails a motivation to be 

morally responsible for their actions - a normative commitment. In this case, too, AI is not capable of 

being morally responsible for its actions5. 

Lastly, in the rational account of trust, the trustor rationally calculates whether to trust the trustee. 

This account of trust is simply a matter of a one-sided prediction rather than the consequence of a 

two-way relationship between the trustor and trustee. Unlike the previous accounts, it does not 

require goodwill or a normative commitment, only mere calculations. Therefore, this account of trust 

"should not be called trust at all, as it is a form of reliance" (Ryan 2020). 

 

3.4. Democratic and Political Culture  

Ryan's (2020) critical engagement focused on conceptual analysis. Likewise, Rieder, Simon & Wong 

(2020) examine the usage of the concept of 'Trustworthy AI'. Underlying their examination is a 

                                                        
5 For the topic of AI and assigning moral status, a degree of moral consideration, or moral agency, see, Gunkel 

2018a, 2018b; Tavani 2018; Stamboliev 2020; Coeckelbergh 2020; Nyholm 2020; Danaher 2020; Farina 2022. 
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rejection of the rational account of trust, and adoption of an account that attributes motivations to 

the trustee. Their account is compatible with the affective and normative accounts of trust mentioned 

previously. Additionally, their view of trust acknowledges the anthropocentricity of ‘trust’, yet 

reduces it to : "trust in AI systems is plausible only to the extent that we include human agents as the 

targets of trust, thereby framing AI systems as socio-technical systems that include human agents".  

They identify four epistemic and moral difficulties for attaining 'Trustworthy AI':  the AI system must 

be (i) capable of fulfilling the trustor's expectation by being reliable; (ii) self-assess and monitor the 
system's limitations and promises to those who trust it; (iii) account for the interests and values of 

those who trust it (focusing on the most vulnerable groups of users); and (iv) require information 

disclosure about the inner working of the system and its goals, including financial interests. Rieder, 

Simon & Wong (2020) show how each of these difficulties can be met, therefore allowing, in principle, 

achieving a 'Trustworthy AI'.  

However, they are skeptical about “recent efforts to sell trustworthy AI as a ready-made label or 

brand" (ibid). The moral requirements of their account of trust can only be met by cultivating a 

'trustworthy AI culture'. In such a culture, the public is involved. This involvement is an alternative 

to mere standardization processes that can hardly satisfy moral requirements. Additionally, efforts 

to achieve safe and reliable products should not amount to trustworthiness: "trust should ultimately 

only be extended to the democratic and political culture surrounding these products" (ibid). 

 

3.5. The Risk of Anthropomorphizing AI-Based Technologies and AI Systems 

So far, I have explored four different anthropocentric views of trust. In this part, I ask what will 

happen if, to the discontentment of philosophers and AI ethicists - scholars, regulators, and the rest 

of the world will continue to characterize AI as trustworthy? As Ryan points out, we risk 

anthropomorphizing AIs. However, what exactly the risk of anthropomorphizing means? 

Anthropomorphizing is ascribing human-like features and characteristics to an otherwise non-

human object (Kontogiorgos et al. 2019) or referring “to the manner of attributing human reasoning 

to non-human beings” (Tamir & Zohar 1991: 57). When we anthropomorphize AI-based 

technologies, such as robots or digital assistants like Siri or Alexa, we often assign them moral status 

and a degree of moral consideration (see FN 5). In this case, these technologies are perceived as 

individual agents. However, anthropomorphism can also occur on a greater scale. For example, when 

we assign an AI system with human-like (or institution-like) characteristics, we risk falsely 

attributing it with a moral character it is incapable of having. 

In both forms of anthropomorphism – individual and social, the risk is trusting that the object can be 

a moral agent. It is misplacing trust, i.e. directing trust at the wrong agent. When we misplace trust, 

we falsely attribute responsibilities to non-moral agents, social structures which regard liability, 

accountability and responsibility are altered. Institutions and the people behind the technologies – 

i.e. those designing, developing, employing, auditing, and maintaining the AI systems, are not the 

objects of proper moral and legal scrutiny.  

 

4. Trust Scholars and AI Ethicists: What’s Next? 
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Overall, following Bryson (2018), the criticisms mentioned above seem twofold and interconnected: 

(a) denying that we can meaningfully directly trust AIs; and (b) that we should not trust AI. Genuine 

trust entails a human quality and depends on affective, normative and moral attitudes that 

technologies, at least currently, cannot have. Philosophers and AI ethicists are left with the question 

of how to build upon these criticisms and have real-world practical influence. 

 

4.1. The Shift from ‘Trustworthy AI’ to ‘Reliable AI’ will (Probably) Not Happen 

There is a conceptual gap regarding the usage of 'Trustworthy AI'. While some use the concept freely, 

others restrict its usage. The latter represents primarily philosophers and ethicists of AI, who are 

aware of the anthropocentricity of the concept of 'trustworthy' and hold an anthropocentric view of 

trust. The concept 'Trustworthy AI' has been labelled as a "conceptual nonsense" (Metzinger 2019), 

"conceptual misunderstanding" (Hatherley 2020), and "a misnomer" (Braun, Bleher, & Hummel 

2021).  

In some cases, there might be a normative expectation of those who hold the anthropocentric view 

of trust that others will subscribe to the restrictive usage of the concept. Failing to do so might lead 

"to a corrupted form of trust in a domain where rightful trust is of paramount importance" (Nickel 

2022). Often, scholars who analyze the term suggest replacing 'Trustworthy AI' with 'Reliable AI'. 

Doing so would enable to avoid associating AIs as trustworthy and focus on the correct objects of 

trust: institutions and people behind AIs. For example, Joshua James Hatherley argues:  

Rather than trustworthy AI, this pursuit may be better served by being reframed in terms of 

reliable AI, reserving the label of ‘trust’ for reciprocal relations between beings with agency 

(Hatherley 2020). 

Ryan (2020), too, concludes with a similar call to replace the concept of ‘Trustworthy AI’ with a 

‘Reliable AI Approach’. The reason is to ensure that we focus on the important domains of trust:  

Overall, proponents of AI ethics should abandon the ‘trustworthy AI’ paradigm as it is too 

fraught with problems, replacing it with the reliable AI approach, instead. (Ryan 2020: 17) 

Ryan's call to replace the terminology is directed at proponents of AI ethics. Within the scholarly field 

of AI ethics, there are normative expectations to subscribe to the anthropocentric view of trust and 

therefore use the reliable AI approach. After all, sharing similar epistemic norms and standards and 

having similar social conventions enable peers within the same discipline to trust each other (Wilholt 

2009).  

However, expectations from AI ethics proponents, be they scholars from different disciplines, 

policymakers, technologists, investors, or others, will not join this change. It seems that the larger AI 

ethics community is too big to follow this change, and there are many other pressing issues to deal 

with (see, e.g., Dubber, Pasquale & Das 2020; Vesnic-Alujevic, Nascimento, & Polvora 2020). 

Trying to correct others who are unaware of the philosophical underpinning of the concept of 'trust', 

arguably amounts to a waste of limited resources. It is reasonable to say that such efforts would most 

likely be ignored, and even if taken seriously, some would still defend the concept of 'Trustworthy 

AI' (e.g. Weydner-Volkmann & Feiten 2021; Bleher & Hummel 2021). More prominently, the concept 

of 'Trustworthy AI' has already become ubiquitous, and we have passed the stage of principles and 
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guidelines, now expecting regulations and legislation. The larger AI communities will probably 

continue to use this term. 

Self-reflective AI ethicists understand that in the context of technologies, the field of ethics "has 

become increasingly institutionalized, instrumentalized, and professionalized" (Green 2022). 

Additionally, the field of ethics of AI lacks any real-life mechanisms to support its own normative 

claims (Hagendorff 2020: 99). As much as ethicists know that the objective of ethics, unlike laws and 

regulations, is not to impose norms or to ensure compliance (Rességuier & Rodrigues 2020), I believe 

scholars in this field do wish to make an impact beyond the mere terminology used internally.  

 

4.2. Scholarly Activism 

If the criticisms expressed by trust scholars were to be summarized into a practical suggestion, it 

would be ensuring that individuals and institutions that regard AIs are trustworthy. Beyond reducing 

trust in AI to trust in the individuals and institutions, trust scholars can focus on the democratic and 

political culture surrounding AIs as trustworthy (Rieder, Simon, & Wong 2021). For example, they 

can emphasize the efforts of striving for further public engagement and deliberation about the 

development and funding of AIs (Vesnic-Alujevic, Nascimento, & Polvora 2020).  

Additionally, trust scholars can point to occurrences of distrust. Distrust, as Braun, Bleher & Hummel 

(2021) argue, is not merely disappointment or broken trust. Instead, distrust plays an important and 

constructive social role: it opens and advances societal negotiations and the ability to problematize 

and recognize critical social aspects. Distrust indicates shifts in power and advances societal 

negotiations.  

AI ethicists and trust scholars can uncover and criticize structural injustice, such as pointing to the 

concentration of power in the AI market, the usage of AI by exploitative corporations, or highlight 

issues which regard monitoring, profiling, tracking, measuring, and predicting. When it comes to 

democratic and political culture, distrust is a complementary phenomenon to trust. 

AI ethicists and trust scholars are able to stress the importance of activism in forming trust between 

citizens and those who largely influence the development, implementation, maintenance, and 

auditing of AIs. One way to do so is to amplify the voices of communities that were systematically 

excluded from shaping AIs, such as women, people who are disabled, LGBTQ+, Indigenous, Black, or 

poor (Kalluri 2020). Another way is to engage with social initiatives. One example is ForHumanity6 – 

an all-volunteer non-profit organization advocating that “everyone animating the debate on AI 

systems is necessary for building a credible infrastructure of trust” and runs high-impact projects. By 

engaging with social justice issues, being action-oriented, and challenging the status quo, the 

difference between scholarly inquiry and activism mergers into ‘scholar activism’ 

(Ramasubramanian & Sousa 2021). 

 

5. Conclusion 

                                                        
6 ForHumanity’s website: https://forhumanity.center. 

https://forhumanity.center/
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This paper explained why trust scholars and AI ethicists criticism the concept of 'Trustworthy AI'. In 

section 1, I distinguished between criticisms of HLEG's 'Trustworthy AI' initiative and criticisms of 

the concept 'Trustworthy AI'. In section 2, I presented the theoretical roots of opposing the term 

‘Trustworthy AI’. I pointed to the anthropocentric view of trust within social epistemology, which 

argues that only human agents can be objects of trust, and therefore trust in AI is reduced to issues 

of trust in the institutions and people behind the technology. I traced the origins of this view to three 

ideas underlying the distinction between genuine trust and mere reliance.  

In section 3, four main criticisms about the concept of 'Trustworthy AI' were reviewed. The criticisms 

included Bryson's (2018) dual argument about peers and accountability; Margit Sutrop's (2019) 

argument about social cognition; Ryan's (2020) argument about goodwill and the ability to 

normatively commit; and Rieder, Simon, and Wong (2020) analysis of the democratic and political 

aspects of the concept. The section ended by detailing the consequences of associating AI systems 

with human-like or institution-like characteristics – such as 'trustworthiness'. I argued that 

misplacing trust - i.e. directing trust at the wrong objects, leads to wrong attribution of moral and 

legal responsibilities.  

Lastly, in section 4, the question of "what's next" was raised. First, I suggested that the field of ethics 

of AI grew too big to change its terminology from the paradigm of 'Trustworthy AI' to 'Reliable AI'. I 

then proposed that if we wish to be practical, those working on the topic of trust and ethics of AI can 

focus on social issues of trust. Since distrust is also essential to uncovering power relations, it is worth 

focusing on this concept, too.  

Ultimately, trust and AI ethics is about power, social justice, and activism. In many cases, dominant 

institutions and those who impact AIs influence power dynamics while assuming or asking for our 

trust. In this respect, the concepts of ‘trust’ and ‘distrust’ in democratic institutions are about power. 

If community-driven and social justice-oriented ethicists of AI and trust scholars wish to stay 

relevant, they must become scholarly activists, who uncover power relations, challenge unfair status 

quo, and suggest democratic ways to form trust relations. 
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