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#### Abstract

Three problems that are linked by way of motivation are addressed in this work. In the first part of the thesis, we study the generalised Langevin equation for simulated annealing with the underlying goal of improving continuous-time dynamics for the problem of global optimisation of nonconvex functions. The main result in this part is on the convergence to the global optimum, which is shown using techniques from hypocoercivity given suitable assumptions on the nonconvex function. Alongside, we investigate numerically the problem of parameter tuning in the continuous-time equation. In the second part of the thesis, this last problem is addressed rigorously for the underdamped Langevin dynamics. In particular, a systematic procedure for finding the optimal friction matrix in the sampling problem is presented. We give an expression for the gradient of the asymptotic variance in terms of solutions to Poisson equations and present a working algorithm for approximating its value. Lastly, regularity of an associated semigroup, twice differentiable-in-space solutions to the Kolmogorov equation and weak numerical convergence rates of order one are shown for a class of stochastic differential equations with superlinearly growing, non-globally monotone coefficients. In the relation to the previous part, the results allow the use of Poisson equations for variations of Langevin dynamics not permissible before.
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## 1

## Introduction

The purpose of this section is to present the synopsis of the thesis, to explain the connection between the problems in each of the chapters and to mention briefly the methodologies involved. Since the chapters contribute to sufficiently disjoint parts of the literature, the review of such is left to each chapter.

### 1.0.1 Generalised Langevin equation

The paradigmatic continuous time dynamics that is at the base of our investigations is the following. For a positive function $U \in C^{1}\left(\mathbb{R}^{n}\right)$, constant $T>0$ and a standard Wiener process on $\mathbb{R}^{n}$, consider an $\mathbb{R}^{n}$-valued solution $X_{t}$ to the stochastic differential equation (SDE)

$$
d X_{t}=-\nabla U\left(X_{t}\right) d t+\sqrt{2 T} d W_{t}
$$

that is called Langevin, Brownian or overdamped Langevin dynamics
For our purposes in sampling and optimisation problems, the interest in this model is that under suitable assumptions on $U$, the distribution of $X_{t}$ is proportional to $\exp \left(-\frac{U(x)}{T}\right) d x$ if the same holds for $X_{0}$, that is, $\exp \left(-\frac{U(x)}{T}\right) d x$ is invariant. In the case of the sampling, we consider the problem itself to be drawing samples from a distribution $\exp \left(-\frac{U(x)}{T}\right) d x$ for use in estimating values depending on such and in the case of optimisation, to be finding the minimum of a function $U$. The invariance of $\exp \left(-\frac{U(x)}{T}\right) d x$ can be seen intuitively by an application of Itô's rule: for compactly supported $f \in C^{2}\left(\mathbb{R}^{n}\right)$, it holds that

$$
f\left(X_{t}\right)=f\left(X_{0}\right)+\int_{0}^{t}\left(-\nabla U\left(X_{s}\right) \cdot \nabla f\left(X_{s}\right)+\Delta f\left(X_{s}\right)\right) d s+\int_{0}^{t} \sqrt{2 T} \nabla f\left(X_{s}\right) d W_{s}
$$

so that taking expectations gives

$$
\mathbb{E} f\left(X_{t}\right)-\mathbb{E} f\left(X_{0}\right)=\int_{0}^{t} \mathbb{E}\left(-\nabla U\left(X_{s}\right) \cdot \nabla f\left(X_{s}\right)+\Delta f\left(X_{s}\right)\right) d s
$$

and the equation is solved by $X_{s} \sim \exp \left(-\frac{U(x)}{T}\right) d x$ for all $s \in[0, t]$, since in that case we have

$$
\begin{aligned}
\int_{0}^{t} \mathbb{E}\left(-\nabla U\left(X_{s}\right) \cdot \nabla f\left(X_{s}\right)+\Delta f\left(X_{s}\right)\right) d s & \propto \int_{0}^{t} \int_{\mathbb{R}^{n}}(-\nabla U(x) \cdot \nabla f(x)+\Delta f(x)) e^{-U(x)} d x d s \\
& =\int_{0}^{t} \int_{\mathbb{R}^{n}} f(x) \nabla \cdot\left((\nabla U(x)+\nabla) e^{-U(x)}\right) d x d s \\
& =0 .
\end{aligned}
$$

One may include a momentum variable in the dynamics above in order to improve the exploration of $X_{t}$ over $\mathbb{R}^{n}$. For a constant $\gamma>0$, the same calculation as above for

$$
\begin{align*}
d X_{t} & =Y_{t} d t  \tag{1.0.1}\\
d Y_{t} & =-\nabla U\left(X_{t}\right) d t-\gamma Y_{t} d t+\sqrt{2 \gamma T} d W_{t} \tag{1.0.2}
\end{align*}
$$

that is the (underdamped) Langevin equation, also holds but with the invariant distribution $e^{-\frac{1}{T}\left(U(x)+\frac{|y|^{2}}{2}\right)}$, whose marginal distribution in $x$ is the same as before and the same still for the generalised Langevin equation

$$
\begin{aligned}
d X_{t} & =Y_{t} d t \\
d Y_{t} & =-\nabla U\left(X_{t}\right) d t+\lambda Z_{t} d t \\
d Z_{t} & =-\lambda Y_{t} d t-\lambda^{\prime} Z_{t} d t+\sqrt{2 \lambda^{\prime} T} d W_{t}
\end{aligned}
$$

for constants $\lambda \in \mathbb{R}, \lambda^{\prime}>0$ with invariant distribution $e^{-\frac{1}{T}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)}$.
Specifically for the problem of optimisation, one may make use of the forms of these distributions by taking $T \rightarrow 0$ as $t \rightarrow \infty$, so that the marginal distribution of $X_{t}$ is concentrated around the minimum of $U$ for large $t$ if the distribution of $X_{t}$ is indeed close to the invariant distribution. This is in the spirit of simulated annealing, which refers to the particular feature of gradual changes of a temperature parameter, which is $T$ in our cases above, to a limit in order to find the global minimum value of a function. It is an open problem for general systems to show that such applications of simulated annealing indeed yield convergence to the global optimum and the rate of change in $T$ like parameters in the large time must typically be slow enough for the system to explore the space sufficiently. For the overdamped Langevin dynamics, convergence was shown in [42]. For the underdamped Langevin equation, an approach for this convergence was shown for the first time in [139]. The main goal in Chapter 2 is to prove that the same holds for the generalised Langevin equation. Alongside, numerical examples are given for cases of improved performance over the underdamped dynamics.

The technical core of Chapter 2 is to prove, for $T=T_{t}$ varying in time, $m_{t}$ the density of $\left.X_{t}, \mu_{t}(x, y, z):=e^{\frac{-1}{T_{t}}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)}\right), Z:=\int_{\mathbb{R}^{n}} \mu_{t}(x, y, z) d x d y d z, h_{t}:=\frac{m_{t}}{Z^{-1} \mu_{t}}$ and some constants $C>0,0<\gamma<1$, that an inequality of the form

$$
\begin{equation*}
\int m_{t} \ln h_{t} \leq C\left(\frac{1}{t}\right)^{\gamma} \tag{1.0.3}
\end{equation*}
$$

holds for all $t>0$. In order to prove such an inequality, the quantity

$$
\int\left(\frac{\left\langle S \nabla h_{t}, \nabla h_{t}\right\rangle}{h_{t}}+\beta\left(T_{t}^{-1}\right) h_{t} \ln h_{t}\right) Z^{-1} d \mu_{t}
$$

for some well chosen matrix $S$ and polynomial $\beta(\cdot)$ will be considered. This construction of $H$ over the left-hand side of (1.0.3) is the strategy of [190] and, as is well-known, compensates for the fact that the diffusion is degenerate.

### 1.0.2 Formula for improving a certain parameter

The analysis described above turns out not to guide the choice of parameter in the generalised Langevin equation. We are motivated then in the next part of the thesis to find a methodology for choosing parameters in the dynamics. In this direction, focus is placed on the somewhat simpler underdamped Langevin dynamics (1.0.1) and the friction parameter $\gamma$ for the sampling problem. It is worth highlighting that for this problem, although the goal is to find optimal parameters for the dynamics, the sense of optimality is not a speed of convergence to a global optimum of $U$, but to be decided out of a number of options relevant for the sampling problem. In particular, our analysis is aimed at reducing the value of the asymptotic variance for a function $f: \mathbb{R}^{2 n} \rightarrow \mathbb{R}^{n}$ given by the expression

$$
\begin{equation*}
\sigma^{2}:=2 \int \phi\left(f-\int f d \pi\right) d \pi \tag{1.0.4}
\end{equation*}
$$

where $\phi$ is the solution to

$$
\begin{equation*}
L \phi(x, y)=f(x, y)-\int f d \pi \tag{1.0.5}
\end{equation*}
$$

the operator $L$ is the infinitesimal generator of the underdamped Langevin dynamics given by

$$
\begin{equation*}
L=-y \cdot \nabla_{x}+\nabla U(x) \cdot \nabla_{y}+\gamma y \cdot \nabla_{y}-\gamma \nabla_{y} \cdot \nabla_{y} \tag{1.0.6}
\end{equation*}
$$

when acting on smooth functions and $\pi$ is the invariant measure with density proportional to $e^{-U(x)-\frac{|y|^{2}}{2}}$. The use of (1.0.4) and (1.0.5) are justified as follows. For solutions $\left(X_{t}, Y_{t}\right)$
to the underdamped Langevin equation, the random variable

$$
\begin{equation*}
\frac{1}{\sqrt{t}} \int_{0}^{t}\left(f\left(X_{s}, Y_{s}\right)-\int f d \pi\right) d s \tag{1.0.7}
\end{equation*}
$$

converges in distribution to $\mathcal{N}\left(0, \sigma^{2}\right)$ under suitable assumptions on $U$ and $f$, so that $\sigma$ determines an asymptotic speed for the convergence of the time average $\frac{1}{t} \int_{0}^{t} f\left(X_{s}, Y_{s}\right) d s$ to a quantity of interest $\int f d \pi$, the approximation of which we assume to be the sampling problem. The next paragraph is devoted to a formal justification for this convergence, see the functional central limit theorem approach in [15] and also [113]. Supposing a solution $\phi$ to (1.0.5) indeed exists and that it is smooth, by Itô's rule we have

$$
\begin{equation*}
\phi\left(X_{t}, Y_{t}\right)=\phi\left(X_{0}, Y_{0}\right)-\int_{0}^{t}\left(f\left(X_{s}, Y_{s}\right)-\int f d \pi\right) d s+\sqrt{2 \gamma} \int_{0}^{t} \nabla_{y} \phi\left(X_{s}, Y_{s}\right) \cdot d W_{s} \tag{1.0.8}
\end{equation*}
$$

so that assuming initial stationarity $\left(X_{0}, Y_{0}\right) \sim \pi$ and taking expectation gives

$$
\mathbb{E}\left[\frac{1}{\sqrt{t}} \int_{0}^{t}\left(f\left(X_{s}, Y_{s}\right)-\int f d \pi\right) d s\right]=0
$$

Moreover, using (1.0.8), the variance of (1.0.7) can be calculated as

$$
\begin{aligned}
& \frac{1}{t} \mathbb{E}\left[\left(\phi\left(X_{t}, Y_{t}\right)-\phi\left(X_{0}, Y_{0}\right)\right)^{2}-2 \sqrt{2 \gamma}\left(\phi\left(X_{t}, Y_{t}\right)-\phi\left(X_{0}, Y_{0}\right)\right)\left(\int_{0}^{t} \nabla_{y} \phi\left(X_{s}, Y_{s}\right) \cdot d W_{s}\right)\right. \\
& \left.\quad+2 \gamma\left(\int_{0}^{t} \nabla_{y} \phi\left(X_{s}, Y_{s}\right) \cdot d W_{s}\right)^{2}\right] \\
& \leq \frac{2}{t} \mathbb{E}\left[\left(\phi\left(X_{t}, Y_{t}\right)-\phi\left(X_{0}, Y_{0}\right)\right)^{2}+2 \gamma\left(\int_{0}^{t} \nabla_{y} \phi\left(X_{s}, Y_{s}\right) \cdot d W_{s}\right)^{2}\right]
\end{aligned}
$$

Given that $t^{-\frac{1}{2}} \phi\left(X_{t}, Y_{t}\right)$ converges to zero in square mean as $t \rightarrow \infty$ (it will be shown that in fact equation (1.0.10) holds), the only nonzero term as $t \rightarrow \infty$ is the last term, for which formally we have

$$
\begin{aligned}
2 \gamma \mathbb{E}\left[\left(\frac{1}{t} \int_{0}^{t} \nabla_{y} \phi\left(X_{s}, Y_{s}\right) \cdot d W_{s}\right)^{2}\right] & =\frac{2 \gamma}{t} \int_{0}^{t} \nabla_{y} \phi\left(X_{s}, Y_{s}\right) \cdot \nabla_{y} \phi\left(X_{s}, Y_{s}\right) d s \\
& \rightarrow 2 \gamma \int \nabla_{y} \phi \cdot \nabla_{y} \phi d \pi \\
& \left.=-2 \gamma \int \phi\left(\nabla_{y} \cdot \nabla_{y}-y \cdot \nabla_{y}\right) \phi\right) d \pi \\
& =-2 \int \phi\left(f-\int f d \pi\right) d \pi
\end{aligned}
$$

as $t \rightarrow \infty$, where Itô's isometry, (assumed) ergodicity, (1.0.5), (1.0.6) and integration by parts have been used.
Having justified the validity of the criterion of asymptotic variance and returning to its representation (1.0.4), the main result of Chapter 3 is a formula for the derivative of the asymptotic variance with respect to $\gamma$. In particular, it is shown that

$$
\begin{equation*}
\frac{\partial}{\partial \gamma} \sigma^{2}=-2 \int \nabla_{y} \phi \cdot \nabla_{y} \tilde{\phi} d \pi \tag{1.0.9}
\end{equation*}
$$

where $\tilde{\phi}(x, y)=\phi(x,-y)$. Therefore given approximations of $\nabla_{y} \phi$, equation (1.0.9) naturally yields a gradient descent procedure on $\sigma^{2}$ with respect to $\gamma$. We may indeed approximate $\nabla_{y} \phi$ by using the known formula

$$
\begin{equation*}
\phi(x, y)=\int_{0}^{\infty}\left(\mathbb{E} f\left(X_{t}, Y_{t}\right)-\int f d \pi\right) d t \tag{1.0.10}
\end{equation*}
$$

where $\left(X_{t}, Y_{t}\right)$ is a solution to the underdamped Langevin equation with initial condition $(x, y)$. In particular, one has a systematic procedure for improving the value of $\gamma$ for the goal of approximating $\int f d \pi$ using $\int_{0}^{t} f\left(X_{s}, Y_{s}\right) d s$. It is shown in Chapter 3 that this provides a functioning gradient procedure for estimating improved values of $\gamma$.

### 1.0.3 Kolmogorov equations

In order to derive (1.0.9), we make use of the fact that the differential operator (1.0.6) has a maximally accretive closure in $L^{2}(\pi)$, see Section 5.2 in [91] for a definition and discussion. Existing results about the maximal accretivity of the closure of analogous operators to the above are far from general when noise does not appear in all of the component dynamics of the SDE. An alternative, more involved method for proving the main formula (1.0.9) of Chapter 3 (not explicitly given here, but see [36]) is to use that an associated semigroup is the solution to a Kolmogorov equation.
In Chapter 4, we consider general SDEs driven by Wiener processes. Our underlying result is to show, by combining techniques of [44] with those in [114], some moment estimates on derivative (with respect to initial condition) processes for SDEs with nonglobally monotone coefficients. These estimates are bedrock to three results that give

- differentiability-in- $x$ of the semigroup $P_{t} g(x):=\mathbb{E} g\left(X_{t}\right)$ for $g$ regular enough, where $X_{t}$ solves the SDE with initial condition $x$,
- that the semigroup solves the Kolmogorov equation $\left(\partial_{t}+\mathcal{L}\right) P_{t} g=0$, where $\mathcal{L}$ is the generator of the SDE acting on twice differentiable functions and
- weak numerical convergence rates of order one for a stopped increment-tamed EulerMaruyama scheme.

In the case where the coefficients of the SDE are globally Lipschitz or at least globally monotone, such results are known and in fact numerous related works are available on numerical convergence rates. However, Hairer et al. [85] showed that there exist counterexamples to the aforementioned differentiability and weak polynomial convergence rates for the Euler-Maruyama scheme outside this regime even in the case where the coefficients are smooth and globally bounded. For example, from Theorem 3.1 in [85], solutions up to time $T>0$ to the SDE

$$
\begin{aligned}
d X_{t} & =\cos \left(Z_{t} \cdot \exp \left(Y_{t}^{3}\right)\right) d t \\
d Y_{t} & =\sqrt{2} d W_{t} \\
d Z_{t} & =0 d t
\end{aligned}
$$

are such that there exist $\varphi \in C_{c}^{\infty}$ where $\mathbb{E}\left[\varphi\left(X_{t}, Y_{t}, Z_{t}\right)\right]$ is not locally Hölder continuous in initial condition for any $t \in(0, T]$. Our main assumption here is loosely that the Lipschitz constant of our drift and diffusions coefficients are $o(\log V)$ and $o(\sqrt{\log V})$ respectively for a Lyapunov function $V$ satisfying $L V \leq C V$, for some constant $C$ and the associated differential operator $L$ (for example given by (1.0.6) for the $\operatorname{SDE}(1.0 .1)-(1.0 .2)$ ). Our conditions are satisfied by a class of SDEs similar to [44, 105] and show for the first time all of the above under these conditions.
In particular, these results allow one to show that the semigroup associated to the underdamped Langevin equation with variable friction $\gamma=\gamma(x, y)$, which has non-globally Lipschitz coefficients by definition, solves the Kolmogorov equation and as a consequence forms a distributional solution to the equation (1.0.5), thus forming a first step for proving formulae such as (1.0.9).

## Generalised Langevin equation for simulated annealing

The contents of this chapter are from the paper [37] written in collarboration with G. Pavliotis and N. Kantas.

### 2.1 Introduction

Optimisation algorithms have received significant interest in recent years due to applications in machine learning, data science and molecular dynamics. Many models in machine learning result in a formulation whereby some loss function and its parameters are to be minimised, in which use of optimisation techniques is heavily relied upon. We refer to $[22,179]$ for related discussions. Many models, for instance neural networks, use parameters that vary over a continuous space, where gradient-based optimisation methods can be used to find good parameters that generate effective predictive ability which fulfill the purpose of the model. As such, the design and analysis of such algorithms for global optimisation has been the subject of considerable research [170] and it has proved useful to study algorithms for global optimisation using tools from the theory of stochastic processes and dynamical systems. A paradigm of the use of stochastic dynamics for the design of algorithms for global optimisation is one of simulated annealing, where overdamped Langevin dynamics with a time dependent temperature (2.1.1) that decreases with an appropriate cooling schedule is used to guarantee the global minimum of a nonconvex loss function $U: \mathbb{R}^{n} \rightarrow \mathbb{R}$ :

$$
\begin{equation*}
d X_{t}=-\nabla U\left(X_{t}\right) d t+\sqrt{2 T_{t}} d W_{t} \tag{2.1.1}
\end{equation*}
$$

Here $W_{t}$ is a standard $n$-dimensional Wiener process and $T$. : $\left.0, \infty\right) \rightarrow(0, \infty)$ is an appropriate determinstic function of time often referred to as the annealing or cooling schedule.

For fixed $T_{t}=T>0$, this is the dynamics used for the related problem of sampling from a possibly high dimensional probability measure, for example in the unadjusted Langevin algorithm [59]. Gradually decreasing $T_{t}$ to zero balances the exploration-exploitation trade-off by allowing at early times larger noise to drive $X_{t}$ and hence sufficient mixing to escape local minima. Designing an appropriate annealing schedule is well-understood. We briefly mention classical references $[42,73,74,77,78,92,93,115]$, as well as the more recent $[107,131,160]$, where one can find details and convergence results. In this chapter we aim to consider generalised versions of (2.1.1) for the same purpose.
Using dynamics such as (2.1.1) has clear connections with sampling, as stated in the introduction of the thesis. When $T_{t}=T$ is a constant function, the invariant distribution of $X$ is proportional to $\exp \left(-\frac{U(x)}{T}\right) d x$. In addition, when $T_{t}$ decreases with time, the probability measure given by $\nu_{t}(d x) \propto \exp \left(-\frac{U(x)}{T_{t}}\right) d x$ converges weakly to the set of global minima based on the Laplace principle [106]. One can expect that if one replaces (2.1.1) with a stochastic process that mixes faster and maintains the same invariant distribution for constant temperatures, then the superior speed of convergence should improve performance in optimisation due to the increased exploration of the state space. Indeed, it is well known that many different dynamics can be used in order to sample from a given probability distribution, or for finding the minima of a function when the dynamics is combined with an appropriate cooling schedule for the temperature. Different kinds of dynamics have already been considered for sampling, e.g. nonreversible dynamics, preconditioned unadjusted Langevin dynamics $[3,10,125,156]$, as well as for optimisation, e.g. interacting Langevin dynamics [184], consensus based optimisation [27, 28, 161], to name a few.
A natural candidate in this direction is to use the underdamped Langevin dynamics:

$$
\begin{align*}
d X_{t} & =Y_{t} d t  \tag{2.1.2a}\\
d Y_{t} & =-\nabla U\left(X_{t}\right) d t-T_{t}^{-1} \mu Y_{t} d t+\sqrt{2 \mu} d W_{t} \tag{2.1.2b}
\end{align*}
$$

Here the reversibility property of (2.1.1) has been lost; the improvement from breaking reversibility in both the context of sampling and that of optimisation is investigated in $[55,122]$ and [70] respectively. When $T_{t}=T$, (2.1.2) can converge faster than (2.1.1) to its invariant distribution

$$
\rho(d x, d y) \propto \exp \left(-\frac{1}{T}\left(U(x)+\frac{|y|^{2}}{2}\right)\right) d x d y
$$

see [61] or Section 6.3 of [158] for particular (theoretical) comparisons and also [18, 19] for more applications using variants of (2.1.2). In the context of simulated annealing, using this set of dynamics has recently been studied rigorously in [139], where the author
established convergence to global minima using the generalised $\Gamma$-calculus [140] framework that generalises Bakry-Emery theory to degenerate systems. Note that (2.1.2b) uses the temperature in the drift rather than the diffusion constant in the noise as in (2.1.1). Both formulations admit the same invariant measure when $T_{t}=T$. In the remainder of the chapter, we adopt this formulation to be closer to [139].
In this chapter we will consider an extension of the kinetic Langevin equation by adding an additional auxiliary variable that accounts for the memory in the system. To the best of the authors' knowledge, this has not been attempted before in the context of simulated annealing and global optimisation. In particular we consider the Markovian approximation [158, Section 8.2] to the generalised Langevin equation:

$$
\begin{align*}
d X_{t} & =Y_{t} d t  \tag{2.1.3a}\\
d Y_{t} & =-\nabla U\left(X_{t}\right) d t+\lambda^{\top} Z_{t} d t  \tag{2.1.3b}\\
d Z_{t} & =-\lambda Y_{t} d t-T_{t}^{-1} A Z_{t} d t+\Sigma d W_{t}, \tag{2.1.3c}
\end{align*}
$$

where $A \in \mathbb{R}^{m \times m}$ is symmetric positive definite matrix, meaning that there exists a constant $A_{c}>0$ such that $z^{\top} A z \geq A_{c}|z|^{2}$ for all $z \in \mathbb{R}^{m}, \Sigma \in \mathbb{R}^{m \times m}$ satisfies $\Sigma \Sigma^{\top}=2 A$ (that is, the fluctuation-dissipation theorem [158, Section 6.1] holds) and $W_{t}$ is now $m$ dimensional. Here $X_{t}, Y_{t} \in \mathbb{R}^{n}$ and $Z_{t} \in \mathbb{R}^{m}$ (with $m \geq n$ ), $M^{\top}$ denotes the transpose of a matrix $M, \lambda \in \mathbb{R}^{m \times n}$ is a rank $n$ matrix with a left inverse $\lambda^{-1} \in \mathbb{R}^{n \times m}$.
Our aim is to establish convergence using similar techniques as [139] and investigate the improvements in performance. Equation (2.1.3) is related to the generalised Langevin equation, where memory is added to (2.1.2) by integrating over past velocities with a kernel $\Gamma:(0, \infty) \rightarrow \mathbb{R}^{n \times n}$ :

$$
\begin{equation*}
\ddot{x}=-\nabla U(x)-\int_{0}^{t} \Gamma(t-s) \dot{x}(s) d s+F_{t} \tag{2.1.4}
\end{equation*}
$$

with $F_{t}$ being a zero mean stationary Gaussian process with an autocorrelation matrix given by the fluctuation-dissipation theorem $\mathbb{E}\left(F_{t} F_{s}^{\top}\right)=T_{t} \Gamma(t-s)$. When ${ }^{1} T_{t}=T$, (2.1.4) is equivalent to (2.1.3) with $Z_{0} \sim \mathcal{N}(0, T I)$ for identity matrix $I$ when setting $\Gamma(t)=\lambda^{\top} e^{-A t} \lambda$, see Proposition 8.1 in [158]. In this case, the invariant distribution becomes

$$
\rho(d x, d y, d z) \propto \exp \left(-\frac{1}{T}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)\right) d x d y d z
$$

In the spirit of adding a momentum variable in (2.1.1) to get (2.1.2), (2.1.3) adds an additional auxiliary variable to the Langevin system whilst preserving the invariant dis-

[^0]tribution in the $x$ marginal. In the constant temperature context, (2.1.4) is natural from the point of view of statistical mechanics and has already been considered as a sampling tool in $[31,32,33,145]$ with considerable success. We will demonstrate numerically that the additional tuning parameters can improve performance; see also [143] for recent work demonstrating advantages of using (2.1.4) compared to using (2.1.2) when sampling from a log concave density. A detailed study of the Markovian approximation (2.1.3) of the generalised Langevin dynamics in (2.1.4) can be found in [151].
To motivate the use of (2.1.3), consider the quadratic case where $U=\alpha x^{2}$ and $0<$ $\alpha<1$. This case allows for explicit or numerical calculation of the spectral gaps of the generators in (2.1.1)-(2.1.3) in order to compare the rate of convergence to equilibrium; see $[135,152]$ for details. Preliminary work not explicitly presented here show that for the aforementioned cases, best choices of $\lambda, A$ yield an improvement in terms of the spectral gap compared to (2.1.2) with the best choice of $\mu$.
Use of (2.1.4) is also motivated by parallels with accelerated gradient descent algorithms. When the noise is removed from (2.1.2), the second order differential equation can be loosely considered as a continuous time version of Nesterov's algorithm [183]. The latter is commonly preferred to discretising the first order differential equation given by the noiseless version of (2.1.1), because in the high dimensional and low iterations setting it achieves the optimal rate of convergence for convex optimisation; see Chapter 2 in [150] and also [76] for a nonconvex setting. Here we would like to investigate the effect of adding another auxiliary variable, which would correspond to a third order differential equation when noise is removed. When noise is added for the fixed temperature case, [69] has studied the long time behaviour and stability for different choices of a memory kernel as in (2.1.4). Finally, we note that generalised Langevin dynamics in (2.1.4) have additionally been studied in related areas such as sampling problems in molecular dynamics from chemical modelling $[1,31,32,33,145,195]$, see also [116] for work determining the kernel $\Gamma$ in the generalised system (2.1.4) from data.
Our theoretical results will focus only on the continuous time dynamics and follow the approach in [139]. The main requirement in terms of assumptions are quadratic upper and lower bounds on $U$ and bounded second derivatives. This is different to classical references such as [74], [77] or [93]. These works also rely on the Poincaré inequality, an approach which will be mirrored here (and in [139] for the underdamped case) using a logSobolev inequality; see also [92] for the relationship between such functional inequalities and the annealing schedule in the finite state space case. We will also present detailed numerical results for different choices of $U$. There are many possibilities for the method of discretisation of (2.1.3), we will use a time discretisation scheme that appeared in [6], but will not present theoretical results on the time discretised dynamics; this is beyond the scope of this thesis. We refer instead the interested reader to [171] for a study on
discretisation schemes for the system (2.1.3), [41] for a recent consideration on (2.1.2) and its time-discretisation and $[71,72]$ for linking discrete time Markov chains with the overdamped Langevin system in (2.1.1).

### 2.1.1 Contributions and organisation of the chapter

Here we summarise the main contributions of the chapter.

- We provide a complete theoretical analysis of the simulated annealing algorithm for the generalised Langevin equation (2.1.3). The main theoretical contribution consists of Theorem 2.2.5 that establishes convergence in probability of $X_{t}$ in the higher order Markovian dynamics (2.1.3) to a global minimiser of $U$. For the optimal cooling schedule $T_{t}$ out of those that are proved here to give a convergent process, the rate of convergence is as the known rate for the Langevin system (2.1.2) presented in [139].
- The initially non-Markovian property and pronounced degeneracy in the sense of requiring a second commutator bracket for hypoellipticity by way of Hörmander introduces additional difficulties that are overcome using techniques from [139]. As such, we use a different form of the distorted entropy, stated formally in (2.4.36). Additional technical improvements include a different truncation argument and a limiting sequence of nondegenerate SDEs for establishing dissipation of this distorted entropy. These extensions also address certain technical issues in [139]; see Remarks 2.2.1, 2.4.1 and 2.4.4 for more details. Also we make an effort to emphasise the role of the critical factor of the cooling schedule in the rate of convergence in Theorem 2.2.5. This can be seen in our assumptions for $T_{t}$ and $U$ below.
- Numerical experiments are provided to illustrate the performance of our approach. We also discuss tuning issues. In particular, we investigate numerically the role of matrix $A$ and how it can be chosen to increase exploration of the state space. As regards to time discretisation of (2.1.3) we use the leapfrog scheme of [6]. We compare this with a similar time discretisation of (2.1.2) and observe that exploration of the state space is increased considerably.

The rest of the chapter is organised as follows. Section 2.2 will present the assumptions and main theoretical results. Proofs can be found in Section 3.6. Section 2.3 presents numerical results demonstrating the effectiveness of our approach in terms of reaching the global minimum. In Section 2.6, we provide some concluding remarks.

### 2.2 Main Result

Let $L_{t}$ denote the infinitesimal generator of the associated semigroup to (2.1.3) at $t>0$ and temperature $T_{t}$. This is formally given by

$$
\begin{equation*}
L_{t}=\left(y \cdot \nabla_{x}-\nabla_{x} U(x) \cdot \nabla_{y}\right)+\left(z^{\top} \lambda \nabla_{y}-y^{\top} \lambda^{\top} \nabla_{z}\right)-T_{t}^{-1} z^{\top} A \nabla_{z}+A: D_{z}^{2} \tag{2.2.1}
\end{equation*}
$$

where we denote the gradient vector as $\nabla_{x}=\left(\partial_{x_{1}}, \ldots, \partial_{x_{n}}\right)^{\top}$, the Hessian with $D_{x}^{2}$ and similarly for the $y$ and $z$ variables. For matrices $M, N \in \mathbb{R}^{r \times r}$ we denote $M: N=$ $\sum_{i, j} M_{i j} N_{i j}$ for all $1 \leq i, j \leq r$ and the operator norm as

$$
|M|=\sup \left\{\frac{|M v|}{|v|}: v \in \mathbb{R}^{r} \text { with } v \neq 0\right\}
$$

We will also use $|v|$ to denote Euclidean distance for a vector $v$. Let $m_{t}$ be the law of $\left(X_{t}, Y_{t}, Z_{t}\right)$ in (2.1.3) and, with slight abuse of notation, we will also denote as $m_{t}$ the corresponding Lebesgue density. Similarly we define $\mu_{T_{t}}$ be the instantaneous invariant law of the process

$$
\begin{equation*}
\mu_{T_{t}}(d x, d y, d z)=\frac{1}{Z_{T_{t}}} \exp \left(-\frac{1}{T_{t}}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)\right) d x d y d z \tag{2.2.2}
\end{equation*}
$$

with $Z_{T_{t}}=\int \exp \left(-\frac{1}{T_{t}}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)\right) d x d y d z$. Finally, denote the density between the two laws $h_{t}=\frac{d m_{t}}{d \mu_{T_{t}}}$. We proceed by stating our assumptions on the potential $U$.

Assumption 1. The function $U$ belongs to $\mathcal{C}^{\infty}\left(\mathbb{R}^{n}\right)$ and its second derivatives satisfy

$$
\begin{equation*}
\left|D_{x}^{2} U\right|_{\infty}:=\sup _{x \in \mathbb{R}^{n}} \max \left\{\sup _{i j}\left|\partial_{i} \partial_{j} U(x)\right|,\left|D_{x}^{2} U(x)\right|\right\}<\infty \tag{2.2.3}
\end{equation*}
$$

Its first derivatives satisfy

$$
\begin{align*}
\nabla_{x} U(x) \cdot x & \geq r_{1}|x|^{2}-U_{g}  \tag{2.2.4}\\
\left|\nabla_{x} U(x)\right|^{2} & \leq r_{2}|x|^{2}+U_{g} \tag{2.2.5}
\end{align*}
$$

for some constants $r_{1}, r_{2} \in \mathbb{R}, U_{g}>0$. Moreover, either
(a)

$$
\begin{equation*}
|\bar{a} \circ x|^{2}+U_{m} \leq U(x) \leq|\bar{a} \circ x|^{2}+U_{M} \tag{2.2.6}
\end{equation*}
$$

for some $U_{m}, U_{M} \in \mathbb{R}, \bar{a} \in(0, \infty)^{n}$, where $\circ$ denotes the Hadamard product, or
(b) - $U$ is a nonnegative Morse function, defined as follows. There exists $1 \leq C_{H}<$
$\infty$ such that if $x \in \mathbb{R}^{n}$ satisfies $\nabla_{x} U(x)=0$, then

$$
\frac{1}{C_{H}} \leq\left\|D_{x}^{2} U(x)\right\| \leq C_{H}
$$

- $U$ is nondegenerate in the sense that:
- For any two local minima $m_{i}, m_{j} \in \mathbb{R}^{n}$, there exists a unique (communicating saddle) point $s_{i, j} \in \mathbb{R}^{n}$ such that
* $\nabla_{x} U\left(s_{i, j}\right)=0$,
* $U\left(s_{i, j}\right)=\inf \left\{\max _{s \in[0,1]} U(\gamma(s)): \gamma \in C\left([0,1], \mathbb{R}^{n}\right), \gamma(0)=m_{i}, \gamma(1)=\right.$ $\left.m_{j}\right\}$,
* the dimension of the unstable subspace of $D_{x}^{2} U\left(s_{i, j}\right)$ is equal to 1 .
- Setting $m_{1}$ to be the global minimum of $U$, there exists $\delta>0$ and an ordering of the local minima $\left\{m_{2}, m_{3}, \ldots\right\}$ such that $U\left(s_{1,2}\right)-U\left(m_{2}\right) \geq$ $U\left(s_{1, i}\right)-U\left(m_{i}\right)+\delta$ for all $i \geq 3$.

Note that (2.2.4) and (2.2.5) imply

$$
\begin{equation*}
a_{m}|x|^{2}+U_{m} \leq U(x) \leq a_{M}|x|^{2}+U_{M} \tag{2.2.7}
\end{equation*}
$$

for some $a_{m}, a_{M}>0, U_{m}, U_{M} \in \mathbb{R}$. In the rest of the chapter, if (2.2.6) holds then the smallest and largest element of $\bar{a}$ is denoted with $a_{m}=\min _{i} \bar{a}_{i}$ and $a_{M}=\max _{i} \bar{a}_{i}$, where $\bar{a}=\left(\bar{a}_{1}, \ldots, \bar{a}_{n}\right)$.

Assumption 2. The temperature $T_{t}$ satisfies $\lim _{t \rightarrow \infty} T_{t}=0$.
Before we proceed with further assumptions on the annealing schedule $T_{t}$ and on the initial distribution, note that under Assumption 1 and 2, a log-Sobolev inequality holds with a time-varying constant that increases as $t \rightarrow \infty$, which is consistent with the concentration of $\mu_{T_{t}}$ around global minima of $U$. This allows one to conclude exponential convergence to an instantaneous equilibrium at each $t$ and forms part of the proof to our main convergence result.

Proposition 2.2.1. Under Assumptions 1 and 2, there exist constants $t_{l s}^{(0)}, \hat{E}, A_{*}^{(0)}>0$ and a finite order polynomial $r^{(0)}:(0, \infty) \rightarrow(0, \infty)$ with coefficients depending on $U$ such that for all $0<h \in C^{\infty}\left(\mathbb{R}^{2 n+m}\right)$ satisfying $\int h d \mu_{T_{t}}=1$, it holds that

$$
\begin{equation*}
\int h \ln h d \mu_{T_{t}} \leq C_{t}^{(0)} \int \frac{|\nabla h|^{2}}{h} d \mu_{T_{t}} \tag{2.2.8}
\end{equation*}
$$

where for $t>t_{l s}^{(0)}$,

$$
\begin{equation*}
C_{t}^{(0)}=r^{(0)}\left(T_{t}^{-\frac{1}{2}}\right) e^{\hat{E} T_{t}^{-1}} \tag{2.2.9}
\end{equation*}
$$

Proof. Firstly, the case that $U$ satisfies Assumption 1(a) is dealt with. The standard logSobolev inequality for a Gaussian measure [80] alongside the properties that log-Sobolev inequalities tensorises and are stable under perturbations, which can be found as Theorem 4.4 and Property 4.6 in [83] respectively, yields the result. In particular,

$$
\begin{aligned}
\int h \ln h d \mu_{T_{t}} & =\int(h \ln h-h+1) d \mu_{T_{t}} \\
& \leq \int(h \ln h-h+1) Z_{T_{t}}^{-1} e^{-\frac{U_{m}}{T_{t}}-\frac{1}{T_{t}}}\left(|\bar{a} \circ x|^{2}+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right) \\
& =e^{-\frac{U_{m}}{T_{t}}} Z_{T_{t}}^{-1} \int h \ln h e^{-\frac{1}{T_{t}}\left(|\bar{a} \circ x|^{2}+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)} d x d y d z \\
& \leq e^{-\frac{U_{m}}{T_{t}}} \max \left(\frac{T_{t}}{2}, \max _{i} \frac{T_{t}}{4 \bar{a}_{i}^{2}}\right) Z_{T_{t}}^{-1} \int \frac{|\nabla h|^{2}}{h_{t}} e^{-\frac{1}{T_{t}}\left(|\bar{a} \circ x|^{2}+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)} d x d y d z \\
& \leq e^{\frac{U_{M}-U_{m}}{T_{t}}} \max \left(\frac{T_{t}}{2}, \frac{T_{t}}{4 a_{m}^{2}}\right) \int \frac{|\nabla h|^{2}}{h} d \mu_{T_{t}}
\end{aligned}
$$

where the first inequality follows by (2.2.6) since $x \ln x-x+1 \geq 0$ for all $x \geq 0$, so that

$$
C_{t}^{(0)}=\max \left(2, a_{m}^{-2}\right) \frac{T_{t}}{4} e^{\left(U_{M}-U_{m}\right) T_{t}^{-1}}
$$

In the case of Assumption 1(b), the inequality in the $x$-marginals is taken as a consequence of Corollary 2.17 in [134] (see however Definition 1.8 in [176] for Morse functions); for the announced form (2.2.9) of $C_{t}^{(0)}$, equation (2.18) in [134] can be used by taking $t_{l s}^{(0)}$ large enough such that for $t>t_{l s}^{(0)}, T_{t}$ is small enough. The proof concludes by [83, Theorem 4.4] together with the log-Sobolev inequality for Gaussian measures.

The constant $\hat{E}$ from the above proposition will be used in stating the following assumption about $T_{t}$, as well as what follows. In the case of Assumption 1(a), $\hat{E}$ can be taken as $U_{M}-U_{m}$, otherwise for Assumption 1(b) it is the critical depth [134] of $U$.

Assumption 3. The cooling schedule $T$. : $[0, \infty) \rightarrow(0, \infty)$ is continuously differentiable, bounded above and there exists some constant $t_{0}>1$ such that $T_{t}$ satisfies for all $t>t_{0}$ :
(i) $T_{t} \geq E(\ln t)^{-1}$ for some constant $E>\hat{E} \geq 0$, where $\hat{E}$ is the constant in Proposition 2.2.1,
(ii) Denoting $T_{t}^{\prime}=\left.\partial_{s} T_{s}\right|_{s=t}$, it holds that $\left|T_{t}^{\prime}\right| \leq \widetilde{T} t^{-1}$ for some constant $\widetilde{T}>0$.

Assumption 4. The initial law $m_{0}$ admits a bounded density with respect to the Lebesgue measure on $\mathbb{R}^{2 n+m}$, also denoted $m_{0}$, satisfying:
(i) $m_{0} \in \mathcal{C}^{\infty}\left(\mathbb{R}^{2 n+m}\right)$,
(ii) $\int \frac{\left|\nabla m_{0}\right|^{2}}{m_{0}} d x d y d z<\infty$,
(iii) $\int\left(|x|^{2}+|y|^{2}+|z|^{2}\right) m_{0} d x d y d z<\infty$,

Remark 2.2.1. Note that (2.2.5) and (2.2.6) deviate from [139]. Condition (2.2.6) is useful for a self-contained exposition for the log-Sobolev constant in (2.4.45); it is satisfied for instance by a multivariate Gaussian after a rotation of the $x$ coordinates. The alternative condition that $U$ is a nondegenerate Morse function allows us to conveniently apply the results of [134], in which case $\hat{E}$ is given as the critical depth of $U$.

We present two key propositions.
Proposition 2.2.2. Under Assumptions 1 and 3, for all $t>0$, denote by $\left(X^{T_{t}}, Y^{T_{t}}, Z^{T_{t}}\right)$ a r.v. with distribution $\mu_{T_{t}}$. For any $\delta, \alpha>0$, there exists a constant $\hat{A}>0$ such that

$$
\begin{equation*}
\mathbb{P}\left(U\left(X^{T_{t}}\right)>\min U+\delta\right) \leq \hat{A} e^{-\frac{\delta-\alpha}{T_{t}}} \tag{2.2.10}
\end{equation*}
$$

holds for all $t>0$.
Proof. The result follows exactly as in Lemma 3 in [139].
In fact, the $e^{\frac{\alpha}{T_{t}}}$ factor on the right-hand side in (2.2.10) may be substituted by a subexponential (in $T_{t}^{-1}$ ) term, see the comment after Lemma 3 in [139].

Proposition 2.2.3. Under Assumptions 1, 3 and 4, for all $t>0,\left(X_{t}, Y_{t}, Z_{t}\right)$ are well defined as the unique strong solution to (2.1.3), $\mathbb{E}\left[\left|X_{t}\right|^{2}+\left|Y_{t}\right|^{2}+\left|Z_{t}\right|^{2}\right]<\infty$ and the law $m_{t}$ admits an everywhere positive density with respect to the Lebesgue measure on $\mathbb{R}^{2 n+m}$.

For the proof of Proposition 2.2.3, see Proposition 2.4.1.
Proposition 2.2.2 can be thought of as a Laplace principle; Proposition 2.2.3 asserts that the process (2.1.3) does not blow up in finite time and the noise in the dynamics (2.1.3c) for $Z_{t}$ spreads throughout the system, that is to $X_{t}$ and $Y_{t}$.

Proposition 2.2.4. Under Assumption 1, 3 and 4, for any $0<\alpha \leq \frac{1}{2}-\frac{\hat{E}}{2 E}$, there exists some constant $B>0$ such that for all $t \geq 0$,

$$
\begin{equation*}
\int h_{t} \ln h_{t} d \mu_{T_{t}} \leq B\left(\frac{1}{t}\right)^{1-\frac{\hat{\hat{E}}}{E}-2 \alpha} \tag{2.2.11}
\end{equation*}
$$

The full proof is contained in Section 2.4.7 and follows from Proposition 2.4.10. It uses an approximating sequence of SDE's, in which all of the elements have nondegenerate noise. The problem is split into the partial time and partial temperature derivatives where,
amongst other tools, (2.4.40) and a log-Sobolev inequality are used as in [139] to arrive at a bound that allows a Grönwall-type argument.

Remark 2.2.2. Proposition 2.4 .10 is a statement about the distorted entropy $H(t)$, which bounds the entropy $\int h_{t} \ln h_{t} d \mu_{T_{t}}$. In fact this is achieved in such a way that the bound becomes less sharp as $t$ becomes large but without consequences for our main Theorem 2.2.5 below.

We proceed with the statement of our main result, using $t_{h}$ from Proposition 2.2.4.
Theorem 2.2.5. Under Assumptions 1, 2, 3 and 4, for any $\delta>0$, as $t \rightarrow \infty$,

$$
\mathbb{P}\left(U\left(X_{t}\right) \leq \min U+\delta\right) \rightarrow 1
$$

If in addition $T_{t}=E(\ln t)^{-1}$, then for any $0<\alpha \leq \min \left(\frac{1}{2}-\frac{\hat{E}}{2 E}, \delta\right)$, there exists a constant $C>0$ such that for all $t \geq 0$,

$$
\mathbb{P}\left(U\left(X_{t}\right)>\min U+\delta\right) \leq C\left(\frac{1}{t}\right)^{r^{e}(E)}
$$

where the rate $r^{e}:(\hat{E}, \infty) \rightarrow \mathbb{R}$ is defined by

$$
\begin{aligned}
r^{e}(E) & :=\min \left(\frac{1-\frac{\hat{E}}{E}-2 \alpha}{2}, \frac{\delta-\alpha}{E}\right) \\
& = \begin{cases}\frac{1}{2}\left(1-\frac{\hat{E}}{E}-2 \alpha\right) & \text { if } E<\frac{\hat{E}+2(\delta-\alpha)}{1-2 \alpha} \\
\frac{\delta-\alpha}{E} & \text { otherwise } .\end{cases}
\end{aligned}
$$

Proof. For all $t>0$, denote by $\left(X^{T_{t}}, Y^{T_{t}}, Z^{T_{t}}\right)$ a random variable with distribution $\mu_{T_{t}}$. For all $\delta>0$, with the definition of $h_{t}$ and triangle inequality, we have

$$
\mathbb{P}\left(U\left(X_{t}\right)>\min U+\delta\right) \leq \mathbb{P}\left(U\left(X^{T_{t}}\right)>\min U+\delta\right)+\int\left|h_{t}-1\right| d \mu_{T_{t}}
$$

Pinsker's inequality gives

$$
\begin{equation*}
\int\left|h_{t}-1\right| d \mu_{T_{t}} \leq\left(2 \int h_{t} \ln h_{t} d \mu_{T_{t}}\right)^{\frac{1}{2}} \tag{2.2.12}
\end{equation*}
$$

which, by Proposition 2.2.4, together with Proposition 2.2 .2 gives the result.
The cooling schedule $T_{t}=E(\ln t)^{-1}$ is optimal with respect to the method of proof for Proposition 2.4.10; see Proposition 2.5.2. This is a consistent with works in simulated annealing, e.g. [42, 73, 74, 77, 78, 92, 93, 115].

The 'mountain-like' shape of $r^{e}$ indicates the bottleneck for the rate of convergence at low and high values of $E$ : a small $E$ means the term related to convergence to the measures $\mu_{T_{t}}$ is restrictive and a large $E$ means the convergence of $\mu_{T_{t}}$ to the global minima of $U$ is slow.
Although the focus in Theorem 2.2.5 is for decaying $T_{t}$, it is only for convergence to the global minimum where Assumption 2 is used. In particular, the convergence result in Proposition 2.2.4 is valid for temperature schedules that are not converging to zero. This includes the instance of using a variable temperature in order to tackle the problem of metastability in the sampling problem.

### 2.3 Numerical results

Here we investigate the numerical performance of (2.1.3) in terms of convergence to a global optimum and exploration capabilities and compare with (2.1.2). The details of the discretisations we use for both sets of dynamics and some details related to the annealing schedule and parameters can be found in Section 2.3.1. Rates of transition between different regions of the state space are presented in Section 2.3.2. In Section 2.3.3, for different parameters and cost functions, we present results for the probability of convergence to the global minimum. We investigate the effect of $E$ appearing in the annealing schedule as well as the parameters in the dynamics (2.1.2) and (2.1.3). In particular, we consider different $\lambda=\bar{\lambda} \lambda_{i}$ and $A=\mu A_{i}$ in the generalised Langevin dynamics for $\bar{\lambda}, \mu>0$. Note that $\mu$ is used also as the friction parameter in (2.1.2), which makes notational sense because $\mu$ determines the relative strength of Ornstein-Uhlenbeck part of the respective dynamics. In addition, we introduce a coefficient $\gamma>0$ in front of the terms in (2.1.2) and (2.1.3) corresponding to the part in the respective generators given by $y \cdot \nabla_{x}-\nabla_{x} U(x) \cdot \nabla_{y}$; unless otherwise stated, we keep $\gamma=1$. The numerical scheme for the experiments is detailed, but error analysis related to the discretisation is outside the scope of the thesis.

### 2.3.1 Time discretisation

In order to simulate from (2.1.3), we will use the following time discretisation. For $k \in \mathbb{N}$,

$$
\begin{align*}
Y_{k+\frac{1}{2}} & =Y_{k}-\frac{\Delta t}{2} \gamma \nabla U\left(X_{k}\right)+\frac{\Delta t}{2} \lambda^{\top} Z_{k}  \tag{2.3.1a}\\
X_{k+1} & =X_{k}+\Delta t \gamma Y_{k+\frac{1}{2}}  \tag{2.3.1b}\\
Z_{k+1} & =Z_{k}-\theta \lambda Y_{k+\frac{1}{2}}-\theta A Z_{k}+\alpha \sqrt{T_{k}} \Sigma \xi_{k}  \tag{2.3.1c}\\
Y_{k+1} & =Y_{k+\frac{1}{2}}-\frac{\Delta t}{2} \gamma \nabla U\left(X_{k+1}\right)+\frac{\Delta t}{2} \lambda^{\top} Z_{k+1} \tag{2.3.1d}
\end{align*}
$$

where $\Delta t$ denotes the time incremements in the discretisation, $\xi_{k}$ are i.i.d. standard $m$-dimensional normal random variables with unit variance and $\theta=1-\exp (-\Delta t)$, and $\alpha=\sqrt{1-\theta^{2}}$. Specifically this is method 2 of [6] applied on a slight modification of (2.1.3), where $\gamma Y_{t} d t$ and $\gamma \nabla U d t$ is used instead in the r.h.s. of (2.1.3a) and (2.1.3b). Tuning $\gamma$ can improve numerical perfomance especially in high dimensional problems, but we note that this has no effect in terms of the instantaneous invariant density in (2.2.2); similar to $\lambda$ and $A, \gamma$ will not appear in (2.2.2). Unless stated otherwise, in the remainder we will use $\gamma=1$.
As we will see below the choices for $A$ make a difference in terms of performance. To illustrate this we will use different choices of the form

$$
A=\mu A_{i}
$$

$i$ here is an index for different forms of $A$. The first choice will be to set $m=n$ and set $A_{1}=I_{n}$ where $I_{n}$ is $n \times n$ identity matrix. For the rest, we will use $m=2 n$ and pick without rigorous justification

$$
A_{2}=\left(\begin{array}{ll}
1.9 I_{n} & 0.4 I_{n} \\
0.1 I_{n} & 0.1 I_{n}
\end{array}\right), \quad A_{3}=\left(\begin{array}{cc}
I_{n} & 0.5 I_{n} \\
0.5 I_{n} & I_{n}
\end{array}\right), \quad\left(A_{4}\right)_{i j}= \begin{cases}1 & \text { if } i=j \\
\frac{1}{m n} & \text { otherwise }\end{cases}
$$

Doubling the state space of $Z_{t}$ relative to $X_{t}, Y_{t}$ allows investigating the effect of injecting more noise in the dynamics has to the overall performance and the state space exploration. As per [81] (following [68]), the constraint that the trace of $A$ is uniformly bounded has been used in selecting the above matrices. Note that $A_{2}$ does not satisfy the symmetry assumption for the results, but figures for $A_{2}$ are displayed in spite of this because there is an interesting improvement in performance for one of the cases below (see Figure 2.3.2 and also others for the sake of comparison). Similarly we will use in each case $\lambda=\bar{\lambda} \lambda_{i}$
with $\bar{\lambda}>0, \lambda_{1}=I_{n}$ and

$$
\lambda_{i}=\binom{I_{n}}{0}
$$

for $i=2,3,4$. As a result $\bar{\lambda}, \mu>0$ are the main tuning constants for (2.3.1) that do not involve the annealing schedule.
The Langevin system (2.1.2) will be approximated with a leapfrog scheme, that is similar to (2.3.1) in an effort to minimise differences arising from the numerical error,

$$
\begin{align*}
Y_{k+\frac{1}{2}} & =Y_{k}-\hat{\theta} \gamma \nabla U\left(X_{k}\right)-\hat{\theta} \mu Y_{k}+\hat{\alpha} \sqrt{\mu T_{k}} \xi_{k},  \tag{2.3.2a}\\
X_{k+1} & =X_{k}+\Delta t \gamma Y_{k},  \tag{2.3.2b}\\
Y_{k+1} & =Y_{k+\frac{1}{2}}-\hat{\theta} \gamma \nabla U\left(X_{k+1}\right)-\hat{\theta} \mu Y_{k+\frac{1}{2}}+\hat{\alpha} \sqrt{\mu T_{k+1}} \xi_{k+\frac{1}{2}}, \tag{2.3.2c}
\end{align*}
$$

for $\hat{\theta}=1-\exp \left(-\frac{\Delta t}{2}\right)$, and $\hat{\alpha}=\sqrt{1-\hat{\theta}^{2}}$, where in the implementation, (2.3.2a) and (2.3.2c) are combined (aside from the first iteration) and only integer-indexed $\xi$ are used. To make valid comparisons, both (2.3.1) and (2.3.2) will use $\gamma=1$ and the same noise realisation $\xi_{k}$ (or the first common $n$ elements) and the same step size $\Delta t$. Finally for both cases we will use following annealing schedule:

$$
T_{k}=\left(\frac{1}{5}+\frac{\ln (1+k \Delta t)}{E}\right)^{-1},
$$

where $E$ is an additional tuning parameter (since $\hat{E}$ is unknown in general).

### 2.3.2 Sample path properties

Our first set of simulations focus on illustrating some properties of the sample paths generated by (2.3.1) and (2.3.2). We will use the following bivariate potential function as a toy problem

$$
\begin{gather*}
U\left(x_{1}, x_{2}\right)=\frac{x_{1}^{2}}{5}+\frac{x_{2}^{2}}{10}+5 e^{-x_{1}^{2}}-7 e^{-\left(x_{1}+5\right)^{2}-\left(x_{2}-3\right)^{2}}-6 e^{-\left(x_{1}-5\right)^{2}-\left(x_{2}+2\right)^{2}} \\
+\frac{\frac{2}{3} x_{1}^{2} e^{-\frac{x_{1}^{2}}{9}} \cos \left(x_{1}+2 x_{2}\right) \cos \left(2 x_{1}-x_{2}\right)}{1+\frac{x_{2}^{2}}{9}} . \tag{2.3.3}
\end{gather*}
$$

The global minimum is located at $(-5,3)$, but there are plenty of local minima where the process can get trapped. In addition, there is a barrier along the vertical line $\left\{x_{1}=0\right\}$ that makes crossing from each half plane less likely. Here we set $\Delta t=0.1, E=5$ and each sample is initialised at $(4,2)$. As a result, it is harder to cross $\left\{x_{1}=0\right\}$ to reach the global minimum and it is quite common to get stuck in other local minima such as near
$(5,-2)$. We use the number of crossings on $\left\{x_{1}=0\right\}$ as a scale for how stuck the process is in Table 2.3.1. Note that the asymmetric $A=A_{2}$ case displays the smallest number of crossings.
To illustrate this, in Figure 2.3 .1 we present contour plots of $U$ together with a typical realisation of sample paths (in the left panels) for (2.3.2) and (2.3.1) for the different choices of $A_{i}$. As expected, (2.3.1) generates smoother paths than those of (2.3.2). We also employ independent runs of each stochastic process for the same initialisation. The results are presented in the right panels of Figure 2.3.1, where we show heat maps for two dimensional histograms representing the frequency of visiting each $\left(x_{1}, x_{2}\right)$ location over 20 independent realisations of each process. The heat maps in Figure 2.3.1 do not directly depict time dependence in the paths and only illustrate which areas are visited more frequently. Of course converging at the global minumum or the local one at ( $5,-2$ ) will result in more visits at these areas. The aim here is to investigate the exploration of the state space.

| Method equation | Number of transitions across $x=0$ |
| :---: | :---: |
| $(2.3 .2)$ | 11295 |
| $(2.3 .1)$ with $A=A_{1}$ | 11893 |
| $(2.3 .1)$ with $A=A_{2}$ | 10915 |
| $(2.3 .1)$ with $A=A_{3}$ | 11728 |
| $(2.3 .1)$ with $A=A_{4}$ | 11771 |

Tab. 2.3.1: Number of crossings across the vertical line $\left\{x_{1}=0\right\}$ for $U$ defined in (2.3.3). The results are summed from $k=10^{5}$ iterations of $10^{4}$ independent runs.

### 2.3.3 Performance and tuning

As expected, the tuning parameters, $E, \bar{\lambda}$ and $\mu$ play significant roles in the performance of the discretisations. As $E$ is common to both (2.1.2) and (2.1.3), we wish to demonstrate numerically that the additional tuning variable for the higher order Markovian approximation to the generalised Langevin dynamics improves performance, in spite of the lack of improvement in our theoretical guarantees over Langevin dynamics (2.1.2).
We first comment on relative scaling of $\bar{\lambda}$ and $\mu$ based on earlier work for quadratic $U$ and $T_{t}=T$ being constant. A quadratic $U$ satisfies the bounds in Assumption 1 and is of particular interest because analytical calculations are possible for the spectral gap of $L_{t}$, which in turn gives the (exponential) rate of convergence to the equilibrium distribution. It is observed numerically in [152] that in this case, (2.1.3) has a spectral gap that is approximately a function of $\frac{\bar{\lambda}^{2}}{\mu}$. On the other hand, the spectral gap of (2.1.2) with quadratic $U$ is a function of $\mu$ thanks to Theorem 3.1 in [135]. For the rest of the
comparison, we will use $\frac{\bar{\lambda}^{2}}{\mu}$ and $\mu$ as variables for the respective discretisations as these quantities appear to have a distinct effect on the mixing in each case. We mention that these choices of variable also allows one to adjust the global Lipschitz constant of the drift coefficient for free in the generalised Langevin equation (2.1.3) up to that of $\nabla U$ and 1 , whilst in (2.1.2), this grows as $\mu$ grows. Therefore one can expect to be able to take a stepsize in the simplest (Euler-Maruyama) discretisation of (2.1.3) that is at least that of (2.1.2) for numerical stability [112, Section 9.8] of the approximation. A detailed stability analysis is beyond the scope of the thesis, we refer the reader to [6] and [112] (see paragraph before Exercise 9.8.1).
We will mainly consider the popular Alpine function in 12 dimensions (see Table 2.3.2, $\nabla U_{1}$ here is a subgradient), with additional cases presented in Section 2.3.4, setting $\Delta t=$ 0.02 (see Section 2.3.1). Note the Alpine function does not strictly satisfy Assumption 1, but since drift conditions for Lyapunov functions are typically available even for weakly growing potentials [52] for the dynamics considered here, the trajectories are expected (and are observed) to remain in a loose sense close to 0 . Therefore we may mollify or modify the behaviour at infinity of $U$ to satisfy Assumption 1 with no real observable consequence.
We will initialise at a point well separated from the global minimum and consider each method to be successful if, at the end of the simulation, either the endpoint or an average of the last points are contained within a tolerance region, chosen visually, around the global minumum.
In Figure 2.3 .2 we present proportions of 20 independent simulations converging at the region near the global minimum for $U=U_{1}$ (Table 2.3.2) depending on $E$ and $\mu$ for the discretisation of the Langevin dynamics and on $E$ and $\frac{\bar{\lambda}^{2}}{\mu}$ for that of the generalised Langevin dynamics based on discussion above. Each simulation is run for $k=5 \cdot 10^{4}$ iterations. The left panels of Figure 2.3.2 are based on final state and the right on an average of the positions (of $X$ ) over the last 5000 iterations. In this example it is clear empirically that the generalised Langevin dynamics result in a higher probability of reaching the global minumum. Another interesting observation is that for the generalised Langevin dynamics good performance is more robust to the chosen value of $E$. In this example, this means that adding an additional tuning variable and scaling $\mu$ proportional to $\bar{\lambda}^{2}$ makes it easier to find a configuration of the parameters $E, \mu, \bar{\lambda}$ that leads to good perfomance, compared to using the Langevin dynamics and tuning $E, \mu$. It's also worth noting the cases of small $E$ where the generalised Langevin dynamics performs significantly better than the Langevin dynamics in the top plot and even than the case of the same dynamics and larger $E$. This is an improvement that is not completely encapsulated by the analytic results here; it indicates that the deterministic dynamics $(E=0)$ can be inherently much more successful at climbing out of local minima, which
translates to better convergence rates in the $E>0$ cases.
The selection $A=A_{2}$, shown as the middle row in each of Figures 2.3.2, 2.3.4 and 2.3.5, does not satisfy the probably superfluous symmetry assumption as stated in the introduction, but it is noteworthy that the performance varies to such a large extent for different $U$ and that any optimality of $A$, left as future work, could change depending on whether the symmetry assumption is in place.

### 2.3.4 Additional cases of $U$

To produce the figures related to (2.3.1), after setting $E, \frac{\bar{\lambda}^{2}}{\mu}$ we pick a random value of $\mu$ from a grid. The aim of this procedure is to ease visualisation, reduce computational cost and to emphasise that it is $\frac{\bar{\lambda}^{2}}{\mu}$ that is crucial for mixing and the performance here is not a product of a tedious tuning for $\mu . U_{2}$ is modified to have the same quadratic confinement in $x_{1}$ and $x_{2}$ direction and there are several additional local minima due to the last term in the sum. More importantly, compared to (2.3.3) (and $U_{3}$ ) it has a narrow region near the origin that allows easier passage through $\left\{x_{1}=0\right\}$. On the other hand $U_{3}$ similar to (2.3.3) except that the well near the global minimum (and the dominant local minimum at $(5,-2))$ are elongated in the direction of $x_{2}$ (and $x_{1}$ respectively).

| Cost function | Initial condition | Tolerance sets |
| :---: | :---: | :---: |
| $U_{1}(x)=\frac{1}{2} \sum_{i=1}^{12}\left\|x_{i} \sin \left(x_{i}\right)+0.1 x_{i}\right\|$ | $x_{j}=6 \forall j$ | $x_{j} \in[-2,2] \forall j$ |
| $U_{2}\left(x_{1}, x_{2}\right)=\frac{x_{1}^{2}}{7}+\frac{x_{2}^{2}}{7}+5\left(1-e^{-9 x_{2}^{2}}\right) e^{-x_{1}^{2}}$ |  |  |
| $-7 e^{-\left(x_{1}+5\right)^{2}-\left(x_{2}-3\right)^{2}}$ | $x_{1}=4$, | $x_{1} \in[-6.5,-4.5]$, |
| $-6 e^{-\left(x_{1}-5\right)^{2}-\left(x_{2}+2\right)^{2}}$ | $x_{2}=2$ | $x_{2} \in[1.5,4.5]$ |
| $+\frac{2}{3} x_{1}^{2} e^{-\frac{x_{1}^{2}}{9}} \cos \left(x_{1}+2 x_{2}\right) \cos \left(2 x_{1}-x_{2}\right)$ |  |  |
| $+\frac{x_{2}^{2}}{9}$ | $x_{1}=4$, | $x_{1} \in[-6.5,-4.5]$, |
| $U_{3}\left(x_{1}, x_{2}\right)=\frac{x_{1}^{2}}{5}+\frac{x_{2}^{2}}{10}+5 e^{-x_{1}^{2}}$ | $x_{2}=2$ | $x_{2} \in[1.5,4.5]$ |
| $-7 e^{-2\left(x_{1}+5\right)^{2}-\frac{\left(x_{2}-3\right)^{2}}{5}}$ |  |  |
| $-6 e^{-\frac{\left(x_{1}-5\right)^{2}}{5}-2\left(x_{2}+2\right)^{2}}$ |  |  |

Tab. 2.3.2: Details of three different cost functions, initialisation and tolerance regions corresponding to regions of attraction of the global minimum.

In Figures 2.3.4 and 2.3.5 we present results for $U_{2}$ and $U_{3}$. A notable difference to Figure 2.3.2 here is that the panels on the left show proportions of the position average of the last 5000 iterations being near the correct global minimum and the panels on the right present the number of jumps across $\left\{x_{1}=0\right\}$ demonstrated by a position average at each iteration of the previous 5000 iterations. More precisely, the panels on the right
show the number of jumps shown by the trajectory

$$
\tilde{X}_{k}=\frac{1}{5000} \sum_{k^{\prime}=1}^{5000} X_{k-k^{\prime}+1}
$$

for all $k>5000$. All results are averaged over 20 independent runs. The aim here is to measure the extent of exploration of each process similar to Table 2.3.1. We observe that in both cases using (2.3.1) leads to a similar number of jumps. We believe the benefit of the higher order dynamics here are the robustness of performance for different values of $E$ and $\frac{\bar{\lambda}^{2}}{\mu}$. This is especially for using $A_{3}$ and $A_{4}$. Finally we note that despite similarities between $U_{2}$ and $U_{3}$ there are significant features that are different: the sharpness in the confinement, the shape and number of attracting wells and the shape of barriers that obstruct crossing regions in the state space. This will have a direct effect in performance, which can explain the difference in performance when comparing Figures 2.3.4 and 2.3.5; $U_{3}$ is a harder cost function to minimise.
We complement our results with an application of (2.3.1) on the optimisation of parameters in a neural network with respect to a loss function in Figure 2.3.3. In particular, (2.3.1) with $\bar{\lambda}=\mu=1, E=0.001$ and $\Delta t=0.05$ is used to update the parameters in a neural network of size $n=122970$. Here, the function $U$ is fixed as the cross entropy between the network prediction and target values for the MATLAB Digits data set ${ }^{2}$ and full gradient evaluations are used. We follow the network architecture and overall implementation found in https://uk.mathworks.com/help/deeplearning/ref/dlupdate.html. Although a thorough comparison between different parameter choices and dynamics for such a high dimensional problem is beyond the scope of the thesis, Figure 2.3.3 illustrates the feasibility of (2.3.1) on such problems.

### 2.4 Proofs

### 2.4.1 Notation and preliminaries

In this section, unless stated otherwise, $\partial_{t}$ is used to denote the partial derivative with respect to $t$ with $T_{t}$ fixed (whenever its operand depends on $T_{t}$ ), whereas $\frac{d}{d t}$ denotes the full derivative in $t$. In addition, $\nabla$ denotes the gradient in $\mathbb{R}^{2 n+m}$ space and $d \zeta$ will be used for the Lebesgue measure on $\mathbb{R}^{2 n+m}$. The notation $\mathbb{1}_{S}$ will be used for the indicator function on the set $S$.

[^1]For all $k>0$, recall the standard mollifier $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ and $\varphi_{k}: \mathbb{R} \rightarrow \mathbb{R}$ to be:

$$
\varphi_{k}(x):=\frac{1}{k} \varphi\left(\frac{x}{k}\right), \quad \varphi(x):= \begin{cases}e^{\frac{1}{x^{2}-1}}\left(\int_{-1}^{1} e^{\frac{1}{y^{2}-1}} d y\right)^{-1} & \text { if }-1<x \leq 1  \tag{2.4.1}\\ 0 & \text { otherwise }\end{cases}
$$

For existence and uniqueness of (2.1.3), we will use the setting in [163]. Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space and $\mathcal{F}_{t}, t \in[0, \infty)$ be a normal filtration. Here $\left(W_{t}\right)_{t \geq 0}$ is a standard Wiener process on $\mathbb{R}^{m}$ with respect to $\mathcal{F}_{t}, t \in[0, \infty)$.
The formal ${ }^{3} L^{2}\left(\mu_{T_{t}}\right)$-adjoint $L_{t}^{*}$ of $L_{t}$ is given by

$$
\begin{equation*}
L_{t}^{*}=-\left(y \cdot \nabla_{x}-\nabla_{x} U(x) \cdot \nabla_{y}\right)-\left(z^{\top} \lambda \nabla_{y}-y^{\top} \lambda^{\top} \nabla_{z}\right)-T_{t}^{-1} z^{\top} A \nabla_{z}+A: D_{z}^{2} \tag{2.4.2}
\end{equation*}
$$

Let $\epsilon \geq 0$ and consider the perturbed system

$$
\begin{align*}
d X_{t}^{\epsilon} & =Y_{t}^{\epsilon} d t+\epsilon\left(-T_{t}^{-1} \nabla_{x} U\left(X_{t}^{\epsilon}\right) d t+d W_{t}^{1}\right)  \tag{2.4.3a}\\
d Y_{t}^{\epsilon} & =-\nabla_{x} U\left(X_{t}^{\epsilon}\right) d t+\lambda^{\top} Z_{t}^{\epsilon} d t+\epsilon\left(-T_{t}^{-1} Y_{t}^{\epsilon} d t+d W_{t}^{2}\right)  \tag{2.4.3b}\\
d Z_{t}^{\epsilon} & =-\lambda Y_{t}^{\epsilon} d t-T_{t}^{-1} A Z_{t}^{\epsilon} d t+\Sigma d W_{t}^{3} \tag{2.4.3c}
\end{align*}
$$

with $\left(X_{0}^{\epsilon}, Y_{0}^{\epsilon}, Z_{0}^{\epsilon}\right)=\left(X_{0}, Y_{0}, Z_{0}\right)$ restricted as in Assumption 4, where $W_{t}^{1}, W_{t}^{2}, W_{t}^{3}$ are independent $n$-dimensional and $m$-dimensional Wiener processes. As before, the law and density of (2.4.3) will be denoted by $m_{t}^{\epsilon}$ along with $h_{t}^{\epsilon}=\frac{d m_{t}^{\epsilon}}{d \mu_{T_{t}}}$. Let the linear differential operators $S_{t}^{x}, S_{t}^{y}$ and their respective formal $L^{2}$-adjoints $S_{t}^{x \top}$ and $S_{t}^{y \top}$ be given by

$$
\begin{aligned}
S_{t}^{x} & =-T_{t}^{-1} \nabla_{x} U \cdot \nabla_{x}+\Delta_{x}, & S_{t}^{y} & =-T_{t}^{-1} y \cdot \nabla_{y}+\Delta_{y} \\
S_{t}^{x \top} & =T_{t}^{-1} \nabla_{x} U \cdot \nabla_{x}+T_{t}^{-1} \Delta_{x} U+\Delta_{x}, & S_{t}^{y \top} & =T_{t}^{-1} y \cdot \nabla_{y}+T_{t}^{-1} n+\Delta_{y}
\end{aligned}
$$

Note that the formal $L^{2}\left(\mu_{T_{t}}\right)$-adjoints of $S_{t}^{x}$ and $S_{t}^{y}$ coincide with $S_{t}^{x}$ and $S_{t}^{y}$, so that the generator, denoted $L_{t}^{\epsilon}$, associated to (2.4.3) and its formal $L^{2}\left(\mu_{T_{t}}\right)$-adjoint are given by the formal operators

$$
L_{t}^{\epsilon}=L_{t}+\epsilon\left(S_{t}^{x}+S_{t}^{y}\right), \quad L_{t}^{\epsilon *}=L_{t}^{*}+\epsilon\left(S_{t}^{x}+S_{t}^{y}\right)
$$

For any $\phi \in \mathcal{C}^{\infty}$ and $f: \mathbb{R}^{2 n+m} \rightarrow \mathbb{R}$ smooth enough,

$$
\begin{equation*}
L_{t}^{\epsilon}(\phi(f))=\phi^{\prime}(f) L_{t}^{\epsilon}(f)+\phi^{\prime \prime}(f) \Gamma_{t}^{\epsilon}(f) \tag{2.4.4}
\end{equation*}
$$

[^2]where $\Gamma_{t}^{\epsilon}$ is the carré du champ operator for $L_{t}^{\epsilon}$ given by
\[

$$
\begin{equation*}
\Gamma_{t}^{\epsilon}(f)=\frac{1}{2} L_{t}^{\epsilon}\left(f^{2}\right)-f L_{t}^{\epsilon}(f)=\nabla f \cdot\left(A^{\epsilon} \nabla f\right) \tag{2.4.5}
\end{equation*}
$$

\]

$A^{\epsilon} \in \mathbb{R}^{(2 n+m) \times(2 n+m)}$ denotes the matrix with entries

$$
A_{i j}^{\epsilon}:= \begin{cases}\epsilon & \text { if } 1 \leq i=j \leq 2 n \\ A_{i-2 n, j-2 n} & \text { if } 2 n+1 \leq i, j \leq 2 n+m \\ 0 & \text { otherwise }\end{cases}
$$

and $A_{i, j}$ denotes the $(i, j)^{\text {th }}$ entry of $A$. Let $\mathcal{C}_{+}^{\infty}=\left\{f \in \mathcal{C}^{\infty}: f>0\right\}$. For $\Phi: \mathcal{C}_{+}^{\infty} \rightarrow \mathcal{C}^{\infty}$ differentiable in the sense that for any $f \in \mathcal{C}_{+}^{\infty}, g \in \mathcal{C}^{\infty}$,

$$
(d \Phi(f) \cdot g)(\zeta) \quad:=\lim _{s \rightarrow 0} \frac{(\Phi(f+s g))(\zeta)-(\Phi(f))(\zeta)}{s}
$$

exists for all $\zeta \in \mathbb{R}^{2 n+m}$, the $\Gamma_{\Phi}$ operator for $L_{t}^{\epsilon *}$ is defined by

$$
\begin{equation*}
\Gamma_{L_{t}^{\epsilon *}, \Phi}(h):=\frac{1}{2}\left(L_{t}^{\epsilon *} \Phi(h)-d \Phi(h) \cdot\left(L_{t}^{\epsilon *} h\right)\right) \tag{2.4.6}
\end{equation*}
$$

As is well-known, $L_{t}^{\epsilon *}$ does not satisfy the standard chain and product rules due to the additional term from the second derivatives in $L_{t}^{\epsilon *}$; straightforward calculations give:

$$
\begin{align*}
L_{t}^{\epsilon *}(\psi(f)) & =\psi^{\prime}(f) L_{t}^{\epsilon *} f+\psi^{\prime \prime}(f) \nabla f \cdot\left(A^{\epsilon} \nabla f\right)  \tag{2.4.7}\\
L_{t}^{\epsilon *}(f g) & =f L_{t}^{\epsilon *}(g)+g L_{t}^{\epsilon *}(f)+\nabla f \cdot\left(2 A^{\epsilon} \nabla g\right) \tag{2.4.8}
\end{align*}
$$

for all $f, g \in \mathcal{C}^{\infty}$ and $\psi \in \mathcal{C}^{\infty}$. Note $\nabla f \cdot\left(A^{\epsilon} \nabla f\right)$ and $\nabla f \cdot\left(2 A^{\epsilon} \nabla g\right)$ are respectively the carré $d u$ champ and its symmetric bilinear operator via polarisation for $L_{t}^{\epsilon *}$.
In addition, for a scalar-valued $D_{1}$ and a vector-valued operator $D_{2}$ both acting on scalarvalued functions, denote the commutator bracket as follows:

$$
\begin{equation*}
\left[D_{1}, D_{2}\right] h=\left(D_{1}\left(D_{2} h\right)_{1}-\left(D_{2} D_{1} h\right)_{1}, \ldots, D_{1}\left(D_{2} h\right)_{d_{D_{2}}}-\left(D_{2} D_{1} h\right)_{d_{D_{2}}}\right) \tag{2.4.9}
\end{equation*}
$$

for $h \in \mathcal{C}^{\infty}$, where $d_{D_{2}} \in \mathbb{N}$ is the number of elements in the output of $D_{2}$.

### 2.4.2 Auxiliary results

For the next result, the space of smooth functions that will be used is from [38]: let $\mathcal{C}_{b, c}^{\infty}=\mathcal{C}_{b, c}^{\infty}\left((0, \infty) \times \mathbb{R}^{2 n+m}\right)$ be the space of real-valued functions $f:(0, \infty) \times \mathbb{R}^{2 n+m} \rightarrow \mathbb{R}$ such that

1. $f$ is measurable with respect to $\mathcal{B}((0, \infty)) \otimes \mathcal{B}\left(\mathbb{R}^{2 n+m}\right)$,
2. for all $t>0, f(t, \cdot)$ is smooth and $f$ is bounded on compact subsets of $\mathbb{R}_{>0} \times \mathbb{R}^{2 n+m}$.

Proposition 2.4.1. Under Assumption 1, 3 and 4, for all $t>0$ and $\epsilon \geq 0$, the unique strong solution $\left(X_{t}^{\epsilon}, Y_{t}^{\epsilon}, Z_{t}^{\epsilon}\right)$ to (2.4.3) is well-defined and there exists some constant $\kappa>0$ such that

$$
\begin{equation*}
\mathbb{E}\left[\left|X_{t}^{\epsilon}\right|^{2}+\left|Y_{t}^{\epsilon}\right|^{2}+\left|Z_{t}^{\epsilon}\right|^{2}\right] \leq e^{\kappa t} \mathbb{E}\left[\left|X_{0}\right|^{2}+\left|Y_{0}\right|^{2}+\left|Z_{0}\right|^{2}\right]<\infty \tag{2.4.10}
\end{equation*}
$$

Furthermore, for all time $t>0$, the law of the process $\left(X_{t}^{\epsilon}, Y_{t}^{\epsilon}, Z_{t}^{\epsilon}\right)$

- admits an almost-everywhere finite strictly positive density, also denoted $m_{t}^{\epsilon}$, with respect to the Lebesgue measure on $\mathbb{R}^{2 n+m}$,
- is the unique integrable distributional solution to the Fokker-Planck-Kolmogorov equation [20]

$$
\left\{\begin{array}{l}
\partial_{t} m_{t}^{\epsilon}=\left(L_{t}^{\top}+\epsilon\left(S_{t}^{x \top}+S_{t}^{y \top}\right)\right) m_{t}^{\epsilon}  \tag{2.4.11}\\
m_{0}^{\epsilon}=m_{0}
\end{array}\right.
$$

where $L_{t}^{\top}$ is the formal $L^{2}$-adjoint of $L_{t}$.
Finally when $\epsilon>0, m_{\bullet}$ and its partial derivative in time belongs in $\mathcal{C}_{b, c}^{\infty}$.
For the notion of integrable distributional solutions, see p. 338 in [20].
Proof. Existence and uniqueness of an almost surely continuous $\mathcal{F}_{t}$-adapted processes follows by conditions (2.2.3) and (2.2.5) using Theorem 3.1.1 in [163]; in addition, (2.4.10) holds by the same theorem. For the claim that the law admits a density, we will apply Theorem 1 in [94] for the case of an arbitrary deterministic starting point. First, condition (H1) in the same article is verified. Take the sets ' $K_{n}$ ' to be

$$
K_{p}=\prod_{i=1}^{2 n+m}[-p, p]
$$

for all $p \in \mathbb{N}$. The unique solution to (2.4.3) with a deterministic starting point

$$
\left(X_{0}, Y_{0}, Z_{0}\right)=\left(x_{0}, y_{0}, z_{0}\right) \in \mathbb{R}^{2 n+m}
$$

satisfies the same bound (2.4.10) as before when initialising from $m_{0}$. Moreover, for the random sets

$$
\Xi_{p}=\left\{s>0:\left(X_{u}^{\epsilon}, X_{u}^{\epsilon}, X_{u}^{\epsilon}\right) \in K_{p}, 0 \leq u \leq s\right\}
$$

for $p \in \mathbb{N}$, the solution $\left(\hat{X}_{t}^{\epsilon}, \hat{Y}_{t}^{\epsilon}, \hat{Z}_{t}^{\epsilon}\right)$ to the stopped stochastic differential equation

$$
\begin{align*}
d \hat{X}_{t}^{\epsilon, p} & =\mathbb{1}_{\Xi_{p}}(t)\left(\hat{Y}_{t}^{\epsilon, p} d t+\epsilon\left(-T_{t}^{-1} \nabla_{x} U\left(\hat{X}_{t}^{\epsilon, p}\right) d t+d W_{t}^{1}\right)\right),  \tag{2.4.12a}\\
d \hat{Y}_{t}^{\epsilon, p} & =\mathbb{1}_{\Xi_{p}}(t)\left(-\nabla_{x} U\left(\hat{X}_{t}^{\epsilon, p}\right) d t+\lambda^{\top} \hat{Z}_{t}^{\epsilon, p} d t+\epsilon\left(-T_{t}^{-1} \hat{Y}_{t}^{\epsilon, p} d t+d W_{t}^{2}\right)\right),  \tag{2.4.12b}\\
d \hat{Z}_{t}^{\epsilon, p} & =\mathbb{1}_{\Xi_{p}}(t)\left(-\lambda \hat{Y}_{t}^{\epsilon, p} d t-T_{t}^{-1} A \hat{Z}_{t}^{\epsilon, p} d t+\Sigma d W_{t}^{3}\right), \tag{2.4.12c}
\end{align*}
$$

is well-defined by the same Theorem 3.1.1 in [163] and the corresponding bound

$$
\mathbb{E}\left[\left|\hat{X}_{t}^{\epsilon, p}\right|^{2}+\left|\hat{Y}_{t}^{\epsilon, p}\right|^{2}+\left|\hat{Z}_{t}^{\epsilon, p}\right|^{2}\right] \leq e^{\kappa t}\left(\left|x_{0}\right|^{2}+\left|y_{0}\right|^{2}+\left|z_{0}\right|^{2}\right)<\infty
$$

holds. Identifying $\left(\hat{X}_{t}^{\epsilon, p}, \hat{Y}_{t}^{\epsilon, p}, \hat{Z}_{t}^{\epsilon, p}\right)=\left(X_{t \wedge \text { sup } \Xi_{p}}^{\epsilon}, Y_{t \wedge \text { sup } \Xi_{p}}^{\epsilon}, Z_{t \wedge \text { sup } \Xi_{p}}^{\epsilon}\right)$ a.s. yields that ${ }^{4}$ for any $\tau>0$

$$
\begin{aligned}
\mathbb{P}\left(\inf \left\{t \geq 0:\left(X_{t}^{\epsilon}, Y_{t}^{\epsilon}, Z_{t}^{\epsilon}\right) \notin K_{p}\right\} \leq \tau\right) & \leq \frac{1}{p^{2}} \mathbb{E}\left[\left|X_{\tau \wedge \sup }^{\epsilon} \Xi_{p}\right|^{2}+\left|Y_{\tau \wedge \sup }^{\epsilon} \Xi_{p}\right|^{2}+\left|Z_{\tau \wedge \sup }^{\epsilon} \Xi_{p}\right|^{2}\right] \\
& \leq \frac{e^{\kappa \tau}}{p^{2}}\left(\left|x_{0}\right|^{2}+\left|y_{0}\right|^{2}+\left|z_{0}\right|^{2}\right)
\end{aligned}
$$

and in particular that for any $\tau>0$,

$$
\begin{equation*}
\mathbb{P}\left(\inf \left\{t \geq 0:\left(X_{t}^{\epsilon}, Y_{t}^{\epsilon}, Z_{t}^{\epsilon}\right) \notin K_{p}\right\} \leq \tau\right) \rightarrow 0 \quad \text { as } p \rightarrow \infty \tag{2.4.13}
\end{equation*}
$$

Suppose for contradiction that with nonzero probability, the increasing-in- $p$ random variable $\inf \left\{t \geq 0:\left(X_{t}^{\epsilon}, Y_{t}^{\epsilon}, Z_{t}^{\epsilon}\right) \notin K_{p}\right\}$ converges to a real value as $p \rightarrow \infty$. Then there exists a time $\hat{\tau}>0$ such that with nonzero probability,

$$
\inf \left\{t \geq 0:\left(X_{t}^{\epsilon}, Y_{t}^{\epsilon}, Z_{t}^{\epsilon}\right) \notin K_{p}\right\} \leq \hat{\tau} \quad \forall p \in \mathbb{N},
$$

which contradicts (2.4.13). Therefore condition (H1) in [94] holds for (2.4.3). Condition (H2) in the same article holds due the $K_{p}$ being compact and the smoothness assumption on $U$. It can be readily checked that the local weak Hörmander condition, see definition in [94, (LWH)], also holds at any $\left(t, y_{0}\right)$ for any $r \in(0, t)$ and $R>0$. Therefore ${ }^{5}$ by Theorem 1 in [94], due to our Assumptions 1 and 3, the solution to (2.4.3) with a deterministic starting point $\zeta_{0} \in \mathbb{R}^{2 n+m}$ admits a smooth density $p_{t}^{\zeta_{0}} \in \mathcal{C}^{\infty}\left(\mathbb{R}^{2 n+m}\right)$ for all $t>0$. Moreover by Theorem 2 in [94], for any fixed $\zeta \in \mathbb{R}^{2 n+m}, \mathbb{R}^{2 n+m} \ni \zeta_{0} \mapsto p_{t}^{\zeta_{0}}(\zeta)$ is lower semi continuous and hence measurable, so that the $\mathbb{R} \cup\{ \pm \infty\}$-valued function

[^3]on $\mathbb{R}^{2 n+m}$,
\[

$$
\begin{equation*}
\int_{\mathbb{R}^{2 n+m}} p_{t}^{\zeta_{0}} m_{0}\left(d \zeta_{0}\right) \tag{2.4.14}
\end{equation*}
$$

\]

is integrable by Fubini's theorem and so is almost everywhere $\mathbb{R}$-valued on $\mathbb{R}^{2 n+m}$. By Itô's rule, (2.4.14) solves (2.4.11) in the distributional sense. In addition, (2.4.11) is the unique integrable solution by Theorem 9.6 .3 in [20], which requires for any $T>0$ that there exists $V \in C^{2}\left(\mathbb{R}^{2 n+m}\right)$ such that

1. $V(x) \rightarrow \infty$ as $|x| \rightarrow \infty$ and
2. for some constant $C_{V}>0$ and all $(x, t) \in \mathbb{R}^{2 n+m} \times(0, T)$, it holds that $L_{t}^{\epsilon} V \geq-C_{V} V$ and $|\nabla V| \leq C_{V} V$.

Setting $V(x, y, z)=1+U(x)-U_{m}+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}$ and calculating

$$
\begin{equation*}
L_{t}^{\epsilon}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)=\epsilon\left(-\frac{1}{T_{t}}\left|\nabla_{x} U\right|^{2}+\Delta_{x} U-\frac{1}{T_{t}}|y|^{2}+n\right)-\frac{1}{T_{t}} z^{\top} A z+\operatorname{Tr} A \tag{2.4.15}
\end{equation*}
$$

it is clear from assumptions (2.2.3), (2.2.5) and either (2.2.6) or (2.2.7) on $U$ that these conditions are satisfied since $T$ is finite; therefore there is a unique integrable solution to (2.4.11) in the sense of p .338 in [20]. The expression in (2.4.14) is thus the density for the law of the solution to (2.4.3) with initial law $m_{0}$ at time $t$.
For $\epsilon>0$, the time-depending law of $\left(X_{t}^{\epsilon}, Y_{t}^{\epsilon}, Z_{t}^{\epsilon}\right)$ and its partial derivative with respect to time belongs in $\mathcal{C}_{b, c}^{\infty}$ by Theorem 1.1 in [38] because (2.4.14) satisfies (2.4.11).
For positivity of the density where $\epsilon=0$, the steps in Lemma 3.4 of [132] involving the solution to an associated control problem can be followed. The associated control problem has the expression

$$
\frac{d}{d t}\left(\begin{array}{c}
Q_{t}  \tag{2.4.16}\\
P_{t} \\
V_{t}
\end{array}\right)=\left(\begin{array}{c}
P_{t} \\
-\nabla U\left(Q_{t}\right)+\lambda^{\top} V_{t} \\
-\lambda P_{t}-T_{t} A V_{t}+\Sigma \frac{d \tilde{U}}{d t}
\end{array}\right)
$$

It suffices to show that given any $S>0$ and any pair $\left(Q_{0}, P_{0}, V_{0}\right) \in \mathbb{R}^{2 n+m}$ and $\left(Q^{*}, P^{*}, V^{*}\right) \in \mathbb{R}^{2 n+m}$, there exists a control $\tilde{U}:[0, \infty) \rightarrow \mathbb{R}^{m}$ such that the solution $\left(Q_{t}, P_{t}, V_{t}\right)$ to (2.4.16) starting at $\left(Q_{0}, P_{0}, V_{0}\right)$ satisfies $\left(Q_{S}, P_{S}, V_{S}\right)=\left(Q^{*}, P^{*}, V^{*}\right)$. Fix $S>0, \epsilon>0,\left(Q_{0}, P_{0}, V_{0}\right) \in \mathbb{R}^{2 n+m},\left(Q^{*}, P^{*}, V^{*}\right) \in \mathbb{R}^{2 n+m}$. Using the mollifier (2.4.1), let $\nu:=\varphi_{\frac{1}{2}} * \mathbb{1}_{\left(-\infty, \frac{1}{2}\right]}$, where $*$ denotes convolution. Define a smooth function $\hat{Q} .:[0, S] \rightarrow \mathbb{R}^{n}$
by

$$
\begin{align*}
\hat{Q}_{t}= & \left(\left(-\nabla U\left(Q_{0}\right)+\lambda^{\top} V_{0}\right) \frac{t^{2}}{2}+P_{0} t+Q_{0}\right) \nu\left(\frac{t}{S}\right) \\
& +\left(\left(-\nabla U\left(Q^{*}\right)+\lambda^{\top} V^{*}\right) \frac{t^{2}}{2}+P^{*} t+Q^{*}\right) \nu\left(1-\frac{t}{S}\right) \tag{2.4.17}
\end{align*}
$$

which satisfies

$$
\hat{Q}_{0}=Q_{0}, \quad \hat{Q}_{S}=Q^{*}, \quad \frac{d \hat{Q}_{t}}{d t}(0)=P_{0}, \quad \frac{d \hat{Q}_{t}}{d t}(S)=P^{*}
$$

Define $\hat{P}$. : $[0, S] \rightarrow \mathbb{R}^{n}$ through

$$
\begin{equation*}
\hat{P}_{t}=\frac{d \hat{Q}_{t}}{d t} \tag{2.4.18}
\end{equation*}
$$

For $\hat{V} .:[0, S] \rightarrow \mathbb{R}^{m}, \hat{V}_{.}:[0, S] \rightarrow \mathbb{R}^{m}$ is defined with

$$
\begin{align*}
\hat{V}_{t}= & \lambda\left(\lambda^{\top} \lambda\right)^{-1}\left(\nabla U\left(\hat{Q}_{t}\right)+\partial_{t}^{2}\left[\left(-\nabla U\left(Q_{0}\right) \frac{t^{2}}{2}+P_{0} t+Q_{0}\right) \nu\left(\frac{t}{S}\right)\right.\right. \\
& \left.\left.+\left(-\nabla U\left(Q^{*}\right) \frac{t^{2}}{2}+P^{*} t+Q^{*}\right) \nu\left(1-\frac{t}{S}\right)\right]\right)+\partial_{t}^{2}\left[V_{0} \frac{t^{2}}{2} \nu\left(\frac{t}{S}\right)+V^{*} \frac{t^{2}}{2} \nu\left(1-\frac{t}{S}\right)\right] \tag{2.4.19}
\end{align*}
$$

where $\left(\lambda^{\top} \lambda\right)^{-1}$ exists by $\lambda$ having rank $n$. Note that $\hat{V}_{t}$ satisfies $\hat{V}_{0}=V_{0}$ and $\hat{V}_{S}=V^{*}$. Let the smooth function $\tilde{U}:[0, \infty) \rightarrow \mathbb{R}^{m}$ be given by

$$
\begin{equation*}
\frac{d \tilde{U}}{d t}=\Sigma^{-1}\left(\frac{d \hat{V}_{t}}{d t}+\lambda \hat{P}_{t}+T_{t} A \hat{V}_{t}\right), \quad \tilde{U}(0)=0 \tag{2.4.20}
\end{equation*}
$$

For this $\tilde{U}$, the solution to (2.4.16) with initial condition $\left(Q_{0}, P_{0}, V_{0}\right)$ is $\left(\hat{Q}_{t}, \hat{P}_{t}, \hat{V}_{t}\right)$ by construction; its uniqueness is guaranteed by considering the system satisfied by the difference between two supposedly different solutions $\left(Q_{t}^{1}, P_{t}^{1}, V_{t}^{1}\right)$ and $\left(Q_{t}^{2}, P_{t}^{2}, V_{t}^{2}\right)$

$$
\frac{d}{d t}\left(\begin{array}{c}
Q_{t}^{1}-Q_{t}^{2} \\
P_{t}^{1}-P_{t}^{2} \\
V_{t}^{1}-V_{t}^{2}
\end{array}\right)=\left(\begin{array}{c}
P_{t}^{1}-P_{t}^{2} \\
-\nabla U\left(Q_{t}^{1}\right)-\nabla U\left(Q_{t}^{2}\right)+\lambda^{\top}\left(V_{t}^{1}-V_{t}^{2}\right) \\
-\lambda\left(P_{t}^{1}-P_{t}^{2}\right)-T_{t} A\left(V_{t}^{1}-V_{t}^{2}\right)
\end{array}\right)
$$

and the time derivative of $\left|Q_{t}^{1}-Q_{t}^{2}\right|^{2}+\left|P_{t}^{1}-P_{t}^{2}\right|^{2}+\left|V_{t}^{1}-V_{t}^{2}\right|^{2}$, using (2.2.3) and the mean value theorem on $\left|\nabla U\left(Q_{t}^{1}\right)-\nabla U\left(Q_{t}^{2}\right)\right|^{2}$.
With non-zero probability, the path of Brownian motion stays within an $\epsilon$-neighbourhood of any continuously differentiable path, in particular of $\tilde{U}$. Positivity of $m_{t}$ follows by the support theorem of Stroock and Varadhan (Theorem 5.2 in [182]). The above construction
for the $\epsilon>0$ case follows with a simple modification; equation (2.4.16) becomes

$$
\frac{d}{d t}\left(\begin{array}{c}
Q_{t}  \tag{2.4.21}\\
P_{t} \\
V_{t}
\end{array}\right)=\left(\begin{array}{c}
P_{t}-\epsilon \nabla U\left(Q_{t}\right)+\epsilon \frac{d \tilde{U}_{1}}{d t} \\
-\nabla U\left(Q_{t}\right)+\lambda^{\top} V_{t}-\epsilon P_{t}+\epsilon \frac{d \tilde{U}_{2}}{d t} \\
-\lambda P_{t}-T_{t} A V_{t}+\Sigma \frac{d \tilde{U}}{d t}
\end{array}\right),
$$

so setting $\frac{d \tilde{U}_{1}}{d t}=\nabla U\left(\hat{Q}_{t}\right)$ and $\frac{d \tilde{U}_{2}}{d t}=\hat{P}_{t}$ together with (2.4.20) gives that (2.4.17), (2.4.18) and (2.4.19) solves equation (2.4.21) and concludes the proof.

Remark 2.4.1. For smoothness of the density, the results in [186] can also be considered, but there the assumptions are slightly mismatched. Firstly, the statement assumes boundedness of $\partial^{\alpha} V$ for any multiindex $\alpha$ where $V$ would in the case here be any of the coefficients appearing in (2.1.3), which fails for $|\alpha|=0$. Secondly, in case of (A.1) (in [186]), condition (i) fails and in case of (A.2), condition (i) fails due to $V_{0}$. Both of these assumptions seem possibly unnecessary in the proofs but we avoid this in favour of the more recent work [94].
The results below up to Proposition 2.4.10 are directed towards showing dissipation of a distorted entropy as required in the proof of Theorem 2.2.5.

### 2.4.3 Lyapunov function

Lemma 2.4.2. Under Assumption 1, 3 and 4, there exist constants a, $, c, d, \delta>0$ independent of $\epsilon$ such that $R: \mathbb{R}^{2 n+m+1} \rightarrow \mathbb{R}$ defined as

$$
\begin{equation*}
R\left(x, y, z, T_{t}\right):=U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}+\delta T_{t}\left(y^{\top} \lambda^{-1} z+\frac{1}{2} x \cdot y\right) \tag{2.4.22}
\end{equation*}
$$

satisfies

$$
\begin{equation*}
a\left(|x|^{2}+|y|^{2}+|z|^{2}\right)-d \leq R\left(x, y, z, T_{t}\right) \leq b\left(|x|^{2}+|y|^{2}+|z|^{2}\right)+d \tag{2.4.23}
\end{equation*}
$$

and there exists $0<\epsilon^{\prime} \leq 1$ for which $\epsilon \leq \epsilon^{\prime}$ implies

$$
\begin{equation*}
L_{t}^{\epsilon} R \leq-c T_{t} R+\frac{d}{T_{t}} \tag{2.4.24}
\end{equation*}
$$

Proof. By the quadratic assumption (2.2.7) on $U$ and boundedness Assumption 3 on $T_{t}$, it is clear that there exists $\hat{\delta}>0$ such that the first statement (2.4.23) holds with $d=$ $\max \left(\left|U_{m}\right|,\left|U_{M}\right|\right)$ for all $\delta \in(0, \hat{\delta}]$. Inequality (2.4.24) follows by the following calculation using our assumptions on $U, T_{t}$ and applications of Young's inequality.

Fix $\delta>0$ to be

$$
\begin{align*}
\delta \leq \min & \left(\hat{\delta}, 1, \frac{4 r_{1}^{2}}{\left(r_{2}+1\right) \sup _{s \geq 0} T_{s}}, 2\left(\sup _{s \geq 0} T_{s}\right)^{-1}\right. \\
& \left.\frac{A_{c}}{2}\left[\left(\frac{|\lambda|^{2}}{2 r_{1}}+1+\frac{r_{2}}{r_{1}}\left|\lambda^{-1}\right|^{2}\right)\left(\sup _{s \geq 0} T_{s}\right)^{2}+2\left(|A|^{2}+1\right)\left|\lambda^{-1}\right|^{2}\right]^{-1}\right) \tag{2.4.25}
\end{align*}
$$

where $|\cdot|$ is the operator norm here and $A_{c}>0$ is the coercivity constant of the positive definite matrix $A$. Consider each of the terms of $L_{t}^{\epsilon}(R)$ seperately.

$$
\begin{align*}
& L_{t}^{\epsilon}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)=\epsilon\left(-\frac{1}{T_{t}}\left|\nabla_{x} U\right|^{2}+\Delta_{x} U-\frac{1}{T_{t}}|y|^{2}+n\right)-\frac{1}{T_{t}} z^{\top} A z+\operatorname{Tr} A  \tag{2.4.26}\\
& \quad \leq \epsilon\left(-\frac{1}{T_{t}}\left(r_{1}^{2}|x|^{2}-2 r_{1} U_{g}\right)+n\left|D_{x}^{2} U\right|_{\infty}-\frac{1}{T_{t}}|y|^{2}+n\right)-\frac{1}{T_{t}} z^{\top} A z+\operatorname{Tr} A, \tag{2.4.27}
\end{align*}
$$

where the last inequality follows from (2.2.4) and $\nabla_{x} U \cdot x \leq \frac{1}{2 r_{1}}\left|\nabla_{x} U\right|^{2}+\frac{r_{1}}{2}|x|^{2}$. Using the quadratic bound $(2.2 .5)$ on $\nabla_{x} U$, we get

$$
\begin{align*}
L_{t}^{\epsilon}\left(y^{\top} \lambda^{-1} z\right) & =-\epsilon T_{t}^{-1} y^{\top} \lambda^{-1} z-\nabla_{x} U \lambda^{-1} z+|z|^{2}-|y|^{2}-T_{t}^{-1} z^{\top} A\left(\lambda^{-1}\right)^{\top} y  \tag{2.4.28}\\
& \leq \frac{|y|^{2}}{4}+2 T_{t}^{-2}\left(|A|^{2}+\epsilon^{2}\right)\left|\lambda^{-1}\right|^{2}|z|^{2}+\frac{r_{1}}{4 r_{2}}\left|\nabla_{x} U\right|^{2}+\frac{r_{2}}{r_{1}}\left|\lambda^{-1}\right|^{2}|z|^{2}+|z|^{2}-|y|^{2} \\
& \leq \frac{r_{1}}{4}|x|^{2}+\frac{r_{1}}{4 r_{2}} U_{g}-\frac{3}{4}|y|^{2}+\left(1+\frac{r_{2}}{r_{1}}\left|\lambda^{-1}\right|^{2}+2 T_{t}^{-2}\left(|A|^{2}+1\right)\left|\lambda^{-1}\right|^{2}\right)|z|^{2} \tag{2.4.29}
\end{align*}
$$

Then using also (2.2.4) for $\nabla_{x} U \cdot x$, we get

$$
\begin{align*}
L_{t}^{\epsilon}(x \cdot y) & =-\epsilon T_{t}^{-1} y \cdot \nabla_{x} U-\epsilon T_{t}^{-1} x \cdot y+|y|^{2}-\nabla_{x} U \cdot x+z^{\top} \lambda x  \tag{2.4.30}\\
& \leq \epsilon T_{t}^{-1}\left(\left(\frac{r_{2}}{2}+\frac{1}{2}\right)|x|^{2}+|y|^{2}+\frac{U_{g}}{2}\right)+|y|^{2}-r_{1}|x|^{2}+U_{g}+\frac{\left|\lambda^{\top}\right|^{2}}{r_{1}}|z|^{2}+\frac{r_{1}}{4}|x|^{2} \tag{2.4.31}
\end{align*}
$$

Combining (2.4.22), (2.4.27), (2.4.29), (2.4.31) and taking $\epsilon \leq 1$,

$$
\begin{align*}
L_{t}^{\epsilon}\left(R\left(x, y, z, T_{t}\right)\right)= & L_{t}^{\epsilon}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)+\delta T_{t} L_{t}\left(y^{\top} \lambda^{-1} z\right)+\frac{\delta T_{t}}{2} L_{t}(x \cdot y)  \tag{2.4.32}\\
\leq & -\delta T_{t} \frac{r_{1}}{8}|x|^{2}-\delta T_{t} \frac{1}{4}|y|^{2}-\frac{1}{T_{t}} z^{\top} A z+C+\frac{2 \epsilon r_{1} U_{g}}{T_{t}} \\
& +\delta T_{t}\left[\frac{\left|\lambda^{\top}\right|^{2}}{2 r_{1}}+\left(1+\frac{r_{2}}{r_{1}}\left|\lambda^{-1}\right|^{2}+2 T_{t}^{-2}\left(|A|^{2}+1\right)\left|\lambda^{-1}\right|^{2}\right)\right]|z|^{2} \\
& +\epsilon T_{t}^{-1}\left[\left(\frac{\delta T_{t}}{4}\left(r_{2}+1\right)-r_{1}^{2}\right)|x|^{2}+\left(\frac{\delta T_{t}}{2}-1\right)|y|^{2}\right] \tag{2.4.33}
\end{align*}
$$

where $0<C=n\left(\left|D_{x}^{2} U\right|_{\infty}+1\right)+\operatorname{Tr} A+\delta \frac{r_{1} U_{g}}{4 r_{2}} \sup _{s \geq 0} T_{s}+\delta U_{g}\left(\frac{1}{4}+\frac{\sup _{s \geq 0} T_{s}}{2}\right)$. Therefore for $\delta$ satisfying the bound (2.4.25), the first square bracket term satisfies

$$
\delta T_{t}\left[\frac{\left|\lambda^{\top}\right|^{2}}{2 r_{1}}+\left(1+\frac{r_{2}}{r_{1}}\left|\lambda^{-1}\right|^{2}+2 T_{t}^{-2}\left(|A|^{2}+1\right)\left|\lambda^{-1}\right|^{2}\right)\right] \leq \frac{1}{2}\left(\sup _{s \geq 0} T_{s}\right)^{-1} A_{c}|z|^{2}
$$

and the second square bracket term is negative, where the assumption that $T_{t}$ is bounded above for all time has been used. Rearranging,

$$
\begin{aligned}
L_{t}^{\epsilon}\left(R\left(x, y, z, T_{t}\right)\right) & \leq-\delta T_{t} \frac{r_{1}}{8}|x|^{2}-\delta T_{t} \frac{1}{4}|y|^{2}-\frac{A_{c}}{2 \sup _{s} T_{s}}|z|^{2}+C+\frac{2 \epsilon r_{1} U_{g}}{T_{t}} \\
& \leq-c T_{t} R+C^{\prime} T_{t}^{-1}
\end{aligned}
$$

where $c>0$ is small enough, $C^{\prime}>0$ is large enough and the right inequality of (2.4.23) has been used. The result follows using $d=\max \left(C^{\prime},\left|U_{m}\right|,\left|U_{M}\right|\right)$.

Lemma 2.4.3. Under Assumption 1, 3, 4 and for $0 \leq \epsilon \leq \epsilon^{\prime}$, the solution $\left(X_{t}^{\epsilon}, Y_{t}^{\epsilon}, Z_{t}^{\epsilon}\right)$ to (2.4.3) is such that $\frac{\mathbb{E}\left[R\left(X_{t}^{\epsilon}, Y_{t}^{\epsilon}, Z_{t}^{\epsilon}, T_{t}\right)\right]}{(\ln (e+t))^{2}}$ is bounded uniformly in time $t$ and in $\epsilon$.

Proof. It is equivalent to prove the result for $R+d>0$ in place of $R$. Let $R_{t}:=$ $R\left(X_{t}^{\epsilon}, Y_{t}^{\epsilon}, Z_{t}^{\epsilon}, T_{t}\right)$. Firstly, by (2.4.22), the left hand bound in (2.4.23) and the Assumption 3,

$$
\begin{equation*}
T_{t}^{\prime} \mathbb{E}\left[\delta\left(\left(Y_{t}^{\epsilon}\right)^{\top} \lambda^{-1} Z_{t}+\frac{1}{2} X_{t}^{\epsilon} \cdot Y_{t}^{\epsilon}\right)\right] \leq\left|T_{t}^{\prime}\right| \mathbb{E}\left[\delta\left|\left(Y_{t}^{\epsilon}\right)^{\top} \lambda^{-1} Z_{t}^{\epsilon}+\frac{1}{2} X_{t}^{\epsilon} \cdot Y_{t}^{\epsilon}\right|\right] \leq \frac{B}{t} \mathbb{E}\left[R_{t}+d\right] \tag{2.4.34}
\end{equation*}
$$

for a constant $B \geq 0$ independent of $\epsilon$. By Itô's rule and for $t_{0}<s<t$,

$$
\mathbb{E} R_{t}-\mathbb{E} R_{s}=\int_{s}^{t} \mathbb{E}\left(T_{u}^{\prime} \partial_{T_{t}} R+L_{u}^{\epsilon} R\right)\left(X_{u}^{\epsilon}, Y_{u}^{\epsilon}, Z_{u}^{\epsilon}, T_{u}\right) d u
$$

where (2.4.34), (2.4.32) (2.4.26), (2.4.28), (2.4.30), (2.2.3), (2.2.5) have been used together with Fubini's theorem. Property (2.4.24) from Lemma 2.4.2 and (2.4.34) give

$$
\begin{align*}
\mathbb{E}\left[R_{t}+d\right]-\mathbb{E}\left[R_{s}+d\right] & \leq \int_{s}^{t}\left(\frac{B}{u} \mathbb{E}\left[R_{u}+d\right]+\mathbb{E}\left[-c T_{u} R_{u}+d T_{u}^{-1}\right]\right) d u \\
& \leq \int_{s}^{t}\left(\left(\frac{B}{u}-c T_{u}\right) \mathbb{E}\left[R_{u}+d\right]+B^{\prime} T_{u}^{-1}\right) d u \tag{2.4.35}
\end{align*}
$$

for a constant $B^{\prime} \geq 0$ independent of $\epsilon$. By the spatial quadratic bounds on $R$ and (2.4.10), the right-hand side is converging to zero as $s \rightarrow t$. Since a similar lower bound of the left-hand side may be obtained by explicit calculations as before for the upper bound, the expression $\mathbb{E}\left[R_{t}+d\right]$ is continuous in $t$ and consequently the integral on the right-hand side may be interpreted as a Riemann integral. Therefore by the fundamental theorem of calculus and Assumption 3, we have for $t>t_{0} *$, where $t_{0}^{*}>t_{0}$ is such that $\frac{B}{t} \leq \frac{c E}{2 \ln t}$ for $t>t_{0}^{*}$, that

$$
\frac{d}{d t} \mathbb{E}\left[R_{t}+d\right] \leq \int_{s}^{t}\left(\left(\frac{B}{u}-c T_{u}\right) \mathbb{E}\left[R_{u}+d\right]+B^{\prime} T_{u}^{-1}\right) d u \leq-\frac{c E}{2 \ln t} \mathbb{E}\left[R_{t}+d\right]+\frac{B^{\prime}}{E} \ln t
$$

This yields for $t>t_{0}^{*}$,

$$
\frac{d}{d t}\left(e^{\frac{c E}{2} \int_{t_{0}^{*}}^{t}(\ln s)^{-1} d s} \mathbb{E}\left[R_{t}+d\right]\right) \leq \frac{B^{\prime}}{E} \ln t e^{\frac{c E}{2} \int_{t_{0}^{t}}^{t}(\ln s)^{-1} d s}
$$

and

$$
\begin{aligned}
\mathbb{E}\left[R_{t}+d\right] & \leq \mathbb{E}\left[R_{t_{0}^{*}}+d\right] e^{-\frac{c E}{2} \int_{t_{0}^{*}}^{t}(\ln s)^{-1} d s}+\int_{t_{0}^{*}}^{t} \frac{B^{\prime}}{E} \ln s e^{-\frac{c E}{2} \int_{s}^{t}(\ln u)^{-1} d u} \\
& \leq \mathbb{E}\left[R_{t_{0}^{*}}+d\right]+\frac{B^{\prime}}{E} \int_{t_{0}^{*}}^{t} \ln s e^{-\frac{c E}{2} \int_{s}^{t}(\ln u)^{-1} d u} \\
& \leq \mathbb{E}\left[R_{t_{0}^{*}}+d\right]+\frac{B^{\prime}}{E} \ln t \int_{t_{0}^{*}}^{t} e^{-\frac{c E}{2 \ln t}(t-s)} \\
& \leq \mathbb{E}\left[R_{t_{0}^{*}}+d\right]+B^{\prime} \frac{2(\ln t)^{2}}{c E^{2}}\left(1-e^{-\frac{c E}{2}(\ln t)^{-1}\left(t-t_{0}^{*}\right)}\right) \\
& \leq \mathbb{E}\left[R_{t_{0}^{*}}+d\right]+B^{\prime} \frac{2(\ln t)^{2}}{c E^{2}}
\end{aligned}
$$

where the first term on the right-hand side can be bounded via Proposition 2.4.1 and the
inequalities in (2.4.23).
Corollary 2.4.4. Under Assumption $1,3,4$ and for $0 \leq \epsilon \leq \epsilon^{\prime}$, the solution $\left(X_{t}^{\epsilon}, Y_{t}^{\epsilon}, Z_{t}^{\epsilon}\right)$ to (2.4.3) is such that $\frac{\mathbb{E}\left[\left|X_{t}^{\epsilon}\right|^{2}+\left|Y_{t}^{\epsilon}\right|^{2}+\left|Z_{t}^{\epsilon}\right|^{2}\right]}{(\ln (e+t))^{2}}$ is bounded uniformly in time and in $\epsilon$.

Proof. By the lower bound on $R$ in (2.4.23),

$$
\mathbb{E}\left[\left|X_{t}^{\epsilon}\right|^{2}+\left|Y_{t}^{\epsilon}\right|^{2}+\left|Z_{t}^{\epsilon}\right|^{2}\right] \leq \mathbb{E}\left[\frac{R\left(X_{t}^{\epsilon}, Y_{t}^{\epsilon}, Z_{t}^{\epsilon}, T_{t}\right)+d}{a}\right]
$$

which concludes by Lemma 2.4.3.

### 2.4.4 Form of Distorted Entropy

For $\epsilon \geq 0$, let $H^{\epsilon}(t)$ be the distorted entropy

$$
\begin{align*}
H^{\epsilon}(t)= & \int\left(\frac{\left|2 \nabla_{x} h_{t}^{\epsilon}+8 S_{0}\left(\nabla_{y} h_{t}^{\epsilon}+\lambda^{-1} \nabla_{z} h_{t}^{\epsilon}\right)\right|^{2}}{h_{t}^{\epsilon}}+\frac{\left|\nabla_{y} h_{t}^{\epsilon}+S_{1} \lambda^{-1} \nabla_{z} h_{t}^{\epsilon}\right|^{2}}{h_{t}^{\epsilon}}\right. \\
& \left.+\beta\left(T_{t}^{-1}\right) h_{t}^{\epsilon} \ln \left(h_{t}^{\epsilon}\right)\right) d \mu_{T_{t}} \tag{2.4.36}
\end{align*}
$$

where $S_{0}, S_{1}>0$ are the constants

$$
\begin{equation*}
S_{0}:=\left(1+\left|D_{x}^{2} U\right|_{\infty}^{2}\right)^{\frac{1}{2}}, \quad S_{1}:=2+28 S_{0}^{2}+1024 S_{0}^{4} \tag{2.4.37}
\end{equation*}
$$

and $\beta$ is a second order polynomial (see (2.4.38) and the end of the proof for Proposition 2.4.6) to be determined by Proposition 2.4.6 and independent of $\epsilon$.

Remark 2.4.2. This particular expression for $H$ is not necessarily the best possible choice. However the above is a working expression and optimality is left as future work; see also [159].
The following auxiliary result can be found as Lemma 12 of [139]; its proof can also be found there.

Lemma 2.4.5. For

$$
\Phi^{*}(h)=\frac{|M \nabla h|^{2}}{h}
$$

where $M$ is matrix-valued,

$$
\Gamma_{L_{t}^{\epsilon *}, \Phi^{*}}(h)>\frac{(M \nabla h) \cdot\left[L_{t}^{\epsilon *}, M \nabla\right] h}{h}
$$

holds for all $h \in \mathcal{C}_{+}^{\infty}$.

Notice the $\Phi^{*}$ appears in the first two terms of $H^{\epsilon}(t)$.
For the calculations below, recall the definitions (2.4.37) stated below for convenience:

$$
\begin{aligned}
& S_{0}=\left(1+\left|D_{x}^{2} U\right|_{\infty}^{2}\right)^{\frac{1}{2}} \\
& S_{1}=2+28 S_{0}^{2}+1024 S_{0}^{4}
\end{aligned}
$$

Using Lemma 2.4.5, the following proposition shows the distorted entropy (2.4.36) is a useful one.

Proposition 2.4.6. There exist $\beta_{0}, \beta_{1}, \beta_{2}>0$ independent of $\epsilon$ such that for $\beta: \mathbb{R} \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
\beta(x):=1+\beta_{0}+\beta_{1} x+\beta_{2} x^{2} \tag{2.4.38}
\end{equation*}
$$

the operator $\Psi_{T_{t}}$,

$$
\begin{equation*}
\Psi_{T_{t}}(h):=\frac{\left|2 \nabla_{x} h+8 S_{0}\left(\nabla_{y} h+\lambda^{-1} \nabla_{z} h\right)\right|^{2}}{h}+\frac{\left|\nabla_{y} h+S_{1} \lambda^{-1} \nabla_{z} h\right|^{2}}{h}+\beta\left(T_{t}^{-1}\right) h \ln (h) \tag{2.4.39}
\end{equation*}
$$

for $h \in \mathcal{C}_{+}^{\infty}$, satisfies

$$
\begin{equation*}
\Gamma_{L_{t}^{e *}, \Psi_{T_{t}}}(h) \geq \frac{|\nabla h|^{2}}{h} \tag{2.4.40}
\end{equation*}
$$

for all $0 \leq \epsilon \leq 1$.
Remark 2.4.3. $\beta_{0}, \beta_{1}, \beta_{2}$ depend on $\hat{\lambda}^{2}:=\max \left(|\lambda|^{2},\left|\lambda^{\top}\right|^{2},\left|\lambda^{-1}\right|^{2},\left|\lambda^{-1}\right|\left|\lambda^{\top}\right|\right),\left|D_{x}^{2} U\right|_{\infty}$ and $|A|$. $H$ satisfying property (2.4.40) is crucial for proving dissipation in Proposition 2.4.10.

Proof. Let $\Phi_{1}, \Phi_{2}, \Phi_{3}$ be the terms in $\Psi_{T_{t}}$,

$$
\begin{align*}
& \Phi_{1}(h):=\frac{\left|2 \nabla_{x} h+8 S_{0}\left(\nabla_{y} h+\lambda^{-1} \nabla_{z} h\right)\right|^{2}}{h}  \tag{2.4.41a}\\
& \Phi_{2}(h):=\frac{\left|\nabla_{y} h+S_{1} \lambda^{-1} \nabla_{z} h\right|^{2}}{h}  \tag{2.4.41b}\\
& \Phi_{3}(h):=h \ln (h) \tag{2.4.41c}
\end{align*}
$$

Note that the $\Gamma_{\Phi}$ operator is linear in the $\Phi$ argument by linearity of $L_{t}^{\epsilon *}$, so that (2.4.40) can be written as $\Gamma_{L_{t}^{\epsilon *}, \Phi_{1}}(h)+\Gamma_{L_{t}^{\epsilon *}, \Phi_{2}}(h)+\beta\left(T_{t}^{-1}\right) \Gamma_{L_{t}^{e *}, \Phi_{3}}(h) \geq \frac{|\nabla h|^{2}}{h}$. Consider $\Gamma_{L_{t}^{e *}, \Phi_{3}}$ first. Using the definition (2.4.6) of $\Gamma_{L_{t}^{\epsilon *}, \Phi}$, the product and chain rule (2.4.8) and (2.4.7)
for $L_{t}^{\epsilon *}$, and the coercivity property of $A$, we get

$$
\begin{align*}
\Gamma_{L_{t}^{\epsilon *}, \Phi_{3}}(h) & =\frac{1}{2}\left((\ln h+1) L_{t}^{\epsilon *} h+\frac{1}{h} \nabla h \cdot\left(A^{\epsilon} \nabla h\right)-(1+\ln h) L_{t}^{\epsilon *} h\right) \\
& =\frac{1}{2 h} \nabla h \cdot\left(A^{\epsilon} \nabla h\right) \geq \frac{1}{2 h}\left(\epsilon\left|\nabla_{x} h\right|^{2}+\epsilon\left|\nabla_{y} h\right|^{2}+A_{c}\left|\nabla_{z} h\right|^{2}\right) . \tag{2.4.42}
\end{align*}
$$

Since the goal is to show (2.4.40), the availability of (2.4.42) counteracts any negative contributions in the $z$-derivative term, and any order $\epsilon$ contributions in the $x$ - and $y$ derivatives, from $\Gamma_{L_{t}^{\epsilon *}, \Phi_{1}}$ and $\Gamma_{L_{t}^{\epsilon *}, \Phi_{2}}$; this counterweight materialises as $\beta$.
For $\Gamma_{L_{t}^{\epsilon *}, \Phi_{1}}$ and $\Gamma_{L_{t}^{\epsilon *}, \Phi_{2}}, S_{0}>0$ and $S_{1}>0$ as in (2.4.37) are used. Beginning with Lemma 2.4.5, we have

$$
\begin{aligned}
& h \Gamma_{L_{t}^{\epsilon *}, \Phi_{2}} \\
& \\
& \quad>\left(\nabla_{y}+S_{1} \lambda^{-1} \nabla_{z}\right) h \cdot\left[L_{t}^{\epsilon *}, \nabla_{y}+S_{1} \lambda^{-1} \nabla_{z}\right] h \\
&=\left(\nabla_{y}+S_{1} \lambda^{-1} \nabla_{z}\right) h \cdot\left(\nabla_{x}-\lambda^{\top} \nabla_{z}+\epsilon T_{t}^{-1} \nabla_{y}+S_{1} \nabla_{y}+S_{1} T_{t}^{-1} \lambda^{-1} A \nabla_{z}\right) h \\
&= \nabla_{x} h \cdot \nabla_{y} h-\nabla_{y} h \cdot\left(\lambda^{\top} \nabla_{z} h\right)+\epsilon T_{t}^{-1}\left|\nabla_{y} h\right|^{2}+S_{1}\left|\nabla_{y} h\right|^{2}+S_{1} T_{t}^{-1} \nabla_{y} h \cdot\left(\lambda^{-1} A \nabla_{z} h\right) \\
& \quad+S_{1} \nabla_{x} h \cdot\left(\lambda^{-1} \nabla_{z} h\right)-S_{1}\left(\lambda^{-1} \nabla_{z} h\right) \cdot\left(\lambda^{\top} \nabla_{z} h\right)+\epsilon T_{t}^{-1} S_{1} \nabla_{y} h \cdot\left(\lambda^{-1} \nabla_{z} h\right) \\
& \quad+S_{1}^{2} \nabla_{y} h \cdot\left(\lambda^{-1} \nabla_{z} h\right)+S_{1}^{2} T_{t}^{-1}\left(\lambda^{-1} \nabla_{z} h\right) \cdot\left(\lambda^{-1} A \nabla_{z} h\right) .
\end{aligned}
$$

In order to get a bound in terms of $\left(\partial_{i} h\right)^{2}$ terms rather than $\partial_{i} h \partial_{j} h$ terms, we bound the $\partial_{i} h \partial_{j} h$ terms in the following ways,

$$
\begin{aligned}
\nabla_{x} h \cdot \nabla_{y} h & \geq-\frac{1}{2}\left|\nabla_{x} h\right|^{2}-\frac{1}{2}\left|\nabla_{y} h\right|^{2}, \\
-\nabla_{y} h \cdot\left(\lambda^{\top} \nabla_{z} h\right) & \geq-\frac{1}{6}\left|\nabla_{y} h\right|^{2}-\frac{3}{2}\left|\lambda^{\top}\right|^{2}\left|\nabla_{z} h\right|^{2}, \\
S_{1} T_{t}^{-1} \nabla_{y} h \cdot\left(\lambda^{-1} A \nabla_{z} h\right) & \geq-\frac{1}{6}\left|\nabla_{y} h\right|^{2}-\frac{3}{2} S_{1}^{2} T_{t}^{-2}\left|\lambda^{-1}\right|^{2}|A|^{2}\left|\nabla_{z} h\right|^{2}, \\
S_{1} \nabla_{x} h \cdot\left(\lambda^{-1} \nabla_{z} h\right) & \geq-\frac{1}{2}\left|\nabla_{x} h\right|^{2}-\frac{1}{2} S_{1}^{2}\left|\lambda^{-1}\right|^{2}\left|\nabla_{z} h\right|^{2}, \\
\epsilon T_{t}^{-1} S_{1} \nabla_{y} h \cdot\left(\lambda^{-1} \nabla_{z} h\right) & \geq-\epsilon T_{t}^{-1}\left|\nabla_{y} h\right|^{2}-\frac{\epsilon}{4} S_{1}^{2} T_{t}^{-1}\left|\lambda^{-1}\right|^{2}\left|\nabla_{z} h\right|^{2}, \\
S_{1}^{2} \nabla_{y} h \cdot\left(\lambda^{-1} \nabla_{z} h\right) & \geq-\frac{1}{6}\left|\nabla_{y} h\right|^{2}-\frac{3}{2} S_{1}^{4}\left|\lambda^{-1}\right|^{2}\left|\nabla_{z} h\right|^{2}
\end{aligned}
$$

and using (2.4.3) gives

$$
\begin{align*}
h \Gamma_{L_{t}^{\epsilon *}, \Phi_{2}}(h)> & -\left|\nabla_{x} h\right|^{2}+\left(1+28 S_{0}^{2}+1024 S_{0}^{4}\right)\left|\nabla_{y} h\right|^{2} \\
& -\frac{1}{2} \hat{\lambda}^{2}\left(3+2 S_{1}+S_{1}^{2}+3 S_{1}^{4}+S_{1}^{2} T_{t}^{-1}\left(|A|+\frac{\epsilon}{2}\right)+3 S_{1}^{2} T_{t}^{-2}|A|^{2}\right)\left|\nabla_{z} h\right|^{2} \tag{2.4.43}
\end{align*}
$$

The last term $\Gamma_{L_{t}^{\epsilon *}, \Phi_{1}}$ compensates for the negative $x$-derivative. Again, beginning with Lemma 2.4.5, we have

$$
\begin{aligned}
& h \Gamma_{L_{t}^{\epsilon *}, \Phi_{1}}(h) \\
&>\left(2 \nabla_{x}+8 S_{0}\left(\nabla_{y}+\lambda^{-1} \nabla_{z}\right)\right) h \cdot\left[L_{t}^{\epsilon *}, 2 \nabla_{x}+8 S_{0}\left(\nabla_{y}+\lambda^{-1} \nabla_{z}\right)\right] h \\
&=\left(2 \nabla_{x}+8 S_{0}\left(\nabla_{y}+\lambda^{-1} \nabla_{z}\right)\right) h \cdot\left(-2\left(D_{x}^{2} U\right)\left(\nabla_{y}-\epsilon T_{t}^{-1} \nabla_{x}\right)\right. \\
&\left.+8 S_{0}\left(\nabla_{x}+\epsilon T_{t}^{-1} \nabla_{y}-\lambda^{\top} \nabla_{z}+\nabla_{y}+T_{t}^{-1} \lambda^{-1} A \nabla_{z}\right)\right) h \\
&=\left(\left(16 S_{0} I_{n}+4 \epsilon T_{t}^{-1} D_{x}^{2} U\right) \nabla_{x} h\right) \cdot \nabla_{x} h+2 \nabla_{x} h \cdot\left(\left(-2 D_{x}^{2} U+8 S_{0}\left(1+\epsilon T_{t}^{-1}\right) I_{n}\right) \nabla_{y} h\right) \\
&+2 \nabla_{x} h \cdot\left(8 S_{0}\left(-\lambda^{\top}+T_{t}^{-1} \lambda^{-1} A\right) \nabla_{z} h\right)+\left(\left(64 S_{0}^{2} I_{n}+16 S_{0} \epsilon T_{t}^{-1} D_{x}^{2} U\right) \nabla_{x} h\right) \cdot \nabla_{y} h \\
&+8 S_{0} \nabla_{y} h \cdot\left(\left(-2 D_{x}^{2} U+8 S_{0}\right) \nabla_{y} h\right)+8 S_{0} \nabla_{y} h \cdot\left(8 S_{0}\left(-\lambda^{\top}+T_{t}^{-1} \lambda^{-1} A\right) \nabla_{z} h\right) \\
&+\left(\left(64 S_{0}^{2} I_{n}+16 S_{0} \epsilon T_{t}^{-1} D_{x}^{2} U\right) \nabla_{x} h\right) \cdot\left(\lambda^{-1} \nabla_{z} h\right) \\
&+\left(\left(-16 S_{0} D_{x}^{2} U+64 S_{0}^{2}\left(1+\epsilon T_{t}^{-1}\right) I_{n}\right) \nabla_{y} h\right) \cdot\left(\lambda^{-1} \nabla_{z} h\right) \\
&+64 S_{0}^{2}\left(\lambda^{-1} \nabla_{z} h\right) \cdot\left(\left(-\lambda^{\top}+T_{t}^{-1} \lambda^{-1} A\right) \nabla_{z} h\right) .
\end{aligned}
$$

Bounding the $\partial_{i} h \partial_{j} h$ terms as for $\Phi_{2}$, using (2.4.3) and (2.2.3) yields

$$
\begin{aligned}
& h \Gamma_{L_{t}^{\epsilon *}, \Phi_{1}}(h) \\
&>\left(16 S_{0}-4 \epsilon T_{t}^{-1}\left|D_{x}^{2} U\right|_{\infty}\right)\left|\nabla_{x} h\right|^{2} \\
&-\left(2\left|\nabla_{x} h\right|^{2}+2\left|D_{x}^{2} U\right|_{\infty}^{2}\left|\nabla_{y} h\right|^{2}+8\left(1+\epsilon T_{t}^{-1}\right)\left|\nabla_{x} h\right|^{2}+8 S_{0}^{2}\left(1+\epsilon T_{t}^{-1}\right)\left|\nabla_{y} h\right|^{2}\right) \\
&-\left(2\left|\nabla_{x} h\right|^{2}+32 S_{0}^{2} \hat{\lambda}^{2}\left(1+T_{t}^{-2}|A|^{2}\right)\left|\nabla_{z} h\right|^{2}\right) \\
&-\left(\left(1+8 S_{0} \epsilon T_{t}^{-1}\left|D_{x}^{2} U\right|_{\infty}^{2}\right)\left|\nabla_{x} h\right|^{2}+\left(1024 S_{0}^{4}+8 S_{0} \epsilon T_{t}^{-1}\right)\left|\nabla_{y} h\right|^{2}\right) \\
&-\left(16 S_{0}\left|D_{x}^{2} U\right|_{\infty}\left|\nabla_{y} h\right|^{2}-64 S_{0}^{2}\left|\nabla_{y} h\right|^{2}\right) \\
&-\left(32 S_{0}^{2}\left|\nabla_{y} h\right|^{2}+32 S_{0}^{2} \hat{\lambda}^{2}\left(1+T_{t}^{-2}|A|^{2}\right)\left|\nabla_{z} h\right|^{2}\right) \\
&-\left(\left(1+8 S_{0} \epsilon T_{t}^{-1}\left|D_{x}^{2} U\right|_{\infty}^{2}\right)\left|\nabla_{x} h\right|^{2}+\left(1024 S_{0}^{4}+8 S_{0} \epsilon T_{t}^{-1}\right) \hat{\lambda}^{2}\left|\nabla_{z} h\right|^{2}\right) \\
&-\left(\left(2\left|D_{x}^{2} U\right|_{\infty}^{2}+32 S_{0}^{2}\left(1+\epsilon T_{t}^{-1}\right)\right)\left|\nabla_{y} h\right|^{2}+\left(32 S_{0}^{2}+32 \epsilon T_{t}^{-1} S_{0}^{2}\right) \hat{\lambda}^{2}\left|\nabla_{z} h\right|^{2}\right) \\
&-64 S_{0}^{2} \hat{\lambda}^{2}\left(1+T_{t}^{-2}|A|^{2}\right)\left|\nabla_{z} h\right|^{2} \\
& \geq\left(2-4\left(2+\left(1+4 S_{0}^{2}\right) S_{0}\right) \epsilon T_{t}^{-1}\right)\left|\nabla_{x} h\right|^{2} \\
&+\left(S_{0}^{2}\left(-28-1024 S_{0}^{2}\right)-8 S_{0}\left(1+5 S_{0}\right) \epsilon T_{t}^{-1}\right)\left|\nabla_{y} h\right|^{2} \\
&-\left(S_{0}^{2} \hat{\lambda}^{2}\left(160+128 T_{t}^{-2}|A|^{2}+1024 S_{0}^{2}\right)+8 S_{0} \hat{\lambda}^{2}\left(1+4 S_{0}\right) \epsilon T_{t}^{-1}\right)\left|\nabla_{z} h\right|^{2}
\end{aligned}
$$

so that

$$
\begin{aligned}
& h \Gamma_{L_{t}^{\epsilon *}, \Phi_{1}}(h) \\
& \quad \geq\left(2-4\left(2+\left(1+4 S_{0}^{2}\right) S_{0}\right) \epsilon T_{t}^{-1}\right)\left|\nabla_{x} h\right|^{2} \\
& \quad+\left(S_{0}^{2}\left(-28-1024 S_{0}^{2}\right)-8 S_{0}\left(1+5 S_{0}\right) \epsilon T_{t}^{-1}\right)\left|\nabla_{y} h\right|^{2} \\
& \quad \\
& \quad-\left(S_{0}^{2} \hat{\lambda}^{2}\left(160+128 T_{t}^{-2}|A|^{2}+1024 S_{0}^{2}\right)+8 S_{0} \hat{\lambda}^{2}\left(1+4 S_{0}\right) \epsilon T_{t}^{-1}\right)\left|\nabla_{z} h\right|^{2} .
\end{aligned}
$$

Matching powers in $T_{t}^{-1}$ to take

$$
\begin{aligned}
& \beta_{0}=\frac{1}{A_{c}}\left(S_{0}^{2} \hat{\lambda}^{2}\left(160+1024 S_{0}^{2}\right)+\frac{1}{2} \hat{\lambda}^{2}\left(3+2 S_{1}+S_{1}^{2}+3 S_{1}^{4}\right)\right) \\
& \beta_{1}=\frac{1}{A_{c}}\left(4\left(2+\left(1+4 S_{0}^{2}\right) S_{0}\right)+8 S_{0}\left(1+5 S_{0}\right)+8 S_{0} \hat{\lambda}^{2}\left(1+4 S_{0}\right)+\frac{1}{2} \hat{\lambda}^{2}\left(S_{1}^{2}\left(|A|+\frac{1}{2}\right)\right)\right) \\
& \beta_{2}=\frac{1}{A_{c}}\left(128 S_{0}^{2} \hat{\lambda}^{2}|A|^{2}+\frac{3}{2} \hat{\lambda}^{2} S_{1}^{2}|A|^{2}\right)
\end{aligned}
$$

using $\epsilon \leq 1$ and putting together the bounds for $\Gamma_{L_{t}^{\epsilon *}, \Phi_{3}}, \Gamma_{L_{t}^{\epsilon *}, \Phi_{2}}, \Gamma_{L_{t}^{\epsilon *}, \Phi_{1}}$ gives (2.4.40).

### 2.4.5 Log-Sobolev Inequality

Proposition 2.4.7. Under Assumption 1, 2 and for $\epsilon \geq 0$, there exists constants $t_{l s}, A_{*}>$ 0 and a finite order polynomial $r:(0, \infty) \rightarrow(0, \infty)$ with coefficients depending on $U$ and $\lambda$ but independent of $\epsilon$ such that the distorted entropy (2.4.36) satisfies

$$
\begin{equation*}
H^{\epsilon}(t) \leq C_{t} \int \frac{\left|\nabla h_{t}^{\epsilon}\right|^{2}}{h_{t}^{\epsilon}} d \mu_{T_{t}} \tag{2.4.44}
\end{equation*}
$$

where for $t>t_{l s}$,

$$
\begin{equation*}
C_{t}=A_{*}+r\left(T_{t}^{-\frac{1}{2}}\right) e^{\hat{E} T_{t}^{-1}} \tag{2.4.45}
\end{equation*}
$$

Proof. Given Proposition 2.2.1, only the first two terms in the integrand of $H^{\epsilon}(t)$ are left, which lead directly to the inequality corresponding to $A_{*}$.

### 2.4.6 Proof of Dissipation

Lemma 2.4.8 below constructs a sequence of compactly supported functions that are multiplied with the integrand in $H(t)$. It gives sufficient properties for retrieving a bound on $\partial_{t} H(t)$ after passing the derviative under the integral sign and passing the limit in the sequence of approximating initial densities. The key sufficient property turns out to be (2.4.46) below.

Let $\varphi_{k}$ be given as in (2.4.1) and $\nu_{k}:=\varphi_{k} * \mathbb{1}_{\left(-\infty, k^{2}\right]} \leq 1$ for $k>0$.
Lemma 2.4.8. For $k>0$, define the smooth functions $\eta_{k}: \mathbb{R}^{2 n+m+1} \rightarrow \mathbb{R}$

$$
\eta_{k}=\nu_{k}(-\ln (R+2 d)),
$$

where $d>0$ is the same as in (2.4.23). The following properties hold:

1. $\eta_{k}$ is compactly supported;
2. $\eta_{k}$ converges to 1 pointwise as $k \rightarrow \infty$;
3. for some constant $C>0$ independent of $k$, $t$ and $0 \leq \epsilon \leq \min \left(1, \epsilon^{\prime}\right)$

$$
\begin{equation*}
L_{t}^{\epsilon} \eta_{k} \leq \frac{C T_{t}^{-1}}{k} \tag{2.4.46}
\end{equation*}
$$

Proof. By the quadratic assumption (2.2.7) on $U$ and the bound (2.4.23) on $R, R$ grows quadratically and in particular for an arbitrarily large constant $R_{(0)}>0$, a compact set $K$ can be chosen such that $R>R_{(0)}$ in $\mathbb{R}^{2 n+m} \backslash K$; along with the support of $\nu_{m}$ being
bounded below, the first statement is clear. The second statement is also trivial to check. The third statement is an application of (2.4.4), (2.4.5) and (2.4.24); by (2.4.4) and (2.4.5), we have

$$
\begin{aligned}
L_{t}^{\epsilon} \eta_{m}= & -\nu_{m}^{\prime}(-\ln (R+2 d)) L_{t}^{\epsilon} \ln (R+2 d) \\
& +\nu_{m}^{\prime \prime}(-\ln (R+2 d))(\nabla \ln (R+2 d))^{\top} A^{\epsilon} \nabla \ln (R+2 d)
\end{aligned}
$$

It can be seen that $\nu_{m}^{\prime}$ and $\nu_{m}^{\prime \prime}$ are estimated by terms at most of order $m^{-1}$; to see this, for all $x \in \mathbb{R}$,

$$
\nu_{m}(x)=\int_{-\infty}^{m^{2}} \varphi_{m}(x-y) d y=\int_{x-m^{2}}^{\infty} \varphi_{m}(z) d z
$$

so that $0 \geq \nu_{m}^{\prime}(x)=-\varphi_{m}\left(x-m^{2}\right) \geq-m^{-1} \max \varphi$ and $\left|\nu_{m}^{\prime \prime}(x)\right|=\left|\varphi_{m}^{\prime}\left(x-m^{2}\right)\right| \leq$ $m^{-2} \max \varphi^{\prime}$. Therefore there exists a constant $\bar{C}>0$ such that

$$
\begin{aligned}
L_{t}^{\epsilon} \eta_{m} \leq & -\nu_{m}^{\prime}(-\ln (R+2 d)) \max \left(0, L_{t}^{\epsilon} \ln (R+2 d)\right) \\
& +m^{-2} \max \varphi^{\prime}\left|(\nabla \ln (R+2 d))^{\top} A^{\epsilon} \nabla \ln (R+2 d)\right| \\
\leq & \bar{C}\left(m^{-1} \max \left(0, L_{t}^{\epsilon} \ln (R+2 d)\right)+m^{-2}\left|(\nabla \ln (R+2 d))^{\top} A^{\epsilon} \nabla \ln (R+2 d)\right|\right)
\end{aligned}
$$

A calculation using property (2.4.24) with (2.4.4) and (2.4.5) for $L_{t}^{\epsilon}$ reveals

$$
\begin{aligned}
L_{t}^{\epsilon} \ln (R+2 d) & =\frac{L_{t}^{\epsilon} R}{R+2 d}-\frac{(\nabla R)^{\top} A^{\epsilon} \nabla R}{(R+2 d)^{2}} \\
& \leq \frac{-c T_{t} R+d T_{t}^{-1}}{R+2 d}-\frac{\epsilon\left(\left|\nabla_{x} R\right|^{2}+\left|\nabla_{y} R\right|^{2}\right)+A_{c}\left|\nabla_{z} R\right|^{2}}{(R+2 d)^{2}} \\
& \leq \frac{-c T_{t}(R+d)+c T_{t} d+d T_{t}^{-1}}{R+2 d}-\frac{\epsilon\left(\left|\nabla_{x} R\right|^{2}+\left|\nabla_{y} R\right|^{2}\right)+A_{c}\left|\nabla_{z} R\right|^{2}}{(R+2 d)^{2}}
\end{aligned}
$$

and

$$
(\nabla \ln (R+2 d))^{\top} A^{\epsilon} \nabla \ln (R+2 d) \leq(|A|+2)|\nabla \ln (R+2 d)|^{2}=(|A|+2)\left|\frac{\nabla R}{R+2 d}\right|^{2}
$$

which are bounded above as claimed considering (2.4.23) and that $\nabla R$ grows linearly in space and is uniformly bounded in time.

Remark 2.4.4. Lemma 2.4.8 is different to Lemma 16 in [139]. We believe the first few equations in the proof of Lemma 16 in [139] contain a sign error; as a consequence the proofs in [139] beyond that point require significant modifications. Here we address this by modifying the truncation arguments we require, proving (2.4.46) instead of Lemma 17
of [139]. In addition, the finiteness of the distorted entropy is required, which is not a readily available result for our dynamics. This is the reason for using the perturbed dynamics in (2.4.3), so that the square integrability Theorem 7.4.1 in [20] can be used, which applies only to solutions of PDEs with uniformly elliptic operators. We prove the dissipation result for the original dynamics (2.1.3) by using a limiting argument.
For the convenience of the reader, we state here the corollary of Theorem 7.4.1 in [20] that will be used.

Theorem 2.4.9. Under Assumptions 1, 3 and 4, for any $\epsilon, T>0$, it holds that $m_{t}^{\epsilon} \in$ $W^{1,1}\left(\mathbb{R}^{n}\right)$ for all $t>0$ and

$$
\int_{0}^{T} \int \frac{\left|\nabla m_{t}^{\epsilon}(\zeta)\right|^{2}}{m_{t}^{\epsilon}(\zeta)} d \zeta d t<\infty
$$

The proof of Proposition 2.4.10 follows in the direction of Lemma 19 of [139].
Proposition 2.4.10. Under Assumption 1, 2, 3 and 4 and for $0<\epsilon \leq \min \left(1, \epsilon^{\prime}\right)$, it holds that for any $0<\alpha \leq \frac{1}{2}\left(1-\frac{\hat{E}}{E}\right)$, there exists some constant $B>0$ and some $t_{H}>0$ both independent of $\epsilon$, such that for all $t>t_{H}$,

$$
\begin{equation*}
H^{\epsilon}(t) \leq B\left(\frac{1}{t}\right)^{1-\frac{\hat{E}}{E}-2 \alpha} \tag{2.4.47}
\end{equation*}
$$

Proof. Consider for $t \geq 0$ the auxiliary distorted entropies

$$
\begin{align*}
H_{k}^{\epsilon}(t)= & \int \eta_{k}\left(\frac{\left|2 \nabla_{x} h_{t}^{\epsilon}+8 S_{0}\left(\nabla_{y} h_{t}^{\epsilon}+\lambda^{-1} \nabla_{z} h_{t}^{\epsilon}\right)\right|^{2}}{h_{t}^{\epsilon}}+\frac{\left|\nabla_{y} h_{t}^{\epsilon}+S_{1} \lambda^{-1} \nabla_{z} h_{t}^{\epsilon}\right|^{2}}{h_{t}^{\epsilon}}\right. \\
& \left.+\beta\left(T_{t}^{-1}\right) h_{t}^{\epsilon} \ln \left(h_{t}^{\epsilon}\right)\right) d \mu_{T_{t}} \\
= & \int \eta_{k}\left(\Phi_{1}\left(h_{t}^{\epsilon}\right)+\Phi_{2}\left(h_{t}^{\epsilon}\right)+\beta\left(T_{t}^{-1}\right) \Phi_{3}\left(h_{t}^{\epsilon}\right)\right) d \mu_{T_{t}}=\int \eta_{k} \Psi_{T_{t}}\left(h_{t}^{\epsilon}\right) d \mu_{T_{t}} \tag{2.4.48}
\end{align*}
$$

where recall $h_{t}^{\epsilon}=m_{t}^{\epsilon} \mu_{T_{t}}^{-1}, \Phi_{1}, \Phi_{2}, \Phi_{3}$ is as in (2.4.41) and $\eta_{k}$ are as in Lemma 2.4.8. Due to the appearance of $\eta_{k}$, the function $H_{k}^{\epsilon}$ is differentiable and the order between the time derivative and the integral can be exchanged:

$$
\begin{equation*}
\frac{d}{d t} H_{k}^{\epsilon}(t)=\int \eta_{k} \partial_{t}\left(\Psi_{T_{t}}\left(h_{t}^{\epsilon}\right)\right) d \mu_{T_{t}}+T_{t}^{\prime} \int \eta_{k} \partial_{T_{t}}\left(\Psi_{T_{t}}\left(h_{t}^{\epsilon}\right) \mu_{T_{t}}\right) d x d y d z \tag{2.4.49}
\end{equation*}
$$

The terms will be considered separately. Since $m_{t}^{\epsilon}$ is the density of the law of (2.4.3) and $L_{t}^{\epsilon *}$ is the $L^{2}\left(\mu_{T_{t}}\right)$ adjoint of $L_{t}^{\epsilon}$, by Itô's rule for smooth compactly supported $f$
on $\mathbb{R}^{2 n+m}$,

$$
\begin{equation*}
\int f \partial_{t} m_{t}^{\epsilon}=\partial_{t} \int f m_{t}^{\epsilon}=\int L_{t}^{\epsilon} f m_{t}^{\epsilon}=\int L_{t}^{\epsilon} f \frac{m_{t}^{\epsilon}}{\mu_{T_{t}}} \mu_{T_{t}}=\int f L_{t}^{\epsilon *}\left(\frac{m_{t}^{\epsilon}}{\mu_{T_{t}}}\right) \mu_{T_{t}} \tag{2.4.50}
\end{equation*}
$$

The first term in (2.4.49) is then bounded as follows.

$$
\begin{align*}
\int \eta_{k} \partial_{t}\left(\Psi_{T_{t}}\left(h_{t}^{\epsilon}\right)\right) d \mu_{T_{t}} & =\int \eta_{k} d \Psi_{T_{t}}\left(h_{t}^{\epsilon}\right) \cdot \partial_{t} h_{t}^{\epsilon} d \mu_{T_{t}}=\int \eta_{k} d \Psi_{T_{t}}\left(h_{t}^{\epsilon}\right) \cdot \frac{\partial_{t} m_{t}^{\epsilon}}{\mu_{T_{t}}} d \mu_{T_{t}} \\
& =\int \eta_{k} d \Psi_{T_{t}}\left(h_{t}^{\epsilon}\right) \cdot L_{t}^{\epsilon *} h_{t}^{\epsilon} d \mu_{T_{t}} \\
& =-\int 2 \eta_{k} \Gamma_{L_{t}^{* *}, \Psi_{T_{t}}}\left(h_{t}^{\epsilon}\right) d \mu_{T_{t}}+\int \eta_{k} L_{t}^{\epsilon *}\left(\Psi_{T_{t}}\left(h_{t}^{\epsilon}\right)\right) d \mu_{T_{t}} \\
& =-\int 2 \eta_{k} \Gamma_{L_{t}^{* *}, \Psi_{T_{t}}}\left(h_{t}^{\epsilon}\right) d \mu_{T_{t}}+\int L_{t}^{\epsilon} \eta_{k}\left(\Psi_{T_{t}}\left(h_{t}^{\epsilon}\right)+\beta\left(T_{t}^{-1}\right) e^{-1}\right) d \mu_{T_{t}} \\
& \leq-2 \int \eta_{k} \frac{\left|\nabla h_{t}^{\epsilon}\right|^{2}}{h_{t}^{\epsilon}} d \mu_{T_{t}}+\frac{C T_{t}^{-1}}{k} \int\left(\Psi_{T_{t}}\left(h_{t}^{\epsilon}\right)+\beta\left(T_{t}^{-1}\right) e^{-1}\right) d \mu_{T_{t}}, \tag{2.4.51}
\end{align*}
$$

using Proposition 2.4.6 and Lemma 2.4.8, where $\beta\left(T_{t}^{-1}\right) e^{-1} \int L_{t}^{\epsilon *} \eta_{k} d \mu_{T_{t}}=0$ is added to force

$$
\beta\left(T_{t}^{-1}\right)\left(h_{t}^{\epsilon} \ln h_{t}^{\epsilon}+e^{-1}\right) \geq 0, \quad \text { so that } \quad \Psi_{T_{t}}\left(h_{t}^{\epsilon}\right)+\beta\left(T_{t}^{-1}\right) e^{-1} \geq 0 .
$$

For the second term in (2.4.49), consider the $\Phi_{1}$ and $\Phi_{2}$ terms in the integrand

$$
\eta_{k} \partial_{T_{t}}\left(\Psi_{T_{t}} \mu_{T_{t}}\right)=\eta_{k} \partial_{T_{t}}\left(\left(\Phi_{1}+\Phi_{2}+\beta\left(T_{t}^{-1}\right) \Phi_{3}\right) \mu_{T_{t}}\right)
$$

of $H_{k}(t)$ with the forms

$$
\partial_{T_{t}}\left(\Phi_{i}\left(h_{t}^{\epsilon}\right) \mu_{T_{t}}\right)=\partial_{T_{t}}\left|M_{i} \nabla \ln \left(\frac{m_{t}^{\epsilon}}{\mu_{T_{t}}}\right)\right|^{2} m_{t}^{\epsilon}, \quad i=1,2
$$

for the corresponding matrices $M_{1}$ and $M_{2}$ depending on $S_{0}, S_{1}$ and $\lambda$. Applying the partial derivative in $T_{t}$,

$$
\begin{equation*}
\partial_{T_{t}}\left(\Phi_{i}\left(h_{t}^{\epsilon}\right) \mu_{T_{t}}\right)=-2\left(M_{i} \nabla \ln h_{t}^{\epsilon} \cdot M_{i} \nabla \partial_{T_{t}} \ln \mu_{T_{t}}\right) m_{t}^{\epsilon} \tag{2.4.52}
\end{equation*}
$$

and using definition (2.2.2) for $\mu_{T_{t}}$ and $Z_{T_{t}}=\int_{\mathbb{R}^{2 n+m}} e^{-\frac{1}{T_{t}}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)} d x d y d z$, gives

$$
\begin{align*}
\partial_{T_{t}} \ln \mu_{T_{t}} & =\mu_{T_{t}}^{-1} \partial_{T_{t}}\left(Z_{T_{t}}^{-1} e^{-\frac{1}{T_{t}}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)}\right) \\
& =\mu_{T_{t}}^{-1}\left(-Z_{T_{t}}^{-2} \partial_{T_{t}} Z_{T_{t}}+\frac{Z_{T_{t}}^{-1}}{T_{t}^{2}}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)\right) e^{-\frac{1}{T_{t}}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)} \\
& =\mu_{T_{t}}^{-1}\left(-\mu_{T_{t}} Z_{T_{t}}^{-1} \partial_{T_{t}} Z_{T_{t}}+\frac{\mu_{T_{t}}}{T_{t}^{2}}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)\right) \\
& =-\int \frac{1}{T_{t}^{2}}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right) d \mu_{T_{t}}+\frac{1}{T_{t}^{2}}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right) . \tag{2.4.53}
\end{align*}
$$

Note the exchange in differentiation and integration is justified by the bounds (2.2.7) on $U$. Integrating by parts in $y$ and $z$ (or simply using formulae for second moments) gives $\frac{n+m}{2 T_{t}}$ for the $|y|^{2}$ and $|z|^{2}$ terms in the first integral. The integral over $U$ can be dealt with using assumptions (2.2.4) and (2.2.5), to be specific:

$$
\begin{aligned}
\int U d \mu_{T_{t}} & \leq \int\left(a_{M}^{2}|x|^{2}+U_{M}\right) d \mu_{T_{t}} \leq \int\left(\frac{a_{M}^{2}}{r_{1}}\left(\nabla U \cdot x+U_{g}\right)+U_{M}\right) d \mu_{T_{t}} \\
& =\frac{a_{M}^{2}}{r_{1}}\left(n T_{t}+U_{g}\right)+U_{M} \\
\int U d \mu_{T_{t}} & \geq \int\left(a_{m}^{2}|x|^{2}+U_{m}\right) d \mu_{T_{t}} \geq \int\left(\frac{a_{m}^{2}}{r_{2}+1}\left(|\nabla U|^{2}-U_{g}+|x|^{2}\right)+U_{m}\right) d \mu_{T_{t}} \\
& \geq \int\left(\frac{a_{m}^{2}}{r_{2}+1}\left(2 \nabla U \cdot x-U_{g}\right)+U_{m}\right) d \mu_{T_{t}}=\frac{a_{m}^{2}}{r_{2}+1}\left(2 n T_{t}-U_{g}\right)+U_{m} .
\end{aligned}
$$

Plugging into (2.4.53) gives

$$
\begin{equation*}
p_{1}\left(T_{t}^{-1}\right) \leq \partial_{T_{t}} \ln \mu_{T_{t}}-\frac{1}{T_{t}^{2}}\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}-\frac{n+m}{2} T_{t}\right) \leq p_{2}\left(T_{t}^{-1}\right) . \tag{2.4.54}
\end{equation*}
$$

where $p_{1}(x)=-\frac{a_{M}^{2} n}{r_{1}} x-\left(\frac{a_{M}^{2} U_{g}}{r_{1}}+U_{M}\right) x^{2}$ and $p_{2}(x)=-\frac{2 a_{m}^{2} n}{r_{2}+1} x+\left(\frac{a_{m}^{2} U_{g}}{r_{2}+1}-U_{m}\right) x^{2}$. Substituting (2.4.53) back into (2.4.52),

$$
\begin{align*}
\partial_{T_{t}}\left(\Phi_{i}\left(h_{t}^{\epsilon}\right) \mu_{T_{t}}\right) & \leq\left(\left|M_{i} \nabla \ln h_{t}^{\epsilon}\right|^{2}+T_{t}^{-4}\left|M_{i} \nabla\left(U(x)+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)\right|^{2}\right) m_{t}^{\epsilon} \\
& \leq \Phi_{i}\left(h_{t}^{\epsilon}\right) \mu_{T_{t}}+\widetilde{C} T_{t}^{-4}\left(1+|x|^{2}+|y|^{2}+|z|^{2}\right) m_{t}^{\epsilon} \tag{2.4.55}
\end{align*}
$$

for a constant $\widetilde{C} \geq 0$ independent of $k$ and $\epsilon$ by the quadratic assumption (2.2.5) on $\left|\nabla_{x} U\right|^{2}$ and $\eta_{m} \leq 1$.

For the last integrand in the last term of the right hand side of (2.4.49), namely the derivative over $\Phi_{3}\left(h_{t}^{\epsilon}\right) \mu_{T_{t}}=\frac{m_{t}^{\epsilon}}{\mu_{T_{t}}} \ln \frac{m_{t}^{\epsilon}}{\mu_{T_{t}}} \mu_{T_{t}}$, the left inequality of (2.4.54) gives

$$
\begin{align*}
& \partial_{T_{t}}\left(\beta\left(T_{t}^{-1}\right) \Phi_{3}\left(h_{t}^{\epsilon}\right) \mu_{T_{t}}\right) \\
& =-T_{t}^{-2} \beta^{\prime}\left(T_{t}^{-1}\right) \Phi_{3}\left(h_{t}^{\epsilon}\right) \mu_{T_{t}}+\beta\left(T_{t}^{-1}\right) \partial_{T_{t}} \ln \frac{m_{t}^{\epsilon}}{\mu_{T_{t}}} m_{t}^{\epsilon} \\
& =-T_{t}^{-2} \beta^{\prime}\left(T_{t}^{-1}\right)\left(\Phi_{3}\left(h_{t}^{\epsilon}\right)+e^{-1}\right) \mu_{T_{t}}+T_{t}^{-2} \beta^{\prime}\left(T_{t}^{-1}\right) e^{-1} \mu_{T_{t}}-\beta\left(T_{t}^{-1}\right) \partial_{T_{t}} \ln \mu_{T_{t}} m_{t}^{\epsilon} \\
& \leq T_{t}^{-2} \beta^{\prime}\left(T_{t}^{-1}\right) e^{-1} \mu_{T_{t}}+\beta\left(T_{t}^{-1}\right) \\
& \quad \cdot\left|p_{1}\left(T_{t}^{-1}\right)+\frac{1}{T_{t}^{2}}\left(-\frac{n+m}{2} T_{t}+U_{M}+a_{M}|x|^{2}+\frac{|y|^{2}}{2}+\frac{|z|^{2}}{2}\right)\right| m_{t}^{\epsilon} \tag{2.4.56}
\end{align*}
$$

where in the last step $\Phi_{3}+e^{-1} \geq 0, \beta_{1}, \beta_{2}>0$ and (2.2.7) have been used. Putting together the bounds (2.4.55) and (2.4.56) and applying Corollary 2.4.4 yields

$$
\begin{align*}
\int \eta_{k} \partial_{T_{t}}\left(\Psi_{T_{t}}\left(h_{t}^{\epsilon}\right) \mu_{T_{t}}\right) d \zeta & \leq q\left(T_{t}^{-1}\right)\left(H_{k}^{\epsilon}(t)+\mathbb{E}\left[1+\left|X_{t}^{\epsilon}\right|^{2}+\left|Y_{t}^{\epsilon}\right|^{2}+\left|Z_{t}^{\epsilon}\right|^{2}\right]\right) \\
& \leq p\left(T_{t}^{-1}\right)\left(H_{k}^{\epsilon}(t)+\hat{C}\right) \tag{2.4.57}
\end{align*}
$$

where $p$ and $q$ are some finite order polynomials with nonnegative coefficients, $\hat{C}>0$, both independent of $k$ and $\epsilon$.

Returning to (2.4.49), collecting (2.4.51) and (2.4.57) then integrating from any $s \geq 0$ to $t>s$ gives

$$
\begin{align*}
H_{k}^{\epsilon}(t)-H_{k}^{\epsilon}(s) \leq 2 & \int_{s}^{t}\left(-\int \eta_{k} \frac{\left|\nabla h_{u}^{\epsilon}\right|^{2}}{h_{u}} d \mu_{T_{u}}+\frac{C T_{u}^{-1}}{k}\left(H^{\epsilon}(u)+\beta\left(T_{u}^{-1}\right) e^{-1}\right)\right. \\
& \left.+\left|T_{u}^{\prime}\right| p\left(T_{u}^{-1}\right)\left(H_{k}^{\epsilon}(u)+\hat{C}\right)\right) d u \tag{2.4.58}
\end{align*}
$$

Fix an arbitrary $S>0$. By Theorem 2.4.9, the log-Sobolev inequality (2.4.44), (2.2.5) and the finiteness of second moments (2.4.10), it holds that

$$
\begin{align*}
\int_{0}^{S} H^{\epsilon}(u) d u & \leq \int_{0}^{S} C_{u} \int \frac{\left|\nabla h_{u}^{\epsilon}\right|^{2}}{h_{u}^{\epsilon}} d \mu_{T_{u}} d u \\
& =\int_{0}^{S} C_{u} \int \frac{\left|\nabla m_{u}^{\epsilon}+T_{u}^{-1} m_{u}^{\epsilon}\left(\nabla_{x} U+y+z\right)\right|^{2}}{m_{u}^{\epsilon}} d x d y d z d u<\infty \tag{2.4.59}
\end{align*}
$$

Then in (2.4.58) the $k \rightarrow \infty$ limit can be taken. Due to (2.4.59), the term denominated by $k$ goes to zero. Applying Fatou's lemma (adding and subtracting $\beta\left(T_{t}^{-1}\right) e^{-1} \int \eta_{m} d \mu_{T_{t}}$
wherever necessary for positivity) and using $\eta_{m} \leq 1$, it holds that for $s<t$,

$$
\begin{equation*}
H^{\epsilon}(t)-H^{\epsilon}(s) \leq-2 \int_{s}^{t} \int \frac{\left|\nabla h_{u}^{\epsilon}\right|^{2}}{h_{u}^{\epsilon}} d \mu_{T_{u}} d u+\int_{s}^{t}\left|T_{u}^{\prime}\right| p\left(T_{u}^{-1}\right)\left(H^{\epsilon}(u)+\hat{C}\right) d u \tag{2.4.60}
\end{equation*}
$$

and for ${ }^{6} t_{l s}<s<t$,

$$
\begin{equation*}
H^{\epsilon}(t)-H^{\epsilon}(s) \leq \int_{s}^{t}\left(\left(\left|T_{u}^{\prime}\right| p\left(T_{u}^{-1}\right)-2 C_{u}^{-1}\right) H^{\epsilon}(u)+\hat{C}\left|T_{u}^{\prime}\right| p\left(T_{u}^{-1}\right)\right) d u \tag{2.4.61}
\end{equation*}
$$

Since $t^{\alpha} \gg(\ln t)^{\frac{\rho}{2}}$ for any $\rho, \alpha>0$ and large enough $t>0$, for any $\alpha>0$, there exists $t_{1}>\max \left(t_{l s}, t_{0}\right)$, where $t_{0}$ is as in Assumption 3, and $c_{1}, c_{2}>0$ independent of $k, \epsilon$ such that for all $t \geq t_{1}$,

$$
\begin{align*}
\left|T_{t}^{\prime}\right| p\left(T_{t}^{-1}\right) & \leq c_{1}\left(\frac{1}{t}\right)^{1-\alpha}  \tag{2.4.62}\\
-2 C_{t}^{-1} & \leq-c_{2}\left(\frac{1}{t}\right)^{\frac{\hat{\mathrm{E}}}{E}+\alpha} \tag{2.4.63}
\end{align*}
$$

where the assumption $T_{t} \geq \frac{E}{\ln t}$ and (2.4.45) have been used. Using further that $E>\hat{E}$ by Assumption 3, then taking $\alpha<\frac{1}{2}\left(1-\frac{\hat{E}}{E}\right)$, there exists $t_{2} \geq t_{1}$ independent of $\epsilon$ such that for $t \geq t_{2}$,

$$
\begin{equation*}
\left|T_{t}^{\prime}\right| p\left(T_{t}^{-1}\right)-2 C_{t}^{-1} \leq-c_{3}\left(\frac{1}{t}\right)^{\frac{\hat{E}}{E}+\alpha} \tag{2.4.64}
\end{equation*}
$$

and from (2.4.61), for $t_{2}<s<t$,

$$
\begin{equation*}
H^{\epsilon}(t)-H^{\epsilon}(s) \leq \int_{s}^{t}\left(-c_{3}\left(\frac{1}{u}\right)^{\frac{\hat{E}}{E}+\alpha} H^{\epsilon}(u)+\hat{C} c_{1}\left(\frac{1}{u}\right)^{1-\alpha}\right) d u \tag{2.4.65}
\end{equation*}
$$

To obtain the corresponding differential inequality for all time, (2.4.65) can be divided

[^4]by $t-s$, mollified with (2.4.1) for $0<k<1$ and the limit $s \rightarrow t$ can be taken:
\[

$$
\begin{aligned}
& \lim _{\hat{\epsilon} \rightarrow 0} \frac{1}{2 \hat{\epsilon}} \int_{t-1}^{t+1} \varphi_{k}(t-u)\left(H^{\epsilon}(u+\hat{\epsilon})-H^{\epsilon}(u-\hat{\epsilon})\right) d u \\
& \quad \leq \lim _{\hat{\epsilon} \rightarrow 0} \frac{1}{2 \hat{\epsilon}} \int_{t-1}^{t+1} \varphi_{k}(t-u) \int_{u-\hat{\epsilon}}^{u+\hat{\epsilon}}\left(-c_{3}\left(\frac{1}{u^{\prime}}\right)^{\frac{\hat{E}}{E}+\alpha} H^{\epsilon}\left(u^{\prime}\right)+\hat{C} c_{1}\left(\frac{1}{u^{\prime}}\right)^{1-\alpha}\right) d u^{\prime} d u \\
& \quad \leq \int_{t-1}^{t+1} \varphi_{k}(t-u) \lim _{\hat{\epsilon} \rightarrow 0} \frac{1}{2 \hat{\epsilon}} \int_{u-\hat{\epsilon}}^{u+\hat{\epsilon}}\left(-c_{3}\left(\frac{1}{u^{\prime}}\right)^{\frac{\hat{\epsilon}}{E}+\alpha} H^{\epsilon}\left(u^{\prime}\right)+\hat{C} c_{1}\left(\frac{1}{u^{\prime}}\right)^{1-\alpha}\right) d u^{\prime} d u \\
& \quad=\int_{t-1}^{t+1} \varphi_{k}(t-u)\left(-c_{3}\left(\frac{1}{u}\right)^{\frac{\hat{E}}{E}+\alpha} H^{\epsilon}(u)+\hat{C} c_{1}\left(\frac{1}{u}\right)^{1-\alpha}\right) d u
\end{aligned}
$$
\]

for $t \geq t_{2}+2$, where the second-to-last line follows from Fatou's lemma and dominated convergence (adding and subtracting $\beta\left(T_{u^{\prime}}^{-1}\right) e^{-1}$ to $H^{\epsilon}$ for Fatou); the last equality follows by the Lebesgue differentiation theorem. Therefore

$$
\frac{d}{d t}\left(\varphi_{k} * H^{\epsilon}\right)(t) \leq-c_{3}\left(\frac{1}{t+1}\right)^{\frac{\hat{E}}{E}+\alpha}\left(\varphi_{k} * H^{\epsilon}\right)(t)+\hat{C}^{\prime}\left(\frac{1}{t-1}\right)^{1-\alpha}
$$

for some constant $\hat{C}^{\prime}>0$ independent of $k, \epsilon$. Setting

$$
\gamma_{1}(t):=c_{3}\left(\frac{1}{t+1}\right)^{\frac{\hat{E}}{E}+\alpha}, \quad \gamma_{2}(t):=\hat{C}^{\prime}\left(\frac{1}{t-1}\right)^{1-\alpha}
$$

and following the argument as per [139] from Lemma 6 in [138], there exists $t_{3} \geq t_{2}+$ $2, c_{4}, c_{5}, c_{6}>0$ independent of $k$ and $\epsilon$ such that for $t \geq t_{3}$,

$$
\frac{d}{d t}\left(\frac{\gamma_{2}}{\gamma_{1}}\right)(t)=\frac{(t+1)^{\frac{\hat{E}}{E}+\alpha}}{(t-1)^{1-\alpha}}\left(\frac{c_{4}}{t+1}-\frac{c_{5}}{t-1}\right) \geq-c_{6} t^{-1}
$$

so that there exists $t_{4} \geq t_{3}$ independent of $k$ and $\epsilon$ such that for $t \geq t_{4}$,

$$
\frac{d}{d t}\left(\varphi_{k} * H^{\epsilon}-\frac{2 \gamma_{2}}{\gamma_{1}}\right)(t) \leq-\gamma_{1}(t)\left(\varphi_{k} * H^{\epsilon}(t)-\frac{2 \gamma_{2}(t)}{\gamma_{1}(t)}\right)
$$

and consequently

$$
\begin{equation*}
\varphi_{k} * H^{\epsilon}(t) \leq \frac{2 \gamma_{2}(t)}{\gamma_{1}(t)}+\varphi_{k} * H^{\epsilon}\left(t_{4}\right) e^{-\int_{t_{4}}^{t} \gamma_{1}(u) d u} \tag{2.4.66}
\end{equation*}
$$

Finally, from (2.4.65) (adding and subtracting $\beta\left(T_{u^{\prime}}^{-1}\right) e^{-1}$ to $H^{\epsilon}$ ), it holds that for $t \geq$
$t_{4}+2$,

$$
\begin{equation*}
H^{\epsilon}(t)=\int_{t-2 k}^{t} \varphi_{k}(t-k-s) d s H^{\epsilon}(t) \leq \int_{t-2 k}^{t} \varphi_{k}(t-k-s) H^{\epsilon}(s) d s+\tilde{g}(2 k) \tag{2.4.67}
\end{equation*}
$$

for some $\tilde{g}: \mathbb{R} \rightarrow \mathbb{R}$ satisfying $\tilde{g}\left(k^{\prime}\right) \rightarrow 0$ as $k^{\prime} \rightarrow 0$, so that (2.4.66) yields

$$
H^{\epsilon}(t) \leq \frac{2 \gamma_{2}(t-k)}{\gamma_{1}(t-k)}+\varphi_{k} * H^{\epsilon}\left(t_{4}\right) e^{-\int_{t_{4}}^{t-k} \gamma_{1}(u) d u}+\tilde{g}(2 k)
$$

where $\varphi_{k} * H^{\epsilon}\left(t_{4}\right)$ can be bounded independently of $k$ in a similar spirit to (2.4.67), and taking $k \rightarrow 0$ concludes the proof.

Remark 2.4.5. The annealing schedule $T_{t}$ is chosen to satisfy the relationship (2.4.64) between $C_{t}^{-1}$ and $\left|T_{t}^{\prime}\right| p\left(T_{t}^{-1}\right)$.

### 2.4.7 Degenerate noise limit

After taking advantage of the square integrability Theorem 7.4.1 in [20] for the case with a nondegenerate diffusion term in the proof of Proposition 2.4.10, the $\epsilon \rightarrow 0$ limit is taken to obtain the same dissipation inequality in this section.

Proof of Proposition 2.2.4. From (2.4.60), for any $0 \leq s<t$ and $0<\epsilon \leq \min \left(1, \epsilon^{\prime}\right)$, it holds that

$$
H^{\epsilon}(t)-H^{\epsilon}(s) \leq \int_{s}^{t}\left|T_{u}^{\prime}\right| p\left(T_{u}^{-1}\right)\left(H^{\epsilon}(u)+\hat{C}\right) d u,
$$

where $p$ is a finite order polynomial with nonnegative coefficients and $\hat{C}>0$ is a constant both independent of $\epsilon$. Therefore, mollifying in time and taking $s \rightarrow t$ as in the end of the proof by Proposition 2.4.10, it is straightforward that $H^{\epsilon}$ is uniformly bounded in ${ }^{7} 0 \leq$ $t \leq t_{H}$ and $0<\epsilon \leq \min \left(1, \epsilon^{\prime}\right)$. Moreover by Proposition 2.4.10, the entropy $\int h_{t}^{\epsilon} \ln h_{t}^{\epsilon} d \mu_{T_{t}}$ is bounded uniformly in $t>t_{H}$ and $0<\epsilon \leq \min \left(1, \epsilon^{\prime}\right)$. Therefore for any $t \geq 0$ by the de la Vallée-Poussin criterion (see for example [49]), the subset $\left\{h_{t}^{\epsilon}: 0<\epsilon \leq \min \left(1, \epsilon^{\prime}\right)\right\} \subset$ $L^{1}\left(\mu_{T_{t}}\right)$ is uniformly integrable and consequently the Dunford-Pettis theorem implies the existence of a weak limit $g_{t} \in L^{1}\left(\mu_{T_{t}}\right)$ for a (sub)sequence $\left(\epsilon_{i}\right)_{i \in \mathbb{N}}$ such that $\epsilon_{i} \rightarrow 0$,

$$
h_{t}^{\epsilon_{i}} \rightharpoonup g_{t}, \quad \text { in } L^{1}\left(\mu_{T_{t}}\right) \quad \text { as } i \rightarrow \infty .
$$

For any $S>0$, any compactly supported smooth test function $\phi:[0, S) \times \mathbb{R}^{2 n+m} \rightarrow \mathbb{R}$, omitting the dependence on the space variable $\zeta=(x, y, z)$ wherever convenient, denoting

[^5]\[

$$
\begin{align*}
D_{S} & :=(0, S) \times \mathbb{R}^{2 n+m} \text { and using Itô's rule } \\
0 & =\lim _{i \rightarrow \infty} \int_{D_{S}}\left(m_{t}^{\epsilon_{i}}-g_{t} \mu_{T_{t}}\right)\left(-\partial_{t}-L_{t}\right) \phi d t d \zeta \\
& =\lim _{i \rightarrow \infty} \int_{D_{S}} \epsilon_{i} m_{t}^{\epsilon_{i}}\left(S_{t}^{x}+S_{t}^{y}\right) \phi d t d \zeta+\int_{D_{S}} g_{t} \mu_{T_{t}}\left(\partial_{t}+L_{t}\right) \phi d t d \zeta+\int_{\mathbb{R}^{2 n+m}} m_{0} \phi(0, \zeta) d t d \zeta \\
& =\int_{D_{S}} g_{t} \mu_{T_{t}}\left(\partial_{t}+L_{t}\right) \phi d t d \zeta+\int_{\mathbb{R}^{2 n+m}} m_{0} \phi(0, \zeta) d t d \zeta \tag{2.4.68}
\end{align*}
$$
\]

so that in the distributional sense of [20],

$$
\begin{cases}\partial_{t}\left(g_{t} \mu_{T_{t}}\right)=L_{t}^{\top}\left(g_{t} \mu_{T_{t}}\right) & \text { on } \mathbb{R}^{2 n+m}  \tag{2.4.69}\\ \left(g_{0} \mu_{T_{0}}\right)=m_{0} & \forall t>0\end{cases}
$$

By Proposition 2.4.1, the solution to (2.4.69) is unique in the class of integrable solutions and since $m_{t}$ belongs in this same class, it holds that

$$
g_{t} \mu_{T_{t}}=m_{t}
$$

for all $t \in[0, S]$, which is that

$$
m_{t}^{\epsilon_{i}} \rightharpoonup m_{t}, \quad \text { in } L^{1}\left(\mu_{T_{t}}\right) \quad \text { as } i \rightarrow \infty
$$

for all $0 \leq t<S$. By Corollary 3.8 in [25], there exists a sequence $\left(\hat{m}_{t}^{i}\right)_{i \in \mathbb{N}}$ made up of convex combinations of $m_{t}^{\epsilon_{i}}$ that converge strongly to $m_{t}$ in $L^{1}$, hence a subsequence $\left(\hat{m}_{t}^{i_{j}}\right)_{j \in \mathbb{N}}$ that convergences pointwise almost everywhere. By Fatou's lemma, convexity of $f(x)=x \ln x \geq e^{-1}$ for $x>0$ and Proposition 2.4.10, for $t>t_{H}$, we get

$$
\int h_{t} \ln h_{t} d \mu_{T_{t}}=\int m_{t} \ln \left(\frac{m_{t}}{\mu_{T_{t}}}\right) \leq \liminf _{j \rightarrow \infty} \int \hat{m}_{t}^{i_{j}} \ln \left(\frac{\hat{m}_{t}^{i_{j}}}{\mu_{T_{t}}}\right) \leq B\left(\frac{1}{t}\right)^{1-\frac{\hat{E}}{E}-2 \alpha}
$$

### 2.5 Some additional results

Before concluding, we complement our results about convergence to the global minimum with the analog of Proposition 2.4.10 for the $T_{t}=T>0$ sampling case and a result about the choice of the annealing schedule.
For completeness, we also show exponential convergence to equilibrium for the generalised Langevin equation (2.1.3) with constant temperature. Part of the analysis used in the proof of Proposition 2.4.10 can be used for the sampling case and $T_{t}=T$, i.e. working
only with the partial time derivatives mentioned above for the invariant distribution.
Proposition 2.5.1. Let Assumption 1 and 4 hold and let $T_{t}=T$ for all $t$ for some constant $T>0$. There exist constants $C^{c}, C_{*}>0$ such that

$$
\int\left|h_{t}-1\right| d \mu_{T} \leq C^{c} e^{-\frac{C_{*}^{-1}}{2} t}
$$

for all $t>0$.
Proof. After Pinsker's inequality (2.2.12) and consideration of the definition (2.4.36) of $H$, what remains is the partial time derivative part of the proof of Proposition 2.4.10. The proof concludes by the same calculations as in Proposition 2.4.10, keeping in mind $T_{t}^{\prime}=0$, until (2.4.61) followed by the Grönwall argument. Note that (2.4.45) and (2.4.63) are not required and a log-Sobolev constant (in $t$ also) works, in which case (2.4.44) and hence the current argument follow without requiring Assumption 2. The limiting $\epsilon$ argument as in Proposition 2.2.4 is the same.

Proposition 2.5.2. Under Assumption 1, 3 and 4, the schedule $T_{t}=\frac{E}{\ln (e+t)}, E>\hat{E}$ is optimal in the sense that for any differentiable $f: \mathbb{R}_{+} \rightarrow \mathbb{R}_{+}$, if

$$
\begin{equation*}
T_{t}=\frac{1}{f(t)}\left(\frac{\hat{E}}{\ln (e+t)}\right) \tag{2.5.1}
\end{equation*}
$$

$C_{t}$ is the log-Sobolev factor (2.4.45) and $p$ is the finite order polynomial with nonnegative coefficients from the proof of Proposition 2.4.10, then the relation

$$
\begin{equation*}
2 C_{t}^{-1} \gg\left|T_{t}^{\prime}\right| p\left(T_{t}^{-1}\right) \tag{2.5.2}
\end{equation*}
$$

holds for large times only if $\lim \sup _{t \rightarrow \infty} f(t) \leq 1$.
Proof. Suppose there exists a constant $\delta>0$ and times $\left(t_{i}\right)_{i \in \mathbb{N}}$ such that $0<t_{i} \rightarrow \infty$ and

$$
f\left(t_{i}\right) \geq 1+\delta \quad \forall i
$$

From (2.4.45),

$$
C_{t}^{-1} \sim \mathcal{O}\left(e^{-\hat{E} T_{t}^{-1}} T_{t}^{-1}\right)
$$

which after substituting in (2.5.1) gives

$$
\begin{equation*}
e^{-\hat{E} T_{t}^{-1}} T_{t}^{-1}=(e+t)^{-f(t)} \frac{f(t) \ln (e+t)}{\hat{E}} \sim \mathcal{O}\left(t^{-f(t)} f(t) \ln t\right) \tag{2.5.3}
\end{equation*}
$$

Compare this to

$$
\begin{equation*}
\left|T_{t}^{\prime}\right| p\left(T_{t}^{-1}\right) \propto \frac{p(f(t) \ln (e+t))}{(f(t) \ln (e+t))^{2}}\left(\frac{f(t)}{e+t}+\left|f^{\prime}(t)\right| \ln (e+t)\right) \tag{2.5.4}
\end{equation*}
$$

which has order at least $(t f(t))^{-1}(\ln t)^{-2}$. For $t=t_{i}, i$ large enough, $f(t) \geq 1+\delta$ and so

$$
\begin{equation*}
t^{-f(t)} f(t) \ln t \ll(t f(t))^{-1}(\ln t)^{-2}, \tag{2.5.5}
\end{equation*}
$$

which violates (2.5.2).
Remark 2.5.1. One can strengthen the proposition by making precise the form of $p$ from Proposition 2.4.10, which will determine how slowly $f(t)$ is allowed to converge to 1 ; in fact $p$ should be at least sixth order. This seems inconsequential with respect to optimality and so is omitted.

### 2.6 Conclusions

We explored the possibility of using the generalised Langevin equations in the context of simulated annealing. Our main purpose was to establish convergence as for the underdamped Langevin equation and provide a proof of concept in terms of performance improvement. Although the theoretical results hold for any scaling matrix $A$ given the stated restrictions, we saw in our numerical results that its choice has great impact on the performance. In Section 2.3, $A_{2}, A_{3}$ or $A_{4}$ seemed to improve the exploration on the state space and/or the success proportion of the algorithm. There is plenty of work still required in terms of providing a more complete methodology for choosing $A$. This is left as future work and is also closely linked with time discretisation issues as a poor choice for $A$ could lead to numerical integration stiffness. This motivates the development and study of improved numerical integration schemes, in particular, the extension of the conception and analysis on numerical schemes such as BAOAB [119] for the Langevin equation for (2.1.3) and the extension of the work in [143] for non-identity matrices $\lambda$ and $A$. See [121] for work in this direction.
In addition, the system in (2.1.3) is not the only way to add an auxiliary variable to the underdamped Langevin equations in (2.1.2) whilst retaining the appropriate equilibrium distribution. Our choice was motivated by a clear connection to the generalised Langevin equation (2.1.4) and link with accelerated gradient descent, but it could be the case that a different third or higher order equations could be used with possibly improved performance. Along these lines, one could consider adding skew-symmetric terms as in [56]. As regards to theory, an interesting extension could involve establishing how the results here can be extended to establish a comparison of optimisation and sampling in
a nonconvex setting for an arbitrary number of dimensions similar to [130]. We leave for future work finding optimal constants in the convergence results, investigating dependence on parameters and how the limits of these parameters and constants relate to existing results for the Langevin equation in (2.1.2) in [139, 159]. Finally, one could also aim to extend large deviation results in $[107,131,169]$ for the overdamped Langevin dynamics to the underdamped and generalised case.


Fig. 2.3.1: Dynamics in order from top: (2.3.2), (2.3.1) with $A=A_{1}, \ldots, A_{4}$. Left: One instance of noise realisation. Right: Log histogram of 20 independent runs. See Section 2.3.2 for comments.


Fig. 2.3.2: Proportion of simulations close to the global minimum for the Alpine function as $U$. Panels from top to bottom: Langevin (2.3.2), generalised Langevin (2.3.1) with $A=A_{1}, A_{2}, A_{3}, A_{4}$. Left: Final position. Right: time-average of last 5000 iterations. We use $\gamma=3$ for improving colour contrast, plots are visually similar for $\gamma=1$.


Fig. 2.3.3: Cross entropy between prediction and target over iterations of (2.3.1).


Fig. 2.3.4: Both proportion of success and numerical transition rates for $U=U_{2}$. Panels from top to bottom: (2.3.2), (2.3.1) with $A=A_{1}, A_{2}, A_{3}, A_{4}$. Left: Proportion satisfying the optimality tolerance for time-average of last 5000 iterations. Right: Average number of crossings of position averages over 5000 iterations across $\left\{x_{1}=0\right\}$ for each independent run. The remaining details are as in caption of Figure 2.3.2.


Fig. 2.3.5: Results for $U=U_{3}$. Details are as in caption of Figure 2.3.4.

## 3

## Optimal friction for underdamped Langevin sampling

The contents of this chapter are from the paper [36] written in collaboration with N . Kantas, T. Lelièvre and G. Pavliotis.

### 3.1 Introduction

Let $\pi$ be a probability measure on $\mathbb{R}^{n}$ with smooth positive bounded density, also denoted $\pi$, with respect to the Lebesgue measure on $\mathbb{R}^{n}$ and let $f \in L^{2}(\pi)$ be an observable or test function. In a range of applications including molecular dynamics [23, 120, 124] and machine learning [146, 191, 193], a quantity of interest is the expectation of $f$ with respect to $\pi$,

$$
\pi(f):=\int f d \pi
$$

which is analytically intractable and is numerically approximated most commonly by Markov Chain Monte Carlo (MCMC) methods, whereby $\pi$ is sampled by simulating an ergodic Markov chain $\left(X_{k}\right)_{1 \leq k \leq N}$ with $\pi$ as its unique invariant measure and $\pi(f)$ is approximated by the empirical average $\frac{1}{N} \sum_{k=1}^{N} f\left(X_{k}\right)$. MCMC methods enjoy central limit theorems for many Markov chains employed, the most well-known (class) of such methods being the Metropolis-Hastings algorithm [89, 136]. Recent efforts have been to develop MCMC methods suited to settings where $n \gg 1$ and where point evaluations of $\pi$ or its gradients are computationally expensive; these methods include slice sampling [54, 147], Hamiltonian Monte Carlo [14, 53, 148], piecewise-deterministic Markov processes [16, 24, 189] and those based on discretisations of continuous-time stochastic dynamics [60, 124,129 ] together with divide-and-conquer and subsampling approaches [8].
In this chapter, the underdamped Langevin dynamics (1.0.1) are considered as noted in the introduction of the thesis, with the generality of a friction matrix. Denoting $\mathbb{S}_{++}^{n}$ as
the set of real symmetric $n \times n$ positive definite matrices, the underdamped Langevin dynamics with mass $M \in \mathbb{S}_{++}^{n}$ and friction matrix $\Gamma \in \mathbb{S}_{++}^{n}$ is given by the $\mathbb{R}^{2 n}$-valued solution $\left(q_{t}, p_{t}\right)$ to

$$
\begin{align*}
& d q_{t}=M^{-1} p_{t} d t  \tag{3.1.1a}\\
& d p_{t}=-\nabla U\left(q_{t}\right)-\Gamma M^{-1} p_{t} d t+\sqrt{2 \Gamma} d W_{t} \tag{3.1.1b}
\end{align*}
$$

where $\sqrt{\Gamma} \in \mathbb{R}^{n \times n}$ is any matrix satisfying

$$
\sqrt{\Gamma} \sqrt{\Gamma}^{\top}=\Gamma
$$

the function $U: \mathbb{R}^{n} \rightarrow \mathbb{R}$ is the associated smooth potential or negative log density such that $\pi \propto e^{-U}$ and $W_{t}$ denotes a standard Wiener process on $\mathbb{R}^{n}$. The probability distribution from underdamped Langevin dynamics converges under general assumptions to the invariant probability measure given by

$$
\begin{equation*}
\tilde{\pi}(d q, d p)=Z^{-1} e^{-U(q)-\frac{p^{\top} M^{-1} p}{2}} d q d p \tag{3.1.2}
\end{equation*}
$$

for a normalising constant $Z$ and there have been numerous recent works [41, 47, 57, $65,90,117,141,173]$ on its discretisations in terms of the quality of convergence to $\tilde{\pi}$ over time; in this chapter, the goal is to optimise $\Gamma \in \mathbb{S}_{++}^{n}$ directly with respect to the asymptotic variance in the convergence of

$$
\pi_{T}(f):=\frac{1}{T} \int_{0}^{T} f\left(q_{t}\right) d t
$$

to $\pi(f)$ for any particular $f$ (or a finite set of observables) depending on $q$ as $T \rightarrow \infty$. We mention that parameter tuning in MCMC methods is a widely considered topic [4, 196] (and references within). Specifically for underdamped Langevin dynamics, tuning the momentum part of $\tilde{\pi}$ with respect to reducing metastability or computational effort was considered in [166, 181, 188]. The choice of friction (as a scalar) has been a subject of consideration as early as in [96], then in $[3,26,110,178]$ within the context of molecular dynamics and also in $[47,56]$. Most of these works make use of different measures for efficiency. The present work constitutes the first systematic gradient procedure for choosing the friction matrix in an optimal manner, with respect to an appropriate cost criterion.

### 3.1.1 Outline of approach

Complementary to the introduction of the thesis, we give here a concise description of our approach, precise statements can be found in the main Theorems 3.3.1 and 3.3.3. It
is known using results from [172] and [15] that, under suitable assumptions on $U$ and $f$, a central limit theorem

$$
\begin{equation*}
\frac{1}{\sqrt{T}} \int_{0}^{T}\left(f\left(q_{t}\right)-\pi(f)\right) d t \xrightarrow{\mathcal{D}} \mathcal{N}\left(0, \sigma^{2}\right) \quad \text { as } T \rightarrow \infty \tag{3.1.3}
\end{equation*}
$$

holds and that $\sigma^{2}$, the asymptotic variance, has the form

$$
\begin{equation*}
\sigma^{2}=2 \int \phi(f-\pi(f)) d \tilde{\pi} \tag{3.1.4}
\end{equation*}
$$

where $\phi$ is a solution to the Poisson equation

$$
\begin{equation*}
-L \phi=f-\pi(f) \tag{3.1.5}
\end{equation*}
$$

and $L$ denotes the infinitesimal generator associated to (3.1.1). Two key observations are then made. Firstly, at any $\Gamma \in \mathbb{S}_{++}^{n}$ and for any direction $\delta \Gamma \in \mathbb{R}^{n \times n}$ in the friction matrix, the directional derivative of $\sigma^{2}$ evaluated at $\Gamma$ in the direction $\delta \Gamma$, denoted $d \sigma^{2} . \delta \Gamma$, is given by the formula

$$
\begin{equation*}
d \sigma^{2} . \delta \Gamma=-2 \int\left(\nabla_{p} \phi\right)^{\top} \delta \Gamma \nabla_{p} \tilde{\phi} d \tilde{\pi} \tag{3.1.6}
\end{equation*}
$$

where $\phi$ is the solution to (3.1.5) at $\Gamma$ and $\tilde{\phi}$ is given by

$$
\begin{equation*}
\tilde{\phi}(q, p)=\phi(q,-p) \tag{3.1.7}
\end{equation*}
$$

A direction $\delta \Gamma$ that guarantees a decrease in $\sigma^{2}$ is then

$$
\begin{equation*}
\Delta \Gamma:=\int \nabla_{p} \phi \otimes \nabla_{p} \tilde{\phi} d \tilde{\pi} \tag{3.1.8}
\end{equation*}
$$

where $\otimes$ denotes the outer product. Similarly, taking $\delta \Gamma$ to be the diagonal elements of (3.1.8) or $\delta \Gamma=I_{n} \int \nabla_{p} \phi \cdot \nabla_{p} \tilde{\phi} d \tilde{\pi}$ give in both cases a negative change in asymptotic variance respectively for diagonal $\Gamma$ and $\Gamma$ of the form $c I_{n}$. The second observation is that since the solution $\phi$ to the Poisson equation (3.1.5) is known to be given by

$$
\begin{equation*}
\phi(q, p)=\int_{0}^{\infty} \mathbb{E}\left[f\left(q_{t}\right)\right] d t \tag{3.1.9}
\end{equation*}
$$

where $\left(q_{t}, p_{t}\right)$ solves (3.1.1) with initial condition $\left(q_{0}, p_{0}\right)=(q, p)$, given convexity conditions on the potential $U$ and under suitable assumptions, we have

$$
\begin{equation*}
\nabla_{p} \phi=\int_{0}^{\infty} \mathbb{E}\left[\nabla f\left(q_{t}\right)^{\top} D_{p} q_{t}\right] d t \tag{3.1.10}
\end{equation*}
$$

where $D_{p} q_{t}$ denotes the $\mathbb{R}^{n \times n}$-matrix made of partial derivatives of $q_{t}$ with respect to the initial condition $p$ in momentum. In this case, $D_{p} q_{t}$ satisfy the dynamics that result from taking partial derivatives in (3.1.1), which are susceptible to algorithmic simulation. Moreover, under strong enough convexity assumptions on $U$, the process also decays to zero exponentially quickly, so that the infinite time integral (3.1.10) can be accurately approximated with a truncation using short simulations of $D_{p} q_{t}$ for adaptive estimations of the direction (3.1.8) in $\Gamma$. This leads to an adaptive algorithm involving the selection of $\Gamma$ in an appropriate constrained set, of which we illustrate the performance with numerical examples.

Examples where improved $\Gamma$ can be found analytically are presented in Section 3.4. Numerical illustrations making use of (3.1.6) and (3.1.10) are presented in Sections 3.5. In particular, the algorithm is applied on the problem of finding the posterior mean in a Bayesian logistic regression inference problem for two datasets with hundreds of dimensions, where the best friction matrices found in both cases are close to zero (for example $\Gamma=0.1 I_{n}$ performs well compared to $\Gamma=I_{n}$, demonstrating reduced variance of almost an order of magnitude in Tables 3.5.2 and 3.5.3).
To use the asymptotic variance for a particular observable (or a set of them) and to use measures for the quality of convergence to $\tilde{\pi}$ or to minimise an autocorrelation time as considered in $[3,26,47,96,110,178]$ can be conflicting goals. To elaborate, in [96], the autocorrelation time was used as the point of comparison in the Gaussian target measure case for the optimal friction. For $n=1, \omega, \gamma>0, U(q)=\frac{1}{2} \omega^{2} q^{2}, M=1, \Gamma=\gamma$, the autocorrelation functions for (3.1.1) satisfies

$$
\frac{d}{d t}\binom{\mathbb{E}\left(q_{t} q_{0}\right)}{\mathbb{E}\left(p_{t} q_{0}\right)}=\left(\begin{array}{cc}
0 & 1  \tag{3.1.11}\\
-\omega^{2} & -\gamma
\end{array}\right)\binom{\mathbb{E}\left(q_{t} q_{0}\right)}{\mathbb{E}\left(p_{t} q_{0}\right)}
$$

By considering the eigenvalues, the conclusion in [97] is that the optimal $\gamma$ for minimising the magnitude of $\mathbb{E}\left(q_{t} q_{0}\right)$ is given by the critical damping $\gamma=2 \omega$, see Figure 3.1.1. A similar conclusion can be made when considering the spectral gap[158]. On the other hand, if $f(q)=q$ in our setting, formally, the quantity $\sigma^{2}=2 \iint_{0}^{\infty} \mathbb{E}\left(q_{t} q_{0}\right) d t d \tilde{\pi}\left(q_{0}, p_{0}\right)$ is the asymptotic variance due to (3.1.4) and (3.1.9). Despite the appearance of $\mathbb{E}\left(q_{t} q_{0}\right)$ as before, Corollary 3.4.8 asserts that $\gamma=0$ is optimal for the asymptotic variance. A more detailed discussion about Corollary 3.4.8 is given in Section 3.4.2. This difference emphasizes that, at the cost of generic convergence to $\tilde{\pi}$, the tuning of $\Gamma$ here is directed at variance reduction for a particular observable, in this case $f(q)=q$. However, multiple asymptotic variances can be used for the objective function to minimise, so that $\Gamma$ can be optimised with respect to several observables of interest simultaneously. Remark 3.5.1


Fig. 3.1.1: The values $\min _{i}\left(\left|\operatorname{Re}\left(\lambda_{i}\right)\right|\right)$, where $\lambda_{i}$ are the eigenvalues of the matrix appearing in the square matrix on the right-hand side of (3.1.11), also the spectral gap for the generator of (3.1.1) with $n=1, \omega>0$, harmonic potential $U(q)=\frac{1}{2} \omega^{2} q^{2}, M=1$ and $\Gamma=\gamma$. Critical values of $\gamma$ are given by $2 \omega$.
describes the implementation for a linear combination of asymptotic variances at no extra cost in terms of evaluations of $\pi$ or its gradients.
The rest of the chapter is organised as follows. In Section 3.2, we provide a mathematical setting in which the underdamped Langevin dynamics with a friction matrix and in particular (3.1.1) has a well-defined solution and satisfies the central limit theorem for suitable observables, together with notations used throughout the chapter. In Section 3.3, prerequisite results and the main formulae (3.1.6) and (3.1.10) are precisely stated. Exact results concerning improvements in $\Gamma$ including the quadratic $U$, quadratic $f$ and linear $f$ cases are given in Section 3.4. Numerical methods in approximating (3.1.8) together with an algorithm resulting from (3.1.6) and (3.1.10) is outlined and detailed in Algorithm 1 and 2 respectively in Section 3.5, alongside examples of $U$ and $f$ where improvements in variance are observed. In Section 3.6, deferred proofs are given. In Section 3.7, we conclude and discuss future work.

### 3.2 Setting

Let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space, $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ be a normal (satisfying the usual conditions) filtration with $\left(W_{t}\right)_{t \geq 0}$ a standard Wiener process on $\mathbb{R}^{n}$ with respect to the filtration $\left(\mathcal{F}_{t}\right)_{t \geq 0}$ and let $\tilde{\pi}$ be a probability measure given by (3.1.2) for some potential function $U: \mathbb{R}^{n} \rightarrow \mathbb{R}$ and mass matrix $M \in \mathbb{S}_{++}^{n}$.
The set of smooth compactly supported functions is denoted $C_{c}^{\infty}$. Following the notation of [62], we denote the infinitesimal generator (see (3.6.5) for a definition) associated to (3.1.1) as $L$, which is given formally by its differential operator form, denoted $\mathcal{L}$, when acting on the subset $C_{c}^{\infty}\left(\mathbb{R}^{2 n}\right)$,

$$
\begin{equation*}
\mathcal{L}=p^{\top} M^{-1} \nabla_{q}-\nabla U(q)^{\top} \nabla_{p}-p^{\top} M^{-1} \Gamma \nabla_{p}+\nabla_{p}^{\top} \Gamma \nabla_{p} . \tag{3.2.1}
\end{equation*}
$$

Its formal $L^{2}\left(\mathbb{R}^{n}\right)$-adjoint $\mathcal{L}^{\top}$ satisfies

$$
\begin{equation*}
\mathcal{L}^{\top} \tilde{\pi}=0, \tag{3.2.2}
\end{equation*}
$$

so that $\tilde{\pi}$ (see (3.1.2)) is an invariant probability measure for (3.1.1) for a normalisation constant $Z$. Let

$$
L_{0}^{2}(\pi):=\left\{g \in L^{2}(\pi): \int g d \pi=0\right\}
$$

and similar for $L_{0}^{2}(\tilde{\pi})$. The notation $D^{2} U$ will be used for the Hessian matrix of $U$. As in the introduction, $I_{n} \in \mathbb{R}^{n \times n}$ denotes the identity matrix. For a matrix $A,|A|$ denotes the operator norm associated with the Euclidean norm. $e_{i}$ is used to denote the $i^{\text {th }}$ Euclidean basis vector. For $A, B \in \mathbb{R}^{n \times n}, A: B:=\sum_{i, j} A_{i j} B_{i j}$ and $A_{S}=\frac{1}{2}\left(A+A^{\top}\right) .\langle\cdot, \cdot\rangle_{\tilde{\pi}}$ denotes the inner product in $L^{2}(\tilde{\pi})$ and similar for $\pi$.

### 3.2.1 Semigroup bound, Poisson equation and central limit theorem

In this section, a central limit theorem for the solution to (3.1.1) is established, where the resulting asymptotic variance will be used as a cost function to optimise $\Gamma$ with respect to. Specifically, it will be shown that under some weighted $L^{\infty}$ bound on the observable $f \in L^{2}(\pi)$, the estimator $\pi_{T}$ for the unique solution $\left(q_{t}, p_{t}\right)$ to (3.1.1) converges to $\pi(f)$ as $T \rightarrow \infty$ such that (3.1.3) holds with (3.1.4).

It is well known that the asymptotic variance can be expressed in terms of the solution to the Poisson equation (3.1.5) using the Kipnis-Varadhan framework, see for example Chapter 2 in [113], Section 3.1.3 in [124], [29] and references therein. In order to show that the expression (3.1.9) is indeed a solution to the Poisson equation (3.1.5), the exponential decay of the semigroup (see (3.6.4)) is used. In Theorem 3.2.1 below, we establish convergence in law to the invariant measure for the Langevin dynamics (3.1.1).
We will pose the following assumptions on $U$ :
Assumption 5. The function $U \in C^{\infty}\left(\mathbb{R}^{n}\right)$ satisfies $U \geq 0$. Moreover, there exist constants $\beta_{1}, \beta_{2}>0$ and $\alpha \in \mathbb{R}$ such that

$$
\begin{equation*}
\forall q \in \mathbb{R}^{n},\left\langle q, \nabla_{q} U(q)\right\rangle \geq \beta_{1} U(q)+\beta_{2}|q|^{2}+\alpha . \tag{3.2.3}
\end{equation*}
$$

The following Lyapunov function $\mathcal{K}_{l}: \mathbb{R}^{2 n} \rightarrow \mathbb{R}$ for all $l \in \mathbb{N}$ will be used:

$$
\begin{equation*}
\mathcal{K}_{l}(z)=\mathcal{K}_{l}(q, p)=\left(c U(q)+a|q|^{2}+b\langle q, p\rangle+\frac{c}{2}|p|^{2}+1\right)^{l} \tag{3.2.4}
\end{equation*}
$$

for constants $a, b, c>0$. The well-posedness of equation (3.1.1) is stated in Theorem 3.6.1.

Theorem 3.2.1. Under Assumption 5, $\tilde{\pi}$ is the unique invariant probability measure for the $S D E$ (3.1.1) and for all $l \in \mathbb{N}$, there exist constants $\kappa_{l}, C_{l}>0$ depending on $l$ and constants $a, b, c>0$ independent of $l$ such that the solution $z_{t}^{z}=\left(q_{t}, p_{t}\right)$ to (3.1.1) with initial condition $z$ satisfies

$$
\begin{equation*}
\left|\mathbb{E}\left[\varphi\left(z_{t}^{z}\right)\right]-\tilde{\pi}(\varphi)\right| \leq C_{l} e^{-t \kappa_{l}} \mathcal{K}_{l}(z)\left\|\frac{\varphi-\tilde{\pi}(\varphi)}{\mathcal{K}_{l}}\right\|_{L^{\infty}} \tag{3.2.5}
\end{equation*}
$$

for Lebesgue almost all initial $z \in \mathbb{R}^{2 n}, \mathcal{K}_{l} \geq 1$ given by (3.2.4) and all Lebesgue measurable $\varphi$ satisfying

$$
\begin{equation*}
\frac{\varphi}{\mathcal{K}_{l}} \in L^{\infty} \tag{3.2.6}
\end{equation*}
$$

Moreover for any $l \in \mathbb{N}, \mathcal{K}_{l}$ satisfies

$$
\begin{equation*}
\int \mathcal{K}_{l} d \tilde{\pi}<\infty \tag{3.2.7}
\end{equation*}
$$

and

$$
\begin{equation*}
\mathcal{L \mathcal { K } _ { l } \leq - a _ { l } \mathcal { K } _ { l } + b _ { l } , ~} \tag{3.2.8}
\end{equation*}
$$

for some constants $a_{l}, b_{l}>0$.
For the sake of brevity we omit the proof. The fact that $\tilde{\pi}$ is invariant is thanks to (3.2.2). For the rest of the statements, the proof is contained in [172, Theorem 3], which is based on [133]. In the latter the setting is more general than (3.1.1) in that the friction matrix is dependent on $q$ and the drift is not necessarily conservative, i.e. the forcing term is not the gradient of a scalar function and the fluctuation-dissipation theorem (see equation (6.2) in [158]) does not hold, but of course, [172, Theorem 3] applies in particular to our setting. Remark 3.2.1. Inequality (3.2.5) holds for all initial $z \in \mathbb{R}^{2 n}$, as opposed to almost all $z$, given any bounded measurable $\varphi$. This is a consequence of combining (3.2.5) together with the strong Feller property given by Theorem 4.2 in [51].

The following corollary holds by taking $\varphi$ as indicator functions and Remark 3.2.1.
Corollary 3.2.2. Under Assumption 5, for all initial $z \in \mathbb{R}^{2 n}$, the transition probability $\rho_{t}^{z}$ of (3.1.1), given by $\rho_{t}^{z}(A)=\mathbb{P}\left(z_{t}^{z} \in A\right)$, satisfies

$$
\left\|\rho_{t}^{z}-\tilde{\pi}\right\|_{T V} \rightarrow 0 \quad \text { as } t \rightarrow \infty
$$

where $\|\cdot\|_{T V}$ denotes the total variation norm.
The solution to the Poisson equation is given next following the direction of [29], see the paragraph before Corollary 3.2 there.

Theorem 3.2.3. Under Assumption 5, if $f \in L_{0}^{2}(\tilde{\pi})$ satisfies $\frac{f}{\mathcal{K}_{l}} \in L^{\infty}$ for some $l \in \mathbb{N}$, then there exists a unique solution $\phi \in L_{0}^{2}(\tilde{\pi})$ to the Poisson equation (3.1.5). Moreover, the solution is given by

$$
\begin{equation*}
\phi=\int_{0}^{\infty} P_{t}(f) d t \tag{3.2.9}
\end{equation*}
$$

Proof. For $T>0$, let $g_{T}:=\int_{0}^{T} P_{t}(f) d t$. Note that $g_{T} \in L^{2}(\tilde{\pi})$ for $T \in \mathbb{R}_{+} \cup\{\infty\}$ and by Theorem 3.2.1

$$
\begin{equation*}
g_{T} \rightarrow \int_{0}^{\infty} P_{t}(f) d t \tag{3.2.10}
\end{equation*}
$$

in $L^{2}(\tilde{\pi})$ as $T \rightarrow \infty$, specifically (3.2.5) with $\varphi=f$ and using (3.2.7) for $2 l$ in place of $l$. Applying $L$, it holds that

$$
L g_{T}=\lim _{s \rightarrow 0} \frac{P_{s}\left(g_{T}\right)-g_{T}}{s}=\lim _{s \rightarrow 0} \frac{1}{s}\left(\int_{s}^{T+s}-\int_{0}^{T}\right) P_{u}(f) d u=P_{T}(f)-f
$$

where the exchange in the order of integration is justified by Fubini, (3.2.5) and the last equality follows by the strong continuity of $\left(P_{t}\right)_{t \geq 0}$ (given by Proposition 3.6.2). Inequalities (3.2.5) and (3.2.7) (with $2 l$ in place of $l$ ) also give

$$
\begin{equation*}
P_{T}(f) \rightarrow 0 \quad \text { in } L^{2}(\tilde{\pi}) \tag{3.2.11}
\end{equation*}
$$

as $T \rightarrow \infty$, so that since $L$ is a closed operator, equations (3.1.5) and (3.2.9) hold. In addition, $\int \phi d \tilde{\pi}=0$ follows from the invariance of $\tilde{\pi}$, Theorem 3.2.1 and Fubini's theorem.

We proceed to state the central limit theorem for the solution to (3.1.1).
Theorem 3.2.4. Under Assumption 5, if $f \in L^{2}(\tilde{\pi})$ satisfies $\frac{f}{\mathcal{K}_{l}} \in L^{\infty}$ for some $l \in \mathbb{N}$, the random variable $\frac{1}{\sqrt{t}} \int_{0}^{t}\left(f\left(z_{s}\right)-\pi(f)\right)$ ds converges in distribution to $\mathcal{N}\left(0, \sigma_{f}^{2}\right)$ as $t \rightarrow \infty$ for any initial distribution, where

$$
\begin{equation*}
\sigma_{f}^{2}=2 \int \phi(f-\pi(f)) d \tilde{\pi} \tag{3.2.12}
\end{equation*}
$$

and $\phi \in L_{0}^{2}(\tilde{\pi})$ is the solution to (3.1.5).
Proof. By Corollary 3.2.2 and Theorem 3.2.3, the result follows by Theorem 2.6 in [15]. Note that the joint measurability assumption in [15] of the transition probability is verified in Theorem 3.6.1. See also Theorem 3.1 in [29].

### 3.3 Directional derivative of $\sigma^{2}$

In this section, we give a number of natural preliminary results that pave the path for the main result in Theorem 3.3.2, in which a formula for the derivative (3.1.6) of $\sigma^{2}$ with respect to $\Gamma$ is provided. The derivative formula is based on the fact that the invariant measure $\tilde{\pi}$ is independent of $\Gamma$ appearing in the Langevin equation (3.1.1), yet on the other hand that the asymptotic variance varies as $\Gamma$ changes. It gives a systematic method to find an optimal parameter in our dynamics, in contrast to the numerical comparison in the previous Chapter 2 (see Figure 2.3.2). The proofs of Lemma 3.3.1 and Theorem 3.3.2 are deferred to Section 3.6.

### 3.3.1 Preliminary results and the main formula

In order for the integral in a formula like (3.1.6) to be finite, control on the derivatives in $p$ is required. This will also be used in the proof of Theorem 3.3.2 and it is given by the following Lemma 3.3.1. Note that the results in the seminal work of Pardoux and Veretennikov are not relevant for our derivative bounds for a number of reasons, for example results in [154] may not be applied because the diffusion matrix in (3.1.1) is degenerate.

Lemma 3.3.1. Under Assumption 5, if $f \in L_{0}^{2}(\tilde{\pi})$ satisfies $\frac{f}{\mathcal{K}_{l}} \in L^{\infty}$ for some $l \in \mathbb{N}$, then the weak derivative in $p$ of the solution $\phi$ to $-L \phi=f$, denoted $\nabla_{p} \phi$, satisfies $\int\left|\nabla_{p} \phi\right|^{2} d \tilde{\pi}<$ $\infty$.

The main result of this section is the expression for the directional derivative of the asymptotic variance and is given next. Since Lemma 3.3.1 is available only for observable functions of position $q$, the formula for the derivative is given for such observables. The directional derivative of $E: \mathbb{S}_{++}^{n} \rightarrow \mathbb{R}$ at $\Gamma \in \mathbb{S}_{++}^{n}$ in a symmetric matrix direction $\delta \Gamma \in$ $\mathbb{R}^{n \times n}$ is denoted by $d E(\Gamma) . \delta \Gamma=\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon}(E(\Gamma+\epsilon \delta \Gamma)-E(\Gamma))$ whenever the limit exists. The explicit dependence on $\Gamma$ is omitted in the notation when it is clear from the context.

Theorem 3.3.2. Under Assumption 5, if $f=f(q) \in L_{0}^{2}(\pi)$ is continuous, satisfies $\frac{f}{\mathcal{K}_{l}} \in$ $L^{\infty}$ for some $l \in \mathbb{N}$ and there exists $\epsilon^{\prime}>0$ such that $\Gamma, \Gamma+\epsilon \delta \Gamma \in \mathbb{S}_{++}^{n}$ for $|\epsilon| \leq \epsilon^{\prime}$, then the directional derivative of the asymptotic variance $\sigma^{2}$ at $\Gamma$ in the direction $\delta \Gamma \in \mathbb{R}^{n \times n}$ has the form

$$
\begin{equation*}
d \sigma^{2}(\Gamma) \cdot \delta \Gamma=-2 \int\left(\nabla_{p} \phi\right)^{\top} \delta \Gamma \nabla_{p} \tilde{\phi} d \tilde{\pi} \tag{3.3.1}
\end{equation*}
$$

where $\phi$ is the solution (3.2.9) to the Poisson equation for the dynamics (3.1.1) at $\Gamma$ and $\tilde{\phi}$ is given by (3.1.7).

As mentioned in the introduction, from (3.3.1), the direction (3.1.8) guarantees a decrease
in asymptotic variance; similarly the scalar change in $\Gamma$ given by (3.1.8) where the outer product is replaced by a dot product guarantees a decrease in $\sigma^{2}$.

### 3.3.2 A formula using a tangent process

The directional derivative $d \sigma^{2} . \delta \Gamma$ of the asymptotic variance (3.3.1) can be written in a more useful form for simulation based approximation. The first variation process of (3.1.1) is used here to calculate (3.1.10); this will be the main methodology used in the numerical sections. This alternative formula given in Theorem 3.3.3 provides a way to avoid using a finite difference Monte Carlo estimate of the derivative of an expectation. For simplicity, we set $M=I_{n}$ here. The first variation process (with respect to initial momenta $p$ ) associated to (3.1.1), denoted by $\left(D_{p} q_{t}, D_{p} p_{t}\right) \in \mathbb{R}^{n \times 2 n}$ for $t \geq 0$, is defined as the matrix-valued solution to

$$
\partial_{t}\binom{D_{p} q_{t}}{D_{p} p_{t}}=\left(\begin{array}{cc}
0 & I_{n}  \tag{3.3.2}\\
-D^{2} U\left(q_{t}\right) & -\Gamma
\end{array}\right)\binom{D_{p} q_{t}}{D_{p} p_{t}}
$$

with the initial condition $D_{p} q_{0}=0, D_{p} p_{0}=I_{n}$. By Theorems V. 39 in [165], the partial derivatives of $\left(q_{t}, p_{t}\right)$ with respect to the initial values in $p$ is the unique solution to (3.3.2) and $\left(D_{p} q_{t}, D_{p} p_{t}\right)$ is continuous with respect to those initial values. The aim in setting the various assumptions in the following Theorem 3.3.3 is to ensure the exponential decay of these derivative processes, as opposed to exponential decay of derivatives of the associated semigroup as in [45]. We omit in the notational dependence of $\left(q_{t}, p_{t}\right)$ on its initial condition $\left(q_{0}, p_{0}\right)=(q, p)=z$ whenever convenient in the following.

Theorem 3.3.3. Let Assumption 5 hold. If in addition,

- there exist $U_{0}>0$ and $Q \in \mathbb{S}_{++}^{n}$ such that for all $q \in \mathbb{R}^{n}, v \in \mathbb{R}^{n}$,

$$
v^{\top} D^{2} U(q) v \geq U_{0}|v|^{2}, \quad D^{2} U(q)=Q+D(q)
$$

where $D: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ is small enough everywhere in the following sense:

$$
\begin{equation*}
|D(q)| \leq \hat{\lambda}:=\min \left(\frac{\lambda_{m}}{2}, \frac{\lambda_{m} U_{0}^{2}}{8 \lambda_{M}^{2}}, \frac{\lambda_{m} U_{0}}{16}, \frac{U_{0}}{8} \sqrt{\sigma_{\min }(Q)}\right) \tag{3.3.3}
\end{equation*}
$$

where $\lambda_{m}, \lambda_{M}>0$ are respectively the smallest and largest eigenvalue of $\Gamma$ and $\sigma_{\min }(Q)$ denotes the smallest eigenvalue of $Q$;

- $f=f(q) \in L_{0}^{2}(\pi) \cap C^{1}\left(\mathbb{R}^{n}\right)$ and satisfies $\frac{|f|+|\nabla f|}{\mathcal{K}_{l}} \in L^{\infty}$ for some $l \in \mathbb{N}$,
then the weak derivative $\nabla_{p} \phi$ has the form

$$
\begin{equation*}
\nabla_{p} \phi(q, p)=\int_{0}^{\infty} \mathbb{E}\left[\nabla f\left(q_{t}\right)^{\top} D_{p} q_{t}\right] d t \tag{3.3.4}
\end{equation*}
$$

where $q_{t}$ solves (3.1.1) with initial condition $\left(q_{0}, p_{0}\right)=(q, p)$ and $D_{p} q_{t}$ solves (3.3.2), the latter satisfying

$$
\begin{equation*}
\left|D_{p} q_{t}\right|^{2}+\left|D_{p} p_{t}\right|^{2} \leq C^{\prime} e^{-C t} \tag{3.3.5}
\end{equation*}
$$

for some constants $C, C^{\prime}>0$ independent of $\left(q_{0}, p_{0}\right)$ and $\omega \in \Omega$.
The additional assumptions on $U$ are made in order to ensure that the process $\left(D_{p} q_{t}, D_{p} p_{t}\right)$ converges to zero exponentially quickly so that the integral in (3.3.4) is finite. In particular, (3.3.3) requires $U$ to be close to a quadratic function $q^{\top} Q q$; see also [21] for a situation where a similar assumption is made for the long time behaviour for the Vlasov-Fokker-Planck equation.

Remark 3.3.1. Exponential decay of the first variation process is not required for the integrability of the integrand on the right-hand side of (3.3.4), only some uniform (in initial condition $\left.\left(q_{0}, p_{0}\right)\right)$ integrability in time of $D_{p} q_{t}$ together with a boundedness assumption on $\nabla f$. On the other hand, Proposition 1 in [47] and Proposition 4 in [142] explores more detailed conditions under which contractivity holds and does not hold for scalar friction $\Gamma=\gamma>0$; our result places the focus on conditions on $U$ such that contractivity holds for all $\Gamma \in S_{++}^{n}$.

Proof. Let $b>0$ be the constant

$$
\begin{equation*}
b=\min \left(\frac{\lambda_{m} U_{0}}{2 \lambda_{M}^{2}}, \frac{\lambda_{m}}{4}, \frac{1}{2} \sqrt{\sigma_{\min }(Q)}\right) \tag{3.3.6}
\end{equation*}
$$

so that $\hat{\lambda}$ reduces to $\hat{\lambda}=\min \left(\frac{\lambda_{m}}{2}, b \frac{U_{0}}{4}\right)$ and, since $b \leq \frac{1}{2} \sqrt{\sigma_{\min }(Q)}$, the matrix $\left(\begin{array}{cc}Q & b I_{n} \\ b I_{n} & I_{n}\end{array}\right)$
is positive definite. We have the following bound.

$$
\begin{align*}
\frac{1}{2} \partial_{t} & {\left[e_{i}^{\top}\binom{D_{p} q_{t}}{D_{p} p_{t}}^{\top}\left(\begin{array}{cc}
Q & b I_{n} \\
b I_{n} & I_{n}
\end{array}\right)\binom{D_{p} q_{t}}{D_{p} p_{t}} e_{i}\right] } \\
= & e_{i}^{\top} D_{p} q_{t}^{\top} Q D_{p} p_{t} e_{i}+b\left|D_{p} p_{t} e_{i}\right|^{2} \\
& -e_{i}^{\top}\left(b D_{p} q_{t}+D_{p} p_{t}\right)^{\top}\left(D^{2} U(q) D_{p} q_{t}+\Gamma D_{p} p_{t}\right) e_{i} \\
= & -b e_{i}^{\top} D_{p} q_{t}^{\top} D^{2} U\left(q_{t}\right) D_{p} q_{t} e_{i}+e_{i}^{\top} D_{p} q_{t}^{\top}\left(-b \Gamma-D\left(q_{t}\right)\right) D_{p} p_{t} e_{i} \\
& -e_{i}^{\top} D_{p} p_{t}^{\top}\left(\Gamma-b I_{n}\right) D_{p} p_{t} e_{i} \\
\leq & \left(-b U_{0}+\frac{b U_{0}}{2}+\frac{\hat{\lambda}}{2}\right)\left|D_{p} q_{t} e_{i}\right|^{2}+\left(-\lambda_{m}+b+\frac{b \lambda_{M}^{2}}{2 U_{0}}+\frac{\hat{\lambda}}{2}\right)\left|D_{p} p_{t} e_{i}\right|^{2} \\
\leq & -\frac{b U_{0}}{4}\left|D_{p} q_{t} e_{i}\right|^{2}-\frac{\lambda_{m}}{4}\left|D_{p} p_{t} e_{i}\right|^{2} \\
\leq & -C e_{i}^{\top}\binom{D_{p} q_{t}}{D_{p} p_{t}}^{\top}\left(\begin{array}{cc}
Q & b I_{n} \\
b I_{n} & I_{n}
\end{array}\right)\binom{D_{p} q_{t}}{D_{p} p_{t}} e_{i} \tag{3.3.7}
\end{align*}
$$

for some generic constant $C>0$ independent of the initial values $\left(q_{0}, p_{0}\right)$ and $\omega \in \Omega$. Consequently, using the weighted boundedness assumption on $|\nabla f|$ (that $\frac{|\nabla f|}{\mathcal{K}_{l}} \in L^{\infty}$ for some $l \in \mathcal{N})$ and for each index $i$,

$$
\begin{align*}
\left|\left(\nabla f\left(q_{t}\right)^{\top} D_{p} q_{t}\right)_{i}\right| & \leq C^{\prime} e^{-C t}\left|\nabla f\left(q_{t}\right)\right| \\
& \leq C^{\prime} e^{-C t}\left(\left|\nabla f\left(q_{t}\right)\right|-\pi(|\nabla f|)\right)+C^{\prime} e^{-C t} \tag{3.3.8}
\end{align*}
$$

for a generic $C^{\prime}>0$ independent of $\left(q_{0}, p_{0}\right)$ and $\omega \in \Omega$. Due to (3.3.8) together with Fubini's theorem, it holds for $T>0$ and a test function $g \in C_{c}^{\infty}\left(\mathbb{R}^{2 n}\right)$ that

$$
\begin{aligned}
\iint_{0}^{T} \mathbb{E}\left[f\left(q_{t}^{z}\right)\right] d t \nabla_{p} g(z) d z & =\int_{0}^{T} \mathbb{E}\left[\int f\left(q_{t}^{z}\right) \nabla_{p} g(z) d z\right] d t \\
& =-\int_{0}^{T} \mathbb{E}\left[\int \nabla f\left(q_{t}^{z}\right)^{\top} D_{p} q_{t}^{z} g(z) d z\right] d t \\
& =-\iint_{0}^{T} \mathbb{E}\left[\nabla f\left(q_{t}^{z}\right)^{\top} D_{p} q_{t}^{z}\right] d t g(z) d z
\end{aligned}
$$

Using Theorem 3.2.1, (3.3.8) again and dominated convergence to take $T \rightarrow \infty$ on both sides concludes the proof.

The following is a brief discussion about how equation (3.3.4) can be used in practice to approximate the gradient direction $\int \nabla_{p} \phi \otimes \nabla_{p} \tilde{\phi} d \tilde{\pi}$ from realisations $\left(q_{t}, p_{t}\right)$ of (3.1.1). We have in mind at first setting $\left(q^{*}, p^{*}\right)=\left(q_{0}, p_{0}\right)$, where $\left(q_{0}, p_{0}\right)$ is the initial condition from equation (3.1.1), so that equation (3.3.4) implies $\nabla_{p} \phi\left(q^{*}, p^{*}\right) \otimes \nabla_{p} \tilde{\phi}\left(q^{*}, p^{*}\right)$ can be
approximated using

$$
\begin{equation*}
\delta \Gamma=\int_{0}^{T} \nabla f\left(q_{s}^{\left(q^{*}, p^{*}\right)}\right)^{\top} D_{p} q_{s}^{\left(q^{*}, p^{*}\right)} d s \otimes \int_{0}^{T} \nabla f\left(q_{s}^{\left(q^{*},-p^{*}\right)}\right)^{\top} D_{p} q_{s}^{\left(q^{*},-p^{*}\right)} d s, \tag{3.3.9}
\end{equation*}
$$

where $\left(q_{s}^{\left(q^{*}, p^{*}\right)}, p_{s}^{\left(q^{*}, p^{*}\right)}\right)$ solves (3.1.1) with initial condition $\left(q^{*}, p^{*}\right)$, and $\left(q_{s}^{\left(q^{*},-p^{*}\right)}, p_{s}^{\left(q^{*},-p^{*}\right)}\right)$ denotes a parallel solution of (3.1.1) with initial condition $\left(q^{*},-p^{*}\right)$ and independent realisations for $W$. Moreover, $\left(D_{p} q_{s}\right)_{0 \leq s \leq T}$ denotes corresponding solutions to (3.3.2) for both initial conditions. At time $T$ one can then update $\Gamma$ using equation (3.3.9), update $\left(q^{*}, p^{*}\right)=\left(q_{T}, p_{T}\right)$ and repeat using (3.3.9) in the same way until some satisfactory $\Gamma$ has been reached. There are sources of bias from not being at stationarity and using finite $T$, but both these can be mitigated in practice with careful and adaptive choice of $T$. The overall approach is summarised in Algorithm 1 and given with more detail in Algorithm 2. The next result is that the estimator (3.3.9) has finite variance.

Theorem 3.3.4. Let the assumptions of Theorem 3.3.3 hold. For Lebesgue almostall $(q, p) \in \mathbb{R}^{2 n}$, each entry of $\delta \Gamma$ defined in (3.3.9) has finite variance.

Proof. It suffices to show that (3.3.9) has finite second moment, for which it suffices to show that each element in the vector of time integrals $\int_{0}^{T} \nabla f\left(q_{t}^{(q, p)}\right)^{\top} D_{p} q_{t}^{(q, p)} d s$ has finite second moments by independence. For each index $i$, using (3.3.7),

$$
\begin{aligned}
\left|\left(\nabla f\left(q_{t}\right)^{\top} D_{p} q_{t}\right)_{i}\right|^{2} & \leq C^{\prime 2} e^{-2 C t}\left|\nabla f\left(q_{t}\right)\right|^{2} \\
& \leq C^{\prime 2} e^{-2 C t}\left(\left|\nabla f\left(q_{t}\right)\right|^{2}-\pi\left(|\nabla f|^{2}\right)\right)+C^{\prime 2} e^{-2 C t} \pi\left(|\nabla f|^{2}\right),
\end{aligned}
$$

so that using the (weighted) boundedness assumption on $|\nabla f|$ together with Theorem 3.2.1 and Fubini's theorem, the proof concludes.

### 3.4 Gaussian cases

Throughout this section, the target measure $\pi$ is assumed to be Gaussian, when $\pi$ is mean zero this is $\pi \propto \exp \left(-\frac{1}{2} q^{\top} \Sigma^{-1} q\right)$ for $\Sigma \in \mathbb{S}_{++}^{n}$, in other words, the potential is quadratic, $U(q)=\frac{1}{2} q^{\top} \Sigma^{-1} q$. For polynomial function observables, we look for solutions to the Poisson equation (3.1.5) by using a polynomial ansatz and comparing coefficients in order to obtain an explicit expression for the asymptotic variance. The results provide benchmarks to test the performance of the algorithms that arise from using the gradient in Theorem 3.3.2 as well as intuition for how $\Gamma$ can be improved in concrete cases. We will consider the following cases for the observables:

1. Quadratic $f=\frac{1}{2} q^{\top} U_{0} q$ under the assumption of commutativity between $U_{0}$ and $\Sigma$
(Proposition 3.4.5), also $f=\frac{1}{2} U_{0} q^{2}+l q$ in one dimension (Proposition 3.4.6);
2. Odd polynomial $f$, where the asymptotic variance will be shown to decrease to zero as $\Gamma \rightarrow 0$ (Proposition 3.4.7, Corollary 3.4.8 and Proposition 3.4.9);
3. Quartic $f$ in one dimension, in which case the situation is similar to quadratic $f$ (Proposition 3.4.10).
4. Quadratic $f$, but with polynomial $\Gamma$. This is not the setting above, but the difficulty of any such extension to the case of variable friction $\Gamma$ is demonstrated by a negative result about the form of optimal $\Gamma$ in polynomial settings, in which one hopes for analytical solutions to the Poisson equation.

All of the proofs and derivations for the results in this section can be found in Section 3.6. We proceed with stating in more detail the general situation of this section.
Let $\Sigma \in \mathbb{S}_{++}^{n}, U_{0} \in \mathbb{S}_{++}^{n}$ and $l \in \mathbb{R}^{n}$. The Gaussian invariant measure $\tilde{\pi}$ and the observable $f: \mathbb{R}^{2 n} \rightarrow \mathbb{R}$ are given by

$$
\begin{equation*}
\tilde{\pi} \propto \exp \left(-\frac{1}{2} q \cdot \Sigma^{-1} q-\frac{1}{2} p \cdot M^{-1} p\right), \quad f(q)=\frac{1}{2} q \cdot U_{0} q+l \cdot q \tag{3.4.1}
\end{equation*}
$$

and the value $\pi(f)$ becomes

$$
\begin{equation*}
\pi(f)=\int f d \pi=\int \frac{1}{2} q \cdot U_{0} q d \pi=\frac{1}{2} U_{0}: \Sigma \tag{3.4.2}
\end{equation*}
$$

The infinitesimal generator $\mathcal{L}$ becomes in this case

$$
\begin{align*}
\mathcal{L} & =\left(\begin{array}{cc}
0 & M^{-1} \\
-\Sigma^{-1} & -\Gamma M^{-1}
\end{array}\right)\binom{q}{p} \cdot \nabla+\nabla_{p} \cdot \Gamma \nabla_{p} \\
& =M^{-1} p \cdot \nabla_{q}-\Sigma^{-1} q \cdot \nabla_{p}-\Gamma M^{-1} p \cdot \nabla_{p}+\nabla_{p} \cdot \Gamma \nabla_{p} \tag{3.4.3}
\end{align*}
$$

Consider the natural candidate solution $\phi$ to the Poisson equation (3.1.5) given by

$$
\begin{equation*}
\phi(q, p)=\frac{1}{2} q \cdot G q+q \cdot E p+\frac{1}{2} p \cdot H p+g \cdot q+h \cdot p-\frac{1}{2}(G: \Sigma+H: M) \tag{3.4.4}
\end{equation*}
$$

for some constant matrices $G, E, H \in \mathbb{R}^{n \times n}$ and vectors $g, h \in \mathbb{R}^{n}$. Note that we allow $G$ and $H$ not to be symmetric and specify $G_{S}$ and $H_{S}$ as the respective symmetric parts in order to make a clear distinction.

Lemma 3.4.1. Given $f$ in (3.4.1), $\pi(f)$ in (3.4.2) and $\mathcal{L}$ of the form (3.4.3), it holds
that $\phi$ given by (3.4.4) is a solution to the Poisson equation (3.1.5) if and only if

$$
\begin{align*}
\Sigma^{-1} q \cdot\left(E^{\top} q+h\right)-\Gamma: H_{S}-\frac{1}{2} q \cdot U_{0} q-l \cdot q+\frac{1}{2} U_{0}: \Sigma & =0  \tag{3.4.5}\\
-M^{-1}\left(G_{S} q+g\right)+H_{S} \Sigma^{-1} q+M^{-1} \Gamma\left(E^{\top} q+h\right) & =0  \tag{3.4.6}\\
-E^{\top} M^{-1}+H_{S} \Gamma M^{-1} & =A_{1} \tag{3.4.7}
\end{align*}
$$

for some antisymmetric $A_{1} \in \mathbb{R}^{n \times n}$.

### 3.4.1 Quadratic observable

Similar calculations in this situation have appeared previously in Proposition 1 in [55], where explicit expressions analogous to $G, E, H$ and for $\sigma^{2}$ are given. For our purposes of finding an optimal $\Gamma$, the approach take here is different. Instead of taking these explicit expressions, we keep unknown antisymmetric matrices (such as $A_{1}$ ) as they appear as an alternative to the aforementioned explicit expressions. Eventually the commutativity property between $\Sigma$ and $U_{0}$ is used to show that the antisymmetric matrices are zero. We continue from (3.4.5), (3.4.6) and (3.4.7) with finding explicit expressions for the coefficients $G, E, H$ of $\phi$.

Lemma 3.4.2. Given $f$ in (3.4.1), $\pi(f)$ in (3.4.2), $\mathcal{L}$ of the form (3.4.3), $\phi$ given by (3.4.4) is a solution to the Poisson equation (3.1.5) with (3.4.3) if and only if there exist antisymmetric matrices $A_{1}, A_{2}$ such that

$$
\begin{align*}
G_{S} & =\frac{1}{2} M\left(\Sigma U_{0}-\Sigma A_{2}-2 A_{1} M\right) \Gamma^{-1} \Sigma^{-1}+\frac{1}{2} \Gamma\left(U_{0} \Sigma-A_{2} \Sigma\right)  \tag{3.4.8}\\
E & =\frac{1}{2} U_{0} \Sigma+\frac{1}{2} A_{2} \Sigma  \tag{3.4.9}\\
H_{S} & =\frac{1}{2}\left(\Sigma U_{0}-\Sigma A_{2}-2 A_{1} M\right) \Gamma^{-1}  \tag{3.4.10}\\
h & =\Sigma l \quad \text { and } \quad g=\Gamma \Sigma l \tag{3.4.11}
\end{align*}
$$

The asymptotic variance from Theorem 3.2.4 can be given by a formula in terms of $\Sigma, U_{0}$ and the coefficients of $\phi$. Before substituting the expressions from Lemma 3.4.2 into the formula, we give the formula itself, which is adapted from the proof of Proposition 1 in [55].

Lemma 3.4.3. Let $f$ be given by (3.4.1), $\pi(f)$ be given by (3.4.2) and $\mathcal{L}$ be given by (3.4.3). If the solution $\phi$ to the Poisson equation (3.1.5) is of the form (3.4.4), then the asymptotic variance $\sigma^{2}$ given by (3.2.12) has the expression

$$
\begin{equation*}
2\langle\phi, f-\pi(f)\rangle_{\tilde{\pi}}=\operatorname{Tr}\left(G_{S} \Sigma U_{0} \Sigma\right)+2 g \cdot \Sigma l \tag{3.4.12}
\end{equation*}
$$

From the expressions (3.4.8) and (3.4.10) for $G_{S}$ and $H_{S}$ respectively, it is not straightforward to check that there exist antisymmetric $A_{1}$ and $A_{2}$ such that the right hand sides are indeed symmetric at this point, which is necessary for the ansatz (3.4.4) for $\phi$ to be a valid solution. On the other hand, if $\Sigma, U_{0}, \Gamma, M$ all commute, then the right hand sides of (3.4.8) and (3.4.10) are symmetric for $A_{1}=A_{2}=0$ and the coefficients $G$ and $H$ become explicit, which allows taking derivatives of $\sigma^{2}$ with respect to the entries of $\Gamma$. Moreover, the explicit coefficients allow optimisation of $M$, which is given by the following proposition.

Proposition 3.4.4. Suppose $\Sigma, U_{0}$ and $\Gamma$ all commute. Let $f$ be as in (3.4.1), $\pi(f)$ be as in (3.4.2), $\mathcal{L}$ be of the form (3.4.3) and $\phi$ be the solution to the Poisson equation (3.1.5). It holds that

$$
\begin{equation*}
\lim _{M=m I_{n}, m \downarrow 0} \int \phi(f-\pi(f)) d \tilde{\pi}=\inf _{M \in \mathbb{S}_{\Sigma}} \int \phi(f-\pi(f)) d \tilde{\pi} \tag{3.4.13}
\end{equation*}
$$

where $\mathbb{S}_{\Sigma}$ is the set of symmetric positive definite matrices commuting with $\Sigma$.
Remark 3.4.1. The limit (3.4.13) in Proposition 3.4.4 is, together with a rescaling in the velocity space, the overdamped limit of the Langevin dynamics, see Section 2.2.4 in [123]. However, (3.4.13) does not necessarily mean overdamped dynamics are better in practice. For example when $\Gamma$ is a small scalar, the overdamped limit corresponding to (3.4.13) results in a time speed-up inversely proportional to $\Gamma$ over the overdamped limit corresponding to $\Gamma=I_{n}$. Consequently, any such comparison between Langevin dynamics and the overdamped limit should include constraints such as those in [81] for both sets of dynamics. We focus on the optimisation of $\Gamma$ and fix $M=I_{n}$ in the following. As before, we denote $\mathbb{S}_{\Sigma}$ to be the set of symmetric positive definite matrices commuting with $\Sigma$.

Proposition 3.4.5. Let $\Sigma, U_{0}, l, M$ be such that

$$
\begin{equation*}
\Sigma U_{0}=U_{0} \Sigma, \quad l=0, \quad M=I_{n} \tag{3.4.14}
\end{equation*}
$$

the function $f$ be as in (3.4.1), $\pi(f)$ be as in (3.4.2), $\mathcal{L}$ be of the form (3.4.3) and $\phi$ be the solution to the Poisson equation (3.1.5). It holds that

$$
\min _{\Gamma \in \mathbb{S}_{\Sigma}} 2 \int \phi(f-\pi(f)) d \tilde{\pi}=\operatorname{Tr}\left(U_{0}^{2} \Sigma^{\frac{5}{2}}\right)
$$

where the minimum is attained by $\Gamma=\Sigma^{-\frac{1}{2}}$.
In the scalar case, we can remove the restriction on $l$.

Proposition 3.4.6. If $n=1, U_{0} \neq 0, l \neq 0, f: \mathbb{R} \rightarrow \mathbb{R}$ is given by (3.4.1), $\pi(f)$ is given by (3.4.2), $\mathcal{L}$ is of the form (3.4.3) and $\phi$ is the solution to the Poisson equation (3.1.5), then $\min _{\Gamma>0} 2 \int \phi(f-\pi(f)) d \tilde{\pi}=M^{\frac{1}{2}} \Sigma^{2} U_{0}^{2}\left(\Sigma+4 l^{2} U_{0}^{-2}\right)^{\frac{1}{2}}$ and the minimum is attained by $\Gamma=\frac{M^{\frac{1}{2}}}{\left(\Sigma+4 l^{2} U_{0}^{-2}\right)^{\frac{1}{2}}}$.

### 3.4.2 Odd polynomial observable

Another special case within (3.4.1) where the solution $\phi$ can be readily identified is when $U_{0}=0$, that is, for linear observables. More generally, (almost) zero variance can be attained in the following special case.

Proposition 3.4.7. Under Assumption 5, for a general target measure $\pi \propto e^{-U}$ on $\mathbb{R}^{n}$, if the observable $f$ is of the form $f(q)=\alpha \cdot \nabla U$, for $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right), \alpha_{i} \in \mathbb{R}, \mathcal{L}$ is of the general form (3.2.1) and $\phi$ is the solution to the Poisson equation (3.1.5), then the asymptotic variance satisfies

$$
\begin{equation*}
\inf _{\Gamma \in\left\{\gamma I_{n}: \gamma>0\right\}} 2 \int \phi(f-\pi(f)) d \tilde{\pi}=0 \tag{3.4.15}
\end{equation*}
$$

Corollary 3.4.8. Given a Gaussian target measure with density $\pi \propto e^{-U}$ on $\mathbb{R}^{n}$, observable $f: \mathbb{R}^{n} \rightarrow \mathbb{R}$ as in (3.4.1) with $U_{0}=0$, that is, $f(q)=l \cdot q$, where $l \in \mathbb{R}^{n}, \pi(f)=0, \mathcal{L}$ of the form (3.2.1) and $\phi$ the solution to the Poisson equation (3.1.5), equation (3.4.15) holds.

Note that Corollary 3.4.8 is also a consequence of (3.6.19) in the proof of Lemma 3.4.3. Furthermore, the setting in Corollary 3.4.8 is included in Proposition 3.4.4, which suggests that the overdamped limit (see Remark 3.4.1) for some fixed small $\Gamma$ (used to obtain arbitrarily small asymptotic variance in the proof of Proposition 3.4.7) also has small asymptotic variance. One can readily check, at least formally, that the smallness of $\Gamma$ corresponds to a speed up in time for the overdamped limit.
We give here some intuition for the situation in Corollary 3.4.8. First note that the Langevin diffusion with $\Gamma=0$ reduces to deterministic Hamiltonian dynamics and that it is the limit case for the $\Gamma$ attaining arbitrarily small asymptotic variance in the proof of Proposition 3.4.7. The result indicates that this is optimal in the linear observable, Gaussian measure case (i.e. (3.4.1), $U_{0}=0$ ) and this aligns with the fact that the value (3.4.2) to be approximated is exactly the value at the $q=p=0$, so that Hamiltonian dynamics starting at $q=0$, staying there for all time, approximates the integral (3.4.2) with perfect accuracy. A similar idea holds for when the initial condition is not $q=p=0$, where (3.4.2) is approximated exactly after any integer number of orbits in ( $q, p$ ) space. Continuing on this idea, it seems reasonable that the same statement holds more generally for any odd observable. At least, the following holds in one dimension.

Proposition 3.4.9. If $n=1, \hat{k} \in \mathbb{N}_{0}$ and $f: \mathbb{R} \rightarrow \mathbb{R}$ is an odd finite order polynomial observable given by

$$
\begin{equation*}
f(q)=\sum_{i=0}^{\hat{k}} a_{i} q^{2 i+1} \tag{3.4.16}
\end{equation*}
$$

also $\pi(f)=0, \mathcal{L}$ is of the form (3.4.3) and $\phi$ is the solution to the Poisson equation (3.1.5), then the asymptotic variance satisfies (3.4.15).

### 3.4.3 Quartic observable

The situation in the quartic observable case, at least in one dimension, is similar to quadratic observable case.

Proposition 3.4.10. If $n=1$ and $f: \mathbb{R} \rightarrow \mathbb{R}$ is a quartic observable given by

$$
\begin{equation*}
f(q)=q^{4} \tag{3.4.17}
\end{equation*}
$$

also $\pi(f)=3 \Sigma^{2}$ for some $\Sigma>0, \mathcal{L}$ is of the form (3.4.3), $M=1$ and $\phi$ is the solution to the Poisson equation (3.1.5), then there exists $\sigma_{\text {quar }}>0$ such that $\min _{\Gamma=\gamma>0} 2 \int \phi(f-$ $\pi(f)) d \tilde{\pi}=\sigma_{\text {quar }}$.

### 3.4.4 Polynomial $\Gamma$

The final consideration in this section is variable friction $\Gamma: \mathbb{R}^{n} \rightarrow \mathbb{R}$ in the case of (3.4.1). Although Langevin dynamics with variable friction is not the setting of this chapter, a natural class of functions for $\Gamma$ where the Poisson equation might be expected to have a closed form solution is when $\Gamma$ is polynomial; we demonstrate the difficulty of this setting by presenting here the negative result that no finite order polynomial $\phi$ solves the Poisson equation for $n=1$.

Proposition 3.4.11. If $n=1, f: \mathbb{R} \rightarrow \mathbb{R}$ is given by (3.4.1) with $U_{0} \neq 0, \pi(f)$ is given by (3.4.2), $\mathcal{L}$ is given by (3.4.3), $\Gamma$ is given by a nonconstant finite order polynomial, then finite order polynomials in $q, p$ cannot be a solution $\phi$ to the Poisson equation (3.1.5).

The proof of Proposition 3.4.11 can be found in Section 3.6.

### 3.5 Computation of the change in $\Gamma$

Throughout this section, the $M=I_{n}$ case is considered. As mentioned, the formula (3.3.1) gives a natural gradient descent direction (3.1.8) to take $\Gamma$ in order to optimise $\sigma^{2}$ from Theorem 3.2.4. In Theorem 3.3.2 and in the form (3.1.8), the expression for the gradient is already susceptible to a Green-Kubo approach in the sense that the form (3.2.9) for $\phi$
can be substituted in to obtain a trajectory based formula, where finite difference is used to approximate $\nabla_{p}$ and independent realisations of $\left(q_{t}, p_{t}\right)$ is used for the expectations. However, this is too inaccurate in the implementation to be useful. The more directly calculable form as stated in the introduction in (3.1.10) is used involving the derivative of $\left(q_{t}, p_{t}\right)$ with respect to the initial condition in Section 3.3.2.
We focus the discussion on a Monte Carlo method to approximate $\nabla \phi$ and gradient directions in $\Gamma$ (e.g. (3.1.8)) based on Theorem 3.3.2, but a spectral method to solve (3.1.5) and compute the change in $\Gamma$ is given in Section 3.5 .5 , which is computationally feasible in low dimensions. Algorithm 1 summarises the resulting procedure, where all expectations within (3.1.8) are approximated by single realisations; further justifications, refinements and a concrete implementation (Algorithm 2) can be found in Section 3.5.1, whilst alternative methods are given in Section 3.5.5.

```
Algorithm 1 Continuous-time outline of \(\Gamma\) update using (3.1.6) and (3.1.10)
    Result: \(\Gamma \in \mathbb{S}_{++}^{n}\)
    Start from arbitrary \(\left(q_{0}, p_{0}\right) \in \mathbb{R}^{2 n}\) and set \(\left(\tilde{q}_{0}, \tilde{p}_{0}\right)=\left(q^{0},-p^{0}\right), D q_{0}=D \tilde{q}_{0}=0\),
    \(D p_{0}=D \tilde{p}_{0}=I_{n}, \zeta=\tilde{\zeta}=0, \Gamma=I_{n}, t=t_{0}=0 ;\)
    for \(N\) epochs do
        simulate one time-step in \(q_{t}, \tilde{q}_{t}\) then in \(D_{p} q_{t}\) and \(D_{p} \tilde{q}_{t}\);
        add to \(\zeta, \tilde{\zeta}\) to approximate the row vectors
            \(\zeta=\int_{t_{0}}^{t} \nabla f\left(q_{s}\right)^{\top} D_{p} q_{s} d s, \quad \tilde{\zeta}=\int_{t_{0}}^{t} \nabla f\left(\tilde{q}_{s}\right)^{\top} D_{p} \tilde{q}_{s} d s ;\)
        if \(\left(D_{p} q_{t}, D_{p} p_{t}\right)\) is small enough in magnitude then
            update \(\Gamma\) with the gradient direction \(-\zeta \otimes \tilde{\zeta}-(\zeta \otimes \tilde{\zeta})^{\top}\);
            \(\operatorname{reset}\left(\tilde{q}_{t}, \tilde{p}_{t}\right) \leftarrow\left(q_{t},-p_{t}\right) ;\left(D_{p} q_{t}, D_{p} p_{t}\right),\left(D_{p} \tilde{q}_{t}, D_{p} \tilde{p}_{t}\right) \leftarrow\left(0, I_{n}\right) ; t_{0} \leftarrow t ; \zeta, \tilde{\zeta} \leftarrow 0 ;\)
        end if
        \(t \leftarrow t+\Delta t\)
    end for
```

Section 3.5.2 contains the simplest one-dimensional Gaussian case where the optimal $\Gamma$ is known and it is shown that the algorithm approximates it quickly. A different Gaussian problem extracted from a diffusion bridge context is explored in Section 3.5.3, where the algorithm is shown to approximate a $\Gamma$ matrix that exhibits an even better empirical asymptotic variance than the one given by Proposition 3.4.5. Finally, the algorithm is applied to finding the optimal $\Gamma$ in estimating the posterior mean in a Bayesian inference problem in Section 3.5.4, where the situation is shown to be similar to Proposition 3.4.8, in the sense that the optimal $\Gamma$ is close to 0 ; after and separately from such a finding, the empircal asymptotic variance for a small $\Gamma$ is compared that for $\Gamma=I_{n}$, with dramatic (about tenfold) improvement in both the full gradient and minibatch gradient cases.

### 3.5.1 Methodology

Here we describe an on-the-fly procedure ${ }^{1}$ to repeatedly calculate the change (3.1.8) in $\Gamma$ by simulating the first variation process parallel to underdamped Langevin processes. The discretisation schemes used to simulate (3.1.1) and (3.3.2) are given in Section 3.5.1. Two gradient procedures, namely gradient descent and the Heavy ball method, for evolving $\Gamma$ given a gradient are detailed in Section 3.5.1. Then iterates from Section 3.5.1 are used to approximate each change in $\Gamma$ in Section 3.5.1 (see also Section 3.5.5). The key idea linking the above is that if equation (3.3.4) holds, then

$$
\begin{align*}
\Delta \Gamma & =\int \nabla_{p} \phi \otimes \nabla_{p} \tilde{\phi} d \tilde{\pi} \\
& =-\int\left(\int_{0}^{\infty} \mathbb{E}\left[\nabla f\left(q_{s}\right)^{\top} D_{p} q_{s}\right]^{\top} d s\right)\left(\int_{0}^{\infty} \mathbb{E}\left[\nabla f\left(\tilde{q}_{t}\right)^{\top} D_{p} \tilde{q}_{t}\right] d t\right) d \tilde{\pi} \tag{3.5.1}
\end{align*}
$$

where $\left(q_{t}, p_{t}\right)$ and $\left(\tilde{q}_{t}, \tilde{p}_{t}\right)$ denote the solutions to (3.1.1) with initial values $(q, p),(q,-p)$ respectively, $\left(D_{p} q_{t}, D_{p} p_{t}\right)$ and $\left(D_{p} \tilde{q}_{t}, D_{p} \tilde{p}_{t}\right)$ denote the solutions to (3.5.3) with $\tilde{q}_{t}$ replacing $q_{t}$ for the latter and the integral in (3.5.1) is with respect to $(q, p)$.

## Splitting

We split the dynamics (3.1.1) by a so-called $B A O A B$ splitting scheme, see [117, 118], in order to integrate the Langevin dynamics (3.1.1). This is given explicitly by

$$
\begin{cases}p^{i+\frac{1}{3}} & =p^{i}-\nabla U\left(q^{i}\right) \frac{\Delta t}{2}  \tag{3.5.2}\\ q^{i+\frac{1}{2}} & =q^{i}+p^{i+\frac{1}{3}} \frac{\Delta t}{2} \\ p^{i+\frac{2}{3}} & =\exp \left(-\Delta t \Gamma^{i}\right) p^{i+\frac{1}{3}}+\sqrt{1-\exp \left(-2 \Delta t \Gamma^{i}\right)} \xi^{i} \\ q^{i+1} & =q^{i+\frac{1}{2}}+p^{i+\frac{2}{3}} \frac{\Delta t}{2} \\ p^{i+1} & =p^{i+\frac{2}{3}}-\nabla U\left(q^{i+1}\right) \frac{\Delta t}{2}\end{cases}
$$

for $i \in \mathbb{N}, \Delta t>0$, where $\xi^{i}$ are independent $n$-dimensional standard normal random variables and $\Gamma^{i} \in \mathbb{S}_{++}^{n}$ are a sequence of friction matrices to be updated throughout the duration of the algorithm. We mention again recent developments, e.g. [41, 47, 65, $141,173,177$ ], on discretisations of the underdamped Langevin dynamics; the majority of the numerical error involved in updating $\Gamma$ is expected to come from the small number of particles in approximating the integrals in the expression (3.1.8) for $\Delta \Gamma$, so that no further deliberation is made about the choice of discretisation for the purposes here. The

[^6]first variation process (3.5.3) together with its initial condition is
\[

$$
\begin{align*}
& D_{p} q_{t}=\int_{0}^{t} D_{p} p_{s} d s  \tag{3.5.3a}\\
& D_{p} p_{t}=I_{n}-\int_{0}^{t}\left(D^{2} U\left(q_{s}\right) D_{p} q_{s}+\Gamma D_{p} p_{s}\right) d s \tag{3.5.3b}
\end{align*}
$$
\]

In order to simulate (3.5.3), an analogous splitting scheme is used:

$$
\begin{cases}D p^{i+\frac{1}{3}} & =D p^{i}-D^{2} U\left(q^{i}\right) D q^{i} \frac{\Delta t}{2}  \tag{3.5.4}\\ D q^{i+\frac{1}{2}} & =D q^{i}+D p^{i+\frac{1}{3}} \frac{\Delta t}{2} \\ D p^{i+\frac{2}{3}} & =\exp \left(-\Delta t \Gamma^{i}\right) D p^{i+\frac{1}{3}} \\ D q^{i+1} & =D q^{i+\frac{1}{2}}+D p^{i+\frac{2}{3}} \frac{\Delta t}{2} \\ D p^{i+1} & =D p^{i+\frac{2}{3}}-D^{2} U\left(q^{i+1}\right) D q^{i} \frac{\Delta t}{2}\end{cases}
$$

In the case where the second derivatives of $U$ are not directly available, the $k^{\text {th }}$ column of (for example) $D^{2} U\left(q^{i}\right) D q^{i} \frac{\Delta t}{2}$ can be approximated by

$$
\begin{equation*}
-\nabla U\left(q^{i}+\frac{\Delta t}{2}\left(D q^{i}\right)_{k}\right)+\nabla U\left(q^{i}\right) \tag{3.5.5}
\end{equation*}
$$

where $\left(D q^{i}\right)_{k}$ denotes the $k^{\text {th }}$ column of $D q^{i}$, so that (3.5.3) can still be approximated in the absence of Hessian evaluations. The approximation (3.5.5) will be used only when explicitly stated in the sequel.

## Gradient procedure in $\Gamma$

Suppose we have available a series of proposal updates $\left(b_{0}, \ldots, b_{L-1}\right) \in \mathbb{R}^{n \times n \times L}$ for $\Gamma$, each element of which being noisy estimates of the same gradient direction in $\Gamma$. Given stepsizes $\alpha^{i}=\alpha \in \mathbb{R}$ and an annealing factor $r \in \mathbb{R}$, the following constrained stochastic gradient descent (for $i$ where proposal updates are produced)

$$
\begin{equation*}
\Gamma^{i+1}=\Pi_{\mathrm{pd}}^{\mu}\left(\Gamma^{i}+\frac{\alpha^{i}}{2 L} \sum_{j=0}^{L-1}\left(b_{j}+b_{j}^{\top}\right)\right) \tag{3.5.6}
\end{equation*}
$$

can be considered, where $L \in \mathbb{N}$ and $\Pi_{\mathrm{pd}}^{\mu}$ is the projection to a positive definite matrix, for some minimum value $\mu>0$ that we choose arbitrarily in order to ensure ergodicity, given by

$$
\begin{equation*}
\Pi_{\mathrm{pd}}^{\mu}(M)=\sum_{i=1}^{n} \max \left(\lambda_{i}, \mu\right) v_{i} v_{i}^{\top} \tag{3.5.7}
\end{equation*}
$$

for symmetric $M \in \mathbb{R}^{n \times n}$ and its the eigenvalue decomposition

$$
M=\sum_{i=1}^{n} \lambda_{i} v_{i} v_{t}^{\top}
$$

Alternatively, a Heavy-ball method [162, 75] (with projection) can be used. The method is considered in the stochastic gradient context in [40], given here as

$$
\left\{\begin{array}{l}
\Gamma^{i+1}=\Pi_{\mathrm{pd}}^{\mu}\left(\Gamma^{i}+\alpha^{i} \Theta^{i+1}\right)  \tag{3.5.8}\\
\Theta^{i+1}=\left(1-\alpha^{i} r\right) \Theta^{i}+\frac{\alpha^{i}}{2 L} \sum_{j=0}^{L-1}\left(b_{j}+b_{j}^{\top}\right)
\end{array}\right.
$$

The heavy-ball method offers a smoother trajectory of $\Gamma$ over the course of the algorithm. Under appropriate assumptions on $b_{j}$, in particular if

$$
\frac{1}{2 L} \sum_{j=0}^{L-1}\left(b_{j}+b_{j}^{\top}\right) \sim \mathcal{N}\left(\nabla \sigma^{2}\left(\Gamma^{i}\right), \sigma_{b}^{2} I_{n^{2}}\right)
$$

for some gradient $\nabla \sigma^{2}\left(\Gamma_{k}^{i}\right)$ and variance $\sigma_{b}^{2}>0$, then the system (3.5.8) has the interpretation of an Euler discretisation of a constrained Langevin dynamics, in which case $\frac{r}{\sqrt{\alpha^{i} \sigma_{b}^{2}}}$ is the inverse temperature. By increasing $r$, the analogous invariant distribution 'sharpens' around the maximum in its density and in this way reduces the effect of noise at equilibrium; on the other hand, decreasing $r$ reduces the decay in the momentum.

## A thinning approach for $\Delta \Gamma$

The most straightforward way of approximating the integral in (3.5.1) is to use independent realisations of (3.5.2), as described at the end of Section 3.5.5, but we draw alternatively a thinned sample [153] from a single trajectory here in order to run only a single parallel set of realisations of (3.5.2) and (3.5.4) at a time. More specifically, we consider a single realisation of (3.5.2) and regularly-spaced points from its trajectory (possibly after a burn-in) as sample points from $\tilde{\pi}$. Starting at each of these sample points and ending at each subsequent one, the process is replicated albeit starting with a momentum reversal and simulated in parallel. In addition, for each of the two processes, a corresponding first variation process (3.5.4) is calculated in parallel. A precise description follows.

Let $K=1$ for simplicity. The $\Gamma$ direction (3.5.1) is approximated by

$$
\begin{align*}
-\frac{1}{\left(L+L^{*}\right)} \sum_{l=0}^{L+L^{*}-1} & \left(\sum_{i=1}^{T} \frac{\Delta t}{K} \sum_{k=1}^{K} \nabla f\left(q_{(k)}^{i+T l+B}\right)^{\top} D q_{(k)}^{i+T l+B}\right) \otimes \\
& \left(\sum_{i=1}^{T} \frac{\Delta t}{K} \sum_{k=1}^{K} \nabla f\left(\tilde{q}_{(k)}^{i+T l+B}\right)^{\top} D \tilde{q}_{(k)}^{i+T l+B}\right) \tag{3.5.9}
\end{align*}
$$

where $L \in \mathbb{N},\left(\left(q_{(k)}^{i}, p_{(k)}^{i}\right)\right)_{i \in \mathbb{N}},\left(\left(\tilde{q}_{(k)}^{i}, \tilde{p}_{(k)}^{i}\right)\right)_{i \in \mathbb{N}}$ denote solutions to (3.5.2)

- for $i \neq B+T l-1, l \in \mathbb{N}$ if $k \neq 1$ and
- for all $i$ if $k=1$
with initial condition $(0,0)$, noise $\xi^{i}=\xi_{(k)}^{i}, \tilde{\xi}_{(k)}^{i}$ for all $i \in \mathbb{N}$ satisfying $\xi_{(k)}^{i}=\xi_{\left(k^{\prime}\right)}^{i}=\tilde{\xi}_{(k)}^{i}=$ $\tilde{\xi}_{\left(k^{\prime}\right)}^{i}$ for all $i<B, 1 \leq k \leq K, 1 \leq k^{\prime} \leq K$, independent otherwise as $i$ and $k$ vary, along with corresponding $\left(D q_{(k)}^{i}, D p_{(k)}^{i}\right),\left(D \tilde{q}_{(k)}^{i}, D \tilde{p}_{(k)}^{i}\right)$ satisfying (3.5.4) for $i \neq B+T l-1, l \in$ $\mathbb{N}_{0}$ (regardless of $k$ ), and where the $k \neq 1$ processes are 'reset' at $i=B+T l$ corresponding to the values of the $k=1$ chain if the first variation processes have converged to zero, that is,

$$
\begin{array}{llcc}
q_{(k)}^{T l+B}=q_{(1)}^{K l+B}, & p_{(k)}^{T l+B}=p_{(1)}^{T l+B}, & D q_{(k)}^{T l+B}=0, & D p_{(k)}^{T l+B}=I_{n} \\
\tilde{q}_{(k)}^{T l+B}=q_{(1)}^{T l+B}, & \tilde{p}_{(k)}^{T l+B}=-p_{(1)}^{T l+B}, & D \tilde{q}_{(k)}^{T l+B}=0, & D \tilde{p}_{(k)}^{T l+B}=I_{n} \tag{3.5.10b}
\end{array}
$$

for all $1 \leq k \leq K$ if for some $D_{\text {conv }}>0$,

$$
\begin{array}{ll}
\max _{i, j, k}\left|\left(D q_{(k)}^{T l+B}\right)_{i j}\right|<D_{\mathrm{conv}}, & \max _{i, j, k}\left|\left(D \tilde{q}_{(k)}^{T l+B}\right)_{i j}\right|<D_{\mathrm{conv}} \\
\max _{i, j, k}\left|\left(D p_{(k)}^{T l+B}\right)_{i j}\right|<D_{\mathrm{conv}}, & \max _{i, j, k}\left|\left(D \tilde{p}_{(k)}^{T l+B}\right)_{i j}\right|<D_{\mathrm{conv}} \tag{3.5.11b}
\end{array}
$$

and $L^{*} \in \mathbb{N}$ is such that the number of elements in $\left\{l \in \mathbb{N}: 1 \leq l \leq L+L^{*}\right\}$ satisfying (3.5.11) is $L$. The approach is summarised in Algorithm 2. Of course, the above for generic $K \in \mathbb{N}$ constitutes improving approximations to $\Delta \Gamma$. Note that as $\Gamma$ changes through the prescribed procedure, the asymptotic variance associated to the given observable $f$ is expected to improve, but on the contrary, the estimator (3.5.9) for the continuous-time expression (3.5.1) may well worsen, since the integrand (of the outermost integral) in (3.5.1) is not $f$. Increasing $L$ is expected to solve any resulting issues; on the other hand extremely small $L$ have been successful in the experiments here.

Remark 3.5.1. If it is of interest to approximate expectations of $P \in \mathbb{N}$ observables with respect to $\pi$, the quantity $\sum_{i}^{P} \sigma_{i}^{2}$ for example can be used as an objective function, where $\sigma_{i}^{2}$ is the asymptotic variance from the $i^{\text {th }}$ observable. In the implementation

```
Algorithm 2 Gradient procedure in \(\Gamma\)
    Result: \(\Gamma^{i}, 1 \leq i \leq N+1\);
    Start from arbitrary \(\left(q^{0}, p^{0}\right) \in \mathbb{R}^{2 n}\) and set \(D q^{0}=D \tilde{q}^{0}=0, D p^{0}=D \tilde{p}^{0}=I_{n}\),
    \(\zeta=\tilde{\zeta}=0, k=0, \Gamma^{j}=I_{n} \quad \forall 1 \leq j \leq B\)
    for \(i=1: B-1\) do
        compute \(q^{i+1}\) according to (3.5.2);
    end for
    if \(i=B\) then
        \(\operatorname{set}\left(\tilde{q}^{i}, \tilde{p}^{i}\right) \leftarrow\left(q^{i},-p^{i}\right)\)
    end if
    for \(i=B: N\) do
        compute \(q^{i+1}\) and \(\tilde{q}^{i+1}\) according to (3.5.2);
        compute \(D q^{i+1}\), \(D \tilde{q}^{i+1}\) from (3.5.4) corresponding to \(q^{i+1}, \tilde{q}^{i+1}\) respectively;
        compute the row vectors \(\quad \zeta \leftarrow \zeta+\nabla f\left(q^{i+1}\right)^{\top} D q^{i+1} \Delta t\);
                        \(\tilde{\zeta} \leftarrow \tilde{\zeta}+\nabla f\left(\tilde{q}^{i+1}\right)^{\top} D \tilde{q}^{i+1} \Delta t\)
        if \(l:=i-B \in T \mathbb{N}\) and (3.5.11) hold (ignoring appearances of \((k))\) then
            save the matrix \(b_{\left(\frac{k}{G}-\left\lfloor\frac{k}{G}\right\rfloor\right) G}=-\zeta \otimes \tilde{\zeta}\);
            reset as follows: \(\quad \zeta, \tilde{\zeta} \leftarrow 0, \quad\left(\tilde{q}^{i+1}, \tilde{p}^{i+1}\right) \leftarrow\left(q^{i+1},-p^{i+1}\right)\);
                        \(D q^{i+1}, D \tilde{q}^{i+1} \leftarrow 0, \quad D p^{i+1}, D \tilde{p}^{i+1} \leftarrow I_{n}\)
            and update the counter \(k \leftarrow k+1\);
        end if
        if \(k \in G \mathbb{N}\) then
            compute \(\Gamma^{i+1}\) according to (3.5.8);
            set \(\Gamma^{i+1}=\Gamma^{i}\).
        end if
    end for
```

in Algorithm 2, instead of only the vectors $\zeta, \tilde{\zeta}$, this amounts to calculating at each iteration the vectors $\zeta^{(i)}, \tilde{\zeta}^{(i)}$ corresponding to the $i^{\text {th }}$ observable and taking the sum of the resulting update matrices in $\Gamma$ to update $\Gamma$. This calls for no extra evaluations of $\nabla U$ over the single observable case.

Remark 3.5.2. (Tangent processes along random directions) We mention here the situation where simulating the full first variation processes $\left(D_{p} q_{t}, D_{p} p_{t}\right)$ in $\mathbb{R}^{n \times 2 n}$ is prohibitively expensive, namely when $n^{2}$ is large. In order to calculate changes in $\Gamma$, a directional tangent process can be used instead of $\left(D_{p} q_{t}, D_{p} p_{t}\right)$. Consider for a randomly chosen vector $v \in \mathbb{R}^{n}$ with $|v|=1$, the pair of vectors $\left(D_{p} q_{t} v, D_{p} p_{t} v\right) \in \mathbb{R}^{n \times 2}$. Multiplying on
the right of ((3.5.3) and) (3.5.4) by $v$, one obtains the system

$$
\left\{\begin{array}{l}
D p v^{i+\frac{1}{3}}=D p v^{i}-D^{2} U\left(q^{i}\right) D q v^{i} \frac{\Delta t}{2}  \tag{3.5.12}\\
D q v^{i+\frac{1}{2}}=D q v^{i}+D p v^{i+\frac{1}{3}} \frac{\Delta t}{2} \\
D p v^{i+\frac{2}{3}}=\exp \left(-\Delta t \Gamma^{i}\right) D p v^{i+\frac{1}{3}} \\
D q v^{i+1}=D q v^{i+\frac{1}{2}}+D p v^{i+\frac{2}{3}} \frac{\Delta t}{2} \\
D p v^{i+1}=D p v^{i+\frac{2}{3}}-D^{2} U\left(q^{i+1}\right) D q v^{i} \frac{\Delta t}{2}
\end{array}\right.
$$

where the first term involving the Hessian of $U$ in (3.5.12) can be approximated by

$$
-\nabla U\left(q^{i}+\frac{\Delta t}{2} D q v^{i}\right)+\nabla U\left(q^{i}\right)
$$

and similarly for the last such term. The advantage of this approximation is that it is no longer necessary to work with $D^{2} U$, which is an $n$-by- $n$ matrix, and instead only with $\nabla U$, a length- $n$ vector. In continuous time, the resulting direction in $\Gamma$ is $\int \nabla \phi^{\top} v \nabla \tilde{\phi}^{\top} v d \tilde{\pi} v \otimes v$ and from (3.3.1) the rate of change in asymptotic variance in this direction is $-2\left(\int \nabla \phi^{\top} v \nabla \tilde{\phi}^{\top} v d \tilde{\pi}\right)^{2}$. However, the trade-off is that the resulting gradient procedure in $\Gamma$ turns out to be very slow to converge in high dimensions in comparison to simulating a full first variation process; it is illustrative to think of the situation where the randomly chosen vector $v$ is taken from the set of standard Euclidean basis vectors, where only one diagonal value in $\Gamma$ is changed at a time. See also [187, 82] for such directional derivatives under a different context.

### 3.5.2 One dimensional quadratic case

Here the algorithm given in Section 3.5.1 is used in the simplest one dimensional

$$
\begin{equation*}
U(q)=\frac{V_{0}}{2} q^{2}, \quad f(q)=\frac{1}{2} q^{2} \tag{3.5.13}
\end{equation*}
$$

for $V_{0}>0$, case to find the optimal constant friction. Since commutativity issues disappear in the one-dimensional case, the optimal constant friction is known analytically and is given by Proposition 3.4 .5 to be $\Gamma=\sqrt{V_{0}}$, with the asymptotic variance $V_{0}^{-\frac{5}{2}}$. Moreover, the relationship between the asymptotic variance and $\Gamma$ is explicitly given by equations (3.4.8) and (3.4.12), which reduces in this case to

$$
\sigma^{2}(\Gamma)=\frac{1}{4 V_{0}^{2}}\left(\Gamma^{-1}+\frac{1}{V_{0}} \Gamma\right)
$$

The case $V_{0}=5$ is illustrated in Figure 3.5.3. In the middle and right plot of Figure 3.5.3, the procedure in Section 3.5.1 is used for $5 \cdot 10^{4}$ epochs, with $\Delta t=0.08$, block-size $T=$ $125, L=1$ and $D_{\text {conv }}=2 \cdot 10^{-4}$. Changing the observable to the linear

$$
\begin{equation*}
f(q)=q \tag{3.5.14}
\end{equation*}
$$

gives that the 'optimal' (but unreachable in the algorithm due to the constraints) friction is 0 by Corollary 3.4.8. The right plot in Figure 3.5 .3 shows that the procedure arrives at a similar conclusion in the sense that the $\Gamma$ hits and stays at $\mu=0.2$.


Fig. 3.5.1: Left: Relationship between asymptotic variance and $\Gamma$ for (3.5.13). Middle and right: Trajectory of $\Gamma$ for (3.5.13) and (3.5.14) respectively by (3.5.8) with $\alpha^{i}=1, G=1$, $r=0.5$ and $\mu=0.2$. Middle: the red line is the optimal value $\Gamma=\sqrt{5}$ given by Proposition 3.4.5. All plots are for $V_{0}=5$.

### 3.5.3 Diffusion bridge sampling

The algorithm in Section 3.5.1 is applied in the context of diffusion bridge sampling [86, 88] (see also for example [13, 48, 87]), where the SDE

$$
\begin{equation*}
d x_{t}=-\nabla V\left(x_{t}\right) d t+\sqrt{2 \beta^{-1}} d W_{t}^{\prime} \tag{3.5.15}
\end{equation*}
$$

for a suitable $V: \mathbb{R}^{d} \rightarrow \mathbb{R}, \beta>0$ and $W_{t}^{\prime}$ standard Wiener process on $\mathbb{R}^{d}$, is conditioned on the events

$$
\begin{equation*}
x_{0}=x_{-} \quad \text { and } \quad x_{T}=x_{+} \tag{3.5.16}
\end{equation*}
$$

for some fixed $T>0, x_{0}, x_{+} \in \mathbb{R}^{d}$ and the problem setting is to sample from the path space of solutions to (3.5.15) conditioned on (3.5.16). For the derivation of the following formulations, we refer to Section 5 in [86] and Section 6.1 in [12]; here we extract a simplified potential $U$ to apply our algorithm on after a brief description.
Let

$$
V(x)=\frac{1}{2}|x|^{2}, \quad x_{-}=x_{+}=0, \quad \beta=1, \quad d=1, \quad T=1
$$

Using the measure given by Brownian motion conditioned on (3.5.16) as the reference measure $\mu_{0}$ on the path space of continuous functions $C([0,1], \mathbb{R})$, the measure $\mu$ associated to (3.5.15) conditioned on (3.5.16) satisfies $\frac{d \mu}{d \mu_{0}}(x) \propto \exp \left(-\frac{1}{4} \int_{0}^{T}|x|^{2} d t\right)$, where the left hand side denotes the Radon-Nikodym derivative, so that discretising $\mu$ on a grid in $[0,1]$ with grid-size $\delta>0$ gives the approximating measure $\pi\left(q_{1}, \ldots, q_{n}\right) \propto e^{-U\left(q_{1}, \ldots, q_{n}\right)}$ where $U$ is given by

$$
U(q)=\frac{1}{2} q^{\top} \Sigma^{-1} q=\frac{1}{2} q^{\top}\left(\begin{array}{ccccc}
\frac{2}{\delta}+\frac{\delta}{4} & -\frac{1}{\delta} & & & \\
-\frac{1}{\delta} & \frac{2}{\delta}+\frac{\delta}{4} & -\frac{1}{\delta} & & \\
& \cdots & & & \\
& & -\frac{1}{\delta} & \frac{2}{\delta}+\frac{\delta}{4} & -\frac{1}{\delta} \\
& & & \frac{2}{\delta}+\frac{\delta}{4} & -\frac{1}{\delta}
\end{array}\right) q
$$

From here the Langevin system (3.1.1) can be used to sample from $\pi$ and the algorithm given in Section 3.5.1 is applied. For this purpose, the observable $f(q)=\frac{1}{2}|q|^{2}$ is used together with the parameters $\delta=\frac{1}{21}, n=20, K=1, L=5, T=60, B=100$ and $D_{\text {conv }}=0.01$. Only the diagonal values of $\Gamma$ are updated and their trajectories are shown in Figure 3.5.2.


Fig. 3.5.2: Diagonal values of $\Gamma$ over iterations of (3.5.8) with $\alpha^{i}=0.2, G=5, r=1$ and $\mu=0.2$.

At the end of 300000 epochs, $\Gamma$ is given by

$$
\begin{aligned}
\Gamma_{\text {final }}=\operatorname{diag} & (1.2129,1.5673,1.8199,1.8055,1.2858,0.9013,0.3588,0.2631 \\
& 0.2000,0.2000,0.2252,0.2579,0.3621,0.4715,1.3842,1.9467 \\
& 1.9289,1.6326,1.3730,1.1153)
\end{aligned}
$$

This $\Gamma$ is fixed and used for a standard sampling procedure for the same potential and observable. The asymptotic variance is approximated by grouping the epochs after $B=$

100 burn-in iterations into $N_{B}=999$ blocks of $T=300$ epochs, specifically,

$$
\sigma_{\text {approx }}=\frac{1}{N_{B}} \sum_{l=0}^{N_{B}-1}\left[\frac{1}{\sqrt{T \Delta t}} \sum_{i=1}^{T} \Delta t\left(f\left(q^{i+T l+B}\right)-\frac{1}{N} \sum_{j=1}^{N} \Delta t f\left(q^{j+B}\right)\right)\right]^{2}
$$

where $q^{i}$ are iterates in the numerical approximation of $q_{t}$, and this is compared to the estimate from the same procedure using different values of fixed $\Gamma$ in Table 3.5.1. Note that $\Gamma=\Sigma^{-\frac{1}{2}}$ is the optimal $\Gamma$ in the restricted class of matrices commuting with $\Sigma$ given by Proposition 3.4.5, where the asymptotic variance is known to be $\operatorname{Tr}\left(\Sigma^{\frac{5}{2}}\right) \approx 6.4785$.

|  | $\sigma_{\text {approx }}$ |
| :---: | :---: |
| $\Gamma=I_{n}$ | 6.9834 |
| $\Gamma=\Sigma^{-\frac{1}{2}}$ | 6.5096 |
| $\Gamma=\Gamma_{\text {final }}$ | 6.1667 |

Tab. 3.5.1: Empirical asymptotic variances with $N_{B}=999, T=300, B=100, N=299700$.

### 3.5.4 Bayesian inference

We adopt the binary regression problem as in [58] on a dataset ${ }^{2}$ with datapoints encoding information about images on a webpage and each labelled with 'ad' or 'non-ad'. The labels $\left\{Y_{i}\right\}_{1 \leq i \leq p}$, taking values in $\{0,1\}$, of the $p=2359$ datapoints (counting only those without missing values) given in the dataset are modelled as conditionally independent Bernoulli random variables with probability $\left\{\rho\left(\beta^{\top} X_{i}\right)\right\}_{1 \leq i \leq p}$, where $\rho$ is the logistic function given by $\rho(z)=e^{c z} /\left(1+e^{c z}\right)$ for all $z \in \mathbb{R}, c \in \mathbb{R}$ is given by (3.5.18), $\left\{X_{i}\right\}_{1 \leq i \leq p}, \beta$, both taking values in $\mathbb{R}^{n}$, are respectively vectors of known features from each datapoint and regression parameters to be determined. The parameters $\beta$ are given the prior distribution $\mathcal{N}(0, \Sigma)$, where $\Sigma^{-1}=\frac{1}{p} \sum_{i=1}^{p} X_{i}^{\top} X_{i} \in \mathbb{R}^{n \times n}$, and the density of the posterior distribution of $\beta$ is given up to proportionality by

$$
\pi_{\beta}\left(\beta \mid\left\{\left(X_{i}, Y_{i}\right)\right\}_{1 \leq i \leq p}\right) \propto \exp \left(\sum_{i=1}^{p}\left\{c Y_{i} \beta^{\top} X_{i}-\log \left(1+e^{c \beta^{\top} X_{i}}\right)\right\}-\frac{1}{2} \beta^{\top} \Sigma^{-1} \beta\right)
$$

so that the log-density gradient, in our notation $-\nabla U$, is given by

$$
-\nabla U(\beta)=\sum_{i=1}^{p} c X_{i}\left(Y_{i}-\left(1+e^{-c \beta^{\top} X_{i}}\right)^{-1}\right)-\Sigma^{-1} \beta
$$

[^7]The observable vector $f_{i}(q)=q_{i}, 1 \leq i \leq n$, corresponding to the posterior mean is used. The coordinate transform $\hat{\beta}=\Sigma^{-\frac{1}{2}} \beta$ is made before applying the symmetric preconditioner $\Sigma^{\frac{1}{2}}$ on the Hamiltonian part of the dynamics so that the dynamics simulated are as in (3.1.1) with $M=I_{n}$ and

$$
\begin{equation*}
-\nabla U(\hat{\beta})=\Sigma^{\frac{1}{2}} \sum_{i=1}^{p} c X_{i}\left(Y_{i}-\left(1+e^{-c\left(\Sigma^{\frac{1}{2}} \hat{\beta}\right)^{\top} X_{i}}\right)^{-1}\right)-\hat{\beta} . \tag{3.5.17}
\end{equation*}
$$

We use the observable vector $f_{i}(\hat{\beta})=\hat{\beta}_{i}, 1 \leq i \leq n$ and the sum of their corresponding asymptotic variances as the value to optimise with respect to $\Gamma$, but show in Figures 3.5.3 and 3.5.4 the estimated asymptotic variances for both sets $f_{i}(\hat{\beta}), f_{i}(\beta)$ of observables, where the estimation is calculated using the vector on the left of the outer product in (3.5.9) in accordance with $2 \int \nabla \phi^{\top} \Gamma \nabla \phi d \tilde{\pi}$ which follows from the formula (3.2.12) after integrating by parts with truncation. The approximation (3.5.5) for the term(s) including the Hessian in (3.5.4) has been used to test the method despite the explicit availability of the Hessian. During the execution of Algorithm 2, the constant $c$ has been set to

$$
\begin{equation*}
c=\bar{c}:=\frac{5}{\max _{i}\left(\Sigma^{\frac{1}{2}} \sum_{j} X_{j} Y_{j}\right)_{i}} \tag{3.5.18}
\end{equation*}
$$

In detail, 30000 epochs are simulated; after 100 burn-in iterations of the Langevin discretisation (3.5.2), 2 parallel simulations of (3.5.2) and 2 of the first variation discretisation (3.5.4) are run according to Section 3.5 .1 with time-step $\Delta t=0.1$, block-size $T=$ $100, L=1$ block per update in $\Gamma, K=1$ and tolerance $D_{\text {conv }}=0.01$.


Fig. 3.5.3: Left: Diagonal values of $\Gamma$ over iterations of (3.5.8) with $\alpha^{i}=0.1, G=1, r=1$ and $\mu=0.2$. Note that the mean of the absolute values of all entries of $\Gamma$ at the end of the iterations is 0.0039 . Middle: Sum over $i$ of estimated asymptotic variances for $f_{i}(\hat{\beta})$; right: for $f_{i}(\beta)$.

In Figures 3.5.3 and 3.5.4, $\Gamma$ starts initially from the identity $I_{n}$ and descends towards $0.2 I_{n}$ (restricted as in (3.5.7)), as expected for a linear observable and potential close to a quadratic (see Proposition 3.4.9). We note that in the gradient descent procedure for $\Gamma$, using the minibatch gradient does not change the behaviour shown in Figures 3.5.3


Fig. 3.5.4: The same as in the caption of Figure 3.5.4, except $r=0.5$ and a different dataset (https://archive.ics.uci.edu/ml/datasets/Musk+(Version+1)) is used where $n=167$ and $p=476$. The mean of the absolute values of all entries of $\Gamma$ at the end of the iterations is 0.0210 .
and 3.5.4. In addition, although the trajectory of $\Gamma$ seems to go directly to zero, we expect the optimal $\Gamma$ to be close but away from zero since the potential is close but not exactly quadratic.
Next, the value for $\Gamma$ is fixed at various values and used for hyperparameter training on the same problem for the first dataset, using both the full gradient (3.5.17) and a minibatch $^{3}$ version where the sum in (3.5.17) is replaced by $\frac{p}{10}$ times a sum over a subset $S$ of $\{1, \ldots, p\}$ with 10 elements randomly drawn without replacement such that $S$ changes once for each $i$ in (3.5.2). In the minibatch gradient case, $c$ is set to a fraction of (3.5.18), specifically $\bar{c}\left(\frac{p}{10}\right)^{-1}$. In Tables 3.5 .2 and 3.5.3, variances for the posterior mean estimates are shown (similar variance reduction results persist when using the probability of success for features taken from a single datapoint in the dataset).
In detail, for each row of Tables 3.5.2 and 3.5.3, $N=29700$ epochs of (3.5.2) are simulated with the same parameters as above. The asymptotic variance for each observable entry is approximated using block averaging (Section 2.3.1.3 in [123]) by grouping the epochs after $B=100$ burn-in iterations into $N_{B}=99$ blocks of $T=300$ epochs, that is,

$$
\sigma_{k, \text { approx }}^{2}=\frac{1}{N_{B}} \sum_{l=0}^{N_{B}-1}\left[\frac{1}{\sqrt{T \Delta t}} \sum_{i=1}^{T} \Delta t\left(f_{k}\left(q^{i+T l+B}\right)-\frac{1}{N} \sum_{j=1}^{N} f_{k}\left(q^{j+B}\right)\right)\right]^{2}
$$

and $N_{B}=3$ blocks of $T=9900$ epochs (respectively for each column of Tables 3.5.2 and 3.5.3); the values 0.8667 and 0.1571 approach and correspond to values in the middle plot of Figure 3.5.3 after multiplying by $n=642$. The variances are compared to those using a gradient oracle: unadjusted (overdamped) Langevin dynamics[58] and with an

[^8]irreversible perturbation[55], where the antisymmetric matrix $J$ is given by
\[

J_{i, j}= $$
\begin{cases}1 & \text { if } j-i=1 \text { or } 1-n \\ -1 & \text { if } i-j=1 \text { or } 1-n, \\ 0 & \text { otherwise }\end{cases}
$$
\]

for $1 \leq i, j \leq n$ and the stepsizes are the same as for underdamped implementations. In addition, the Euclidean distance from intermediate estimates of the posterior mean to a total, combined estimate is shown for each method. Specifically, $d_{k}:=$ $\left|\frac{1}{300 k} \sum_{i=1}^{300 k} f\left(q^{i+B}\right)-\hat{\pi}(f)\right|$ is plotted against $k$ in Figure 3.5.5, where $\hat{\pi}(f)$ is the mean (over the methods listed in Tables 3.5.2 and 3.5.3) of the final posterior mean estimates. A weighted mean with unit weights except one half on the $\Gamma=0.2 I_{n}$ and $\Gamma=0.1 I_{n}$ methods also gave similar results, though this is not shown explicitly.

|  | block-size $T=300$ | block-size $T=9900$ |
| :---: | :---: | :---: |
| $\Gamma=I_{n}$ | $(1.2669,0.0320)$ | $(0.8667,0.7190)$ |
| $\Gamma=0.2 I_{n}$ | $(0.2939,0.0018)$ | $(0.1571,0.0243)$ |
| $\Gamma=0.1 I_{n}$ | $(0.1739,0.0007)$ | $(0.0890,0.0092)$ |
| overdamped | $(1.2298,0.0319)$ | $(0.8687,0.8662)$ |
| irreversible overdamped | $(0.5642,0.0077)$ | $(0.3835,0.1614)$ |

Tab. 3.5.2: $\left(\frac{1}{n} \sum_{k=1}^{n} \sigma_{k \text {,approx }}^{2}, \frac{1}{n} \sum_{k=1}^{n}\left(\sigma_{k, \text { approx }}^{2}-\frac{1}{n} \sum_{l=1}^{n} \sigma_{l, \text { approx }}^{2}\right)^{2}\right)$ - Empirical asymptotic variances, mean and variance over observable entries, where full gradients have been used.

|  | block-size $T=300$ | block-size $T=9900$ |
| :---: | :---: | :---: |
| $\Gamma=I_{n}$ | $(1.9575,0.0744)$ | $(1.3338,1.6650)$ |
| $\Gamma=0.2 I_{n}$ | $(0.4600,0.0042)$ | $(0.2781,0.0784)$ |
| $\Gamma=0.1 I_{n}$ | $(0.2646,0.0016)$ | $(0.1335,0.0208)$ |
| overdamped | $(1.9137,0.0791)$ | $(1.3065,1.9714)$ |
| irreversible overdamped | $(0.8764,0.0150)$ | $(0.5778,0.3266)$ |

Tab. 3.5.3: The same as in Table 3.5.2, except for minibatch gradients

These figures demonstrate improvement of an order of magnitude in observed variances for $\Gamma$ close to that resulting from the gradient procedure over $\Gamma=I_{n}$. The improvement is also seen when compared to overdamped Langevin dynamics with and without irrreversible perturbation.


Fig. 3.5.5: Euclidean distances to a combined posterior mean estimate over time. Left: full gradient. Right: minibatch gradient.

### 3.5.5 Alternative methods

Here we complete the section on numerical methods by detailing alternative ways to approximate the gradient value for our friction optimisation procedure.

## Solving the Poisson equation with a Galerkin method

Throughout this section 2.3.1, $M=I_{n}$ is assumed. In low dimensions, it is feasible to approximate $\nabla_{p} \phi$ and a change in $\Gamma$ using Hermite polynomials. This approach gives an approximation in a finite subspace of $L^{2}(\tilde{\pi})$ at the level of $\phi$, as opposed to estimates of $\nabla_{p} \phi$ at particular points in space as in the Monte Carlo approach in Section 3.5. Specifically, the polynomials given by

$$
H_{l}(z)=\frac{(-1)^{l}}{\sqrt{l!}} e^{\frac{z^{2}}{2}} \frac{d^{l}}{d z^{l}}\left(e^{-\frac{z^{2}}{2}}\right)
$$

for $l \in \mathbb{N}_{0}$ and their products in the multidimensional case

$$
H_{\underline{l}}(p)=\prod_{k=1}^{n} H_{\underline{l}_{k}}\left(p_{k}\right), \quad p=\left(p_{1}, \ldots, p_{n}\right) \in \mathbb{R}^{n}
$$

for multiindices $\underline{l}=\left(\underline{l}_{1}, \ldots, \underline{l}_{n}\right) \in \mathbb{N}_{0}^{n}$ are considered in the weighted $L^{2}(\omega)$ space, where $\omega$ is given by $\omega(p)=\frac{e^{-\frac{1}{2}|p|^{2}}}{(2 \pi)^{-\frac{n}{2}}}$. A property of the Hermite polynomials that is repeatedly used here is that

$$
\partial_{z} H_{l}(z)=\sqrt{l} H_{l-1}(z)
$$

For the application of Hermite polynomials in solving the Poisson equation associated to Langevin dynamics (in the case of scalar friction), we refer to [168]. See also Chapter 5 in [84] for Hermite polynomials in the multidimensional setting. In the case of a
non-quadratic potential $U$, the same polynomials are used here after a Gram-Schmidt procedure in $L^{2}(\pi)$, which are denoted $\left(\hat{H}_{\underline{l}}\right)_{\underline{l} \in \mathbb{N}_{o}^{n}}$, so that

$$
\hat{H}_{\underline{l}}=\sum_{|\underline{k}|_{\infty} \leq K} \alpha_{\underline{\underline{l}}}^{\underline{k}} H_{\underline{k}},
$$

where $|\underline{k}|_{\infty}=\max \left(\underline{k}_{1}, \ldots, \underline{k}_{n}\right), K \in \mathbb{N}$, for some constants $\alpha_{\underline{k}}^{\underline{l}} \in \mathbb{R}$ calculated numerically. Their products with $H_{\underline{l}}$ are considered on $L^{2}(\tilde{\pi})$. Similarly, Fourier approximations can be used in the case of an $n$-torus (in $q$ ).
The observable $f \in L_{0}^{2}(\pi)$ is approximated by the projection defined by

$$
\begin{equation*}
\Pi_{K}^{q} f:=\sum_{|\underline{|l|}|_{\infty} \leq K} \hat{H}_{\underline{l}} \int f \hat{H}_{\underline{l}} d \pi=\sum_{|\underline{k}|_{\infty},|\underline{l}|_{\infty} \leq K} \hat{H}_{\underline{l}} \alpha_{\underline{\underline{l}}}^{k} \int f H_{\underline{\underline{k}}} d \pi . \tag{3.5.19}
\end{equation*}
$$

Since the generator has the form

$$
\mathcal{L}=\nabla_{p}^{*} \cdot \nabla_{q}-\nabla_{q}^{*} \cdot \nabla_{p}-\left(\nabla_{p}^{*}\right)^{\top} \Gamma \nabla_{p}
$$

where

$$
\nabla_{q}^{*}=-\nabla_{q}+\nabla U, \quad \nabla_{p}^{*}=-\nabla_{p}+p
$$

are the respective formal $L^{2}(\tilde{\pi})$-adjoints of $\nabla_{q}$ and $\nabla_{p}$, the negative of the generator in the Poisson equation applied on functions of the form (3.5.19) is the $(K+1)^{2 n}$-by- $(K+1)^{2 n}$ matrix given by

$$
\begin{align*}
& L_{\underline{k}, \underline{l}, \underline{\hat{k}}, \underline{l}}=\left\langle\hat{H}_{\underline{\underline{k}}} H_{\underline{\underline{l}}},-\mathcal{L}\left(\hat{H}_{\underline{\hat{k}}} H_{\underline{\underline{l}}}\right)\right\rangle_{\tilde{\pi}} \\
& =-\left\langle\hat{H}_{\underline{k}} \nabla_{p} H_{\underline{l}}, \nabla_{q} \hat{H}_{\underline{\underline{\hat{k}}}} H_{\underline{\underline{\hat{l}}} \underline{\pi}}\right\rangle\left\langle\nabla_{q} \hat{H}_{\underline{k}} H_{\underline{l}}, \hat{H}_{\underline{\hat{k}}} \nabla_{p} H_{\underline{\hat{l}}}\right\rangle \tilde{\pi}+\left\langle\hat{H}_{\underline{\underline{k}}} \nabla_{p} H_{\underline{l}}, \Gamma \hat{H}_{\underline{\hat{k}}} \nabla_{p} H_{\underline{\hat{l}}}\right\rangle \pi \\
& =-\sum_{i}\left\langle\hat{H}_{\underline{k}}, \partial_{q_{i}} \hat{H}_{\underline{\hat{k}}}\right\rangle_{\pi}\left(\sqrt{\underline{l}} i \underline{l}_{\underline{\underline{l}}}^{l}-e_{i}\right)+\sum_{i}\left\langle\partial_{q_{i}} \hat{H}_{\underline{k}}, \hat{H}_{\underline{\hat{k}}}\right\rangle_{\pi}\left(\sqrt{\underline{\hat{l}_{i}}} \delta_{\underline{\underline{\hat{l}}}-e_{i}}^{l}\right) \\
& +\sum_{i, j} \delta_{\underline{\hat{k}}}^{\underline{k}} \frac{\underline{\hat{l}}-e_{i}}{\underline{l}-e_{j}} \sqrt{\underline{l}_{j} \hat{l}_{i}} \Gamma_{i, j} \tag{3.5.20}
\end{align*}
$$

where $\delta$ denotes the Kronecker delta here, the dependences of $\hat{H}_{\underline{k}}, \hat{H}_{\underline{\underline{\hat{k}}}}$ and $H_{\underline{\underline{l}}}, H_{\underline{\underline{\hat{l}}}}$ on $q$ and $p$ respectively have been suppressed, $\langle v, w\rangle$ denotes $\sum_{i}\left\langle v_{i}, w_{i}\right\rangle$ for $v=\left(v_{1}, \ldots, v_{n}\right), w=$ $\left(w_{1}, \ldots, w_{n}\right)$ and $\langle\cdot, \cdot\rangle$ denotes the inner product on $L^{2}(\tilde{\pi})$. Note further that
so that since $\alpha_{\underline{\underline{k}}}^{l}$ are derived from the inner products in $L^{2}(\pi)$ between the original Hermite polynomials $\left(H_{\underline{L}}\right)_{\underline{L}}$, these inner products are the only values to be computed numerically other than those for the projection $\Pi_{K}^{q} f$ of the observable onto the finite dimensional subspace of $L^{2}(\tilde{\pi})$ spanned by the first $K+1$ Hermite polynomials given by (3.5.19). Solving the Poisson equation then reduces to finding the coefficients $\phi_{\underline{k}, \underline{l}} \in \mathbb{R}$ of

$$
\Pi_{K}^{(q, p)} \phi=\sum_{|\underline{\mid k}|_{\infty},|\underline{l}|_{\infty} \leq K} \phi_{\underline{k}, \underline{l}} \hat{H}_{\underline{k}} H_{\underline{\underline{l}}}
$$

solving the linear system

$$
\sum_{|\underline{\hat{k}}|_{\infty},|\hat{\hat{l}}|_{\infty} \leq K} L_{\underline{k}, l, \underline{\hat{k}}, \underline{\underline{l}}} \phi_{\hat{\hat{k}}, \hat{l}}=\Pi_{K}^{(q, p)} f= \begin{cases}\left.\sum_{\mid \hat{\underline{\hat{k}}}}\right|_{\infty} \leq K \alpha_{\underline{\underline{k}}} \int f H_{\underline{\hat{k}}} d \pi & \text { if } \underline{l}=\underline{0}  \tag{3.5.21}\\ 0 & \text { otherwise }\end{cases}
$$

where note $L_{\underline{k}, \underline{l}, \underline{0}, \underline{0}}=L_{\underline{0}, \underline{0}, \hat{k}, \underline{l}, \underline{l}}=0$ so that only $\phi_{\underline{k}, \underline{l}}$ for $(\underline{k}, \underline{l}) \neq(\underline{0}, \underline{0})$ are determined by (3.5.21) and $\phi_{\mathbf{0}, \underline{0}}=0$ is enforced independently. Finally, the gradient direction in $\Gamma$ is given by

$$
\begin{align*}
& (\Delta \Gamma)_{i, j}=\int \sum_{|\underline{\mid}|_{\infty},|\underline{\underline{l}}|_{\infty} \leq K} \phi_{\underline{k}, \underline{\underline{k}}} \hat{H}_{\underline{\underline{k}}} \sqrt{\underline{l}_{i}} H_{\underline{\underline{l}}-e_{i}} \sum_{|\underline{\hat{k}}|_{\infty},|\underline{\hat{\imath}}|_{\infty} \leq K} \phi_{\hat{\underline{k}}, \underline{\underline{l}}}(-1)^{|\underline{\hat{l}}|} \hat{H}_{\underline{\underline{\hat{k}}}} \sqrt{\hat{\underline{l}}_{j}} H_{\underline{\underline{l}}-e_{j}} d \tilde{\pi} \\
& =\sum_{|\underline{k}|_{\infty},|\underline{l}|_{\infty},|\hat{\underline{k}}|_{\infty},|\hat{\underline{l}}|_{\infty} \leq K} \phi_{\underline{k}, \underline{l}} \phi_{\hat{\underline{k}}, \underline{\underline{l}}} \sqrt{\underline{l_{i}} \hat{\underline{l}}_{j}}(-1) \mid \underline{\underline{\hat{l}} \mid} \delta \underline{\hat{k}} \underline{\underline{k}} \underline{\underline{\hat{k}}-e_{j}} \underline{\underline{l}-e_{i}} \\
& =\sum_{|\underline{k}|_{\infty},|\underline{l}|_{\infty} \leq K} \phi_{\underline{k}, \underline{l} \underline{\underline{l}} \phi_{\underline{k}, \underline{l}-e_{i}+e_{j}} \sqrt{\underline{l}_{i}\left(\underline{l}-e_{i}+e_{j}\right)_{j}}(-1) \mid \underline{l \mid l}} \tag{3.5.22}
\end{align*}
$$

where $|\underline{\underline{\imath}}|=\underline{\underline{l}}_{1}+\cdots+\underline{\underline{l}}_{n}$ and $\phi_{\underline{k}, \underline{l}}=0$ if there is some $i$ such that $\underline{k}_{i}>K$ or $\underline{l}_{i}>K$. More robustly, the asymptotic variance can be discretised first, followed by taking the gradient direction with respect to the approximate asymptotic variance. Namely, (half of) the asymptotic variance $\int \nabla_{p} \phi^{\top} \Gamma \nabla_{p} \phi d \tilde{\pi}$ can be approximated by

$$
\begin{equation*}
\sum_{|\underline{k}|_{\infty},|\underline{l}|_{\infty},|\hat{\underline{k}}|_{\infty},|\hat{l}|_{\infty} \leq K} \phi_{\underline{k}, \underline{l}} L_{\underline{k}, l, \underline{\hat{k}}, \underline{l},} \phi_{\hat{k}, \hat{l}} \tag{3.5.23}
\end{equation*}
$$

(or simply the last term in (3.5.20) replacing $L_{k, l, \hat{k}, \hat{l}, \underline{l}}$ ), so that the derivative with respect to the entries $\Gamma_{i, j}$ can be taken as follows. With abuse of notation, let $L^{-1} \in$ $\mathbb{R}^{(K+1)^{2 n}-1 \times(K+1)^{2 n}-1}$ be the inverse of the matrix depending on $\Gamma$ given by (3.5.20) with the $L_{\underline{k}, l, \underline{0}, \underline{0}}=L_{\underline{0}, \mathbf{0}, \hat{\hat{k}}, \underline{\underline{l}}}=0$ entries removed. Let also $\underline{\phi} \in \mathbb{R}^{(K+1)^{2 n}}$ be the vector
made up of the coefficients $\phi_{\underline{k}, \underline{l}}$ for $\underline{k}+\underline{l} \neq 0$ so that equation (3.5.21) can be rewritten as

$$
\underline{\phi}=L^{-1}\left(\left(\Pi_{K}^{(q, p)} f\right)_{2}, \ldots,\left(\Pi_{K}^{(q, p)} f\right)_{(K+1)^{2 n}}\right)^{\top}
$$

By (3.5.20), the derivative of $L_{\underline{k}, l, \underline{,}, \underline{\hat{k}}, \underline{l}}$ with respect to the entry $\Gamma_{i, j}$ is

$$
\partial L_{\underline{k}, l, \underline{\hat{k}}, \underline{\hat{l}}}^{i, j}:=\delta_{\underline{\hat{k}}}^{\underline{k}} \delta_{\underline{\hat{l}}-e_{i}}^{\underline{l}-e_{j}} \sqrt{\underline{l_{j}} \hat{\underline{l}}_{i}} .
$$

Let $\partial L^{i, j} \in \mathbb{R}^{(K+1)^{2 n}-1 \times(K+1)^{2 n}-1}$ denote the matrix with entries $\partial L_{\underline{k}, l, \underline{, k}, \hat{l}}^{i, j}$ except that the $\partial L_{\underline{k}, l, \underline{0}, \underline{0}}^{i, j}$ and $\partial L_{\underline{0}, \underline{0}, \hat{\underline{k}}, \underline{l}}^{i, \underline{l}}$ entries are deleted. The derivative of (3.5.23) with respect to the entry $\Gamma_{i, j}$ is then

$$
\begin{equation*}
\underline{\phi}^{\top} \partial L^{i, j} \underline{\phi}+\sum_{|\underline{k}|_{\infty},\left.\underline{l}\right|_{\infty},|\underline{\hat{k}}|_{\infty},\left|\frac{\mid \underline{l}}{\infty}\right|_{\infty} \leq K} 2\left(\partial \phi^{i, j}\right)_{\underline{k}, \underline{l}} L_{\underline{k}, l, \underline{\hat{k}}, \underline{,} \underline{l}} \phi_{\hat{\hat{k}}, \underline{l}, \underline{,},} \tag{3.5.24}
\end{equation*}
$$

where $\partial \phi^{i, j} \in \mathbb{R}^{(K+1)^{2 n}}$ is the vector given by

$$
\left(\partial \phi^{i, j}\right)_{k}:= \begin{cases}0 & \text { if } k=1 \\ -\left(L^{-1} \partial L^{i, j} \underline{\phi}\right)_{k-1} & \text { otherwise }\end{cases}
$$

so that the gradient direction in $\Gamma$ is given by the negative of (3.5.24).
It's also possible to approximate $\phi$ using a finite difference in $q$, Hermite projection in $p$ approach in the case when the state space in $q$ is the $n$-torus; we omit further descriptions but refer to [64] for this direction.

## Approximation of $\Delta \Gamma$ using independent realisations

One can use the ending values of a number of independent realisations of (3.5.2) to approximate the integral with respect to $\pi$ in (3.5.1) and, for each of those realisations, to use two additional sets of realisations of (3.5.2) and (3.5.4) to approximate each of the expectations under the integral in (3.5.1). This is alternative to the thinning approach described earlier.
Fix a starting point $(q, p)$; the first of the expectations in (3.5.1) (and similarly for the second) can be approximated at time $s=i \Delta t$ with

$$
\frac{1}{K} \sum_{k=1}^{K} \nabla f\left(q_{(k)}^{i}\right)^{\top} D q_{(k)}^{i}
$$

where $K \in \mathbb{N}$, $\left(q_{(k)}^{i}, p_{(k)}^{i}\right)_{i \in \mathbb{N}}$ denotes the solution to (3.5.2) with initial condition $(q, p)$, noise $\xi^{i}=\xi_{(k)}^{i}$ for all $i \in \mathbb{N}$ and where $\xi_{(k)}^{i}$ are independent as $k=1, \ldots, K, i$ varies and $\left(D q_{(k)}^{i}, D p_{(k)}^{i}\right)$ is the corresponding solution to (3.5.4). Subsequently, introducing an additional population of independent realisations of (3.5.2) to draw from $\pi$ after some burn-in period, the change (3.5.1) in $\Gamma$ can be approximated by

$$
-\frac{1}{L} \sum_{l=1}^{L}\left(\sum_{i=B+1}^{B+T} \frac{\Delta t}{K} \sum_{k=1}^{K} \nabla f\left(q_{(l, k)}^{i}\right)^{\top} D q_{(l, k)}^{i}\right)^{\top}\left(\sum_{i=B+1}^{B+T} \frac{\Delta t}{K} \sum_{k=1}^{K} \nabla f\left(\tilde{q}_{(l, k)}^{i}\right)^{\top} D \tilde{q}_{(l, k)}^{i}\right)
$$

where $B \in \mathbb{N}_{0}$ is some burn-in number of iterations, $T \in \mathbb{N}$ is some a posteriori number of iterations depending on whether the magnitude of the entries of $D q_{(l, k)}^{B+T}$ are smaller than some fixed value for all $k, l$; furthermore $L \in \mathbb{N},\left(\left(q_{(l, k)}^{i}, p_{(l, k)}^{i}\right)\right)_{i \in \mathbb{N}}$ denotes the solution to (3.5.2) with initial condition say $(0,0)$, noise $\xi^{i}=\xi_{(l, k)}^{i}$ for all $i \in \mathbb{N}$ satisfying

$$
\xi_{(l, k)}^{i}=\xi_{\left(l, k^{\prime}\right)}^{i} \quad \forall i<B, 1 \leq k, k^{\prime} \leq K
$$

and are independent otherwise, $\left(\left(\tilde{( }_{(l, k)}^{i}, \tilde{p}_{(l, k)}^{i}\right)\right)_{i \geq B}$ denotes the solution to (3.5.2) with 'initial' condition

$$
\left(\tilde{q}_{(l, k)}^{B}, \tilde{p}_{(l, k)}^{B}\right)=\left(q_{(l, k)}^{B},-p_{(l, k)}^{B}\right)
$$

for all $1 \leq k \leq K, 1 \leq l \leq L$, independent noise $\xi^{i}=\tilde{\xi}_{(l, k)}^{i}$ for $i \geq B$ independent also to $\left(\xi_{(l, k)}^{i}\right)_{i \in \mathbb{N}}$. The notation $\left(D q_{(l, k)}^{i}, D p_{(l, k)}^{i}\right),\left(D \tilde{q}_{(l, k)}^{i}, D \tilde{p}_{(l, k)}^{i}\right)$ represent the corresponding solutions to (3.5.4).

### 3.6 Proofs

Theorem 3.6.1. Let Assumption 5 hold. For any $\mathcal{F}_{0}$-measurable $z_{0}: \Omega \rightarrow \mathbb{R}^{2 n}$, there exists an almost surely continuous in $t$ solution $\left(q_{t}, p_{t}\right)=z_{t}: \Omega \rightarrow \mathbb{R}^{2 n}$ to (3.1.1) that is $\mathcal{F}_{t}$-adapted and unique up to equivalence. Furthermore, for any $z \in \mathbb{R}^{2 n}, t \geq 0$, let $\rho_{t}^{z}$ be the probability measure given by

$$
\begin{equation*}
\rho_{t}^{z}(A)=\mathbb{P}\left(z_{t}^{z} \in A\right) \tag{3.6.1}
\end{equation*}
$$

for any Borel measurable $A$, where $z_{t}^{z}$ denotes the solution to (3.1.1) starting at $z_{0}=z$, then $\rho_{t}^{z}$

1. is a transition probability in the sense that
(a) $(t, z) \mapsto \rho_{t}^{z}(A)$ is Borel measurable on $(0, \infty) \times \mathbb{R}^{2 n}$,
(b) the Chapman-Kolmogorov relation [67] holds and
2. admits a density denoted $\rho(z, \cdot, t): \mathbb{R}^{2 n} \rightarrow \mathbb{R}$ with respect to the Lebesgue measure on $\mathbb{R}^{2 n}$ at every $(t, z) \in(0, \infty) \times \mathbb{R}^{2 n}$ such that $\rho$ is a measurable function satisfying for every $z \in \mathbb{R}^{2 n}$,

$$
\begin{equation*}
\rho(z, \cdot, \cdot) \in C^{\infty}\left(\mathbb{R}^{2 n} \times(0, \infty)\right) \tag{3.6.2}
\end{equation*}
$$

Proof. Theorem 3.5 in [111] together with (3.2.8) yields existence and uniqueness of the solution to (3.1.1). Theorem 3.1 and 3.6 in Section 5 of $[67]$ give that $\rho_{t}^{z}(A)$ given by (3.6.1) is a probability kernel, that is, $\rho_{t}^{z}(A)$ is Borel measurable in $z$ for fixed $A$, $t$, is a probability measure in $A$ for fixed $z, t$ and satisfies the Chapman-Kolmogorov relation. For Borel measurability of $(t, z) \mapsto \rho_{t}^{z}(A)$ for fixed $A$, consider $\hat{z}_{t}^{z}$ given by

$$
\hat{z}_{t}^{z}(\omega)= \begin{cases}z_{t}^{z}(\omega) & \text { if } \omega: z_{\bullet}^{z}(\omega) \in C([0, \infty))  \tag{3.6.3}\\ 0 & \text { otherwise }\end{cases}
$$

The process $\hat{z}_{t}^{z}$ is continuous in $t$ and $\mathcal{F}$-measurable in $\omega$, therefore $\mathbb{P}\left(\hat{z}_{t}^{z} \in A\right)=\mathbb{P}\left(z_{t}^{z} \in A\right)$ is continuous in $t$ hence Borel measurable in $(t, z)$. Finally, $\rho_{t}^{z}$ admits a density at every $(t, z) \in(0, \infty) \times \mathbb{R}^{2 n}$ satisfying (3.6.2) due to Itô's rule and Hörmander's theorem [95]; measurability with respect to the starting point $z$ and therefore jointly in all of the arguments [2, Lemma 4.51] follows by the strong Feller property given by Theorem 4.2 in [51], because $\rho(\cdot, \zeta, t)$ is the pointwise limit of the continuous functions $\left(\int \eta_{k}(\zeta-\right.$ $\left.\left.\zeta^{\prime}\right) \rho\left(\cdot, \zeta^{\prime}, t\right) d \zeta^{\prime}\right)_{k>0}$, where $\eta_{k}$ denotes the standard scaled mollifiers.

For all $t \geq 0$, all $z \in \mathbb{R}^{2 n}$ and all $f: \mathbb{R}^{2 n} \rightarrow \mathbb{R}$ integrable under the law $\mathcal{L}\left(\left(z_{t}\right)_{t \geq 0} \mid z_{0}=z\right)$ of $z_{t}$ starting at $z$, let

$$
\begin{equation*}
P_{t}(f): z \mapsto \mathbb{E}\left(f\left(z_{t}^{z}\right)\right)=\mathbb{E}\left(f\left(z_{t}\right) \mid z_{0}=z\right) \tag{3.6.4}
\end{equation*}
$$

The family $\left(P_{t}\right)_{t \geq 0}$ forms a strongly continuous (by Proposition 3.6.2) semigroup (by the Markov property; Theorem 3.5 in [111]) on $L^{2}(\tilde{\pi})$ with unit operator norm. Denote by $L$ the infinitesimal generator associated to this semigroup, given by

$$
\begin{equation*}
L u=\lim _{t \rightarrow 0} \frac{P_{t}(u)-u}{t} \tag{3.6.5}
\end{equation*}
$$

for all functions $u \in \mathcal{D}(L) \subset L^{2}(\tilde{\pi})$, where the domain $\mathcal{D}(L)$ consists of the functions for which the above limit in $L^{2}(\tilde{\pi})$ exists.

Proposition 3.6.2. The family $\left(P_{t}\right)_{t \geq 0}$ is strongly continuous in $L^{2}(\tilde{\pi})$.
Proof. Fix $\epsilon>0$. For any $f \in L^{2}(\tilde{\pi})$, there exists $g \in C_{c}^{\infty}$ such that $\|f-g\|_{L^{2}(\tilde{\pi})} \leq \frac{\epsilon}{3}$.

By triangle inequality, it holds that

$$
\begin{equation*}
\left\|P_{t} f-f\right\|_{L^{2}(\tilde{\pi})} \leq\left\|P_{t} f-P_{t} g\right\|_{L^{2}(\tilde{\pi})}+\|f-g\|_{L^{2}(\tilde{\pi})}+\left\|P_{t} g-g\right\|_{L^{2}(\tilde{\pi})} \tag{3.6.6}
\end{equation*}
$$

The last term on the right hand side converges to 0 as $t \rightarrow 0$ by Itô's rule. Since the measures $\int \mathbb{E}\left[\mathbb{1} .\left(z_{t}^{z}\right)\right] \tilde{\pi}(d z)$ solve the associated Fokker-Planck equation in the distributional sense, it is equal to the unique solution $\tilde{\pi}$, therefore the first term on the right-hand side of (3.6.6) can be bounded by $\frac{\epsilon}{3}$ after Jensen's inequality.

Proposition 3.6.3. The differential operator $-\mathcal{L}$ defined on $C_{c}^{\infty}$ has a maximally accretive closure in $L^{2}(\tilde{\pi})$.

Proof. Let $K$ denote the differential operator

$$
\begin{aligned}
K & =e^{-\frac{1}{2}\left(U(q)+\frac{p^{2}}{2}\right)} \mathcal{L}\left(e^{\frac{1}{2}\left(U(q)+\frac{p^{2}}{2}\right)} \cdot\right) \\
& =p^{\top} M^{-1} \nabla_{q}-\nabla U(q)^{\top} \nabla_{p}+\frac{1}{2} \operatorname{Tr} \Gamma-\frac{1}{4} p^{\top} \Gamma p+\nabla_{p}^{\top} \Gamma \nabla_{p}
\end{aligned}
$$

acting on $C_{c}^{\infty}$. By a straightforward adaptation of the proof of Proposition 5.5 in [91], the closure of $-K$ in $L^{2}\left(\mathbb{R}^{2 n}\right)$ and therefore the closure of $-\mathcal{L}$ in $L^{2}(\tilde{\pi})$ are maximally accretive.

Proof of Lemma 3.3.1. By Proposition 3.6.3, there are $\phi_{k} \in C_{c}^{\infty}$ such that $\left(\phi_{k},-\mathcal{L} \phi_{k}\right)_{k \in \mathbb{N}}$ is an approximating sequence to $(\phi,-L \phi)$ in $L^{2}(\tilde{\pi})^{2}$. We have

$$
\begin{align*}
\lambda_{m} \int\left|\nabla_{p} \phi_{k}-\nabla_{p} \phi_{k^{\prime}}\right|^{2} d \tilde{\pi} & \leq \int \nabla_{p}\left(\phi_{k}-\phi_{k^{\prime}}\right)^{\top} \Gamma \nabla_{p}\left(\phi_{k}-\phi_{k^{\prime}}\right) d \tilde{\pi} \\
& =-\int\left(\phi_{k}-\phi_{k^{\prime}}\right)\left(\mathcal{L} \phi_{k}-\mathcal{L} \phi_{k^{\prime}}\right) d \tilde{\pi} \tag{3.6.7}
\end{align*}
$$

so that $\nabla_{p} \phi_{k}$ is Cauchy, with limit denoted as $g \in L^{2}(\tilde{\pi})$. For any $h \in C_{c}^{\infty}$,

$$
\left|\int g h+\int \phi \nabla_{p} h\right| \leq\left|\int g h-\int \nabla_{p} \phi_{k} h\right|+\left|\int \phi \nabla_{p} h-\int \phi_{k} \nabla_{p} h\right|
$$

hence

$$
\begin{equation*}
\nabla_{p} \phi_{k} \rightarrow g=\nabla_{p} \phi \in L^{2}(\tilde{\pi}) \tag{3.6.8}
\end{equation*}
$$

Some additional preliminaries are presented here for the proof of Theorem 3.3.2. For small $\epsilon \in \mathbb{R}$ and some direction $\delta \Gamma \in \mathbb{R}^{n \times n}$ such that $\Gamma+\epsilon \delta \Gamma \in \mathbb{S}_{++}^{n}$, let $L_{\epsilon}$ be the infinitesimal generator of (3.1.1) with the perturbed friction matrix $\Gamma+\epsilon \delta \Gamma$ in place of $\Gamma$,
given formally by the differential operator

$$
-\mathcal{L}_{\epsilon}=-p^{\top} M^{-1} \nabla_{q}+\nabla U(q)^{\top} \nabla_{p}+p^{\top} M^{-1}(\Gamma+\epsilon \delta \Gamma) \nabla_{p}-\nabla_{p}^{\top}(\Gamma+\epsilon \delta \Gamma) \nabla_{p}
$$

The formal $L^{2}(\tilde{\pi})$-adjoint of $\mathcal{L}_{\epsilon}$ is denoted

$$
-\mathcal{L}_{\epsilon}^{*}=p^{\top} M^{-1} \nabla_{q}-\nabla U(q)^{\top} \nabla_{p}+p^{\top} M^{-1}(\Gamma+\epsilon \delta \Gamma) \nabla_{p}-\nabla_{p}^{\top}(\Gamma+\epsilon \delta \Gamma) \nabla_{p}
$$

just as for $\mathcal{L}^{*}$.
Proof of Theorem 3.3.2. For $\epsilon \leq \epsilon^{\prime}$, by Theorem 3.2.3 there exists a solution $\phi+\delta \phi_{\epsilon} \in$ $L_{0}^{2}(\tilde{\pi})$ to the Poisson equation with the perturbed generator $-L_{\epsilon}\left(\phi+\delta \phi_{\epsilon}\right)=f-\pi(f)$. By Theorem 3.2.4, the directional derivative of $\sigma^{2}(\Gamma)$ in the direction $\delta \Gamma: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ is

$$
\begin{equation*}
\frac{1}{2} d \sigma^{2} . \delta \Gamma=\lim _{\epsilon \rightarrow 0} \frac{1}{\epsilon} \int \delta \phi_{\epsilon} f d \tilde{\pi} \tag{3.6.9}
\end{equation*}
$$

By Proposition 3.6.3, there are $\phi_{k}, \phi_{k, \epsilon} \in C_{c}^{\infty}$ such that $\left(\phi_{k},-\mathcal{L} \phi_{k}\right)_{k \in \mathbb{N}},\left(\phi_{k, \epsilon},-\mathcal{L}_{\epsilon} \phi_{k, \epsilon}\right)$ are approximating sequences to $(\phi, f-\pi(f)),\left(\phi+\delta \phi_{\epsilon}, f-\pi(f)\right)$ respectively in $L^{2}(\tilde{\pi})^{2}$. Furthermore, in the same way as in the proof of Lemma 3.3.1 to obtain (3.6.8), it holds that

$$
\begin{equation*}
\left\|\nabla_{p} \phi_{k}-\nabla_{p} \phi\right\|_{L^{2}(\tilde{\pi})}+\left\|\nabla_{p} \phi_{k, \epsilon}-\nabla_{p}\left(\phi+\delta \phi_{\epsilon}\right)\right\|_{L^{2}(\tilde{\pi})} \rightarrow 0 \quad \text { as } k \rightarrow \infty \tag{3.6.10}
\end{equation*}
$$

Using the obvious extension on the notation from (3.1.7),

$$
\begin{equation*}
\int\left(\phi_{k, \epsilon}-\phi_{k}\right)(f-\pi(f)) d \tilde{\pi}=\int\left(\phi_{k, \epsilon}-\phi_{k}\right)\left(f-\pi(f)+\mathcal{L}^{*} \tilde{\phi}_{k}\right) d \tilde{\pi}-\int\left(\phi_{k, \epsilon}-\phi_{k}\right) \mathcal{L}^{*} \tilde{\phi}_{k} d \tilde{\pi} \tag{3.6.11}
\end{equation*}
$$

where the first term on the right hand side is negligible as $k \rightarrow \infty$ for any fixed $\epsilon$ due to $\mathcal{L}^{*} \tilde{\phi}_{k}=\widetilde{\mathcal{L} \phi_{k}}$ and the second term is

$$
-\int\left(\phi_{k, \epsilon}-\phi_{k}\right) \mathcal{L}^{*} \tilde{\phi}_{k} d \tilde{\pi}=\int\left(-\mathcal{L}_{\epsilon} \phi_{k, \epsilon}+\mathcal{L} \phi_{k}\right) \tilde{\phi}_{k} d \tilde{\pi}-\int \epsilon\left(M^{-1} p-\nabla_{p}\right)^{\top} \delta \Gamma \nabla_{p} \phi_{k, \epsilon} \tilde{\phi}_{k} d \tilde{\pi}
$$

Again, the first term on the right hand side is negligible for any fixed $\epsilon$ as $k \rightarrow \infty$ since both terms in the bracket converge to $\pm(f-\pi(f))$. Integration by parts on the last term gives

$$
-\int \epsilon\left(M^{-1} p-\nabla_{p}\right)^{\top} \delta \Gamma \nabla_{p} \phi_{k, \epsilon} \tilde{\phi}_{k} d \tilde{\pi}=-\int \epsilon \nabla_{p} \phi_{k, \epsilon}^{\top} \delta \Gamma \nabla_{p} \tilde{\phi}_{k} d \tilde{\pi}
$$

Collecting the above, for any fixed $\epsilon$, taking $k \rightarrow \infty$ and using (3.6.10),

$$
\int \delta \phi_{\epsilon} f d \tilde{\pi}=-\int \epsilon \nabla_{p} \phi^{\top} \delta \Gamma \nabla_{p}\left(\tilde{\phi}+\delta \tilde{\phi}_{\epsilon}\right) d \tilde{\pi}
$$

holds. Plugging into (3.6.9), the directional derivative becomes

$$
\begin{equation*}
\frac{1}{2} d \sigma^{2} . \delta \Gamma=-\lim _{\epsilon \rightarrow 0} \int \nabla_{p} \phi^{\top} \delta \Gamma \nabla_{p}\left(\tilde{\phi}+\delta \tilde{\phi}_{\epsilon}\right) d \tilde{\pi} \tag{3.6.12}
\end{equation*}
$$

From here, for any $\epsilon$, the unwanted term under the limit can be controlled by approximating again with $\tilde{\phi}_{k, \epsilon}$,

$$
\begin{aligned}
& \lambda_{m} \int\left|\nabla_{p}\left(\tilde{\phi}_{k, \epsilon}-\tilde{\phi}_{k}\right)\right|^{2} d \tilde{\pi} \\
& \leq \int \nabla_{p}\left(\tilde{\phi}_{k, \epsilon}-\tilde{\phi}_{k}\right)^{\top}(\Gamma+\epsilon \delta \Gamma) \nabla_{p}\left(\tilde{\phi}_{k, \epsilon}-\tilde{\phi}_{k}\right) d \tilde{\pi} \\
&=\int\left(\tilde{\phi}_{k, \epsilon}-\tilde{\phi}_{k}\right)\left(M^{-1} p-\nabla_{p}\right)^{\top}(\Gamma+\epsilon \delta \Gamma) \nabla_{p}\left(\tilde{\phi}_{k, \epsilon}-\tilde{\phi}_{k}\right) d \tilde{\pi} \\
&=-\int\left(\tilde{\phi}_{k, \epsilon}-\tilde{\phi}_{k}\right) \mathcal{L}_{\epsilon}^{*}\left(\tilde{\phi}_{k, \epsilon}-\tilde{\phi}_{k}\right) d \tilde{\pi} \\
&=-\epsilon \int\left(\tilde{\phi}_{k, \epsilon}-\tilde{\phi}_{k}\right)\left(M^{-1} p-\nabla_{p}\right)^{\top} \delta \Gamma \nabla_{p} \tilde{\phi}_{k} d \tilde{\pi} \\
&=-\epsilon \int \nabla_{p}\left(\tilde{\phi}_{k, \epsilon}-\tilde{\phi}_{k}\right)^{\top} \delta \Gamma \nabla_{p} \tilde{\phi}_{k} d \tilde{\pi} \\
& \leq \epsilon C \int\left(\left|\nabla_{p}\left(\tilde{\phi}_{k, \epsilon}-\tilde{\phi}_{k}\right)\right|^{2}+\left|\nabla_{p} \tilde{\phi}_{k}\right|^{2}\right) d \tilde{\pi}
\end{aligned}
$$

where $\lambda_{m}=\inf _{0<\epsilon \leq \epsilon^{\prime}} \lambda_{m}^{\epsilon}, \lambda_{m}^{\epsilon}$ is the smallest eigenvalue of $\Gamma+\epsilon \delta \Gamma$ and $C>0$ is a constant depending on $\delta \Gamma$ and independent of $k$. Therefore taking $k \rightarrow \infty$ and using (3.6.10) gives

$$
\int\left|\nabla_{p} \delta \tilde{\phi}_{\epsilon}\right|^{2} d \tilde{\pi} \leq \frac{\epsilon C}{\lambda_{m}-\epsilon C} \int\left|\nabla_{p} \tilde{\phi}\right|^{2} d \tilde{\pi}
$$

holds for small enough $\epsilon$ and putting into (3.6.12) concludes the proof.

Proof of Lemma 3.4.1. Substituting (3.4.3), (3.4.4) and (3.4.1) into the Poisson equation (3.1.5), one obtains

$$
\begin{aligned}
& -\left(\begin{array}{cc}
0 & M^{-1} \\
-\Sigma^{-1} & -\Gamma M^{-1}
\end{array}\right)\binom{q}{p} \cdot\binom{G_{S} q+E p+g}{E^{\top} q+H_{S} p+h}-\Gamma: H_{S} \\
& \quad=\frac{1}{2} q \cdot U_{0} q+l \cdot q-\frac{1}{2} U_{0}: \Sigma
\end{aligned}
$$

Comparing the constant, first order and second order coefficients in $p$ give respectively the sufficient conditions (3.4.5), (3.4.6) and (3.4.7) as stated.

Proof of Lemma 3.4.2. Comparing coefficients in $q$ in equation (3.4.5) gives

$$
\begin{align*}
2 \Gamma: H_{S} & =U_{0}: \Sigma  \tag{3.6.13}\\
h^{\top} \Sigma^{-1} & =l^{\top}  \tag{3.6.14}\\
2 E \Sigma^{-1} & =U_{0}+A_{2} \tag{3.6.15}
\end{align*}
$$

and the same for condition (3.4.6) gives

$$
\begin{align*}
M^{-1} G_{S} & =H_{S} \Sigma^{-1}+M^{-1} \Gamma E^{\top}  \tag{3.6.16}\\
M^{-1} g & =M^{-1} \Gamma h \tag{3.6.17}
\end{align*}
$$

Condition (3.6.15) yields (3.4.9). Together with (3.4.7), this gives (3.4.10). From the expression (3.4.10) and by symmetry of $U_{0}$, condition (3.6.13) is in turn satisfied:

$$
\begin{aligned}
2 \Gamma: H_{S} & =\Gamma:\left(\left(\Sigma U_{0}-\Sigma A_{2}-2 A_{1} M\right) \Gamma^{-1}\right) \\
& =\sum_{i, j, k, l} \Gamma_{j i}\left(\Sigma_{i k}\left(U_{0}\right)_{k l}-\Sigma_{i k}\left(A_{2}\right)_{k l}-\left(A_{1}\right)_{i k} M_{k l}\right)\left(\Gamma^{-1}\right)_{l j} \\
& =\sum_{i, k}\left(U_{0}\right)_{k i} \Sigma_{k i}=U_{0}: \Sigma,
\end{aligned}
$$

where symmetry of $\Sigma$ and $M$ have been used. Substituting (3.4.9) and (3.4.10) into equation (3.6.16) then gives (3.4.8). Equations (3.6.14) and (3.6.17) give the equations (3.4.11) for $g$ and $h$.

Proof of Lemma 3.4.3. Denote

$$
\bar{G}=\left(\begin{array}{cc}
G_{S} & E \\
E^{\top} & H_{S}
\end{array}\right), \quad \bar{U}_{0}=\left(\begin{array}{cc}
U_{0} & 0 \\
0 & 0
\end{array}\right), \quad \bar{\Sigma}=\left(\begin{array}{cc}
\Sigma & 0 \\
0 & M
\end{array}\right), \quad \bar{g}=\binom{g}{h}, \quad \bar{l}=\binom{l}{0} .
$$

Each of $\phi$ and $f-\pi(f)$ are given by

$$
\begin{aligned}
\phi(z) & =\frac{1}{2} z \cdot \bar{G} z-\bar{g} \cdot z-\frac{1}{2} \bar{G}: \bar{\Sigma} \\
f(z)-\pi(f) & =\frac{1}{2} z \cdot \bar{U}_{0} z-\bar{l} \cdot z-\frac{1}{2} \bar{U}_{0}: \bar{\Sigma}
\end{aligned}
$$

for $z=(q, p) \in \mathbb{R}^{2 n}$. Substituting into $\sigma^{2}=2\langle\phi, f-\pi(f)\rangle_{\tilde{\pi}}$ gives

$$
\begin{aligned}
2 \int \phi(f & -\pi(f)) d \tilde{\pi} \\
= & \frac{1}{2} \int(z \cdot \bar{G} z)\left(z \cdot \bar{U}_{0} z\right) d \tilde{\pi}-\frac{1}{2} \int(z \cdot \bar{G} z) \bar{U}_{0}: \bar{\Sigma} d \tilde{\pi}+2 \int(\bar{g} \cdot z)(\bar{l} \cdot z) d \tilde{\pi} \\
& -\frac{1}{2} \int \bar{G}: \bar{\Sigma}\left(z \cdot \bar{U}_{0} z\right) d \tilde{\pi}+\frac{1}{2}(\bar{G}: \bar{\Sigma})\left(\bar{U}_{0}: \bar{\Sigma}\right),
\end{aligned}
$$

where

$$
\begin{aligned}
\int(z \cdot \bar{G} z)\left(z \cdot \bar{U}_{0} z\right) d \tilde{\pi} & =\sum_{i, j, u, v} \bar{G}_{i j}\left(\bar{U}_{0}\right)_{u v} \int z_{i} z_{j} z_{u} z_{v} d \tilde{\pi} \\
& =\sum_{i, j, u, v} \bar{G}_{i j}\left(\bar{U}_{0}\right)_{u v}\left(\bar{\Sigma}_{i j} \bar{\Sigma}_{u v}+\bar{\Sigma}_{i u} \bar{\Sigma}_{j v}+\bar{\Sigma}_{i v} \bar{\Sigma}_{j u}\right) \\
& =(\bar{G}: \bar{\Sigma})\left(\bar{U}_{0}: \bar{\Sigma}\right)+2 \operatorname{Tr}\left(\bar{G} \bar{\Sigma} \bar{U}_{0} \bar{\Sigma}\right)
\end{aligned}
$$

As a result,

$$
\begin{aligned}
2 \int \phi(f-\pi(f)) d \tilde{\pi}= & \frac{1}{2}(\bar{G}: \bar{\Sigma})\left(\bar{U}_{0}: \bar{\Sigma}\right)+\operatorname{Tr}\left(\bar{G} \bar{\Sigma} \bar{U}_{0} \bar{\Sigma}\right)-\frac{1}{2}(\bar{G}: \bar{\Sigma})\left(\bar{U}_{0}: \bar{\Sigma}\right) \\
& +2 \int(\bar{g} \cdot z)(\bar{l} \cdot z) d \tilde{\pi} \\
= & \operatorname{Tr}\left(\bar{G} \bar{\Sigma} \bar{U}_{0} \bar{\Sigma}\right)+2 \bar{g} \cdot \bar{\Sigma} \bar{l}
\end{aligned}
$$

Proof of Proposition 3.4.4. Let

$$
\begin{align*}
G & =\frac{1}{2} M \Sigma U_{0} \Gamma^{-1} \Sigma^{-1}+\frac{1}{2} \Gamma U_{0} \Sigma, \quad E=\frac{1}{2} U_{0} \Sigma, \quad H=\frac{1}{2} \Sigma U_{0} \Gamma^{-1}  \tag{3.6.18a}\\
g & =\Gamma \Sigma l, \quad h=\Sigma l \tag{3.6.18b}
\end{align*}
$$

so that by Lemma 3.4.2, $\phi$ given by (3.4.4) is the solution to the Poisson equation (3.1.5) and inserting $G, g$ into (3.4.12) gives

$$
\begin{equation*}
2\langle\phi, f-\pi(f)\rangle_{\tilde{\pi}}=\frac{1}{2} \operatorname{Tr}\left(M \Sigma U_{0} \Gamma^{-1} U_{0} \Sigma+\Gamma U_{0} \Sigma^{2} U_{0} \Sigma\right)+2 l^{\top} \Sigma \Gamma \Sigma l . \tag{3.6.19}
\end{equation*}
$$

The result follows since $A: B>0$ for $A, B \in \mathbb{S}_{++}^{n}$.
Proof of Proposition 3.4.5. Let $\Sigma=P^{\top} \Sigma_{d} P$ be the eigendecomposition of $\Sigma$ for orthogonal $P$. Since all symmetric matrices in the set commuting with $\Sigma$ share eigenvectors
with $\Sigma$, it suffices to find a unique extremal point of the asymptotic variance with respect to the eigenvalues of $\Gamma$, call them $\left(\lambda_{i}\right)_{1 \leq i \leq n}, \lambda_{i} \geq 0$. Setting again (3.6.18), $\phi$ given by (3.4.4) is the solution to the Poisson equation (3.1.5) and the asymptotic variance $\sigma^{2}$ given by (3.2.12) becomes

$$
\begin{equation*}
2\langle\phi, f-\pi(f)\rangle_{\tilde{\pi}}=\frac{1}{2} \operatorname{Tr}\left(\Sigma U_{0} \Gamma^{-1} U_{0} \Sigma+\Gamma U_{0} \Sigma^{2} U_{0} \Sigma\right) \tag{3.6.20}
\end{equation*}
$$

which reduces to a sum of functions of the form $a_{i} \lambda_{i}^{-1}+b_{i} \lambda_{i}, a_{i}, b_{i}>0$ after diagonalising with $P$ and the result follows.

Proof of Proposition 3.4.6. By Lemma 3.4.2, the solution (3.4.4) to the Poisson equation (3.1.5) is

$$
\phi=\left(\frac{U_{0} \Gamma \Sigma}{4}+\frac{M U_{0}}{4 \Gamma}\right) q^{2}+\frac{U_{0} \Sigma}{2} q p+\frac{U_{0} \Sigma}{4 \Gamma} p^{2}+\Sigma \Gamma l q+\Sigma l p-\frac{U_{0} \Gamma \Sigma^{2}}{4}-\frac{M U_{0} \Sigma}{2 \Gamma}
$$

By Lemma 3.4.3, the asymptotic variance is given by

$$
2 \int \phi(f-\pi(f)) d \tilde{\pi}=2 \Sigma^{2}\left(\frac{U_{0}^{2} \Sigma}{4}+l^{2}\right) \Gamma+\frac{U_{0}^{2} \Sigma^{2}}{2 \Gamma}
$$

which attains the stated minimum at the stated $\Gamma$.
Proof of Proposition 3.4.7. Let $\Gamma=\gamma I_{n}, \gamma \in \mathbb{R}$. Note there is a unique solution $\phi \in L_{0}^{2}(\tilde{\pi})$ to (3.1.5) by Theorem 3.2.3. The solution $\phi$ to (3.1.5) has the expression $\phi=\sum_{i} \alpha_{i}\left(\gamma q_{i}+\right.$ $\left.p_{i}\right)$. The asymptotic variance is equal to

$$
\begin{aligned}
2\langle\phi, f-\pi(f)\rangle_{\tilde{\pi}} & =2 \gamma \sum_{i, j} \alpha_{i} \alpha_{j} \int_{\mathbb{R}^{n}} q_{i} \partial_{q_{j}} U(q) \pi(d q) \\
& =-2 \gamma \sum_{i} \alpha_{i}^{2} \int_{\mathbb{R}^{n}} q_{i} \partial_{q_{i}} \pi(q) d q-2 \gamma \sum_{i \neq j} \alpha_{i} \alpha_{j} \int_{\mathbb{R}^{n}} q_{i} \partial_{q_{j}} \pi(q) d q \\
& =2 \gamma \sum_{i} \alpha_{i}^{2} \int_{\mathbb{R}^{n}} \pi(q) d q-2 \gamma \sum_{i \neq j} \alpha_{i} \alpha_{j} \int_{\mathbb{R}^{n-1}} q_{i} \int_{\mathbb{R}} \partial_{q_{j}} \pi(q) d q_{j} d q_{-j} \\
& =2 \gamma \sum_{i} \alpha_{i}^{2}
\end{aligned}
$$

where $d q_{-j}$ denotes $d q_{1} \ldots d q_{j-1} d q_{j+1} \ldots d q_{n}$. Taking $\gamma \rightarrow 0$ gives (3.4.15).
Remark 3.6.1. In the proof of Proposition 3.4.7, either of

$$
\gamma(q)=\frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2}(q+\alpha)^{2}} \quad \text { or } \quad \gamma(q)=\frac{1}{\alpha \sqrt{2 \pi}} e^{-\frac{1}{2} q^{2}}
$$

for $\Gamma=\gamma I_{n}$ also work for large $\alpha>0$ in place of $\gamma(q)=\epsilon$.
For the proof of Proposition 3.4.9, some notation is introduced. For $\tilde{k} \in \mathbb{N}_{0}$, let the tridiagonal matrix $M_{\tilde{k}} \in \mathbb{R}^{(\tilde{k}+1) \times(\tilde{k}+1)}$ be given by its elements

$$
\left(M_{\tilde{k}}\right)_{i, j}= \begin{cases}i & \text { if } i+1=j  \tag{3.6.21}\\ (i-1) \gamma & \text { if } i=j \\ i-\tilde{k}-2 & \text { if } i-1=j \\ 0 & \text { otherwise }\end{cases}
$$

for indices $1 \leq i, j \leq \tilde{k}+1$.
Lemma 3.6.4. Let $m \in \mathbb{N}$. Any tridiagonal matrix $\tilde{M} \in \mathbb{R}^{m \times m}$ of the form

$$
(\tilde{M})_{i, j}= \begin{cases}b_{i} & \text { if } i+1=j \\ b_{i}^{\prime} \gamma & \text { if } i=j \\ b_{i}^{\prime \prime} & \text { if } i-1=j \\ 0 & \text { otherwise }\end{cases}
$$

for constants $b_{i}, b_{i}^{\prime}, b_{i}^{\prime \prime} \in \mathbb{R}$, has an order $\gamma$ determinant as $\gamma \rightarrow 0$ if $m$ is odd and $a$ determinant that is bounded away from zero as $\gamma \rightarrow 0$ if $m$ is even.

Lemma 3.6.4 is straightforwardly proved by repeatedly taking Laplace expansions. An explicit proof is not given here.

Proof of Proposition 3.4.9. Only a standard Gaussian and $M=1$ is considered, the arguments for the general centered Gaussian case are the same. First consider the observable

$$
\begin{equation*}
f(q)=q^{k} \tag{3.6.22}
\end{equation*}
$$

for some odd $k \in \mathbb{N}_{0}$. Take the polynomial ansatz

$$
\begin{equation*}
\phi(q, p)=\sum_{i, j=0}^{k} a_{i, j} q^{i} p^{j} \tag{3.6.23}
\end{equation*}
$$

for $a_{i, j} \in \mathbb{R}$ and $\Gamma=\gamma>0$. It will be shown that arbitrarily small asymptotic variance is achieved in the $\gamma \rightarrow 0$ limit. Note that only pairs $(i, j)$ with odd $i$ and even $j$ make
nonzero contributions to the asymptotic variance. Applying $-\mathcal{L}$ to the ansatz,

$$
\begin{aligned}
-\mathcal{L} \phi= & \sum_{i, j=0}^{k}-i a_{i, j} q^{i-1} p^{j+1}+j a_{i, j} q^{i+1} p^{j-1}+\gamma j a_{i, j} q^{i} p^{j}-\gamma j(j-1) a_{i, j} q^{i} p^{j-2} \\
= & \sum_{i, j=0}\left(-(i+1) a_{i+1, j-1}+(j+1) a_{i-1, j+1}+\gamma j a_{i, j}\right. \\
& \left.\quad-\gamma(j+2)(j+1) a_{i, j+2}\right) q^{i} p^{j} .
\end{aligned}
$$

where

$$
\begin{equation*}
a_{i, j}=0 \quad \forall i, j<0 \text { and } \forall i, j>k . \tag{3.6.24}
\end{equation*}
$$

Comparing coefficients in (3.1.5),

$$
\begin{equation*}
-(i+1) a_{i+1, j-1}+(j+1) a_{i-1, j+1}+\gamma j a_{i, j}-\gamma(j+2)(j+1) a_{i, j+2}=0 \tag{3.6.25}
\end{equation*}
$$

for all $(i, j) \neq(k, 0)$. It holds by strong induction (in $\left.j^{\prime}\right)$ that

$$
\begin{equation*}
a_{i^{\prime}+j^{\prime}, k+1-j^{\prime}}=0 \quad \forall i^{\prime}, j^{\prime} \geq 0 \tag{3.6.26}
\end{equation*}
$$

because of the following. The base case $j^{\prime}=0$ follows by (3.6.24), the induction step follows by taking $(i, j)=\left(i^{\prime}+j^{\prime}-1, k+2-j^{\prime}\right)$ for $i^{\prime} \geq 0$ in (3.6.25) and again using (3.6.24) where necessary. Comparing coefficients in the Poisson equation (3.1.5) for $(i, j)=(k, 0)$ and using (3.6.24), (3.6.26) yields ${ }^{4}$

$$
\begin{equation*}
a_{k-1,1}=1 \tag{3.6.27}
\end{equation*}
$$

Combining (3.6.27) with setting $(i, j)=\left(j^{\prime}-1, k+1-j^{\prime}\right)$ for $j^{\prime}=1, \ldots, k$ in (3.6.25), the entries $a_{j^{\prime}, k-j^{\prime}}$ satisfy the linear system

$$
\begin{equation*}
M_{k}\left(a_{k, 0}, a_{k-1,1}, \ldots, a_{0, k}\right)^{\top}=(1,0, \ldots, 0)^{\top}, \tag{3.6.28}
\end{equation*}
$$

where $M_{k} \in \mathbb{R}^{k+1 \times k+1}$ is the tridiagonal matrix given in (3.6.21). In order to find the order in $\gamma$ as $\gamma \rightarrow 0$ of the elements of $\left(a_{k, 0}, \ldots, a_{0, k}\right)^{\top}$ appearing in (3.6.28), it suffices to find the order of the entries in the leftmost column of $M_{k}^{-1}$. For this, let $C_{i} \in \mathbb{R}$ be the $i^{\text {th }}$ minor appearing in the top row of the cofactor matrix of $M_{k}$. On the corresponding submatrix, repeatedly taking the Laplace expansion on the leftmost column until only the determinant of a $(k+1-i)$-by- $(k+1-i)$ square matrix from the bottom right corner of $M_{k}$ remains to be calculated, then using Lemma 3.6.4 for this $(k+1-i)$-by-

[^9]( $k+1-i$ ) matrix gives that $C_{i}$ is of order $\gamma$ as $\gamma \rightarrow 0$ for odd $i$. Furthermore, the determinant of $M_{k}$ is bounded away from zero as $\gamma \rightarrow 0$ by Lemma 3.6.4. Therefore the elements of $\left(a_{k, 0}, \ldots, a_{0, k}\right)$ in the left hand side of (3.6.28) with an odd index, that is $a_{k-j, j}$ for even $j$, have order $\gamma$ and at most order 1 otherwise as $\gamma \rightarrow 0$. These elements with odd indices are exactly those from the vector $\left(a_{k, 0}, \ldots, a_{0, k}\right)^{\top}$ that make a contribution to the asymptotic variance. The 'next' set of contributions come from the vector $\left(a_{k-2,0}, a_{k-3,1} \ldots, a_{0, k-2}\right)$. Using again (3.6.24) and (3.6.25), the vector satisfies
$$
M_{k-2}\left(a_{k-2,0}, a_{k-3,1}, \ldots, a_{0, k-2}\right)^{\top}=v_{k-2}
$$
for some vector $v_{k-2}$ (from the last term on the left hand side of (3.6.25)) of order $\gamma$ as $\gamma \rightarrow$ 0 and since the determinant of $M_{k-2}$ is of order 1 (by Lemma 3.6.4), the contributions here to the asymptotic variance are again of order $\gamma$. Continuing for
$$
\left(a_{k-2 j, 0}, a_{k-2 j-1,1} \ldots, a_{0, k-2 j}\right)^{\top}, \quad j \in \mathbb{N}
$$
it follows that all contributions are of order $\gamma$ as $\gamma \rightarrow 0$. The resulting coefficients indeed make up a solution $\phi$ to the Poisson equation because the matrices $M_{k}$ are invertible and because the coefficients $a_{i, j}$ for even $i+j$ are equal to zero from repeating the above procedure for the coefficients associated to $M_{k-1}, M_{k-3}$ and so on.
For the general case of (3.4.16), since $\mathcal{L}$ is a linear differential operator and the contributions to the value of $\int \phi(f-\pi(f)) d \tilde{\pi}$ come from exactly the same (odd $i$, even $j$ ) $a_{i, j}$ coefficients from the corresponding solution $\phi$ to each summand in (3.4.16), the proof concludes.

Proof of Proposition 3.4.10. Take the polynomial ansatz

$$
\begin{equation*}
\phi(q, p)=\sum_{i, j=0}^{4} a_{i, j} q^{i} p^{j} \tag{3.6.29}
\end{equation*}
$$

for $a_{i, j} \in \mathbb{R}$, where $a_{i, j}$ not appearing in the sum are taken to be zero in the following. Again, only the standard Gaussian is considered, it turns out the arguments follow similarly otherwise. Comparing coefficients in (3.1.5) and using the same strong induction argument as in the proof of Proposition 3.4.9 leads to $(3.6 .25)$ for all $(i, j) \neq(4,0),(0,0)$ and equation (3.6.26). Taking $(i, j)=\left(j^{\prime}-1,5-j^{\prime}\right)$ for $1 \leq j^{\prime} \leq 4$ in (3.6.25) and comparing the $q^{4}$ coefficients in the Poisson equation, it holds that

$$
\begin{equation*}
M_{4}\left(a_{4,0}, a_{3,1}, a_{2,2}, a_{1,3}, a_{0,4}\right)^{\top}=(1,0, \ldots, 0)^{\top} \tag{3.6.30}
\end{equation*}
$$

and taking $(i, j)=\left(j^{\prime}-1,3-j^{\prime}\right)$ for $j^{\prime} \geq 1$ in (3.6.25) yields

$$
\begin{equation*}
M_{2}\left(a_{2,0}, a_{1,1}, a_{0,2}\right)^{\top}=\gamma\left(2 a_{2,2}, 6 a_{1,3}, 12 a_{0,4}\right)^{\top} \tag{3.6.31}
\end{equation*}
$$

Equations (3.6.30), (3.6.31) can be solved explicitly and the asymptotic variance is a weighted sum of the resulting coefficients. Those in (3.6.29) that make contributions are $a_{4,0}, a_{2,2}, a_{2,0}$, which gives the asymptotic variance $\frac{12\left(21 \gamma^{4}+55 \gamma^{2}+27\right)}{\gamma\left(3 \gamma^{2}+4\right)}$ that goes to infinity as $\gamma \rightarrow 0$ or $\gamma \rightarrow \infty$. Comparing constant terms in the Poisson equation yields

$$
a_{0,2}=\frac{1}{2 \Gamma} \int q^{4} \frac{e^{\frac{q^{2}}{2}}}{\sqrt{2 \pi}} d q=\frac{3}{2 \Gamma}
$$

which turns out to be satisfied by the solution for $a_{0,2}$, so that (3.6.29) is indeed a solution; note that the coefficients associated to $M_{3}$ and $M_{1}$ are zero by a similar procedure as above.

Proof of Proposition 3.4.11. Note for a quadratic $\phi$, it can be read immediately from condition (3.4.7) that the nonconstant part of $\Gamma$ must be equal to zero. Therefore consider

$$
\begin{equation*}
\phi(q, p)=\sum_{i, j=0} a_{i, j} q^{i} p^{j} \tag{3.6.32}
\end{equation*}
$$

where $a_{i, j} \in \mathbb{R}$ for all $i, j \geq 0$. The function $\Gamma$ is given by

$$
\begin{equation*}
\Gamma(q)=\sum_{k \in \mathbb{N}_{0}} b_{k} q^{k}>0 \tag{3.6.33}
\end{equation*}
$$

for $b_{k} \in \mathbb{R}, k \in \mathbb{N}, b_{0}>0$ and

$$
\begin{aligned}
-\mathcal{L} \phi= & -\sum_{i, j=0}\left((i+1) a_{i+1, j-1}-(j+1) \Sigma^{-1} a_{i-1, j+1}-j \sum_{k=0} a_{i-k, j} b_{k}\right. \\
& \left.+(j+2)(j+1) \sum_{k=0} a_{i-k, j+2} b_{k}\right) q^{i} p^{j}
\end{aligned}
$$

where if either $i<0$ or $j<0$, we set $a_{i, j}=0$. Comparing coefficients in $q, p$ in the

Poisson equation (3.1.5), we obtain

$$
\begin{align*}
2 a_{0,2} b_{0} & =\frac{1}{2} U_{0} \Sigma  \tag{3.6.34}\\
\Sigma^{-1} a_{0,1}-2 \sum_{k=0}^{1} a_{1-k, 2} b_{k} & =l  \tag{3.6.35}\\
\Sigma^{-1} a_{1,1}-2 \sum_{k=0}^{2} a_{2-k, 2} b_{k} & =\frac{1}{2} U_{0}  \tag{3.6.36}\\
(i+1) a_{i+1, j-1}-(j+1) \Sigma^{-1} a_{i-1, j+1} & -j \sum_{k=0}^{i} a_{i-k, j} b_{k} \\
+(j+2)(j+1) \sum_{k=0}^{i} a_{i-k, j+2} b_{k} & =0 \quad \forall(i, j) \neq(0,0),(1,0),(2,0) \tag{3.6.37}
\end{align*}
$$

Suppose for contradiction there exists a finite order polynomial solution to (3.1.5). Let

$$
\begin{equation*}
j^{*}:=\min \left\{J \in \mathbb{N}_{0}: a_{i, j}=0 \quad \forall j \geq J, i \geq 0\right\} \tag{3.6.38}
\end{equation*}
$$

and $k^{*} \in \mathbb{N}_{0}$ be the order of the polynomial $\Gamma$, that is,

$$
\begin{equation*}
b_{k}=0 \quad \forall k \geq k^{*}+1, \quad b_{k^{*}} \neq 0 \tag{3.6.39}
\end{equation*}
$$

Note that $k^{*} \geq 2$ since $\Gamma$ must be positive. First of all, $\phi$ clearly cannot be a function of just $q$. If $j^{*}=2$, then condition (3.6.37) applied to $i=0, j=2$ gives $a_{1,1}=0$ which contradicts with equation (3.6.36). Therefore $j^{*} \geq 3$. In this case, condition (3.6.37) applied to $j=j^{*}$ yields

$$
\begin{equation*}
a_{i+1, j^{*}-1}=0 \quad \forall i \geq 0 \tag{3.6.40}
\end{equation*}
$$

which in turn by condition (3.6.37) this time applied to $j=j^{*}-1$ yields

$$
a_{i+1, j^{*}-2}=0 \quad \forall i \geq k^{*}+1
$$

A strong induction argument yields for all $1 \leq j \leq j^{*}-1$ the equation

$$
a_{i+1, j-1}=0 \quad \forall i \geq\left(j^{*}-j\right)\left(k^{*}+1\right)
$$

or equivalently, using the definition (3.6.38) for $j^{*}$, for all $j \geq 1$ the equation

$$
\begin{equation*}
a_{i+1, j-1}=0 \quad \forall i \geq \max \left\{-1,\left(j^{*}-j\right)\left(k^{*}+1\right)\right\} \tag{3.6.41}
\end{equation*}
$$

and in particular

$$
a_{i+1,2}=0 \quad \forall i \geq\left(j^{*}-3\right)\left(k^{*}+1\right)
$$

Now with this and (3.6.39), applying condition (3.6.37) for $(i, j)=\left(\left(j^{*}-2\right)\left(k^{*}+1\right)+1,0\right)$ gives

$$
a_{\left(j^{*}-2\right)\left(k^{*}+1\right), 1}=0,
$$

but then condition (3.6.37) for $(i, j)=\left(\left(j^{*}-2\right)\left(k^{*}+1\right)-1,2\right)$, together with (3.6.41) for $j=2,3,4$ gives

$$
a_{\left(j^{*}-3\right)\left(k^{*}+1\right), 2}=0
$$

If $j^{*}=3$, then this contradicts already since $a_{i, 2}=0$ for all $i \geq 0$ and so $j^{*} \leq 2$ by definition. Carrying on from this for $j^{*}>3$, in a similar way, condition (3.6.37) for $(i, j)=\left(\left(j^{*}-3\right)\left(k^{*}+1\right)-1,3\right)$, with (3.6.41) for $j=3,4,5$, gives

$$
a_{\left(j^{*}-4\right)\left(k^{*}+1\right), 3}=0
$$

and so on, where the last equation from the induction, which use condition (3.6.37) for $i=k^{*}, j=j^{*}-1$ and (3.6.41) for $j=j^{*}-1, j^{*}, j^{*}+1$, is

$$
a_{0, j^{*}-1}=0
$$

Together with (3.6.40), this contradicts with the definition (3.6.38) of $j^{*}$.

### 3.7 Discussion

### 3.7.1 Relation to literature

The infinite time integral (3.1.9) has been used for the calculation of transport coefficients in molecular dynamics $[120,157]$ and the derivative of the expectation appearing in (3.1.9) with respect to initial conditions is a problem considered when calculating the 'greeks' in mathematical finance [66]. On the topic of the latter and in contrast to [66], there is previous work dealing with cases of degenerate noise in the system, but the formulae derived were done so under different motivations and do not seem to improve upon (3.1.10) in our situation; some of these references are given in Remark 3.5.2.
Taking $\Gamma \rightarrow \infty$ together with a time rescaling, the dynamics (3.1.1) become the overdamped Langevin equation [158]. An analogous result holds [98] when $\Gamma=\Gamma(q)$ is position dependent, where a preconditioner for the corresponding overdamped dynamics appears in terms of $\Gamma^{-1}$; see Section 3.7.3 for a consideration of our method in the
position dependent friction case. On the other hand, the Hessian of $U$ makes a good preconditioner in the overdamped dynamics because of the Brascamp-Lieb inequality, see Remark 1 in [3].
On the application of underdamped Langevin dynamics with (variance reduced) stochastic gradients alongside the related Hamiltonian Monte Carlo method, [197] presents a comparison with convergence rates for the latter. In [39], convergence guarantees are provided for variance reduced gradients in the overdamped case and the control variate stochastic gradients in the underdamped case, along with numerical comparisons in low dimensional, tall dataset regimes. Furthermore, the underdamped dynamics with single, randomly selected component gradient update in place of the full gradient is considered in [50].
Variance reduction by modifying the observable instead of changing the dynamics has been considered for example in [7, 9, 180]. The methods there are incompatible with the framework in the present work due to the improved observable being unknown before the simulation of the Markov chain. Although useful, their applicability are limited in large $n$ cases due to storage requirements [7], not to mention either escalating computational cost for improvements in the observable or requirement of a priori knowledge [180]. On the topic of adaptive MCMC, we refer the reader to the review in [79].

### 3.7.2 The nonconvex case

In the case where $U$ is nonconvex, the Monte Carlo procedure in Section 3.5.1 may continue to be used as presented, however the first variation process could easily stray from the case of exponential decay as in Theorem 3.3.3. Transitions from one metastable state to another cause the tangent process to increase in magnitude. In a one dimension double well potential $U(q)=\frac{q^{4}}{4}-q^{2}+\frac{q}{2}$, linear observable $f(q)=q$ case, these transitions occur frequently enough during the gradient procedure in $\Gamma$ that $D q$ blows up in simulation. Even in cases for which the metastabilities are strong, so that transitions occur less frequently, simulations show that $\Gamma$ dives to zero in periods where no transitions are occuring (as if the case of Corollary 3.4.8), but increase dramatically in value once a transition does occur, causing the trajectory in $\Gamma$ to decay over time but occasionally jumping in value, so that there is no convergence for $\Gamma$. On the other hand, the Galerkin method presented in Section 3.5.5 tends to give good convergence for $\Gamma$ in such cases.

### 3.7.3 Position-dependent friction

It is possible to adapt the formula (3.3.1) to the case of position-dependent gradient direction in $\Gamma$. The gradient direction is the same as (3.1.8) with the change that the integral is replaced by the corresponding marginal integral in $p$. Ideas using such a
formula need to take into account that the first variation process retains a non-vanishing stochastic integral with respect to Brownian motion, so that the truncation in calculating the corresponding infinite time integral in Section 3.5.1 is not as well justified, or rather, does not happen in the execution of Algorithm 2 due to (3.5.11) not being satisfied. Moreover, the work here raises the same question under the setting where the friction matrix depends on both position and velocity, which is the original motivating factor for the next chapter.

### 3.7.4 Metropolisation

Throughout Section 3.5, the implementation has not involved accept-reject steps. Metropolisation of discretisations of the underdamped Langevin dynamics was given in [97], see also Section 2.2.3.2 in [123] and [141, 174]. The systematic discretisation error is removed with the inclusion of this step but the momentum is reversed upon rejection (to avoid high rejection rates [174]), which raises the question of whether friction matrices arising from Algorithm 1 improve the Metropolised situation where dynamics no longer imitate those in the continuous-time. For example the intuition in the Gaussian target measure, linear observable case discussed in Section 3.4.2 no longer applies.

### 3.7.5 Conclusion

We have presented the central limit theorem for the underdamped Langevin dynamics and provided a formula for the directional derivative of the corresponding asymptotic variance with respect to a friction matrix $\Gamma$. A number of methods for approximating the gradient direction in $\Gamma$ have been discussed together with numerical results giving improved observed variances. Some cases where an improved friction matrix can be explicitly found have been given to guide the expectation of an optimal $\Gamma$. In particular, in cases where the observable is linear and the potential is close to quadratic, which is the case when finding the posterior mean in Bayesian inference with Gaussian priors, the optimal friction is expected to be close to zero (due to Corollary 3.4.8). This is consistent with the numerical conclusion from the proposed Algorithm 2. Moreover, it is shown that the improvement in variance is retained when using minibatch stochastic gradients in a case of Bayesian inference.
We mention that the gradient procedure using (3.1.6) and (3.1.10) can be used to guide $\Gamma$ in arbitrarily high dimension by extrapolation; that is, given a high dimensional problem of interest, the gradient procedure can be used on similar, intermediate dimensional problems in order to obtain a friction matrix that can be extrapolated to the original problem. In particular, for the Bayesian inference problem as formulated in Section 3.5.4, the algorithm recommends the choice of a small friction scalar, which can be expected to
apply for datasets in an arbitrary number of dimensions.
Future directions not mentioned above includes well-posedness of the optimisation in $\Gamma$, extension to higher-order Langevin samplers methods as in the previous chapter or [144] and gradient formulae in the discrete time case analogous to Theorem 3.3.2.

## Regularity preservation in Kolmogorov equations under Lyapunov conditions

The contents of this chapter are from the paper [35].

### 4.1 Introduction

Consider for $b:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \sigma:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ and a standard Wiener process $W_{t}$, the SDE on $\mathbb{R}^{n}$ given by

$$
\begin{equation*}
d X_{t}=b\left(t, X_{t}\right) d t+\sigma\left(t, X_{t}\right) d W_{t} \tag{4.1.1}
\end{equation*}
$$

The underlying results of this work are moment bounds of derivatives of $X_{t}$ with respect to initial condition in the case that the coefficients $b$ and $\sigma$ are not globally Lipschitz continuous in space. These estimates are used to validate an Itô-Alekseev-Gröbner formula [99] and differentiability of semigroups associated with (4.1.1), which enable the existence of twice differentiable-in-space solutions to Kolmogorov equations [114], solutions to corresponding Poisson equations, weak error estimates of numerical approximations [112, 185, 192] and related derivative estimates [46]. Similar moment bounds on the first and second derivative with respect to initial value in the non-globally Lipschitz case have recently been studied in [100] using the stochastic Grönwall inequality [101, 175], where related ideas for the non-globally monotone case had appeared earlier in [44, 103]. In this work, it is shown that the above consequences hold for the case that the coefficients $b, \sigma$ are non-globally monotone, where higher derivatives of $b, \sigma$ are bounded by Lyapunov functions and loosely that $b$ and $\sigma$ admit Lipschitz constants which are $o(\log V)$ and $o(\sqrt{\log V})$ respectively for a Lyapunov function $V$. The results are applicable to all of the example SDEs in [105] except in Section 4.7, in Section 4.7 .2 we consider specifically
the stochastic Duffing-van der Pol equation given by

$$
\begin{align*}
d x_{t} & =y_{t} d t  \tag{4.1.2a}\\
d y_{t} & =\left[\alpha_{1} x_{t}-\alpha_{2} y_{t}-\alpha_{3} y_{t} x_{t}^{2}-x_{t}^{3}\right] d t+\beta_{1} x_{t} d W_{t}+\beta_{3} d \tilde{W}_{t} \tag{4.1.2b}
\end{align*}
$$

where $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{3} \in \mathbb{R}, \alpha_{3}>0$ and $W_{t}, \tilde{W}_{t}$ are independent standard Wiener processes. In particular, for the first time, weak convergence rates of order one are shown for a numerical scheme approximating SDEs with non-globally monotone coefficients including the stochastic Duffing-van der Pol oscillator as given above, stochastic Lorenz equation with additive noise, underdamped Langevin equation with variable friction, overdamped Langevin dynamics with a non-globally monotone potential gradient and the stochastic Ginzburg-Landau equation.
In contribution to regularity analysis of SDEs, the results give criteria for the positive case of regularity for semigroups beyond the settings of globally Lipschitz coefficients or ellipticity and against the counterexamples of [85] with globally bounded smooth coefficients. For example, one of the counterexamples given in the aforementioned reference is the SDE

$$
\begin{aligned}
d x_{t} & =\cos \left(z_{t} e^{y_{t}^{3}}\right) d t \\
d y_{t} & =\sqrt{2} d W_{t} \\
d z_{t} & =0 d t
\end{aligned}
$$

which turns out to have the property that $\mathbb{E}\left[\varphi\left(x_{t}, y_{t}, z_{t}\right)\right]$ is not locally Hölder continuous in initial value for some compactly supported $\operatorname{smooth} \varphi$. In the present work, the coefficients $b$ and $\sigma$ are not directly imposed to be in any weighted $L^{\infty}$ spaces for spatial differentiability of semigroups, note however the coefficients are indirectly bounded by the aforementioned local Lipschitz bound. More generally, the regularity with respect to initial condition demonstrated here under our assumptions has further counterexamples for SDEs with constant diffusion coefficient and drift with polynomially growing first derivatives [109]. On the other hand, in the globally Lipschitz case [114] and the globally monotone (or one-sided Lipschitz) case [34], moment bounds on derivatives with respect to initial condition are known. In addition, for infinitely differentiable $b$ and $\sigma$ satisfying Hörmander's bracket condition [95], infinite differentiability of the associated semigroup is given by Proposition 4.18 in [85].
Our basic result about semigroup differentiability can be summarised as follows.
Assumption 6. There exists $V:[0, T] \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ twice continuously differentiable in space, continuously differentiable in time and constant $C>0$ such that $\partial_{t} V(t, x)+$
$\sum_{i=1}^{n} b_{i}(t, x) \partial_{x_{i}} V(t, x)+\frac{1}{2} \sum_{i, j=1}^{n} \sigma(t, x) \sigma(t, x)^{\top} \partial_{x_{i}} \partial_{x_{j}} V(t, x) \leq C V(t, x)$ for all $t \in[0, T], x \in$ $\mathbb{R}^{n}$ and $\lim _{|x| \rightarrow \infty} V(t, x)=\infty$. The functions $f, c:[0, T] \times \mathbb{R}^{n} \rightarrow \mathbb{R}, g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are measurable functions and $p \in \mathbb{N}_{0}$. For any $R>0$, it holds that $\int_{0}^{T} \sup _{x \in B_{R}}(|c(t, x)|+$ $|f(t, x)|) d t<\infty, b, \sigma, f(t, \cdot), g, c(t, \cdot) \in C^{p}$, and

- there exists measurable $G:[0, T] \times \mathbb{R}^{n}$ such that $G(t, \cdot)=o(\log V(t, \cdot))$ uniformly in $t$ and satisfying

$$
\begin{aligned}
|b(t, x)-b(t, y)| & \leq(G(t, x)+G(t, y))|x-y| \\
\|\sigma(t, x)-\sigma(t, y)\|^{2} & \leq(G(t, x)+G(t, y))|x-y|^{2}
\end{aligned}
$$

for all $t \in[0, T], x \in \mathbb{R}^{n}$,

- for every $k>0, h \in\{b, f, g, c\}$, there exists $C^{\prime}>0$ such that

$$
\left|\partial^{\alpha} h(t, \lambda x+(1-\lambda) y)\right|+\left\|\partial^{\beta} \sigma(t, \lambda x+(1-\lambda) y)\right\|^{2} \leq C^{\prime}(1+V(t, x)+V(t, y))^{\frac{1}{k}}
$$

for all $t \in[0, T], x, y \in \mathbb{R}^{n}, \lambda \in[0,1]$ and multiindices $\alpha, \beta$ with $p_{0} \leq|\alpha| \leq p, 2 \leq$ $|\beta| \leq p$, where $p_{0}=2$ if $h=b$ and $p_{0}=0$ otherwise.

To comment on Assumption 6, the first assertion about the existence of $G$ is our main assumption about the Lipschitz constant of the coefficients of the SDE and generalises the global Lipschitz condition; the second assertion about the higher derivatives is less stringent in term of the right-hand side, but more so in the sense that the bound should hold in between two points $x, y$ as $\lambda$ varies.

Theorem 4.1.1. Let Assumption 6 hold. For any $s \in[0, T]$ and stopping time $\tau \leq T-s$, the expectation of the random function $u(s, \tau, \cdot): \mathbb{R}^{n} \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
\mathbb{E} u(s, \tau, x)=\mathbb{E}\left[\int_{0}^{\tau} f\left(s+r, X_{r}^{s, x}\right) e^{-\int_{0}^{r} c\left(s+w, X_{w}^{s, x}\right) d w} d r+g\left(X_{\tau}^{s, x}\right) e^{-\int_{0}^{\tau} c\left(s+w, X_{w}^{s, x}\right) d w}\right] \tag{4.1.3}
\end{equation*}
$$

is continuously differentiable in $x$ up to order $p$, where for any $s \in[0, T], x \in \mathbb{R}^{n}, X^{s, x}$ is the solution to $X_{t}^{s, x}=x+\int_{0}^{t} b\left(s+r, X_{v}^{s, x}\right) d r+\int_{0}^{t} \sigma\left(s+r, X_{r}^{s, x}\right) d W_{r}$ on $t \in[0, T-s]$. Moreover, if $p \geq 2$, the function given by $v(t, x)=\mathbb{E} u(t, T-t, x)$ is locally Lipschitz in $t$ and satisfies

$$
\begin{equation*}
\partial_{t} v+a: D^{2} v+b \cdot \nabla v-c v+f=0 \tag{4.1.4}
\end{equation*}
$$

almost everywhere in $(0, T) \times \mathbb{R}^{n}$.
Results assuming instead local estimates on the derivatives of $b, \sigma, f, c, g$ in the case of time-independent $b, \sigma$ are given in Section 4.5. Theorem 4.1.1 follows as corollary to Theorem 4.4.2 and the assertion about Kolmogorov equations can be found in Theorem 4.4.5.

The latter appears to be the only result against the literature about almost everywhere twice differentiable-in-space solutions to Kolmogorov equations in the non-hypoelliptic, non-elliptic diffusion coefficient and non-globally Lipschitz coefficients case.
Our basic result about weak convergence rates of a numerical approximation is as follows, assuming a deterministic initial condition for (4.1.1). The scheme considered here is the stopped increment-tamed Euler-Maruyama scheme from [105] and it is given by

$$
\begin{equation*}
Y_{t}^{\delta}=Y_{k \delta}^{\delta}+\mathbb{1}_{\left\{\left|Y_{k \delta}^{\delta}\right| \leq \exp \left(|\log \delta|^{\frac{1}{2}}\right)\right\}}\left(\frac{b\left(Y_{k \delta}^{\delta}\right)(t-k \delta)+\sigma\left(Y_{k \delta}^{\delta}\right)\left(W_{t}-W_{k \delta}\right)}{1+\left|b\left(Y_{k \delta}^{\delta}\right)(t-k \delta)+\sigma\left(Y_{k \delta}^{\delta}\right)\left(W_{t}-W_{k \delta}\right)\right|^{4}}\right) \tag{4.1.5}
\end{equation*}
$$

Theorem 4.1.2. Let Assumption 6 hold with $p \geq 3$. Suppose $b, \sigma$ are independent of $t$ and suppose $V$ is of the form $V(t, x)=e^{U(x) e^{-\rho t}}$ for $U \in C^{3}\left(\mathbb{R}^{n},[0, \infty)\right), \rho>0$, such that there exist $c \geq 1$ satisfying

$$
|x|^{\frac{1}{c}}+\left|\partial^{\alpha} b(x)\right|^{\frac{1}{c}}+\left\|\partial^{\alpha} \sigma(x)\right\|^{\frac{1}{c}}+\left|\partial^{\beta} U(x)\right| \leq c(1+U(x))^{1-\frac{1}{c}},
$$

for all $x \in \mathbb{R}^{n}$, multiindices $\alpha, \beta$ with $0 \leq|\alpha| \leq 2$ and $1 \leq|\beta| \leq 3$. If $h \in C^{3}\left(\mathbb{R}^{n}, \mathbb{R}\right)$ is such that

$$
\left|\partial^{\alpha} h(x)\right| \leq c\left(1+|x|^{c}\right)
$$

for all $x \in \mathbb{R}^{n}$ and multiindices $\alpha$ with $0 \leq|\alpha| \leq 3$, then there exists a constant $C>0$ such that

$$
\begin{equation*}
\left|\mathbb{E}\left[h\left(X_{T}\right)\right]-\mathbb{E}\left[h\left(Y_{T}^{\delta}\right)\right]\right| \leq C \delta, \tag{4.1.6}
\end{equation*}
$$

for all $0<\delta<1$, where $Y^{\delta}:[0, T] \rightarrow \mathbb{R}^{n}$ is the approximation given by $Y_{0}^{\delta}=X_{0}$ and (4.1.5) for all $t \in[k \delta,(k+1) \delta], k \in \mathbb{N}_{0} \cap\left[0, \frac{T}{\delta}\right)$.

Theorem 4.1.2 is corollary to Theorem 4.6.3. The numerical scheme (4.1.5) from [105] has the key property of retaining exponential integrability properties of the continuous time SDE, which is used throughout the proof for Theorem 4.6.3. As is well documented [104], the classical Euler-Maruyama scheme may diverge in both the strong and weak sense for superlinearly growing, non-globally Lipschitz coefficients without this property. The proof of Theorem 4.6.3 uses the recent Itô-Alekseev-Gröbner formula [99] in order to expand the left-hand side of (4.1.6), instead of using a solution to Kolmogorov equations as in [112] that is twice continuously differentiable-in-space and once continuously differentiable-in-time. The Itô-Alekseev-Gröbner formula describes in particular the pathwise error associated to the left-hand side of (4.1.6) in terms of local differences in the coefficients of the respective SDEs for $X_{t}$ and $Y_{t}^{\delta}$, of the derivative processes (of $X_{t}$ ) and of derivatives of $h$. In order to satisfy the assumptions for the formula, strong completeness using a result in [44] is shown for the derivative processes; note this property appeared recently
under the results of [100] using a different approach and different assumptions. Although weak convergence without rates has been established by way of convergence in probability in [105, Corollary 3.7] and [102, Corollary 3.19], weak rates of convergence analogous to the globally monotone case (of order 1 as above) seem to be an open problem for nonglobally monotone coefficients outside of the present work. For weak convergence results in the former case, see references within [44] and also [192]. On the other hand, strong convergence rates of order $\frac{1}{2}$ have been established in even the latter case, see [103].
The proofs for the moment estimates underlying both Theorems 4.1.1 and 4.1.2 use directly the results of [101], where the strongest assumptions that are made here are used for exponential integrability as in [44, 103]. The core argument is to consider for any $\kappa \in \mathbb{R}^{n}$ processes $X_{t(\kappa)}$ satisfying

$$
\sup _{t \in[0, T]}\left|\frac{X_{t}^{x+r \kappa}-X_{t}^{x}}{r}-X_{t(\kappa)}^{x}\right| \rightarrow 0
$$

in probability as $r \rightarrow 0$, where $X_{t}^{x}$ denotes a solution to (4.1.1) with $X_{0}^{x}=x$. Such processes exist [114, Theorem 4.10] for $b, \sigma$ continuously differentiable in space satisfying some local integrability assumption and $X_{t(\kappa)}^{x}$ satisfies the system resulting from a formal differentiation of (4.1.1) (see precisely (4.3.5)). If $b$ and $\sigma$ are independent of $t$ and the derivatives of $b$ and $\sigma$ are locally Lipschitz, the processes $X_{t(\kappa)}^{x}$ are almost surely continuous derivatives in the classical sense as in [165, Theorem V.39]. Higher derivatives exist for $b$ and $\sigma$ with higher orders of differentiability. Considering SDEs solved by these derivatives, it is seen that only the term involving the derivative of the highest order on the right-hand side of the dynamics requires serious control and that the stochastic Grönwall inequality of [101] together with our Lipschitz Assumption 7 and an induction argument suffice to control all of the terms. The bounds for higher derivatives, as required for twice differentiability of the semigroup in the Kolmogorov equation for example, call for two-sided Lipschitz conditions as in our Assumption 7 in contrast to the one-sided conditions in [44, 103]. We use $o(\log V)$ and $o(\sqrt{\log V})$ Lipschitz constants in order to control the moments for large time $T$, but the results follow for $O(\log V)$ and $O(\log V)$ Lipschitz constants if $T$ is suitably small. In order to establish solutions to the Kolmogorov equation for the setting here, we prove a number of intermediary results following the strategy of [114]. In particular, we show by extending an argument in [164] that an Euler-type approximation converges to solutions of the SDE in probability and locally uniformly in initial time and space, that is, the SDE is regular [114, Definition 2.1], which is also used as mentioned for Theorem 4.1.2.
In relation to the previous chapter, our result about the Kolmogorov equation is motivated by its use in establishing that the semigroup associated to Langevin dynamics
indeed forms a solution to the Poisson equation in the distributional sense, even when maximal dissipativity results on the generator are not available and beyond the globally Lipschitz case. In particular, this is the case for the Langevin equation with position and velocity-dependent friction. Indeed, we have that given an invariant measure $\tilde{\pi}, f \in L^{2}(\tilde{\pi}), h \in C_{c}^{\infty}\left(\mathbb{R}^{2 n}\right)$, generator $\mathcal{L}$ defined for twice differentiable functions, its $L^{2}(\tilde{\pi})$-adjoint $\mathcal{L}^{*}, \phi(t, x)=\int_{0}^{\infty} \mathbb{E} f\left(X_{t}^{x}\right) d t, P_{t} f(x)=\mathbb{E} f\left(X_{t}^{x}\right)$, and an approximating sequence $\left(f_{k}\right)_{k \in \mathbb{N}}$ such that $f_{k} \in C_{c}^{\infty}\left(\mathbb{R}^{2 n}\right), f_{k} \rightarrow f$ in $L^{2}(\tilde{\pi})$, it holds that

$$
\begin{align*}
\left|\int \mathcal{L}^{*} h \phi d \tilde{\pi}-\int h f d \tilde{\pi}\right| \leq & \left|\int \mathcal{L}^{*} h \phi d \tilde{\pi}-\int \mathcal{L}^{*} h \int_{\frac{1}{T}}^{T} P_{t}(f) d t d \tilde{\pi}\right| \\
& +\left|\int h\left(f-P_{\frac{1}{T}}(f)+P_{T}(f)\right) d \tilde{\pi}\right| \\
& +\left|\int \mathcal{L}^{*} h \int_{\frac{1}{T}}^{T} P_{t}\left(f-f_{k}\right) d t d \tilde{\pi}\right| \\
& +\left|\int h\left(P_{\frac{1}{T}}\left(f-f_{k}\right)-P_{T}\left(f-f_{k}\right)\right) d \tilde{\pi}\right| \\
& +\left|\int \mathcal{L}^{*} h \int_{\frac{1}{T}}^{T} P_{t}\left(f_{k}\right) d t d \tilde{\pi}+\int h\left(P_{\frac{1}{T}}\left(f_{k}\right)-P_{T}\left(f_{k}\right)\right) d \tilde{\pi}\right| \tag{4.1.7}
\end{align*}
$$

so that, given convergences of the first terms, the semigroup $P_{t} f$ being a solution of the Kolmogorov equation is enough to conclude that the Poisson equation is solved by $\phi$ in the distributional sense.
Alternative to the related Feynman-Kac formula for making the connection between the SDE and the Kolmogorov equation satisfied by the transition semigroup is to use the theory of Dirichlet forms. In that context, the order in which one works is reversed, in the sense that one begins with the partial differential operator acting on the space of smooth compactly supported functions, shows that the closure of the graph in some Banach space generates a strongly continuous semigroup and that the semigroup is associated to the transition semigroup of a Hunt process that is a weak solution to the stochastic differential equation. In the case of Langevin dynamics in [11, 43], note however that the Banach space is $L^{2}(\pi)$ for the invariant measure $\pi$, so that the strongly continuous semigroup is a classical solution in the sense of an abstract Cauchy problem, where the transition semigroup is then implied to be in the domain of the infinitesimal generator, but not necessarily a twice differentiable-in-space function solving the partial differential equation pointwise nor almost everywhere nor in the sense of distributions.
For solutions in the sense of distributions to the Kolmogorov equation, in Proposition 4.18 in [85], the authors make use of (essentially) Lemma 5.12 in [114] to obtain such solutions in the case of smooth coefficients. In fact, the proof there only makes use of local

Lipschitz continuity of the coefficients and that $\sigma \sigma^{\top}$ admits a derivative which is locally Lipschitz. The authors in [85] moreover provide existence and uniqueness results for viscosity solutions under a Lyapunov condition, which yield distributional solutions under Hölder regularity on the coefficients [108] and almost everywhere solutions given enough regularity on the solution, see Proposition I. 4 in [127]. On a similar note, the existence of a viscosity solution to the Poisson equation with possible degenerate second-order coefficients is given by [155], which, to the best of the author's knowledge, requires the aforementioned regularity to be interpreted as a solution in the distributional sense. In the present work, sufficient conditions for the backward Kolmogorov equation to hold in the distributional sense are presented as a secondary result. In particular, maximal dissipativity of the associated infinitesimal generator defined on smooth compactly supported functions is shown to be (mostly) sufficient.
The rest of the chapter is organised as follows. In Section 4.2, the setting, notation and various definitions about what is referred to as Lyapunov functions are given. In Section 4.3, moment estimates of the supremum over time on the derivative process and the difference processes in initial value are given. These results are used throughout for proving the other results in the chapter. In Section 4.4, results on the regularity of the semigroup associated to (4.1.1) are presented, which are followed by results about twice differentiable-in-space and distributional solutions to the Kolmogorov equation. Section 4.6 contains the results about weak convergence rates for the stopped incrementtamed Euler-Maruyama scheme on SDEs with non-globally monotone coefficients.

### 4.2 Notation and preliminaries

Just as the previous chapters, let $(\Omega, \mathcal{F}, \mathbb{P})$ be a complete probability space, $\mathcal{F}_{t}, t \in[0, \infty)$, be a filtration satisfying the usual conditions and $\left(W_{t}\right)_{t \geq 0}$ be a standard Wiener process on $\mathbb{R}^{n}$ with respect to $\mathcal{F}_{t}, t \in[0, \infty)$. Let $T \in(0, \infty)$ and $\|M\|$ denote the Frobenius norm of a matrix $M$. Let $b: \Omega \times[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \sigma: \Omega \times[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ be functions such that $b(t, \cdot), \sigma(t, \cdot)$ are continuous for every $t, \omega, b(\cdot, x), \sigma(\cdot, x)$ are $\mathcal{F} \otimes \mathcal{B}([0, \infty))$-measurable for every $x, b(t, x), \sigma(t, x)$ are $\mathcal{F}_{t}$-measurable for every $t, x$ and $\int_{0}^{T} \sup _{|x| \leq R}(|b(t, x)|+$ $\left.\|\sigma(t, x)\|^{2}\right) d t<\infty$ for any $R>0, \omega \in \Omega$. For an open set $O \subseteq \mathbb{R}^{n}$ and any $x \in O$, let $X_{t}^{s, x}$ be an $\mathcal{F}_{t}$-adapted $O$-valued process such that $X_{t}^{s, x}$ is $\mathbb{P}$-a.s. continuous satisfying for all $s, t \in[0, T]$,

$$
\begin{equation*}
X_{t}^{s, x}=x+\int_{0}^{t} b\left(s+r, X_{r}^{s, x}\right) d r+\int_{0}^{t} \sigma\left(s+r, X_{r}^{s, x}\right) d W_{r} \tag{4.2.1}
\end{equation*}
$$

When the initial conditions are not important or are obvious from the context, simply $X_{t}$ and similarly $X_{t}^{x}$ is written. For $f \in C^{2}(O)$ and for either $b, \sigma$ as above or $\left(b^{x}\right.$ :
$\left.\Omega \times[0, T] \rightarrow \mathbb{R}^{n}\right)_{x \in O},\left(\sigma^{x}: \Omega \times[0, T] \rightarrow \mathbb{R}^{n \times n}\right)_{x \in O}$ that are, for each $x, \mathcal{F} \otimes \mathcal{B}([0, t])$ measurable and $\mathcal{F}_{t}$-adapted satisfying $\mathbb{P}$-a.s. that $\int_{0}^{T}\left(\left|b_{s}^{x}\right|+\left|\sigma_{s}^{x}\right|^{2}\right) d s<\infty$, we denote

$$
\begin{equation*}
L f=b \cdot \nabla f+a: D^{2} f \tag{4.2.2}
\end{equation*}
$$

where $a=\frac{1}{2} \sigma \sigma^{\top}, D^{2}$ denotes the Hessian and for matrices $M, N, M: N=\sum_{i, j} M_{i j} N_{i j}$. Throughout, $\hat{O}$ is used to denote the convex hull of $O, C_{c}^{\infty}\left((0, T) \times \mathbb{R}^{n}\right)$ denotes the set of compactly supported infinitely differentiable functions on $(0, T) \times \mathbb{R}^{n}, C_{b}\left(\mathbb{R}^{n}\right)$ denotes the set of bounded continuous function on $\mathbb{R}^{n}, C^{1,2}\left([0, T] \times \mathbb{R}^{n}\right)$ denotes the set of continuous functions of the form $[0, T] \times \mathbb{R}^{n} \ni(t, x) \mapsto f(t, x)$ that are once continuously differentiable in $t$ and twice so in $x, B_{R}(x)$ denotes the closed ball of radius $R>0$ around $x \in \mathbb{R}^{n}$, $B_{R}=B_{R}(0), e_{i}$ denotes the $i^{\text {th }}$ Euclidean basis vector in $\mathbb{R}^{n}$, and $C>0$ denotes a generic constant that may change from line to line. The expression $\mathbb{1}_{A}$ denotes the indicator function on the set $A$. We denote $\Delta_{T}=\{(s, t): 0 \leq s \leq t \leq T\}$. The notation $\partial_{i} Z_{t, T}^{z}=\left.\partial_{z_{i}} Z_{t, T}\right|_{z}$ is used and similarly for the higher order derivatives $\partial^{\alpha} Z_{t, T}^{z}$ for multiindices $\alpha$. Moreover, for a multiindex $\alpha$, we denote

$$
\kappa_{\alpha}=(e_{1}, \overbrace{\cdots}^{\alpha_{1} \text { times }}, e_{1}, e_{2}, \ldots) .
$$

Definition 4.2.1. A positive random function $V: \Omega \times[0, T] \times O \rightarrow(0, \infty)$ is referred to as a $\left(\tilde{b}_{.}, \tilde{\sigma}_{\cdot}, \alpha_{\sim} ., \beta ., p^{*}, V_{0}\right)$-Lyapunov function if $\mathcal{F} \otimes \mathcal{B}([0, T])$-measurable and $\mathcal{F}_{t}$-adapted processes $\tilde{b}_{:}: \Omega \times[0, T] \times O \rightarrow \mathbb{R}^{n}, \tilde{\sigma}_{:}: \Omega \times[0, T] \times O \rightarrow \mathbb{R}^{n \times n}, \alpha, \beta .: \Omega \times[0, T] \rightarrow$ $[0, \infty], p^{*} \in[1, \infty)$ and $V_{0} \in C^{1,2}([0, T] \times O)$ are such that for all $y \in O$ there exists an $\mathcal{F} \otimes \mathcal{B}([0, T])$-measurable, $\mathcal{F}_{t}$-adapted process $Y^{y}: \Omega \times[0, T] \rightarrow O$ that is $\mathbb{P}$-a.s. continuous, $V(t, y)=V_{0}\left(t, Y_{t}^{y}\right)$ and it holds $\mathbb{P}$-a.s. that

$$
\begin{align*}
& \int_{0}^{T}\left(\left|\tilde{b}_{s}^{y}\right|+\left|\tilde{\sigma}_{s}^{y}\right|^{2}+\left|\alpha_{s}\right|\right) d s<\infty \\
& Y_{t \wedge \tau}^{y}=y+\int_{0}^{t} \mathbb{1}_{[0, \tau)}(u) \tilde{b}_{u}^{y} d u+\int_{0}^{t} \mathbb{1}_{[0, \tau)}(u) \tilde{\sigma}_{u}^{y} d W_{u}  \tag{4.2.3}\\
& \left(\partial_{t}+L\right) V_{0}\left(t, Y_{t}^{y}\right)+\frac{p^{*}-1}{2} \frac{\left|\left(\tilde{\sigma}_{t}^{y}\right)^{\top} \nabla V_{0}\left(t, Y_{t}^{y}\right)\right|^{2}}{V_{0}\left(t, Y_{t}^{y}\right)} \leq \alpha_{t} V_{0}\left(t, Y_{t}^{y}\right)+\beta_{t} \tag{4.2.4}
\end{align*}
$$

for all $t \in[0, T], y \in O$ and stopping times $\tau$, where $L$ is given by (4.2.2) with $\tilde{b}, \tilde{\sigma}$ replacing $b, \sigma$.

Definition 4.2.2. A function $V$ is referred to as a Lyapunov function if there exist $\bar{n} \in \mathbb{N}$, $p^{*} \in[1, \infty)$, open $\bar{O} \subseteq \mathbb{R}^{\bar{n}}, \tilde{b}_{:}: \Omega \times[0, T] \times \bar{O} \rightarrow \mathbb{R}^{\bar{n}}, \tilde{\sigma}_{:}^{:}: \Omega \times[0, T] \times \bar{O} \rightarrow \mathbb{R}^{\bar{n} \times \bar{n}}, V_{0} \in$ $C^{1,2}([0, T] \times \bar{O})$, along with some $\alpha$. and $\beta$. such that $V: \Omega \times[0, T] \times \bar{O} \rightarrow(0, \infty)$ is
a ( $\left.\tilde{b}_{\cdot}, \tilde{\sigma}_{\cdot}^{\cdot}, \alpha_{.}, \beta ., p^{*}, V_{0}\right)$-Lyapunov function and

$$
\begin{equation*}
\left\|e^{\int_{0}^{T}\left|\alpha_{u}\right| d u}\right\|_{L^{\frac{p^{*}}{p^{*}-1}}(\mathbb{P})} d t+\int_{0}^{T}\left\|\frac{\beta_{v}}{e^{\int_{0}^{v} \alpha_{u} d u}}\right\|_{L^{p^{*}}(\mathbb{P})} d v d t<\infty . \tag{4.2.5}
\end{equation*}
$$

Remark 4.2.1. (i) Smooth functions $V$ satisfying $L V \leq C V$ for some constant $C$ as in [111, Theorem 3.5] form Lyapunov functions with $p^{*}=1, \alpha_{t}=C$ and $\beta_{t}=0$.
(ii) Lyapunov functions satisfy the stochastic Grönwall inequality as in Theorem 2.4 in [101] along with a finiteness condition on the associated processes, which are properties that will be used many times throughout the chapter.
The following property allows control across families of Lyapunov functions.
Definition 4.2.3. For a family of functions $\left(\hat{W}_{s}\right)_{s \in[0, T]}$, we say that $\left(\hat{W}_{s}\right)_{s \in[0, T]}$ is $\left(\bar{n}, \bar{O}, V_{0}\right)$-local in $s$ if $\bar{n} \in \mathbb{N}$, open $\bar{O} \subseteq \mathbb{R}^{\bar{n}}, V_{0} \in C^{1,2}([0, \infty) \times \bar{O})$ are such that there exists a constant $C>0$ satisfying that for any $s \in[0, T], \hat{W}_{s}: \Omega \times[0, T] \times \bar{O} \rightarrow(0, \infty)$ is a $\left(\tilde{b}^{s, T}, \tilde{\sigma}^{s, T}, \alpha^{s, T}, \beta^{s, T}, p^{s, T},\left.V_{0}(s+\cdot, \cdot)\right|_{[0, T] \times \bar{O}}\right)$-Lyapunov function for some $\tilde{b}^{s, T}, \tilde{\sigma}^{s, T}$ together with some $\alpha^{s, T}, \beta^{s, T}, p^{s, T}$ where (4.2.5) holds uniformly with bound $C$, that is,

$$
\begin{equation*}
\left\|e^{\int_{0}^{T}\left|\alpha_{u}^{s, T}\right| d u}\right\|_{L_{p^{p^{s, T}-T}}^{(\mathbb{P})}}+\int_{0}^{T}\left\|\frac{\beta_{v}^{s, T}}{e^{\int_{0}^{v} \alpha_{u}^{s, T} d u}}\right\|_{L^{p^{s, T}}(\mathbb{P})} d v<C . \tag{4.2.6}
\end{equation*}
$$

We say that $\left(W_{s}\right)_{s \in[0, T]}$ is local in $s$ if there exist $\bar{n}, \bar{O}, V_{0}$ such that $\left(W_{s}\right)_{s \in[0, T]}$ is $\left(\bar{n}, \bar{O}, V_{0}\right)$ local in $s$.

A family of Lyapunov functions being local in $s$ allows terms of the form $\mathbb{E}\left[W_{s}\left(t, X_{t}^{s, x}\right)\right]$ to be bounded uniformly in $s$ after applying Theorem 2.4 in [101]. This is an important property for twice differentiable solutions to Kolmogorov equations, since such solutions and many lemmatic terms depend on a time variable via the starting times $s$. On the other hand, such a property is in all of the examples mentioned here easily satisfied.

### 4.3 Moment estimates on derivative processes

The following assumption states our main requirement on the Lyapunov function. Alternative assumptions for the main results in the case where $b$ and $\sigma$ are independent of $t$ and admit locally Lipschitz derivatives are given in Theorem 4.5.2.

Assumption 7. There exists $G: \Omega \times[0, T] \times O \rightarrow[0, \infty)$ such that $G$ is $\mathcal{F} \otimes \mathcal{B}([0, T]) \otimes$ $\mathcal{B}(O)$-measurable and $G(t, \cdot)$ is $\mathcal{F}_{t} \otimes \mathcal{B}(O)$-measurable,

$$
\begin{align*}
|b(t, x)-b(t, y)| & \leq(G(t, x)+G(t, y))|x-y|  \tag{4.3.1}\\
\|\sigma(t, x)-\sigma(t, y)\|^{2} & \leq(G(t, x)+G(t, y))|x-y|^{2} \tag{4.3.2}
\end{align*}
$$

for all $t \in[0, T], x, y \in O$ and such that for any $s \in[0, T]$, there exist locally bounded functions $M:(0, \infty) \rightarrow(0, \infty), \bar{x}$ and Lyapunov function $V$ satisfying

$$
\begin{equation*}
G\left(s+t, X_{t}^{s, x}\right) \leq m \log V(t, \bar{x}(x))+M(m) \quad \mathbb{P} \text {-a.s. } \tag{4.3.3}
\end{equation*}
$$

for all $m>0, x \in O$ and stopping times $t \leq T-s$.
By and large and throughout the chapter, the process $Y_{t}$ associated with Lyapunov functions can be thought of to be equal to $X_{t}$ and in the applications here, it is enough to take $G \leq m \log V_{0}+M$ in place of (4.3.3); the generality is justified by a trick to increase the set of Lyapunov functions, as exemplified by the inclusion of $\bar{U}$ in [101, Corollary 3.3]. Note that we may just as easily prove with the same effect most of the results in the sequel by introducing a weaker condition that is

$$
\int_{0}^{t} G\left(s+r, X_{r}^{s, x}\right) d r \leq M(m)+m \sum_{i \in I_{0}} \int_{0}^{t} \log V_{i}\left(r, \bar{x}_{i}(x)\right) d r+\log V_{i}\left(t, \bar{x}_{i}(x)\right) \quad \mathbb{P} \text {-a.s. }
$$

in place of (4.3.3), where $I_{0}$ is some finite set. This in some sense covers the inclusion of $\bar{U}$ as mentioned and also the conditions with multiple Lyapunov-type functions as in [44, Theorem 2.24]. In this thesis, we work with (4.3.3) for simplicity.
Assumption 7 is strictly weaker than assuming globally Lipschitz coefficients, since polynomial Lyapunov functions are easily constructed in that case. In addition, whenever continuous differentiability up to some order $m^{*}$ of $b$ and $\sigma$ is assumed, we also assume $\mathbb{P}$ a.s.

$$
\begin{equation*}
\sum_{\theta \in \mathbb{N}_{0}^{n} ;|\theta| \leq m^{*}} \int_{0}^{T} \sup _{|x| \leq R}\left(\left|\partial^{\theta} b(t, x)\right|+\left\|\partial^{\theta} \sigma(t, x)\right\|\right) d t<\infty, \quad \forall R>0 \tag{4.3.4}
\end{equation*}
$$

For $x \in O, s \in[0, T]$, let $X_{t(\kappa)}^{s, x}$ be the first $t$-uniform derivatives in probability of $X_{t}^{s, x}$ with respect to the initial value in any directions $\kappa \in \mathbb{R}^{2 n}$, that is, for any $\epsilon>0, T>0$, it holds that

$$
\mathbb{P}\left(\sup _{t \in[0, T-s]}\left|\frac{X_{t}^{s, x+r \kappa}-X_{t}^{s, x}}{r}-X_{t(\kappa)}^{s, x}\right|>\epsilon\right) \rightarrow 0
$$

as $r \rightarrow 0$ with $r \neq 0, x+r \kappa \in O$. If $b(t, \cdot)$ and $\sigma(t, \cdot)$ are once continuously differentiable on $O$ for all $t \in[0, \infty)$ and satisfy (4.3.4) with $m^{*}=1$, then by Theorem 4.10 in [114], $X_{t(\kappa)}^{s, x}$ exists for any $x \in O, s \in[0, T]$ and satisfies the system obtained by formal differentiation of (4.2.1), that is,

$$
\begin{equation*}
d X_{t(\kappa)}^{s, x}=\left(X_{t(\kappa)}^{s, x} \cdot \nabla\right) b\left(s+t, X_{t}^{s, x}\right) d t+\left(X_{t(\kappa)}^{s, x} \cdot \nabla\right) \sigma\left(s+t, X_{t}^{s, x}\right) d W_{t} \tag{4.3.5}
\end{equation*}
$$

By induction, if $b(t, \cdot)$ and $\sigma(t, \cdot)$ are continuously differentiable on $O$ up to some order $p$ for all $t \in[0, \infty)$ and satisfy (4.3.4) with $m^{*}=p$, then the $p^{\text {th }}$-order $t$-uniform derivative in probability of $X_{t}^{s, x}$ with respect to the initial value in directions $\left(\kappa_{i}\right)_{1 \leq i \leq p}, \kappa_{i} \in \mathbb{R}^{n},\left|\kappa_{i}\right|=$ $1,1 \leq i \leq p$ exists for any $x \in O, s \in[0, T]$ and satisfies the system obtained by a correponding $p^{\text {th }}$-order formal differentiation of (4.2.1).
First we state a straightforward application of the Lyapunov property to obtain an estimate of a time integral, which will be used later and is also demonstrative for many similar derivations in the following. Throughout and consistent with Assumption 7, we omit in the notation the dependence of $V, \bar{x}$ and $M$ on $s$.

Lemma 4.3.1. Under Assumption 7, for any constant $c>0$, it holds that

$$
\begin{aligned}
& \int_{0}^{T-s} \mathbb{E} e^{c G\left(s+t, X_{t}^{s, x}\right)} d t \leq e^{\hat{M}} \int_{0}^{T-s} \mathbb{E}[V(t, \bar{x}(x))] d t \\
& \quad \leq e^{\hat{M}}\left(\int_{0}^{T-s}\left\|e^{e_{0}^{t} \alpha_{s} d s}\right\|_{L^{\frac{p^{*}}{p^{*}-1}}(\mathbb{P})}\left(\mathbb{E}[V(0, \bar{x}(x))]+\int_{0}^{t}\left\|\frac{\beta_{v}}{e^{\int_{0}^{v} \alpha_{u} d u}}\right\|_{L^{p^{*}(\mathbb{P})}} d v\right) d t\right) \\
& \quad \leq C(\mathbb{E}[V(0, \bar{x}(x))]+1)<\infty
\end{aligned}
$$

for all $x \in O$ and $T>0$, where $\hat{M}=M\left(\frac{1}{c}\right)$ and $V$ is a $\left(\bar{b}_{\cdot}, \bar{\sigma}_{\cdot}, \alpha ., \beta ., p^{*}, \bar{V}_{0}\right)$-Lyapunov function for some $\bar{b}$., $\bar{\sigma}_{\cdot}$, $p^{*}, \bar{V}_{0}$.

Proof. The first inequality is (4.3.3) with $m=\frac{1}{c}$; the second inequality follows by Theorem 2.4 in [101] with $q_{1}=1, q_{2}=\frac{p^{*}}{p^{*}-1}, p=p^{*}$; the third and last inequalities follow by (4.2.5).

Lemma 4.3.2. Under Assumption 7, for any $k>0, s \in[0, T]$, there exists $\rho>0$ such that

$$
\begin{equation*}
\mathbb{E} \sup _{0 \leq t \leq T-s}\left|X_{t(\kappa)}^{(r)}\right|^{k} \leq \rho W(x, r \kappa)|r|^{k} \tag{4.3.6}
\end{equation*}
$$

for all $x \in O, r \in \mathbb{R} \backslash\{0\}, \kappa \in \mathbb{R}^{n},|\kappa|=1, x+r \kappa \in O$, where $X_{t(\kappa)}^{(r)}:=X_{t}^{s, x+r \kappa}-X_{t}^{s, x}$ and $W(x, r \kappa):=1+V(0, \bar{x}(x+r \kappa))+V(0, \bar{x}(x))$. If in addition $b(t, \cdot), \sigma(t, \cdot)$ are continuously differentiable for all $t \geq 0$ and (4.3.4) holds with $m^{*}=1$, then

$$
\begin{array}{r}
\mathbb{E} \sup _{0 \leq t \leq T-s}\left|X_{t(\kappa)}^{s, x}\right|^{k} \leq \rho W(x, 0) \\
\lim _{0 \neq r \rightarrow 0} \mathbb{E} \sup _{0 \leq t \leq T-s}\left|X_{t(\kappa)}^{s, x}-r^{-1} X_{t(\kappa)}^{(r)}\right|^{k}=0 \tag{4.3.8}
\end{array}
$$

for all $x \in O, \kappa \in \mathbb{R}^{n}$ with $|\kappa|=1$. If $V$ is local in $s$, then $\rho$ is independent of $s$.
Remark 4.3.1. In the proof of Lemma 4.3.2, only a one sided Lipschitz version of (4.3.1)
is necessary, see also Section 3.3 in [101] or Corollary 2.31 in [44], which gives similar estimates to (4.3.6).

Proof. For any $r$,
$d X_{t(\kappa)}^{(r)}=\left(b\left(s+t, X_{t}^{s, x+r \kappa}\right)-b\left(s+t, X_{t}^{s, x}\right)\right) d t+\left(\sigma\left(s+t, X_{t}^{s, x+r \kappa}\right)-\sigma\left(s+t, X_{t}^{s, x}\right)\right) d W_{t}$.
Since $X_{t}$ is almost surely continuous in $t$, it holds that $\int_{0}^{t}\left(G\left(s+u, X_{u}^{s, x+r \kappa}\right)+G(s+\right.$ $\left.\left.u, X_{u}^{s, x}\right)\right) d u \leq C \int_{0}^{t}(\log V(u, \bar{x}(x+r \kappa))+\log V(u, \bar{x}(x))+1) d u<\infty$ for any $\omega \in \Omega$ and finite $0<t \leq T-s$ (for everywhere continuous modifications of $X_{t}$ ), therefore Corollary 2.5 in [101] can be applied with

$$
\begin{aligned}
a_{t} & =b\left(s+t, X_{t}^{s, x+r \kappa}\right)-b\left(s+t, X_{t}^{s, x}\right), b_{t}=\sigma\left(t, X_{t}^{s, x+r \kappa}\right)-\sigma\left(t, X_{t}^{s, x}\right) \\
\alpha_{t} & =\left(\frac{1}{2}+k \vee 1\right)\left(G\left(s+t, X_{t}^{s, x+r \kappa}\right)+G\left(s+t, X_{t}^{s, x}\right)\right) \\
p & =2 k \vee 2, \beta_{t}=0, q_{1}=k, q_{2}=3 k, q_{3}=\frac{3 k}{2}
\end{aligned}
$$

to obtain

$$
\begin{equation*}
\mathbb{E} \sup _{0 \leq t \leq T-s}\left|X_{t(\kappa)}^{(r)}\right|^{k} \leq C\left(\mathbb{E} e^{\int_{0}^{T-s} 3 k\left(\frac{1}{2}+k \vee 1\right)\left(G\left(s+u, X_{u}^{s, x+r \kappa}\right)+G\left(s+u, X_{u}^{s, x}\right)\right) d u}\right)^{\frac{1}{3}}|r|^{k} \tag{4.3.10}
\end{equation*}
$$

By Jensen's inequality and Lemma 4.3.1, the expectation on the right-hand side of (4.3.10) satisfies the bound

$$
\begin{aligned}
& \mathbb{E} e^{\int_{0}^{T-s} 3 k\left(\frac{1}{2}+k \vee 1\right)\left(G\left(s+u, X_{u}^{s, x+r \kappa}\right)+G\left(s+u, X_{u}^{s, x}\right)\right) d u} \\
& \quad \leq(T-s)^{-1} e^{2 M\left(\left(6 k\left(\frac{1}{2}+k \vee 1\right)(T-s)\right)^{-1}\right)} \cdot \mathbb{E} \int_{0}^{T-s} e^{\left.\frac{1}{2} \log V(u, \bar{x}(x+r \kappa))+\frac{1}{2} \log V(u, \bar{x}(x))\right)} d u \\
& \quad \leq(2(T-s))^{-1} e^{2 M\left(\left(6 k\left(\frac{1}{2}+k \vee 1\right)(T-s)\right)^{-1}\right)} \mathbb{E} \int_{0}^{T-s}(V(u, \bar{x}(x+r \kappa))+V(u, \bar{x}(x))) d u \\
& \quad \leq C e^{2 M\left(\left(6 k\left(\frac{1}{2}+k \vee 1\right)(T-s)\right)^{-1}\right)}(1+V(0, \bar{x}(x+r \kappa))+V(0, \bar{x}(x))) .
\end{aligned}
$$

which easily gives (4.3.6).
The statement for $X_{s(\kappa)}$ follows along the same lines, where instead $X_{s(\kappa)}$ satisfies (4.3.5) and Corollary 2.5 in [101] can be applied as above except with

$$
\begin{align*}
\alpha_{t} & =(1+2 k)(m \log V(t, \bar{x}(x))+M(m))>0  \tag{4.3.11}\\
m & =(6 k(1+2 k)(T-s))^{-1}
\end{align*}
$$

Equation (4.3.8) is a known consequence; it is immediate from the definition of $X_{u(\kappa)}$, the previous bounds and

$$
\begin{align*}
\mathbb{E}\left[S^{k_{1}}\right] & \leq \epsilon \mathbb{P}\left(S^{k_{1}} \leq \epsilon\right)+\mathbb{E}\left[\mathbb{1}_{\left\{S^{k_{1}}>\epsilon\right\}} S^{k_{1}}\right] \\
& \leq \epsilon \mathbb{P}\left(S^{k_{1}} \leq \epsilon\right)+\mathbb{E}\left[\mathbb{1}_{\left\{S^{k_{1}}>\epsilon\right\}}\right] \mathbb{E}\left[S^{k}\right]^{\frac{k_{1}}{k}} \tag{4.3.12}
\end{align*}
$$

with $S=\sup _{0 \leq u \leq T-s}\left|X_{u(\kappa)}^{s, x}-r^{-1} X_{u(\kappa)}^{(r)}\right|$. The final assertion follows by noting that the constants $C$ above are independent of $s$.

The following Assumption 8 states our requirements on the higher derivatives of $b$ and $\sigma$ for results on the higher derivatives of solutions to (4.2.1).

Assumption 8. There exist $p \in \mathbb{N}_{0}$ such that $\left.b(t, \cdot)\right|_{\hat{O}},\left.\sigma(t, \cdot)\right|_{\hat{O}} \in C^{p}$ for all $t \geq 0, \omega \in \Omega$ and inequality (4.3.4) holds with $m^{*}=p$. Moreover, for all $s \in[0, T]$ and $k \geq 2$, there exist $M^{\prime}>0, \hat{n}_{k} \in \mathbb{N}$, open $\hat{O}_{k} \subset \mathbb{R}^{\bar{n}_{k}}$, mappings $\hat{x}_{k}: O \rightarrow \hat{O}_{k}$ and Lyapunov function $\hat{V}_{k}^{s, T}: \Omega \times[0, T-s] \times \hat{O}_{k} \rightarrow(0, \infty)$ satisfying for any $x, x^{\prime} \in O$ and multiindices $\alpha$ with $2 \leq|\alpha| \leq p$ that $\mathbb{P}$-a.s.

$$
\begin{align*}
& \left|\partial^{\alpha} b\left(s+t, \lambda X_{t}^{s, x}+(1-\lambda) X_{t}^{s, x^{\prime}}\right)\right|+\left\|\partial^{\alpha} \sigma\left(s+t, \lambda X_{t}^{s, x}+(1-\lambda) X_{t}^{s, x^{\prime}}\right)\right\|^{2} \\
& \quad \leq M^{\prime}\left(1+\hat{V}_{k}^{s, T}\left(t, \hat{x}_{k}(x)\right)+\hat{V}_{k}^{s, T}\left(t, \hat{x}_{k}\left(x^{\prime}\right)\right)\right)^{\frac{1}{k}} \tag{4.3.13}
\end{align*}
$$

holds for all $t \in[0, T-s], \lambda \in[0,1]$.
In the following, for $\kappa=\left(\kappa_{i}\right)_{1 \leq i \leq l}, \kappa_{i} \in \mathbb{R}^{n}$, the $l^{\text {th }}$ order $t$-uniform derivatives in probability of a process $Z_{t}^{x}$ with respect to initial condition $x$ in the directions $\kappa_{1}, \ldots, \kappa_{l} \in \mathbb{R}^{n}$ is denoted by $\partial^{(\kappa)} Z_{t}^{x}$.

Theorem 4.3.3. Under Assumptions 7 and 8, for any $s \in[0, T]$, constants $1 \leq l \leq$ $p-1, k_{1}>0$, there exist $i^{*} \in \mathbb{N}, \nu \geq \frac{k_{1}}{2},\left\{l_{i}\right\}_{i \in\left\{1, \ldots, i^{*}\right\}} \subset(0, \infty)$ and a finite order polynomial $q_{0}$, the degree of which is independent of $s, T, V, \hat{V}_{k}^{s, T}$, such that

$$
\begin{align*}
& \mathbb{E} \sup _{0 \leq t \leq T-s}\left|\partial^{(\kappa)} X_{t}^{s, x+r \kappa_{l+1}}-\partial^{(\kappa)} X_{t}^{s, x}\right|^{k_{1}} \leq(T-s)^{\nu} q\left(x, x+r \kappa_{l+1}\right)|r|^{k_{1}}  \tag{4.3.14}\\
& \mathbb{E} \sup _{0 \leq t \leq T-s}\left|\partial^{(\bar{\kappa})} X_{t}^{s, x}\right|^{k_{1}} \leq(T-s)^{\nu} q(x, x)  \tag{4.3.15}\\
& \lim _{r \rightarrow 0} \mathbb{E} \sup _{0 \leq t \leq T-s}\left|\partial^{(\bar{\kappa})} X_{t}^{s, x}-r^{-1}\left(\partial^{(\kappa)} X_{t}^{s, x+r \kappa_{l+1}}-\partial^{(\kappa)} X_{t}^{s, x}\right)\right|^{k_{1}}=0 \tag{4.3.16}
\end{align*}
$$

for all initial condition $x \in O, r \in \mathbb{R} \backslash\{0\}, \kappa_{i} \in \mathbb{R}^{n},\left|\kappa_{i}\right|=1,1 \leq i \leq l+1, x+r \kappa_{l+1} \in O$,
where $\kappa=\left(\kappa_{i}\right)_{1 \leq i \leq l}, \bar{\kappa}=\left(\kappa_{i}\right)_{1 \leq i \leq l+1}$ and $q: O \times O \rightarrow \mathbb{R}$ is given by

$$
\begin{equation*}
q\left(y, y^{\prime}\right)=q_{0}\left(V(0, \bar{x}(y)),\left(\hat{V}_{l_{i}}^{s, T}\left(0, \hat{x}_{l_{i}}(y)\right)\right)_{i \in\left\{1, \ldots, i^{*}\right\}},\left(\hat{V}_{l_{i}}^{s, T}\left(0, \hat{x}_{l_{i}}\left(y^{\prime}\right)\right)\right)_{i \in\left\{1, \ldots, i^{*}\right\}}\right) \tag{4.3.17}
\end{equation*}
$$

If $V$ and $\hat{V}_{k}^{s, T}$ are local in sfor every $k$, then the form of the polynomial $q_{0}$ is independent of $s, T, V, \hat{V}_{k}^{s, T}$.

Remark 4.3.2. Assumption 8 can be weakened if only finite order moments of the derivatives in Theorem 4.3.3 are sought after, that is, if the statements in Theorem 4.3.3 are only required to hold for $k_{1}$ up to some finite $k_{1} \leq K_{1}$. In particular, $M^{\prime}, \hat{n}_{k}, \hat{O}_{k}, \hat{x}_{k}, \hat{V}_{k}$ in Assumption 8 need only exist for $k$ up to some finite $k \leq K$. In the same vein, Assumption 7 can be weakened (so that the Lipschitz constants are only required to be $O(\log V)$ and $O(\sqrt{\log V}))$ in this case if $T$ is sufficiently small.

Proof. Fix $k_{1}>0, s \in[0, T]$, let $J$ be the set of strictly increasing functions from $\mathbb{N}$ to itself and $D^{(\kappa)} b\left(s+t, X_{t}^{s, x}\right)$ denote the formal derivative of $b\left(s+t, X_{t}^{s, x}\right)$ with respect to $x$ in the directions indicated by $\kappa$. In particular,

$$
\begin{aligned}
D^{(\kappa)} b\left(s+t, X_{t}^{s, x}\right)= & \left(\partial^{(\kappa)} X_{t}^{x} \cdot \nabla\right) b\left(s+t, X_{t}^{s, x}\right) \\
& +q_{b, X_{t}^{s, x}}\left(\left(\prod_{1 \leq i \leq l^{\prime}} \partial^{\left(\kappa_{j(i)}\right)}\right) X_{t}^{s, x}, 1 \leq l^{\prime} \leq l-1, j \in J\right)
\end{aligned}
$$

where the last term denotes a $\mathbb{R}^{n}$-valued polynomial taking arguments as indicated, for which exactly $l$ of the operators $\partial^{\left(\kappa_{i}\right)}$ appear in each term and coefficients are spatial derivatives between orders 2 and $l$ of elements of $b$ evaluated at $\left(s+t, X_{t}^{s, x}\right)$. The term $D^{(\kappa)} \sigma\left(s+t, X_{t}^{s, x}\right)$ is similarly defined. Denoting $x^{\prime}=x+r \kappa_{l+1}$, the difference processes of the derivatives satisfy

$$
\begin{aligned}
d\left(\partial^{(\kappa)} X_{t}^{s, x^{\prime}}-\partial^{(\kappa)} X_{t}^{s, x}\right)= & \left(D^{(\kappa)} b\left(s+t, X_{t}^{s, x^{\prime}}\right)-D^{(\kappa)} b\left(s+t, X_{t}^{s, x}\right)\right) d t \\
& +\left(D^{(\kappa)} \sigma\left(s+t, X_{t}^{s, x^{\prime}}\right)-D^{(\kappa)} \sigma\left(s+t, X_{t}^{s, x}\right)\right) d W_{t}
\end{aligned}
$$

on $t \in[0, T-s]$ for all $x, x^{\prime} \in O, r \in \mathbb{R} \backslash\{0\}, \kappa_{i} \in \mathbb{R}^{n},\left|\kappa_{i}\right|=1,1 \leq i \leq l+1$.
We proceed by strong induction in $l$ for (4.3.14). A base case has been established in Lemma 4.3.2. By the fundamental theorem of calculus on derivatives of $b$ and $\sigma$, inequalities (4.3.13), (4.3.1), (4.3.2) and (4.3.3) with $m_{1}=\left(\left(4 k_{1} \vee 4\right)-1\right) m_{2}=\frac{1}{4 T}\left(\frac{1}{k_{1}}-\right.$
$\left.\frac{1}{2 k_{1} \vee 2}\right)$, so that $M\left(m_{1}\right), M\left(m_{2}\right)$ are locally bounded as functions of $T$, it holds $\mathbb{P}$-a.s. that

$$
\begin{aligned}
& \left|D^{(\kappa)} b\left(s+t, X_{t}^{s, x^{\prime}}\right)-D^{(\kappa)} b\left(s+t, X_{t}^{s, x}\right)\right| \\
& \quad \leq \sum_{i}\left|\left(\partial^{(\kappa)} X_{t}^{s, x^{\prime}}-\partial^{(\kappa)} X_{t}^{s, x}\right)_{i}\right|\left|\partial_{i} b\left(s+t, X_{t}^{s, x}\right)\right|+H\left(t, X_{t}^{s, x}, X_{t}^{s, x^{\prime}}\right) \hat{q}_{t} \\
& \quad \leq 2\left|\partial^{(\kappa)} X_{t}^{s, x^{\prime}}-\partial^{(\kappa)} X_{t}^{s, x}\right|\left(m_{1} \log V(t, \bar{x}(x))+M\left(m_{1}\right)\right)+H\left(t, X_{t}^{s, x}, X_{t}^{s, x^{\prime}}\right) \hat{q}_{t} \\
& \left\|D^{(\kappa)} \sigma\left(s+t, X_{t}^{s, x^{\prime}}\right)-D^{(\kappa)} \sigma\left(s+t, X_{t}^{s, x}\right)\right\|^{2} \\
& \quad \leq 2 \sum_{i}\left|\left(\partial^{(\kappa)} X_{t}^{s, x^{\prime}}-\partial^{(\kappa)} X_{t}^{s, x}\right)_{i}\right|^{2}\left\|\partial_{i} \sigma\left(s+t, X_{t}^{s, x}\right)\right\|^{2}+\left(H\left(t, X_{t}^{s, x}, X_{t}^{s, x^{\prime}}\right) \hat{q}_{t}\right)^{2} \\
& \quad \leq 4\left|\partial^{(\kappa)} X_{t}^{s, x^{\prime}}-\partial^{(\kappa)} X_{t}^{s, x}\right|^{2}\left(m_{2} \log V(t, \bar{x}(x))+M\left(m_{2}\right)\right)+\left(H\left(t, X_{t}^{s, x}, X_{t}^{s, x^{\prime}}\right) \hat{q}_{t}\right)^{2},
\end{aligned}
$$

on $t \in[0, T]$, where

$$
\begin{equation*}
H\left(t, X_{t}^{s, x}, X_{t}^{s, x^{\prime}}\right)=M^{\prime}\left(1+\hat{V}_{4 k_{1} \vee 4}\left(t, \hat{x}_{4 k_{1} \vee 4}(x)\right)+\hat{V}_{4 k_{1} \vee 4}\left(t, \hat{x}_{4 k_{1} \vee 4}\left(x^{\prime}\right)\right)\right)^{\frac{1}{4 k_{1} \vee 4}} \tag{4.3.18}
\end{equation*}
$$

and $\hat{q}_{s}$ denotes a polynomial with constant coefficients taking arguments from the set $S=S_{1} \cup S_{2}$,

$$
\begin{aligned}
& S_{1}=\left\{\left|\left(\prod_{1 \leq i \leq l^{\prime}} \partial^{\left(\kappa_{j(i)}\right)}\right) X_{t}\right|: 1 \leq l^{\prime} \leq l, j \in J, X_{t} \in\left\{X_{t}^{s, x^{\prime}}, X_{t}^{s, x}\right\}\right\} \\
& S_{2}=\left\{\left|\left(\prod_{1 \leq i \leq l^{\prime}} \partial^{\left(\kappa_{j(i)}\right)}\right)\left(X_{t}^{s, x^{\prime}}-X_{t}^{s, x}\right)\right|: 1 \leq l^{\prime} \leq l-1, j \in J\right\} \cup\left\{\left|X_{t}^{s, x^{\prime}}-X_{t}^{s, x}\right|\right\}
\end{aligned}
$$

for which exactly $l$ of the operators $\partial^{\left(\kappa_{i}\right)}$ appear in each term of $\hat{q}_{s}$ and a factor from $S_{2}$ appears exactly once in each term. Note for $p \geq 2$ and by Lemma 4.3.1, it holds $\mathbb{P}$-a.s. that

$$
\begin{aligned}
& \int_{0}^{T-s}\left|\left(m_{1}+(p-1) m_{2}\right) \log V(t, \bar{x}(x))+M\left(m_{1}\right)+(p-1) M\left(m_{2}\right)\right| d t \\
& \quad<\int_{0}^{T-s}\left|\left(m_{1}+(p-1) m_{2}\right) V(t, \bar{x}(x))+M\left(m_{1}\right)+(p-1) M\left(m_{2}\right)\right| d t<\infty
\end{aligned}
$$

on $t \in[0, T-s]$. Corollary 2.5 in [101] can then be applied with

$$
\begin{align*}
a_{t} & =D^{(\kappa)} b\left(s+t, X_{t}^{s, x^{\prime}}\right)-D^{(\kappa)} b\left(s+t, X_{t}^{s, x}\right) \\
b_{t} & =D^{(\kappa)} \sigma\left(s+t, X_{t}^{s, x^{\prime}}\right)-D^{(\kappa)} \sigma\left(s+t, X_{t}^{s, x}\right) \\
\alpha_{t} & =2\left(m_{1}+(p-1) m_{2}\right) \log V(t, \bar{x}(x))+2\left(M\left(m_{1}\right)+(p-1) M\left(m_{2}\right)\right)+\frac{1}{2}>0,  \tag{4.3.19}\\
\beta_{t} & =\sqrt{2 k_{1} \vee 2} H\left(t, X_{t}^{s, x}, X_{t}^{s, x^{\prime}}\right) \hat{q}_{t} \\
p & =4 k_{1} \vee 4, q_{1}=k_{1}, q_{2}=\left(\frac{1}{k_{1}}-\frac{1}{2 k_{1} \vee 2}\right)^{-1}, q_{3}=2 k_{1} \vee 2
\end{align*}
$$

to obtain

$$
\mathbb{E} \sup _{0 \leq t \leq T-s}\left|\partial^{(\kappa)} X_{t}^{s, x^{\prime}}-\partial^{(\kappa)} X_{t}^{s, x}\right|^{k_{1}} \leq C A_{T-s}^{(1)} A_{T-s}^{(2)},
$$

where

$$
\begin{aligned}
& A_{T-s}^{(1)}:=\left(\mathbb { E } \left[e^{\left.\left.\int_{0}^{T-s}\left(2 q_{2}\left(m_{1}+(p-1) m_{2}\right) \log V(u, \bar{x}(x))+2 q_{2}\left(M\left(m_{1}\right)+(p-1) M\left(m_{2}\right)\right)+\frac{q_{2}}{2}\right) d u\right]\right)^{\frac{k_{1}}{q_{2}}}}\right.\right. \\
& A_{T-s}^{(2)}:=\left(\mathbb{E}\left[\int_{0}^{T-s}\left(2 k_{1} \vee 2\right)\left(H\left(u, X_{u}^{s, x}, X_{u}^{s, x^{\prime}}\right) \hat{q}_{u}\right)^{2} d u\right]^{\frac{q_{3}}{2}}\right)^{\frac{k_{1}}{q_{3}}}
\end{aligned}
$$

By substituting our expressions for $q_{2}, m_{1}, m_{2}$, setting $V(u, \bar{x}(x))=1$ for all $u \geq T-s$ and using Lemma 4.3.1, the first expectation has the bound

$$
\begin{aligned}
& A_{T-s}^{(1)} \\
& \leq\left(\mathbb{E}\left[\frac{1}{T-s} \int_{0}^{T-s} e^{(T-s)\left(2 q_{2}\left(m_{1}+(p-1) m_{2}\right) \log V(u, \bar{x}(x))+2 q_{2}\left(M\left(m_{1}\right)+(p-1) M\left(m_{2}\right)\right)+\frac{q_{2}}{2}\right)} d u\right]\right)^{\frac{k_{1}}{q_{2}}} \\
& \leq C\left(\mathbb{E}\left[\frac{1}{T-s} \int_{0}^{T-s} V(u, \bar{x}(x)) d u\right]\right)^{\frac{k_{1}}{q_{2}}} \\
& \leq C(\mathbb{E}[V(0, \bar{x}(x))]+1)^{\frac{k_{1}}{q_{2}}}
\end{aligned}
$$

where note $C$ is, here and in the rest of the proof, locally bounded as a function of $T$ and also of $s, T$ if $V$ is local in $s$. On the other hand, by the inductive argument and the form
of $H, \hat{q}_{s}$ and $q_{3}$, it holds that

$$
\begin{aligned}
A_{T-s}^{(2)} \leq & C\left(\mathbb{E}\left[\left(\int_{0}^{T-s} H\left(u, X_{u}^{s, x}, X_{u}^{s, x^{\prime}}\right)^{2} d u\right)^{k_{1} \vee 1} \sup _{0 \leq u \leq T-s} \hat{q}_{u}^{2 k_{1} \vee 2}\right]\right)^{\frac{k_{1}}{2 k_{1} \vee 2}} \\
\leq & C\left(\mathbb{E}\left[\int_{0}^{T-s} H\left(u, X_{u}^{s, x}, X_{u}^{s, x^{\prime}}\right)^{2} d u\right]^{2 k_{1} \vee 2}\right)^{\frac{k_{1}}{4 k_{1} \vee 4}}\left(\mathbb{E} \sup _{0 \leq u \leq T-s} \hat{q}_{u}^{4 k_{1} \vee 4}\right)^{\frac{k_{1}}{4 k_{1} \vee 4}} \\
\leq & C\left(( T - s ) ^ { ( 2 k _ { 1 } \vee 2 ) - 1 } \int _ { 0 } ^ { T - s } \mathbb { E } \left(1+\hat{V}_{4 k_{1} \vee 4}\left(u, \hat{x}_{4 k_{1} \vee 4}(x)\right)\right.\right. \\
& \left.\left.+\hat{V}_{4 k_{1} \vee 4}\left(u, \hat{x}_{4 k_{1} \vee 4}\left(x^{\prime}\right)\right)\right) d u\right)^{\frac{k_{1}}{4 k_{1} \vee 4}} \tilde{q}\left(x, x^{\prime}\right)|r|^{k_{1}}
\end{aligned}
$$

where $\tilde{q}\left(x, x^{\prime}\right)=\tilde{q}_{0}\left(V(0, \bar{x}(x)),\left(\hat{V}_{l_{i}}\left(0, \hat{x}_{l_{i}}(x)\right)\right)_{i \in\left\{1, \ldots, \hat{i}^{*}\right\}},\left(\hat{V}_{l_{i}}\left(0, \hat{x}_{l_{i}}\left(x^{\prime}\right)\right)\right)_{i \in\left\{1, \ldots, \hat{i}^{*}\right\}}\right)$ for some $\hat{i}^{*} \in \mathbb{N},\left\{l_{i}\right\}_{i \in\{1, \ldots, \hat{i} *\}} \subset(0, \infty)$ and finite order polynomial $\tilde{q}_{0}$ taking arguments as indicated. Therefore, by Theorem 2.4 in [101] with $q_{1}=1$, it holds that

$$
\begin{aligned}
A_{T-s}^{(2)} \leq & C\left((T-s)^{\left(2 k_{1} \vee 2\right)}\left(1+\hat{V}_{4 k_{1} \vee 4}\left(0, \hat{x}_{4 k_{1} \vee 4}(x)\right)+\hat{V}_{4 k_{1} \vee 4}\left(0, \hat{x}_{4 k_{1} \vee 4}\left(x^{\prime}\right)\right)\right)\right)^{\frac{k_{1}}{4 k_{1} \vee 4}} \\
& \cdot \tilde{q}\left(x, x^{\prime}\right)|r|^{k_{1}}
\end{aligned}
$$

which concludes the proof for (4.3.14). Inequality (4.3.15) follows along the same lines, therefore the argument is not repeated. Equation (4.3.16) holds by (4.3.12) with

$$
S=\sup _{0 \leq u \leq t}\left|\partial^{(\bar{\kappa})} X_{u}^{s, x}-r^{-1}\left(\partial^{(\kappa)} X_{u}^{s, x^{\prime}}-\partial^{(\kappa)} X_{u}^{s, x}\right)\right|
$$

Remark 4.3.3. In the proofs of Lemma 4.3.2 and Theorem 4.3.3, the stochastic Grönwall inequality, that is, Theorem 2.4 and Corollary 2.5 in [101], can be replaced with Lemma 4.2 in [114] and Theorem 3.5 in [111]. For this, one works directly with the SDEs governing $\left|\partial^{(\kappa)} X_{t}\right|^{k_{1}}$ in the proof and inequality (4.2.4) is to be replaced by $\left(\partial_{t}+L\right) V_{0} \leq C V_{0}$. The latter point raises complications in the examples of [44] with domain not equal to $\mathbb{R}^{n}$.

### 4.4 Kolmogorov's equation

Throughout this section, we assume that $b$ and $\sigma$ are nonrandom functions. In Section 4.4.1, the moment estimates from Section 4.3 are used to derive $p^{\text {th }}$ differentiability of a Feynman-Kac semigroup and in particular of $x \mapsto \mathbb{E} g\left(X_{t}^{s, x}\right)$ for $X_{t}^{s, x}$ solving (4.2.1). We allow the functions such as $g$ to be bounded by Lyapunov functions. As such, the
proof, although the approach of which is classical, demands finer attention compared to [114] for example, in which $g$ and its derivatives are only required to be polynomially bounded. This regularity is then used to show that the semigroup solves the Kolmogorov equation in the almost everywhere sense in Section 4.4.2. In Section 4.4.3, we complement our results with a criterion for the Kolmogorov equation to be solved in the distributional sense. The criterion is based on the maximal dissipativity of the closure of the infinitesimal generator associated to (4.1.1).

### 4.4.1 Semigroup differentiability

To begin, we state a condition that will be imposed on functions such as $g$.
Definition 4.4.1. For $p \in \mathbb{N}, k>1, h: \Omega \times[0, T] \times \hat{O} \rightarrow \mathbb{R}$ with $h(t, \cdot) \in C^{p}(\hat{O})$ for all $(\omega, t) \in \Omega \times[0, T]$, we say that $h$ has Lyapunov derivatives up to order $(p, k)$ if there exist $\left(V^{s, T}\right)_{s \in[0, T]}$ local in $s$, locally bounded $\tilde{x}$ and constant $N>0$ such that for any $s \in[0, T]$ and multiindices $\alpha$ with $0 \leq|\alpha| \leq p$, it holds $\mathbb{P}$-a.s. that

$$
\begin{equation*}
\left|\partial^{\alpha} h\left(s+t, \lambda X_{t}^{s, x}+(1-\lambda) X_{t}^{s, x^{\prime}}\right)\right| \leq N\left(1+V^{s, T}(t, \tilde{x}(x))+V^{s, T}\left(t, \tilde{x}\left(x^{\prime}\right)\right)\right)^{\frac{1}{k}} \tag{4.4.1}
\end{equation*}
$$

for all stopping times $t \leq T-s, x, x^{\prime} \in O$ and $\lambda \in[0,1]$.
We make the following mild assumptions about the Lyapunov functions $V^{s, T}$ associated to Lyapunov derivatives in Definition 4.4.1 or otherwise. These are gathered with additional assumptions on the $\operatorname{SDE}$ (4.2.1). Assumption 9 will be referenced only when $V^{s, T}$ has been given in the context.

Assumption 9. For each $R \geq 0$, there exists a Borel, locally integrable $K .(R):[0, \infty) \rightarrow$ $[0, \infty)$ such that

$$
2\langle x-y, b(t, x)-b(t, y)\rangle+\|\sigma(t, x)-\sigma(t, y)\|^{2} \leq K_{t}(R)|x-y|^{2}
$$

for all $t \geq 0, x, y \in B_{R} \cap O$. For any $s \geq 0, T>0, x \in O$, there exists a $\mathbb{P}$-a.s. continuous $O$-valued unique solution $X_{t}^{s, x}$ to (4.2.1) on $[0, T]$. Moreover, for any $T>0$, there exist $\bar{n} \in \mathbb{N}$, open $\bar{O} \subseteq \mathbb{R}^{\bar{n}}, V_{0} \in C^{1,2}([0, \infty) \times \bar{O}), \tilde{x}: \mathbb{R}^{n} \rightarrow \bar{O}, \hat{G}:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}$, constant $C \geq 0$ and $0<\bar{l} \leq 1$ such that
(i) $\left(V^{s, T}\right)_{s \in[0, T]}$ is $\left(\bar{n}, \bar{O}, V_{0}\right)$-local in $s$,
(ii) for any $s \geq 0, V^{s, T}$ is a ( $\left.\tilde{b}_{\cdot}, \tilde{\sigma}_{\cdot}^{\cdot}, \alpha ., C, p^{*}, \tilde{V}_{0}\right)$-function for some $\tilde{b}_{\cdot}, \tilde{\sigma}_{\cdot}, \alpha ., p^{*}, \tilde{V}_{0}$,
(iii) for any $s \geq 0$, it holds $\mathbb{P}$-a.s. that

$$
V^{s+\tau, T}\left(0, \tilde{x}\left(X_{\tau}^{s, x}\right)\right)^{\bar{l}} \leq C\left(1+V^{s, T}(\tau, \tilde{x}(x))\right)
$$

for all $x \in O$ and stopping times $\tau \leq T$,
(iv) for any $s \geq 0$, it holds that $\lim _{|x| \rightarrow \infty} \inf _{t \in[0, T]} \hat{G}(t, x)=\infty$ and $\mathbb{P}$-a.s. that

$$
\hat{G}\left(s+t, X_{t}^{s, x}\right) \leq V^{s, T}(t, \tilde{x}(x))
$$

for all $t \in[0, T], x \in O$.
Beside the first two sentences, Assumption 9 is satisfied by the Lyapunov functions considered for example in [44, Corollary 2.4]. More specifically, taking $\alpha$ and the functions $U, \bar{U}$ from there, for $\bar{n}=n+1$, one may take $V_{0}=V_{0}(t,(x, y))=e^{U(x) e^{-\alpha t}+y}$ and $\tilde{x}=\tilde{x}(x)=(x, 0) \in \mathbb{R}^{n+1}$, then

$$
\tilde{b}(t,(x, y))=(b(t, x), \bar{U}(t, x)), \quad \tilde{\sigma}(t,(x, y))=\left(\begin{array}{cc}
\sigma(t, x) & 0 \\
0 & 0
\end{array}\right), \quad \hat{G}(t, x)=e^{U(x) e^{-\alpha t}}
$$

for $t \geq 0, x \in \mathbb{R}^{n}, y \in \mathbb{R}$ and the latter statements of Assumption 9 are satisfied by the conditions on $U$ and $\bar{U}$ if $\lim _{|x| \rightarrow \infty} U(x)=\infty$ and $\bar{U} \geq C$ for some $C \in \mathbb{R}$ everywhere.

Theorem 4.4.2. Let $T>0$, let Assumptions 7, 8 hold and let $f: \Omega \times[0, T] \times \mathbb{R}^{n} \rightarrow \mathbb{R}, c$ : $\Omega \times[0, T] \times \mathbb{R}^{n} \rightarrow[0, \infty), g: \Omega \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ be such that $f(\cdot, x), c(\cdot, x)$ are $\mathcal{F} \otimes \mathcal{B}([0, T])$ measurable functions for every $x \in \hat{O}$, satisfying $\int_{0}^{T} \sup _{x \in B_{R} \cap \hat{O}}(|c(t, x)|+|f(t, x)|) d t<\infty$ for every $R>0$ and $\mathbb{P}$-a.s. $\left.f(t, \cdot)\right|_{\hat{O}},\left.c(t, \cdot)\right|_{\hat{O}},\left.g\right|_{\hat{O}} \in C^{p}(\hat{O})$ for all $(\omega, t) \in \Omega \times[0, T]$. Suppose there exists $k_{2}>1$ such that $f$ and $g$ have Lyapunov derivatives up to order $\left(p, k_{2}\right)$. There exists $K>1$ such that if for any $1<k^{\prime}<K$, c has Lyapunov derivatives up to order ( $p, k^{\prime}$ ) and all of the Lyapunov functions associated to Lyapunov derivatives are such that Assumption 9 is satisfied with $\bar{l}>k_{2}^{-1}, K^{-1}$, then the following statements hold.
(i) For $u$ given by

$$
\begin{equation*}
u(s, t, x)=\int_{0}^{t} f\left(s+r, X_{r}^{s, x}\right) e^{-\int_{0}^{r} c\left(s+w, X_{w}^{s, x}\right) d w} d r+g\left(X_{t}^{s, x}\right) e^{-\int_{0}^{t} c\left(s+w, X_{w}^{s, x}\right) d w} \tag{4.4.2}
\end{equation*}
$$

defined for $(s, x) \in[0, T] \times O$ and stopping times $t \leq T-s$, the expectation $\mathbb{E} u(s, t, x)$ is continuously differentiable in $x$ up to order $p$.
(ii) For every multiindex $\beta$ with $0 \leq|\beta| \leq p$, there exists a finite order polynomial $q^{*}$, the form of which is independent of $\hat{V}^{s, T}$ and $\hat{V}_{k}^{s, T}$, such that for all stopping times $t \leq$ $T-s$, it holds that

$$
\begin{equation*}
\left|\partial_{x}^{\beta} \mathbb{E} u(s, t, x)\right| \leq q^{*}\left(V(0, \bar{x}(x)), V^{s, T}(0, \tilde{x}(x)), \hat{V}_{l_{i}}^{s, T}\left(0, \hat{x}_{l_{i}}(x)\right): i \in I^{*}\right) \tag{4.4.3}
\end{equation*}
$$

on $(s, x) \in[0, T] \times O$, where $I^{*} \subset \mathbb{N}$ is finite, $l_{i}>0$ and $\hat{x}, \hat{x}_{l_{i}}, V^{s, T}, \hat{V}_{l_{i}}^{s, T}$ represent any and all of the functions across $h \in\{f, c, g\}$, multiindices $\alpha$ with $0 \leq|\alpha| \leq|\beta|$ and $k \in K_{0} \subset(0, K)$ for some finite $K_{0}$.
(iii) If for each $k$ and multiindex $\alpha$ with $0 \leq|\alpha| \leq p$, the mappings $\hat{x}_{k}$ are independent of $s$ and $\left(\hat{V}_{k}^{s, T}\right)_{s \in[0, T]}$ is local in $s$, then $\left|\partial_{x}^{\alpha} u\right|$ is locally bounded for every multiindex $\alpha$ with $0 \leq|\alpha| \leq p$ and if $p \geq 2$, then for any $R>0$, there exists a constant $N>0$ such that

$$
\left|\mathbb{E} u\left(s^{\prime}, T-s^{\prime}, x\right)-\mathbb{E} u(s, T-s, x)\right| \leq N|t-s|
$$

for all $s, s^{\prime} \in(0, T)$ and $x \in B_{R}$.
We prove first a lemma that will used in the proof of Theorem 4.4.2. Throughout the proofs of Theorem 4.4.2, Lemma 4.4.3 and consistent with the statement of the results, we omit in the notation any dependence of $V^{s, T}, \tilde{x}$ and $k_{2}$ on $k$ and $h$.

Lemma 4.4.3. Let the first sentence of Theorem 4.4.2 hold and let chave Lyapunov derivatives up to order $\left(p, k^{\prime}\right)$ for all $1 \leq k^{\prime}<K$, for $K$ from the same theorem. For any $h \in\{f, c, g\}, k_{3}>0$ with $k_{3}<k_{2}$ if $h \in\{f, g\}, s \in[0, T], x \in O, \kappa \in \mathbb{R}^{n}$ with $|\kappa|=1, \lambda^{\prime} \in[0,1]$, multiindex $\alpha$ with $0 \leq|\alpha| \leq p$ and stopping time $t \leq T-s$, it holds that

$$
\begin{align*}
& \mathbb{E} \int_{0}^{t}\left|\partial^{\alpha} h\left(s+v, \lambda^{\prime} X_{v}^{s, x^{\prime}}+\left(1-\lambda^{\prime}\right) X_{v}^{s, x}\right)-\partial^{\alpha} h\left(s+v, X_{v}^{s, x}\right)\right|^{k_{3}} d v \rightarrow 0  \tag{4.4.4}\\
& \mathbb{E}\left|\int_{0}^{1} \partial^{\alpha} h\left(s+t, \lambda X_{t}^{s, x^{\prime}}+(1-\lambda) X_{t}^{s, x}\right) d \lambda-\partial^{\alpha} h\left(s+t, X_{t}^{s, x}\right)\right|^{k_{3}} \rightarrow 0 \\
& \mathbb{E} \int_{0}^{t}\left|\int_{0}^{1} \partial^{\alpha} h\left(s+v, \lambda X_{v}^{s, x^{\prime}}+(1-\lambda) X_{t}^{s, x}\right) d \lambda-\partial^{\alpha} h\left(s+v, X_{v}^{s, x}\right)\right|^{k_{3}} d v \rightarrow 0
\end{align*}
$$

as $x^{\prime} \rightarrow x$, where the derivatives $\partial^{\alpha}$ are in the spatial argument and $g(t, \cdot)=g$.
Proof. For any $\epsilon>0, s \in[0, T]$ and stopping time $t \leq T-s$, note that

$$
\mathbb{P}\left(\sup _{0 \leq u \leq T-s}\left|X_{u}^{s, x^{\prime}}-X_{u}^{s, x}\right| \leq \epsilon\right) \leq \mathbb{P}\left(\left|X_{t}^{s, x^{\prime}}-X_{t}^{s, x}\right| \leq \epsilon\right),
$$

so that for any $\lambda \in[0,1]$, by Theorem 1.7 in [114], it holds that $\lambda X_{t}^{s, x^{\prime}}+(1-\lambda) X_{t}^{s, x}-$ $X_{t}^{s, x}=\lambda\left(X_{t}^{s, x^{\prime}}-X_{t}^{s, x}\right) \rightarrow 0$ in probability as $x^{\prime} \rightarrow x$ (sequentially). Therefore for any multiindex $\alpha, \hat{J}:=\partial^{\alpha} h\left(s+t, \lambda X_{t}^{s, x^{\prime}}+(1-\lambda) X_{t}^{s, x}\right)-\partial^{\alpha} h\left(s+t, X_{t}^{s, x}\right) \rightarrow 0$ in probability by Theorem 20.5 in [17]. Moreover, if $h \in\{f, g\}$, by (4.3.12) with $k_{1}=k_{3}, k=k_{2}$ and $S=|\hat{J}|$, it holds that $\mathbb{E}|\hat{J}|^{k_{3}} \rightarrow 0$ as $x^{\prime} \rightarrow x$. The same holds for $h=c$ using (4.3.12)
with some $k>k_{3}$ instead. By the assumption (4.4.1) and Theorem 2.4 in [101], it holds that

$$
\mathbb{E}\left|\partial^{\alpha} h\left(s+u, \lambda X_{u}^{s, x^{\prime}}+(1-\lambda) X_{u}^{s, x}\right)\right|^{k_{3}} \leq C \mathbb{E}\left(1+V^{s, T}(0, \tilde{x}(x))+V^{s, T}\left(0, \tilde{x}\left(x^{\prime}\right)\right)\right)
$$

where $C$ here is independent of $r, \lambda$ and $u$, so that Jensen's inequality, Fubini's theorem and dominated convergence theorem concludes the proof.

Proof of Theorem 4.4.2. For $x \in O, s \in[0, T]$, stopping time $t \leq T-s, \kappa \in \mathbb{R}^{n}, r \in$ $\mathbb{R} \backslash\{0\},|\kappa|=1$, let $x^{\prime}:=x+r \kappa \in O$ and for $h \in\{f, c, g\}$, let

$$
\begin{aligned}
& h_{t}^{\prime}:=\int_{0}^{1} \nabla h\left(s+t, \lambda X_{t}^{s, x^{\prime}}+(1-\lambda) X_{t}^{s, x}\right) d \lambda, \quad \hat{h}(t, x):=h\left(s+t, X_{t}^{s, x}\right) \\
& c_{t}^{\dagger}:=\int_{0}^{1} e^{-\lambda \int_{0}^{t} c\left(s+u, X_{u}^{s, x^{\prime}}\right) d u-(1-\lambda) \int_{0}^{t} c\left(s+u, X_{u}^{s, x}\right) d u} d \lambda, \quad \hat{c}(t, x):=e^{-\int_{0}^{t} c\left(s+u, X_{u}^{s, x}\right) d u}
\end{aligned}
$$

where $\nabla$ denotes the gradient in the spatial argument, $g(s+t, \cdot)=g$ and the same for its derivatives. For (i), we show first once directional differentiability. Let $h \in\{f, g\}$; it holds that

$$
\begin{align*}
& \left\lvert\, \frac{\mathbb{E} \hat{h}\left(t, x^{\prime}\right) \hat{c}\left(t, x^{\prime}\right)-\mathbb{E} \hat{h}(t, x) \hat{c}(t, x)}{r}-\mathbb{E}\left[\nabla h\left(s+t, X_{t}^{s, x}\right) \cdot X_{t(\kappa)}^{s, x} \hat{c}(t, x)\right.\right. \\
& \left.\quad-\hat{h}(t, x) \hat{c}(t, x) \int_{0}^{t} \nabla c\left(s+u, X_{u}^{s, x}\right) \cdot X_{u(\kappa)}^{s, x} d u\right] \mid \\
& \leq \\
& \quad\left|\frac{\mathbb{E} \hat{h}\left(t, x^{\prime}\right) \hat{c}\left(t, x^{\prime}\right)-\mathbb{E} \hat{h}(t, x) \hat{c}\left(t, x^{\prime}\right)}{r}-\mathbb{E} h_{t}^{\prime} \cdot X_{t(\kappa)}^{s, x} \hat{c}(t, x)\right| \\
& \quad+\left\lvert\, \frac{\mathbb{E} \hat{h}(t, x) \hat{c}\left(t, x^{\prime}\right)-\mathbb{E} \hat{h}(t, x) \hat{c}(t, x)}{r}+\mathbb{E} \hat{h}(t, x) c_{t}^{\dagger} r^{-1}\left(\int _ { 0 } ^ { t } \left(c\left(s+u, X_{u}^{s, x^{\prime}}\right)\right.\right.\right. \\
& \left.\left.\quad-c\left(s+u, X_{u}^{s, x}\right)\right) d u\right)\left|+\left|\mathbb{E} h_{t}^{\prime} \cdot X_{t(\kappa)}^{s, x} \hat{c}(t, x)-\mathbb{E} \nabla h\left(s+t, X_{t}^{s, x}\right) \cdot X_{t(\kappa)}^{s, x} \hat{c}(t, x)\right|\right. \\
& \quad+\mid \mathbb{E} \hat{h}(t, x) c_{t}^{\dagger} r^{-1}\left(\int_{0}^{t}\left(c\left(s+u, X_{u}^{s, x^{\prime}}\right)-c\left(s+u, X_{u}^{s, x}\right)\right) d u\right)  \tag{4.4.5}\\
& \quad-\mathbb{E} \hat{h}(t, x) \hat{c}(t, x) \int_{0}^{t} \nabla c\left(s+u, X_{u}^{s, x}\right) \cdot X_{u(\kappa)}^{s, x} d u \mid
\end{align*}
$$

The first three terms on the right-hand side of (4.4.5) converge to 0 as $r \rightarrow 0$ by the fundamental theorem of calculus, (4.4.1), Lemma 4.3.2 and Lemma 4.4.3. For the last
term, Hölder's inequality yields

$$
\begin{align*}
& \mid \mathbb{E} \hat{h}(t, x) c_{t}^{\dagger} r^{-1}\left(\int_{0}^{t}\left(c\left(s+u, X_{u}^{s, x^{\prime}}\right)-c\left(s+u, X_{u}^{s, x}\right)\right) d u\right) \\
& \quad-\mathbb{E} \hat{h}(t, x) \hat{c}(t, x) \int_{0}^{t} \nabla c\left(s+u, X_{u}^{s, x}\right) \cdot X_{u(\kappa)}^{s, x} d u \mid \\
& \quad \leq\|\hat{h}(t, x)\|_{L^{k_{2}(\mathbb{P})}} \| c_{t}^{\dagger}\left(\int _ { 0 } ^ { t } \left(\frac{c\left(s+u, X_{u}^{s, x^{\prime}}\right)-c\left(s+u, X_{u}^{s, x}\right)}{r}-\nabla c\left(s+u, X_{u}^{s, x}\right)\right.\right. \\
& \left.\left.\quad \cdot X_{u(\kappa)}^{s, x}\right) d u\right)+\left(c_{t}^{\dagger}-\hat{c}(t, x)\right) \int_{0}^{t} \nabla c\left(s+u, X_{u}^{s, x}\right) \cdot X_{u(\kappa)}^{s, x} d u \|_{L^{k_{2}^{\prime}(\mathbb{P})}} \tag{4.4.6}
\end{align*}
$$

where $\frac{1}{k_{2}}+\frac{1}{k_{2}^{\prime}}=1$. By (4.4.1) and Theorem 2.4 in [101], we have $\mathbb{E}|\hat{h}(t, x)|^{k_{2}} \leq C(1+$ $\left.V^{s, T}(0, \tilde{x}(x))+V^{s, T}\left(0, \tilde{x}\left(x^{\prime}\right)\right)\right)$. Moreover, Hölder's inequality yields

$$
\begin{align*}
& \mathbb{E}\left|\left(c_{t}^{\dagger}-\hat{c}(t, x)\right) \int_{0}^{t} \nabla c\left(s+u, X_{u}^{s, x}\right) \cdot X_{u(\kappa)}^{s, x} d u\right|^{k_{2}^{\prime}} \\
& \quad \leq\left(\mathbb{E}\left|c_{t}^{\dagger}-\hat{c}(t, x)\right|^{2 k_{2}^{\prime}}\right)^{\frac{1}{2}}\left(\mathbb{E}\left|\int_{0}^{t} \nabla c\left(s+u, X_{u}^{s, x}\right) \cdot X_{u(\kappa)}^{s, x} d u\right|^{2 k_{2}^{\prime}}\right)^{\frac{1}{2}} \tag{4.4.7}
\end{align*}
$$

For the first factor on the right-hand side, note that by (4.4.4) in Lemma 4.4.3, we have $\int_{0}^{t} c\left(s+u, X_{u}^{s, x^{\prime}}\right) d u \rightarrow \int_{0}^{t} c\left(s+u, X_{u}^{s, x}\right) d u$ in probability as $r \rightarrow 0$, so that

$$
\hat{S}_{t}:=e^{-\lambda \int_{0}^{t}\left(c\left(s+u, X_{u}^{s, x^{\prime}}\right)-(1-\lambda) \int_{0}^{t} c\left(s+u, X_{u}^{s, x}\right)\right) d u}-e^{-\int_{0}^{t} c\left(s+u, X_{u}^{s, x}\right) d u} \rightarrow 0
$$

in probability by the continuous mapping theorem and $\mathbb{E}\left|c_{t}^{\dagger}-\hat{c}(t, x)\right|^{2 k_{2}^{\prime}} \leq \int_{0}^{1} \mathbb{E}\left|\hat{S}_{t}\right|^{2 k_{2}^{\prime}} d \lambda \rightarrow$ 0 as $r \rightarrow 0$ by (4.3.12) with $k_{1}=2 k_{2}^{\prime}, k>2 k_{2}^{\prime}$ and $S=\hat{S}_{t}$. By setting $K>2 k_{2}^{\prime}$, the second factor on the right-hand side of (4.4.7) is clearly bounded independently of $r$ (and of $t$ ) by Hölder's inequality, our assumption on the derivatives of $c$ and Lemma 4.3.2.
For the remaining term in the second factor on the right-hand side of (4.4.6), the triangle inequality on $L^{k_{2}^{\prime}}(\mathbb{P})$ yields

$$
\begin{align*}
& \left\|c_{t}^{\dagger} \int_{0}^{t}\left(r^{-1}\left(c\left(s+u, X_{u}^{s, x^{\prime}}\right)-c\left(s+u, X_{u}^{s, x}\right)\right)-\nabla c\left(s+u, X_{u}^{s, x}\right) \cdot X_{u(\kappa)}^{s, x}\right) d u\right\|_{L^{k_{2}^{\prime}(\mathbb{P})}} \\
& \quad \leq\left\|\int_{0}^{t}\left(c_{u}^{\prime} \cdot r^{-1}\left(X_{u}^{s, x^{\prime}}-X_{u}^{s, x}\right)-\nabla c\left(s+u, X_{u}^{s, x}\right) \cdot X_{u(\kappa)}^{s, x}\right) d u\right\|_{L^{k_{2}^{\prime}(\mathbb{P})}} \\
& \quad \leq\left\|\int_{0}^{t} c_{u}^{\prime} \cdot\left(r^{-1}\left(X_{u}^{s, x^{\prime}}-X_{u}^{s, x}\right)-X_{u(\kappa)}^{s, x}\right) d u\right\|_{L^{k_{2}^{\prime}(\mathbb{P})}} \\
& \quad+\left\|\int_{0}^{t}\left(c_{u}^{\prime}-\nabla c\left(s+u, X_{u}^{s, x}\right)\right) \cdot X_{u(\kappa)}^{s, x} d u\right\|_{L^{k_{2}^{\prime}}(\mathbb{P})} \tag{4.4.8}
\end{align*}
$$

For the first term of the right-hand side of (4.4.8), by Jensen's inequality, Theorem 2.4 in [101], setting $K>2 k_{2}^{\prime}$ and our assumption about the derivatives of $c$, we have

$$
\begin{align*}
& \mathbb{E}\left|\int_{0}^{t} c_{u}^{\prime} \cdot\left(\frac{X_{u}^{s, x^{\prime}}-X_{u}^{s, x}}{r}-X_{u(\kappa)}^{s, x}\right) d u\right|^{k_{2}^{\prime}} \\
& \quad \leq T^{k_{2}^{\prime}-1} \mathbb{E} \int_{0}^{T-s}\left|c_{u}^{\prime} \cdot\left(\frac{X_{u}^{s, x^{\prime}}-X_{u}^{s, x}}{r}-X_{u(\kappa)}^{s, x}\right)\right|^{k_{2}^{\prime}} d u \\
& \quad \leq T^{k_{2}^{\prime}-1}\left(\mathbb{E} \int_{0}^{T-s}\left|c_{u}^{\prime}\right|^{2 k_{2}^{\prime}} d u\right)^{\frac{1}{2}}\left(\mathbb{E} \int_{0}^{T-s}\left|\frac{X_{u}^{s, x+r \kappa}-X_{u}^{s, x}}{r}-X_{u(\kappa)}^{s, x}\right|^{2 k_{2}^{\prime}} d u\right)^{\frac{1}{2}} \\
& \quad \leq C\left(1+V^{s, T}\left(0, \tilde{x}\left(x^{\prime}\right)\right)+V^{s, T}(0, \tilde{x}(x))\right)^{\frac{1}{2}} \\
& \quad \cdot\left(\mathbb{E} \sup _{0 \leq u \leq T-s}\left|\frac{X_{u}^{s, x+r \kappa}-X_{u}^{s, x}}{r}-X_{u(\kappa)}^{s, x}\right|^{2 k_{2}^{\prime}}\right)^{\frac{1}{2}} \tag{4.4.9}
\end{align*}
$$

for $C$ independent of $t$, which converges to 0 as $r \rightarrow 0$ by Lemma 4.3.2. For the second term on the right-hand side of (4.4.8), it holds that

$$
\begin{align*}
& \mathbb{E}\left|\int_{0}^{t}\left(c_{u}^{\prime}-\nabla c\left(s+u, X_{u}^{s, x}\right)\right) \cdot X_{u(\kappa)}^{s, x} d u\right|^{k_{2}^{\prime}} \\
& \quad \leq C\left(\int_{0}^{T-s} \mathbb{E}\left|c_{u}^{\prime}-\nabla c\left(s+u, X_{u}^{s, x}\right)\right|^{2 k_{2}^{\prime}} d u\right)^{\frac{1}{2}}\left(\mathbb{E} \int_{0}^{T-s}\left|X_{u(\kappa)}^{s, x}\right|^{2 k_{2}^{\prime}} d u\right)^{\frac{1}{2}} \tag{4.4.10}
\end{align*}
$$

The last factor in the right-hand side of (4.4.10) is uniformly bounded in $r$ by Lemma 4.3.2 and the first factor converges to 0 as $r \rightarrow 0$ by Lemma 4.4.3.
Putting together the above in (4.4.5) gives that $\mathbb{E} g\left(X_{t}^{s, x}\right) e_{0}^{\int_{0}^{t} c\left(s+u, X_{u}^{s, x}\right) d u}$ is directionally differentiable in $x$. For the other term in (4.4.7), it suffices to check that after integrating the inequality (4.4.5) in $t$ from 0 to $T-s$, the same convergences hold as $r \rightarrow 0$. This is true for the first three term on the right-hand side of (4.4.5) by the same reasoning as before. It is true for the right-hand side of (4.4.6) by dominated (in $t$ ) convergence, since the right-hand sides of (4.4.7), (4.4.9) and (4.4.10) are uniformly bounded in $t \in[0, T-s]$ and $r \in[0, \epsilon]$ for some $\epsilon>0$. By induction and largely the same arguments as above, higher order directional derivatives in $x$ of $\mathbb{E} \hat{h}(t, x) \hat{c}(t, x)$ exist and they are sums of expressions of the form

$$
\begin{align*}
& \mathbb{E}\left[\partial^{\beta_{1}} h\left(s+t, X_{t}^{s, x}\right) \hat{c}(t, x)\left(\prod_{\beta_{2} \in \hat{I}_{2}}\left(\partial^{\left(\beta_{2}\right)} X_{t}^{s, x}\right)_{j_{\beta_{2}}}\right)\right.  \tag{4.4.11}\\
& \left.\quad \cdot \prod_{\beta_{3} \in \hat{I}_{3}} \int_{0}^{t} \partial^{\beta_{3}} c\left(s+u, X_{u}^{s, x}\right) \prod_{\beta_{4} \in \hat{I}_{\beta_{3}}}\left(\partial^{\left(\beta_{4}\right)} X_{u}^{s, x}\right)_{j_{\beta_{4}}} d u\right]
\end{align*}
$$

where $h \in\{f, g\}, \beta_{1}$ is a multiindex with $0 \leq\left|\beta_{1}\right| \leq p, \hat{I}_{2}, \hat{I}_{3}, \hat{I}_{\beta_{3}}$ are some finite sets of multiindices each with absolute value less than or equal to $p$ and $j_{\beta_{2}}, j_{\beta_{4}} \in\{1, \ldots, n\}$. A fully detailed argument for this is omitted.
For differentiability of the expectation of (4.4.2) in $x$, note that Theorem 1.2 in [114] may be applied on (4.3.5) due to $\nabla b\left(s+t, X_{t}^{s, x}\right) \leq C(1+\log V(t, \bar{x}(x))) \leq C(1+V(t, \bar{x}(x)))$ (by Assumption 7 and the same for $\sigma$ ) and Lemma 4.3.1, so that the derivatives in probability $X_{t(\kappa)}$ are unique solutions to (4.3.5) for the initial condition $\kappa$. Therefore the first directional derivatives from (4.4.5) indeed form a linear map. The same arguments apply for expressions of the form (4.4.11) that are directionally differentiable, where additionally Assumption 8, Lemma 4.3.2 and Theorem 4.3.3 are to be used to control $K_{t}(1)$ from Theorem 1.2 in [114]. Next, we show continuity in $x$ of expressions of the form (4.4.11) (for multiindices with absolute values bounded by $p$ ). Note first that $\mathbb{P}\left(\sup _{0 \leq u \leq T-s}\left|\partial^{\beta} X_{u}^{s, x^{\prime}}-\partial^{\beta} X_{u}^{s, x}\right| \leq \epsilon\right) \leq \mathbb{P}\left(\left|\partial^{\beta} X_{t}^{s, x^{\prime}}-\partial^{\beta} X_{t}^{s, x}\right| \leq \epsilon\right)$, therefore $\partial^{\beta} X_{t}^{s, x}$ is continuous in probability w.r.t. to $x$ by Theorem 4.10 in [114]. Consequently the product w.r.t. $\beta_{2}$ in (4.4.11) and $\partial^{\beta_{1}} h\left(s+t, X_{t}^{s, x}\right)$ are sequentially continuous in probability by Theorem 20.5 in [17]. Lemma 4.4.3 and continuous mapping theorem yield that $\hat{c}(t, x)$ is continuous in probability w.r.t. $x$. For the remaining factors in (4.4.11), for $1<k<K$, we have

$$
\begin{aligned}
& \int_{0}^{t}\left|\partial^{\beta_{3}} c\left(s+u, X_{u}^{s, x^{\prime}}\right) \prod_{\beta_{4} \in \hat{I}_{\beta_{3}}}\left(\partial^{\left(\beta_{4}\right)} X_{u}^{s, x^{\prime}}\right)_{j_{\beta_{4}}}-\partial^{\beta_{3}} c\left(s+u, X_{u}^{s, x}\right) \prod_{\beta_{4} \in \hat{I}_{\beta_{3}}}\left(\partial^{\left(\beta_{4}\right)} X_{u}^{s, x}\right)_{j_{\beta_{4}}}\right| d u \\
& \leq \\
& \quad \int_{0}^{T-s}\left|\partial^{\beta_{3}}\left(c\left(s+u, X_{u}^{s, x^{\prime}}\right)-c\left(s+u, X_{u}^{s, x}\right)\right) \prod_{\beta_{4} \in \hat{I}_{\beta_{3}}}\left(\partial^{\left(\beta_{4}\right)} X_{u}^{s, x^{\prime}}\right)_{j_{\beta_{4}}}\right| d u \\
& \quad+\int_{0}^{T-s}\left|\partial^{\beta_{3}} c\left(s+u, X_{u}^{s, x}\right) \prod_{\beta_{4} \in \hat{I}_{\beta_{3}}}\left(\partial^{\left(\beta_{4}\right)}\left(X_{u}^{s, x^{\prime}}-X_{u}^{s, x}\right)\right)_{j_{\beta_{4}}}\right| d u \\
& \leq C \int_{0}^{T-s}\left|\partial^{\beta_{3}}\left(c\left(s+u, X_{u}^{s, x^{\prime}}\right)-c\left(s+u, X_{u}^{s, x}\right)\right)\right| d u \prod_{\beta_{4} \in \hat{I}_{\beta_{3}}} \sup _{0 \leq u \leq T-s}\left|\partial^{\left(\beta_{4}\right)} X_{u}^{s, x^{\prime}}\right| \\
& \quad+C \int_{0}^{T-s}\left|\partial^{\beta_{3}} c\left(s+u, X_{u}^{s, x}\right)\right| d u \prod_{\beta_{4} \in \hat{I}_{\beta_{3}}} \sup _{0 \leq u \leq T-s}\left|\partial^{\left(\beta_{4}\right)} X_{u}^{s, x^{\prime}}-\partial^{\left(\beta_{4}\right)} X_{u}^{s, x}\right|
\end{aligned}
$$

By Hölder's inequality, Lemma 4.3.2 and Theorem 4.3.3, the first term on the righthand side converges to zero in mean, therefore to zero in probability, as $x^{\prime} \rightarrow x$. By Theorem 4.10 in [114] (and continuous mapping theorem), the second term on the righthand side also converges to zero in probability. Therefore the left-hand side converges to zero in probability. By continuous mapping theorem, the term inside the square bracket in (4.4.11) is sequentially continuous in probability. Consequently, by (4.3.12) with $k_{1}=$
$1, k=\frac{1+k_{2}}{2}, S=\left|J\left(x^{\prime}\right)-J(x)\right|$, where $J(x)$ is equal to the term inside the square brackets in (4.4.11), together with Hölder's inequality, inequality (4.4.1), our assumption on the derivatives of $c$ with a large enough $K$, Theorem 2.4 in [101], Lemma 4.3.2 and Theorem 4.3.3, expectations of the form (4.4.11) are continuous functions w.r.t. $x$ and so are their integrals in $t$ by dominated convergence, which concludes the proof for (i). Using the same results and denoting the expression (4.4.11) by $\hat{u}$, it holds that

$$
\begin{aligned}
\hat{u} \leq & C\left(1+V^{s, T}(0, \tilde{x}(x))\right)^{\frac{1}{k_{2}}}\left(\mathbb{E}\left[\sup _{0 \leq u \leq T-s}\left|\partial^{\left(\beta_{2}\right)} X_{u}^{s, x}\right|^{2 k_{2}^{\prime}}\right]\right)^{\frac{1}{2 k_{2}}} \\
& \cdot \prod_{\left(\beta_{3}, \beta_{4}\right) \in \hat{I}}\left(1+V^{s, T}(0, \tilde{x}(x))\right)^{\frac{1}{c_{\beta_{3}}}}\left(\mathbb{E}\left[\sup _{0 \leq u \leq T-s}\left|\partial^{\left(\beta_{4}\right)} X_{u}^{s, x}\right|^{c^{\beta_{\beta}}}\right]\right)^{\frac{1}{c_{\beta_{4}}}}
\end{aligned}
$$

for some $c_{\beta_{3}}, c_{\beta_{4}}>0, \beta_{3}, \beta_{4} \in \hat{I}$ and in particular for some constant $C$ independent of $t$. The proof for (ii) then concludes by Theorem 4.3.3.
Assertion (iii) then follows by Theorem 3.5(iii) in [114], Lemma 4.8 .2 and by noting that $C$ above is independent of $s$ given that the Lyapunov functions are local in $s$.

### 4.4.2 Twice spatially differentiable solutions

In this section, we prove that the expectation of (4.4.2) with $t=T-s$ solves Kolmogorov's equation by the approach in [114]. The main ingredient beside differentiability of the associated semigroups, given in Theorem 4.4.2, is that the SDE can be approximated in probability by an Euler-type approximation locally uniformly in initial time and space, which is given in Lemma 4.4.4. Throughout this section, we assume $O=\mathbb{R}^{n}$.

Lemma 4.4.4. Suppose for any $T>0$, there exists a family of functions $\left(V^{s, T}\right)_{s \in[0, T]}$ such that Assumption 9 holds. For $I=\left\{t_{k}\right\}_{k \in \mathbb{N}_{0}} \subset[0, \infty)$ with $t_{0}=0, t_{k+1} \geq t_{k}, k \in$ $\mathbb{N}, t_{k} \rightarrow \infty$ as $k \rightarrow \infty, \sup _{k \geq 0} t_{k+1}-t_{k}<\infty, s \in[0, \infty), x \in \mathbb{R}^{n}$, let $X_{t}^{s, x}(I)$ denote the Euler approximation given by $X_{0}^{s, x}(I)=x$ and

$$
\begin{equation*}
X_{t}^{s, x}(I)=X_{t_{k}}^{s, x}(I)+\int_{t_{k}}^{t} b\left(s+r, X_{t_{k}}^{s, x}(I)\right) d r+\int_{t_{k}}^{t} \sigma\left(s+r, X_{t_{k}}^{s, x}(I)\right) d W_{r}, \tag{4.4.12}
\end{equation*}
$$

on $t \in\left[t_{k}, t_{k+1}\right], k \in \mathbb{N}$. For any $R^{\prime}, T^{\prime} \geq 0, \epsilon>0$, it holds that

$$
\sup _{s \in\left[0, T^{\prime}\right]|x| \leq R^{\prime}} \sup _{\mid \mathbb{P}}\left[\sup _{t \in\left[0, T^{\prime}\right]}\left|X_{t}^{s, x}-X_{t}^{s, x}(I)\right| \geq \epsilon\right] \rightarrow 0
$$

as $\sup _{k \geq 0} t_{k+1}-t_{k} \rightarrow 0$.

Proof. We extend the proof of Theorem 1 in [164] to obtain convergence that is uniform with respect to $s \in[0, T]$ and $x \in B_{R}$. Fix the numbers $R^{\prime}, T^{\prime} \geq 0$. For $k \in \mathbb{N}$, let $\varphi_{k}$ : $\mathbb{R}^{n} \rightarrow[0, \infty)$ be smooth cutoff functions satisfying $\varphi_{k}(x)=1$ for $x \in B_{k}, \varphi_{k}(x)=0$ for $x \in \mathbb{R}^{n} \backslash B_{k+1}$ and let $b^{(k)}:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}, \sigma^{(k)}:[0, \infty) \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ be given by $b^{(k)}=b \varphi_{k}$ and $\sigma^{(k)}=\sigma \varphi_{k}$. Let $Y_{t}^{s, x, k}(I)$ be the unique solutions to the corresponding SDE with drift $b^{(k)}$ and diffusion coefficient $\sigma^{(k)}$. The corresponding Euler approximation is given by (4.4.12) with $Y_{0}^{s, x, k}=Y_{0}^{s, x, k}(I)=x$. Fix w.l.o.g. $0<\epsilon \leq 1$. In the same way as in the proof of Theorem 1 in [164], one obtains that for any $s \in\left[0, T^{\prime}\right], x \in \mathbb{R}^{n}$ and $k \geq R^{\prime}+1$,

$$
\mathbb{P}\left(\sup _{0 \leq t \leq T^{\prime}}\left|X_{t}^{s, x}-X_{t}^{s, x}(I)\right|>\epsilon\right) \leq \mathbb{P}\left(\sup _{0 \leq t \leq T^{\prime}}\left|Y_{t}^{s, x, k}-Y_{t}^{s, x, k}(I)\right|>\epsilon\right)+\mathbb{P}\left(\tau_{k-1} \leq T^{\prime}\right)
$$

where $\tau_{k-1}=\inf \left\{t \geq 0:\left|X_{t}^{s, x}\right|>k-1\right\}$. By Markov's inequality, Theorem 2.4 in [101] and Assumption 9(iv), it holds that

$$
\begin{aligned}
& \mathbb{P}\left(\tau_{k-1} \leq T^{\prime}\right) \inf _{t \in\left[s, s+T^{\prime}\right],|y|=k-1} \hat{G}(t, y) \\
& \quad \leq \mathbb{E}\left[\hat{G}\left(s+\left(\tau_{k-1} \wedge T^{\prime}\right), X_{\tau_{k-1} \wedge T^{\prime}}^{s, x}\right)\right] \\
& \quad \leq \mathbb{E}\left[V^{s, T^{\prime}}\left(\tau_{k-1} \wedge T^{\prime}, \tilde{x}(x)\right)\right] \\
& \quad \leq\left\|e^{\int_{0}^{\left(\tau_{k-1} \wedge T^{\prime}\right)} \alpha_{u}^{s, T^{\prime}} d u}\right\|_{L^{\frac{p^{s, T^{\prime}}}{p^{s, T^{\prime}-1}}(\mathbb{P})}}\left(V_{0}(s, \tilde{x}(x))+\int_{0}^{T^{\prime}}\left\|\frac{\mathbb{1}_{\left[0, \tau_{k-1} \wedge T^{\prime}\right)}(v) \beta_{v}^{s, T^{\prime}}}{e^{\int_{0}^{v} \alpha_{u}^{s, T^{\prime}} d u}}\right\|_{L^{p^{s, T^{\prime}}(\mathbb{P})}} d v\right) .
\end{aligned}
$$

For any $0<\epsilon^{\prime}<1$, by the assumption that $V^{s, T^{\prime}}$ is local in $s$ and continuity of $V_{0}$, there exists $k^{*}$ such that $\mathbb{P}\left(\tau_{k^{*}-1} \leq T^{\prime}\right) \leq \frac{\epsilon^{\prime}}{2}$ for all $s \in\left[0, T^{\prime}\right]$ and $x \in B_{R^{\prime}}$. In addition, for any $R>0$, it holds that

$$
\begin{aligned}
& 2\left\langle x-y, b^{\left(k^{*}\right)}(t, x)-b^{\left(k^{*}\right)}(t, y)\right\rangle+\left\|\sigma^{\left(k^{*}\right)}(t, x)-\sigma^{\left(k^{*}\right)}(t, y)\right\|^{2} \\
& \quad \leq 2\langle x-y, b(t, x)-b(t, y)\rangle \varphi_{k^{*}}(x)+2\left|b(t, y)\|x-y\| \varphi_{k^{*}}(x)-\varphi_{k^{*}}(y)\right| \\
& \quad+\|\sigma(t, x)-\sigma(t, y)\|^{2} \varphi_{k^{*}}(x)^{2}+\|\sigma(t, y)\|^{2}\left|\varphi_{k^{*}}(x)-\varphi_{k^{*}}(y)\right|^{2} \\
& \quad \leq\left(K_{t}(R)+C \sup _{y^{\prime} \in B_{R}}\left(\left|b\left(t, y^{\prime}\right)\right|+\left\|\sigma\left(t, y^{\prime}\right)\right\|^{2}\right)\right)|x-y|^{2}
\end{aligned}
$$

for all $x, y \in B_{R}$ and

$$
2\left\langle x, b^{\left(k^{*}\right)}(t, x)\right\rangle+\left\|\sigma^{\left(k^{*}\right)}(t, x)\right\|^{2} \leq 2(1+|x|) \sup _{x^{\prime} \in B_{k^{*}+1}}\left(\left|b\left(t, x^{\prime}\right)\right|+\left\|\sigma\left(t, x^{\prime}\right)\right\|^{2}\right)
$$

for all $x \in \mathbb{R}^{n}$. Therefore Corollary 5.4 in [114] can be applied to obtain

$$
\sup _{s \in\left[0, T^{\prime}\right]} \sup _{x \in B_{R}} \mathbb{P}\left(\sup _{0 \leq t \leq T^{\prime}}\left|Y_{t}^{s, x, k^{*}}-Y_{t}^{s, x, k^{*}}(I)\right|>\epsilon\right) \rightarrow 0
$$

as $\sup _{k \geq 0} t_{k+1}-t_{k} \rightarrow 0$, which concludes the proof.
Theorem 4.4.5. Let all of the assumptions in Theorem 4.4.2 hold. In particular, let $c$ have Lyapunov derivatives up to order $\left(p, k^{\prime}\right)$ for any $1<k^{\prime}<K$, let the mappings $\hat{x}_{k}$ be independent of $s,\left(\hat{V}_{k}^{s, T}\right)_{s \in[0, T]}$ be local in sfor any $k$, multiindex $\alpha$ with $0 \leq|\alpha| \leq p$ and let $p \geq 2$. For $v:[0, T] \times \mathbb{R}^{n} \rightarrow \mathbb{R}$ given by

$$
\begin{equation*}
v(t, x)=\mathbb{E} u(t, T-t, x) \tag{4.4.13}
\end{equation*}
$$

with $u$ as in (4.4.2), the equation

$$
\begin{equation*}
\partial_{t} v+a: D^{2} v+b \cdot \nabla v-c v+f=0 \tag{4.4.14}
\end{equation*}
$$

holds almost everywhere in $(0, T) \times \mathbb{R}^{n}$.
Proof. Theorem 4.4.2, Theorem 3.6 in [114] applied on the SDE (4.1.1) appended by (4.8.2) and Lemma 4.8.2 yield $\left(\partial_{t} v+b \cdot \nabla v+a: D^{2} v-c v+f\right) e^{-x^{\prime}}=0$ almost everywhere.

Note the assumptions in Theorems 4.4.2 and 4.4.5 remain strictly weaker than those in [114, Lemma 5.10], since Lyapunov functions that are positive polynomials can easily be conjured under the global Lipschitz conditions there.

### 4.4.3 Distributional solutions under maximal dissipativity

This section complements our result about Kolmogorov equations by considering a case where maximal dissipativity of the closure of the generator acting on $C_{c}^{\infty}$ is known. It is shown that if there exists an associated semigroup and the coefficients $b$ and $\sigma$ are regular enough, this is sufficient for a solution of the backward Kolmogorov equation in the distributional sense. In this section we do not assume our conditions about the Lipschitz constants or the higher derivatives of the coefficients. Below, $\mathcal{L}$ is used to denote the differential operator

$$
\mathcal{L}=b \cdot \nabla+a: D^{2}
$$

defined on $C_{c}^{\infty}$.
Proposition 4.4.6. Assume $O=\mathbb{R}^{n}$, a and $b$ are independent of $\omega$, $t$, they admit distributional derivatives of order two and one respectively and that $\mu$ is a probability measure
on $\mathbb{R}^{n}$ absolutely continuous with respect to the Lebesgue measure with density $\rho$ satisfying, for some $p, q \in[1, \infty]$ with $p^{-1}+q^{-1}=1$,

- $\rho^{-1}, \rho^{-1} \partial_{i}^{k} \partial_{j}^{l} a_{i j}, \rho^{-1} \partial_{i}^{k} b_{i} \in L_{\text {loc }}^{p}(\mu)$, for $i, j \in\{1, \ldots, n\}, k, l \in\{0,1\}$, where $\rho^{-1}:=$ 0 whenever $\rho=0$,
- the closure $\bar{L}$ of $\mathcal{L}$ in $L^{q}(\mu)$ generates a strongly continuous semigroup $\left\{T_{t}\right\}_{t \geq 0}$ on $L^{q}(\mu)$,
then for any $g \in \mathcal{D}(\bar{L})$ and $\eta \in C_{c}^{\infty}\left((0, T) \times \mathbb{R}^{n}\right)$,

$$
\begin{equation*}
\int_{0}^{T} \int_{\mathbb{R}^{n}} T_{t} g\left[\frac{\partial \eta}{\partial t}+\sum_{i j} \partial_{i} \partial_{j}\left(a_{i j} \eta\right)-\sum_{i} \partial_{i}\left(b_{i} \eta\right)\right] d x d t=0 \tag{4.4.15}
\end{equation*}
$$

In the case when $\operatorname{det}(a)>0$ and $a, b$ are regular enough, Sections 3.4, 3.5, 5.2 in [20] and Section 8.1 in [128] provide results sufficient for the assumptions in Proposition 4.4.6. Otherwise when $\operatorname{det}(a)>0$ does not hold everywhere, such statements are less generally available, but hold for example in the settings of $[43]^{1}$ and [11]; note the assumed regularity on $a, b$ are more than what's required in these works but are necessary for the formulation of (4.4.15).
Stationarity of $\mu$ is not required for the proof of Proposition 4.4.6, but it is the case for the assumptions to be satisfied in the above references. In addition, $\left\{T_{t}\right\}_{t \geq 0}$ is not specified in terms of an expectation as in (4.4.13); for this, there must be some stochastic process $X_{t}$ associated to $\left\{T_{t}\right\}_{t \geq 0}$, which solves (4.2.1). In [43] and [11] (for example), where such a process is given, the statement in Proposition 4.4.6 does not amount to a corollary of (the proof of) Proposition 4.18 in [85] because the probability measures in the associated Hunt process are not necessarily shared amongst different initial points.

Proof of Proposition 4.4.6. By mean value theorem, there exists constant $k_{\eta}>0$ and compact set $K_{\eta} \subset(0, T) \times \mathbb{R}^{n}$ such that $\left|T_{t} g \frac{\eta(t+s, \cdot)-\eta(t, \cdot)}{s}\right| \leq\left|T_{t} g\right| k_{\eta} \mathbb{1}_{K_{\eta}}$ for all $s$, therefore by the dominated convergence theorem,

$$
\int_{T_{\epsilon}} \int_{\mathbb{R}^{n}} T_{t} g \partial_{t} \eta d x d t=-\lim _{s \rightarrow 0} \int_{0}^{T} \int_{\mathbb{R}^{n}} T_{t} g \frac{\eta(t-s, x)-\eta(t, x)}{s} d x d t
$$

By the inequality above, strong continuity of $T_{t}$ and the assumption on $\rho^{-1}$, the expressions above make sense and the integral under the limit has the same limit as the left-hand

[^10]side of
$$
\int_{0}^{T+s} \int_{\mathbb{R}^{n}} T_{t} g \frac{\eta(t-s, x)-\eta(t, x)}{s} d x d t=\int_{0}^{T} \int_{\mathbb{R}^{n}} \frac{T_{t+s} g-T_{t} g}{s} \eta d x d t,
$$
which can be dealt with by considering
\[

$$
\begin{align*}
& \left|\int_{0}^{T} \int_{\mathbb{R}^{n}}\left(\frac{T_{t+s} g-T_{t} g}{s}-\bar{L} T_{t} g\right) \eta d x d t\right| \\
& \quad \leq \int_{0}^{T}\left\|\frac{T_{t+s} g-T_{t} g}{s}-\bar{L} T_{t} g\right\|_{L^{q}(\mu)}\left\|\eta(t, \cdot) \rho^{-1}\right\|_{L^{p}(\mu)} d t \\
& \quad \leq k_{\mu} \int_{0}^{T}\left\|\frac{T_{t+s} g-T_{t} g}{s}-\bar{L} T_{t} g\right\|_{L^{q}(\mu)} d t \tag{4.4.16}
\end{align*}
$$
\]

for some constant $k_{\mu}>0$. The right hand side of (4.4.16) is converging to zero as $s \rightarrow 0$ by dominated convergence theorem with constant dominating function since

$$
\begin{aligned}
\left\|\frac{T_{t+s} g-T_{t} g}{s}-\bar{L} T_{t} g\right\|_{L^{q}(\mu)} & \leq\left\|T_{t}\left(\frac{T_{s} g-g}{s}\right)\right\|_{L^{q}(\mu)}+\left\|T_{t} \bar{L} g\right\|_{L^{q}(\mu)} \\
& \leq M e^{\omega T}\left(1+2\|\bar{L} g\|_{L^{q}(\mu)}\right)
\end{aligned}
$$

for all $s \in(0, S), t \in[0, T]$, some $M, S>0$ and $\omega>0$ by Proposition 1.1 in [63]. Therefore,

$$
\int_{0}^{T} \int_{\mathbb{R}^{n}} T_{t} g \partial_{t} \eta d x d t=-\int_{0}^{T} \int_{\mathbb{R}^{n}} \bar{L} T_{t} g \eta d x d t
$$

By assumption, for each $t \in(0, T)$, there exist a sequence $\left(g_{k}^{t}\right)_{k \in \mathbb{N}} \subset C_{c}^{\infty}\left(\mathbb{R}^{n}\right)$ with $g_{k}^{t} \rightarrow T_{t} g$ and $\mathcal{L} g_{k}^{t}=\bar{L} g_{k}^{t} \rightarrow \bar{L} T_{t} g$ in $L^{q}(\mu)$ as $k \rightarrow \infty$. Since $\rho^{-1} \in L_{\text {loc }}^{p}(\mu)$, we have for every $t$,

$$
\begin{aligned}
&\left|\int_{\mathbb{R}^{n}}\left(\bar{L} T_{t} g-\mathcal{L} g_{k}^{t}\right) \eta d x\right| \leq\left\|\bar{L} T_{t} g-\mathcal{L} g_{k}^{t}\right\|_{L^{q}(\mu)}\left\|\rho^{-1} \eta\right\|_{L^{p}(\mu)} \\
&\left|\int_{\mathbb{R}^{n}}\left(T_{t} g-g_{k}^{t}\right) \mathcal{L}^{\top} \eta d x\right| \leq\left\|T_{t} g-g_{k}^{t}\right\|_{L^{q}(\mu)}\left\|\rho^{-1} \mathcal{L}^{\top} \eta\right\|_{L^{p}(\mu)},
\end{aligned}
$$

where $\mathcal{L}^{\top}$ denotes the $L^{2}\left(\mathbb{R}^{n}\right)$-adjoint of $\mathcal{L}$, which concludes the proof.

### 4.5 Alternative assumptions for time-independent, nonrandom coefficients

In the following, we restrict to the case where $b$ and $\sigma$ are nonrandom and time-independent, so that we may use Theorem V. 39 in [165] in order to rid the need for bounds on function
values on line segments in terms of the endpoint values. In doing so, more local conditions are obtained in place of (4.3.1), (4.3.2), (4.3.13) and (4.4.1).

Lemma 4.5.1. Let $p \in \mathbb{N}, b, \sigma$ be independent of $\omega, t$ and suppose they are continuously differentiable up to order $p$ with locally Lipschitz derivatives. For every $s \in[0, T]$, there exists $\Omega \times \Delta_{T} \times \mathbb{R}^{n} \ni(\omega, t, x) \mapsto \hat{X}_{t}^{x} \in \mathbb{R}^{n}$ that is for $\mathbb{P}$-a.a. $\omega \in \Omega$ continuously differentiable in $x$ up to order $p$ and indistinguishable from the corresponding derivatives in probability of $X^{x}$.

Proof. By Theorem V. 38 and V. 39 in [165], continuously differentiable $\hat{X}^{x}$ up to order $p$ exists. Moreover, it satisfies (4.2.1) and $\hat{X}^{x}$ is indistinguishable from $X^{x}$. The partial derivatives of $\hat{X}^{x}$. satisfy the systems given by formal differentiation of (4.2.1). On the other hand, derivatives in probability of $X_{t}^{x}$ as in [114, Theorem 4.10] and Theorem 3.3 above satisfy the same system. Therefore by uniqueness in the aforementioned references ${ }^{2}$, it holds that $\partial^{\alpha} \hat{X}^{x}$. are the unique solutions to their respective systems for all time and are therefore indistinguishable from the corresponding derivatives in probability $\partial^{\left(\kappa_{\alpha}\right)} X^{x}$ for every $s \in[0, T]$ and multiindex $\alpha$ with $0 \leq|\alpha| \leq p$.

Theorem 4.5.2 (Alternative assumptions to Lemma 4.3.2 and Theorems 4.3.3, 4.4.2 and 4.4.5). Let $b$ and $\sigma$ be independent of $\omega, t$ and let $O=\mathbb{R}^{n}$. The following statements hold.
(i) Lemma 4.3.2 continues to hold with $W(x, r \kappa)=\left(1+\int_{0}^{1} V(0, \bar{x}(x+\lambda r \kappa)) d \lambda\right)$ if

- the coefficients $b$ and $\sigma$ admit locally Lipschitz first derivatives and
- in Assumption 7, the inequalities (4.3.1), (4.3.2) are replaced by

$$
\begin{equation*}
\sum_{i}\left|\partial_{i} b(x)\right|+\left\|\partial_{i} \sigma(x)\right\|^{2} \leq G(t, x) \tag{4.5.1}
\end{equation*}
$$

(ii) Theorem 4.3 .3 continues to hold with (4.3.17) replaced by

$$
\begin{aligned}
& q\left(y, y^{\prime}\right)=q_{0}\left(\int_{0}^{1} V\left(0, \bar{x}\left(\lambda y+(1-\lambda) y^{\prime}\right)\right) d \lambda\right), \int_{0}^{1} \hat{V}_{l_{1}}^{s, T}\left(0, \hat{x}_{l_{1}}\left(\lambda y+(1-\lambda) y^{\prime}\right)\right) d \lambda, \\
&\left.V(0, \bar{x}(y)),\left(\hat{V}_{l_{i}}^{s, T}\left(0, \hat{x}_{l_{i}}(y)\right)\right)_{i \in\left\{2, \ldots, i^{*}\right\}},\left(\hat{V}_{l_{i}}^{s, T}\left(0, \hat{x}_{l_{i}}\left(y^{\prime}\right)\right)\right)_{i \in\left\{2, \ldots, i^{*}\right\}}\right)
\end{aligned}
$$

if

- the coefficients b and $\sigma$ admit locally Lipschitz second derivatives,

[^11]- Assumption 7 is replaced as above and
- in Assumption 8, inequality (4.3.13) is replaced by

$$
\left|\partial^{\alpha} b\left(X_{t}^{x}\right)\right|+\left\|\partial^{\alpha} \sigma\left(X_{t}^{x^{\prime}}\right)\right\|^{2} \leq M^{\prime}\left(1+\hat{V}_{k}^{s, T}\left(t, \hat{x}_{k}(y)\right)\right)^{\frac{1}{k}}
$$

(iii) Theorems 4.4.2 and 4.4.5 continue to hold if

- the second derivatives of $b$ and $\sigma$ are locally Lipschitz,
- Assumption 7 and 8 are replaced as above and
- in Definition 4.4.1, inequality (4.4.1) is replaced by

$$
\left|\partial^{\alpha} h\left(X_{t}^{x}\right)\right| \leq N\left(1+V^{s, T}(t, \tilde{x}(x))\right)^{\frac{1}{k}} .
$$

Proof. The proof strategies follow largely in the same way as in the previous proofs, the differences are specified in the following using the same notation as before. For (i), note first (4.3.7) follows unperturbed. By Lemma 4.5.1, classical derivatives are indistinguishable from derivatives in probability and we use the properties of both without changing the notation in the following. In place of (4.3.9), it holds that

$$
d X_{t(\kappa)}^{(r)}=r \int_{0}^{1}\left(X_{t(\kappa)}^{x+\lambda r \kappa} \cdot \nabla\right) b\left(X_{t}^{x+\lambda r \kappa}\right) d \lambda d t+r \int_{0}^{1}\left(X_{t(\kappa)}^{x+\lambda r \kappa} \cdot \nabla\right) \sigma\left(X_{t}^{x+\lambda r \kappa}\right) d \lambda d W_{t} .
$$

Note that since for every $t$ and almost all $\omega$, the functions $X_{t}^{x}, X_{t(\kappa)}^{x}$ are continuous in $x$, the integrands on the right-hand side are $\mathcal{B}([0, T]) \otimes \mathcal{F} \otimes \mathcal{B}([0,1])$-measurable by Lemma 4.51 in [2] and the integrals (in $\lambda$ ) themselves are adapted. For any $\hat{k} \geq 1$, by (4.5.1), the coefficients satisfy

$$
\begin{aligned}
& 2 r X_{t(\kappa)}^{(r)} \cdot \int_{0}^{1}\left(X_{t(\kappa)}^{x+\lambda r \kappa} \cdot \nabla\right) b\left(X_{t}^{x+\lambda r \kappa}\right) d \lambda \\
& \quad+(2 \hat{k}-1)\left\|r \int_{0}^{1}\left(X_{t(\kappa)}^{x+\lambda r \kappa} \cdot \nabla\right) \sigma\left(X_{t}^{x+\lambda r \kappa}\right) d \lambda\right\|^{2} \\
& \quad \leq\left|X_{t(\kappa)}^{(r)}\right|^{2}+2 \hat{k} r^{2} \int_{0}^{1}\left|X_{t(\kappa)}^{x+\lambda r \kappa}\right|^{2}\left(2 G\left(t, X_{t}^{x+\lambda r \kappa}\right)\right)^{2} d \lambda
\end{aligned}
$$

Consequently, Theorem 2.4 in [101] (in place of Corollary 2.5 in the proof of Lemma 4.3.2)
can be applied with

$$
\begin{aligned}
& a_{t}=r \int_{0}^{1}\left(X_{t(\kappa)}^{x+\lambda r \kappa} \cdot \nabla\right) b\left(X_{t(\kappa)}^{x+\lambda r \kappa}\right) d \lambda, b_{t}=r \int_{0}^{1}\left(X_{t(\kappa)}^{x+\lambda r \kappa} \cdot \nabla\right) \sigma\left(X_{t(\kappa)}^{x+\lambda r \kappa}\right) d \lambda, \\
& p=2 k \vee 2, \alpha_{t}=1, \beta_{t}=4(k \vee 1) r^{2} \int_{0}^{1}\left|X_{t(\kappa)}^{x+\lambda r \kappa}\right|^{2} G\left(t, X_{t}^{x+\lambda r \kappa}\right)^{2} d \lambda, \\
& q_{1}=\frac{k}{2}, q_{2}=\left(\frac{2}{k}-\frac{1}{k \vee 1}\right)^{-1}, q_{3}=k \vee 1, V(x)=|x|^{2},
\end{aligned}
$$

to obtain

$$
\begin{aligned}
\mathbb{E} & \sup _{0 \leq u \leq t}\left|X_{u}^{x}\right|^{k} \\
\leq & C e^{\frac{k t}{2}} r^{k}\left(\mathbb{E}\left[1+4(k \vee 1) \int_{0}^{t} e^{-s} \int_{0}^{1}\left|X_{s(\kappa)}^{x+\lambda r \kappa}\right|^{2} G\left(s, X_{s}^{x+\lambda r \kappa}\right)^{2} d \lambda d s\right]^{k \vee 1}\right)^{\frac{k}{2(k \vee 1)}} \\
\leq & C e^{\frac{k t}{2}} r^{k}\left(\mathbb{E}\left[1+\int_{0}^{1} \sup _{0 \leq u \leq t}\left|X_{u(\kappa)}^{x+\lambda r \kappa}\right|^{2 k \vee 2} \int_{0}^{t} G\left(s, X_{s}^{x+\lambda r \kappa}\right)^{2 k \vee 2} d s d \lambda\right]\right)^{\frac{k}{2(k \vee 1)}} \\
\leq & C e^{\frac{k t}{2}} r^{k}\left(1+\left(\int_{0}^{1} \mathbb{E} \sup _{0 \leq u \leq t}\left|X_{u(\kappa)}^{x+\lambda r \kappa}\right|^{4 k \vee 4} d \lambda\right)^{\frac{1}{2}}\right. \\
& \left.\cdot\left(\mathbb{E}\left[\int_{0}^{1} \int_{0}^{t} G\left(s, X_{s}^{x+\lambda r \kappa}\right)^{2 k \vee 2} d s d \lambda\right]^{2}\right)^{\frac{1}{2}}\right)^{\frac{k}{2(k \vee 1)}}
\end{aligned}
$$

By (4.3.7), the first expectation on the right-hand side has the bound

$$
\mathbb{E} \sup _{0 \leq u \leq t}\left|X_{u(\kappa)}^{x+\lambda r \kappa}\right|^{4 k \vee 4} d \lambda \leq \int_{0}^{1} \rho(1+V(0, \bar{x}(x+\lambda r \kappa))) d \lambda
$$

and, by (4.3.3) and Lemma 4.3.1, the second expectation has the bound

$$
\begin{aligned}
\mathbb{E}\left[\int_{0}^{1} \int_{0}^{t} G\left(u, X_{u}^{x+\lambda r \kappa}\right)^{2 k \vee 2} d u d \lambda\right]^{2} & \leq \int_{0}^{1} t \int_{0}^{t} \mathbb{E} G\left(u, X_{u}^{x+\lambda r \kappa}\right)^{4 k \vee 4} d u d \lambda \\
& \leq C \int_{0}^{1} t \int_{0}^{t} \mathbb{E}(1+\log V(u, \bar{x}(x+\lambda r \kappa)))^{4 k \vee 4} d u d \lambda \\
& \leq C \int_{0}^{1} t \int_{0}^{t} \mathbb{E}(1+V(u, \bar{x}(x+\lambda r \kappa))) d u d \lambda \\
& \leq C t \int_{0}^{1}(V(0, \bar{x}(x+\lambda r \kappa))+1) d \lambda
\end{aligned}
$$

which concludes the proof of (i).
For (ii), the conclusions of Theorem 4.3 .3 follow with differences that have already been addressed when dealing with (i), using that expressions of the form $h\left(s+u, X_{u}^{s, x^{\prime}}\right)-$
$h\left(s+u, X_{u}^{s, x}\right)=\int_{0}^{1} \nabla h\left(s+u, \lambda X_{u}^{s, x^{\prime}}+(1-\lambda) X_{u}^{s, x}\right) \cdot\left(X_{u}^{s, x^{\prime}}-X_{u}^{s, x}\right) d \lambda$ may be replaced by $\int_{0}^{1} \nabla h\left(t, X_{u}^{x+\lambda r \kappa}\right) \cdot r X_{u(\kappa)}^{x+\lambda r \kappa} d \lambda$ and therefore the arguments are not repeated. For (iii), Lemma 4.4.3 can easily be modified using what has already been mentioned, so that Theorem 4.4.2(i) holds. Proofs for the other assertions of Theorem 4.4.2 and Theorem 4.4.5 follow unperturbed.

### 4.6 Weak convergence rates for approximations under Lyapunov conditions

Here, the results in Section 4.3 are used with the exponential integrability property of stopped increment-tamed Euler-Maruyama schemes from [105] in order to establish weak convergence rates for SDEs with non-globally monotone coefficients. Classical proofs as in [112] establishing weak rates for the Euler-Maruyama scheme approximating (4.2.1) with globally Lipschitz coefficients require bounds on derivatives of the expectation (4.4.13), the Kolmogorov equation (4.4.14) and moment bounds on the discretisation. Although analogous requirements have mostly (beside continuous differentiability of (4.4.13) in $t$, which may be remedied for example by hypoellipticity in some cases) been shown to hold to an extent in the setting here, the Itô-Alekseev-Gröbner formula of [99] is used for a more direct proof, which uses moment estimates on derivative processes as the main prerequisites. Along the way, strong completeness (see e.g. [126] for a definition) of the derivative SDEs as in (4.3.5) (and its higher order analogues) are shown in Lemma 4.6.2 using a result of [44]. The same assertions as those in Lemma 4.6.2 up to order 2 have appeared recently in [100] under different assumptions. The approach here uses the results in [165] for continuous differentiability in initial condition as a starting point and consequently requires (at least at face value) the underlying space to be all of $\mathbb{R}^{n}$. Before the aforementioned strong completeness result, a local Hölder continuity in time result in the strong $L^{p}(\mathbb{P})$ sense for derivatives to our SDE is shown in Lemma 4.6.1. We begin by stating the numerical scheme and assumptions from [105] (amongst which is a Lyapunov-type condition) used for its exponential integrability. Assumptions about the relationship between the Lyapunov(-type) functions there and those in Assumptions 7, 8 are stated alongside, as well as the mild assumptions from [99]. Lemma 4.6.2 serves to verify the more serious assumptions in [99, Theorem 3.1] for use in proving the main Theorem 4.6.3.

Assumption 10. (i) The filtration $\mathcal{F}_{t}$ satisfies $\mathcal{F}_{t}=\sigma\left(\mathcal{F}_{0} \cup \sigma\left(W_{s}: s \in[0, t]\right) \cup\{A \in\right.$ $\mathcal{F}: \mathbb{P}(A)=0\})$ and that $\mathcal{F}_{0}$ and $\sigma\left(W_{s}: s \in[0, T]\right)$ are independent. It holds that $O=\mathbb{R}^{n}$ and $b, \sigma$ are independent of $\omega, t$.
(ii) There exist $\gamma, \rho \geq 0, \gamma^{\prime}, c^{\prime}>0, \xi, c>1, C \in \mathbb{R}, U \in C^{2}\left(\mathbb{R}^{n},[0, \infty)\right), \bar{U} \in C\left(\mathbb{R}^{n}\right)$
such that $\bar{U}>C, U(x) \geq c^{\prime}|1+x|^{\gamma^{\prime}}$ and

$$
\begin{aligned}
& \sup _{\substack{\kappa_{1}, \ldots, \kappa_{j} \in \mathbb{R}^{n} \backslash\{0\}: \\
\left|\kappa_{1}\right|=\cdots=\left|\kappa_{j}\right|=1}}\left|\sum_{\substack{1, \ldots, i_{j}=1}}^{n} \partial_{i_{1}} \ldots \partial_{i_{j}}(U(x)-U(y))\left(\kappa_{1}\right)_{i_{1}} \ldots\left(\kappa_{j}\right)_{i_{j}}\right| \\
& \quad \leq c|x-y|\left(1+\sup _{\lambda \in[0,1]}|U(\lambda x+(1-\lambda) y)|\right)^{\left(1-\frac{j+1}{\xi}\right) \vee 0}, \\
& \left\lvert\, \begin{array}{l}
\left|\partial^{\alpha} b(x)\right|+\left\|\partial^{\alpha} \sigma(x)\right\|+|\bar{U}(x)| \leq c(1+U(x))^{\gamma} \\
\frac{|\bar{U}(x)-\bar{U}(y)|}{|x-y|} \leq c\left(1+|U(x)|^{\gamma}+|U(y)|^{\gamma}\right) \\
L U(x)+\frac{1}{2}\left\|\sigma^{\top} \nabla U(x)\right\|^{2}+\bar{U}(x) \leq \rho U(x) .
\end{array}\right., l
\end{aligned}
$$

for all $x, y \in \mathbb{R}^{n}, j \in\{0,1,2\}$ and multiindices $\alpha$ with $0 \leq|\alpha| \leq 2$.
(iii) For any $\theta \in \Theta:=\left\{\theta=\left(t_{0}, \ldots, t_{n^{*}}\right): n^{*} \in \mathbb{N}, t_{k} \in[0, T], t_{k}<t_{k+1}, k \in\left\{1, \ldots, n^{*}-\right.\right.$ $\left.1\}, t_{0}=0, t_{n^{*}}=T\right\}$, the function $Y^{\theta}: \Omega \times[0, T] \rightarrow \mathbb{R}^{n}$ is an $\mathcal{F}_{t^{\prime}}$-adapted, $\mathbb{P}$-a.s. continuous process satisfying $\sup _{\theta \in \Theta} \mathbb{E}\left[e^{U\left(Y_{0}^{\theta}\right)}\right]<\infty$ and

$$
\begin{aligned}
Y_{t}^{\theta}= & Y_{t_{k}}^{\theta}+\mathbb{1}_{\left\{y:|y|<\exp \left(\left|\log \sup _{k} t_{k+1}-t_{k}\right|^{\frac{1}{2}}\right)\right\}}\left(Y_{t_{k}}^{\theta}\right) \\
& \cdot\left[\frac{b\left(Y_{t_{k}}^{\theta}\right)\left(t-t_{k}\right)+\sigma\left(Y_{t_{k}}^{\theta}\right)\left(W_{t}-W_{t_{k}}\right)}{1+\left|b\left(Y_{t_{k}}^{\theta}\right)\left(t-t_{k}\right)+\sigma\left(Y_{t_{k}}^{\theta}\right)\left(W_{t}-W_{t_{k}}\right)\right|^{q^{\prime}}}\right]
\end{aligned}
$$

on $t \in\left[t_{i}, t_{i+1}\right)$ for each $k \in\left\{0, \ldots, n^{*}-1\right\}$, where $q^{\prime} \geq 3$.
(iv) Assumptions 7 and 8 hold and $p \geq 3$. For any $V^{\prime} \in\left\{V, \hat{V}_{k}^{s, T}: s \in[0, T], 2 \leq|\alpha| \leq\right.$ $p-1, k \geq 2\}$, there exist $0<l^{*} \leq 1, \bar{n} \geq n, \bar{O} \subset \mathbb{R}^{\bar{n}}$ and $\hat{b}, \hat{\sigma}$ such that $V^{\prime}$ is a $\left(\tilde{b}_{\cdot}, \tilde{\sigma}_{\cdot}, C, 0,1, V_{0}\right)$-Lyapunov function for some $\tilde{b}_{\cdot}, \tilde{\sigma}_{\cdot}, V_{0}$ with $\tilde{b}_{t}^{y}=\hat{b}\left(t, Y_{t}^{y}\right), \tilde{\sigma}_{t}^{y}=$ $\hat{\sigma}\left(t, Y_{t}^{y}\right)$ for processes $Y_{t}^{y}$ satisfying (4.2.3) and $V_{0} \in C^{2}([0, T], \bar{O})$ satisfies $\mathbb{P}$-a.s. that

$$
\begin{array}{ll}
\left(\partial_{t}+L\right) V_{0}(t, y) \leq C V_{0}(t, x), & \lim _{\left|x^{\prime}\right| \rightarrow \infty} V_{0}\left(t, x^{\prime}\right)=\infty,  \tag{4.6.1}\\
V^{\prime}\left(0, \tilde{x}^{\prime}\left(X_{s, t}^{y}\right)\right)^{l^{*}} \leq C\left(1+V^{\prime}\left(t-s, \tilde{x}^{\prime}(y)\right)\right), & V_{0}\left(0, \tilde{x}^{\prime}(y)\right)^{l^{*}} \leq C\left(1+e^{U(y) e^{-\rho T}}\right)
\end{array}
$$

for all $s, t \in[0, T], x \in \bar{O}, y \in \cup_{\theta \in \Theta} \operatorname{Range}\left(Y_{.}^{\theta}\right)$, where $\tilde{x}^{\prime}=\bar{x}$ if $V^{\prime}=V, \tilde{x}^{\prime}=\hat{x}_{k}$ otherwise, $L$ is given by (4.2.2) with $b, \sigma$ replaced by $\hat{b}, \hat{\sigma}$ and $X_{s, \text {. is the solution to }}^{y}$

$$
\begin{equation*}
X_{s, t}^{y}=y+\int_{s}^{t} b\left(X_{s, u}^{y}\right) d u+\int_{s}^{t} \sigma\left(X_{s, u}^{y}\right) d W_{u} \tag{4.6.2}
\end{equation*}
$$

Remark 4.6.1. By Theorem 3.5 in [111], the first part of Assumption 10(iv) implies that for all $s \in[0, T], x \in \mathbb{R}^{n}$, there exists a unique up to distinguishability, $\mathcal{F}_{t^{-}}$-adapted, $\mathbb{P}$-a.s. continuous solution to (4.6.2) and for $t \in[s, T]$ it holds $\mathbb{P}$-a.s. that $X_{t, T}^{X_{s, t}^{x}}=X_{s, T}^{x}$. In (i), the assertions about $\mathcal{F}_{t}$ are from [99]. We set $O$ to be the whole space and fix $b$ and $\sigma$ to be time-independent and nonrandom in order to use continuous differentiability in initial value from [165] and to use the exponential integrability results of [105]. Items (ii) and (iii) closely follow the assumptions in [105]. Here, of particular note is that $q^{\prime}$ is asserted to be greater than or equal to 3 rather than 1 in the denominator of the expression for $Y_{t}^{\theta}$; this assumption is made in order to ensure well-behavedness of some higher order terms in the Itô-Alekseev-Gröbner expansion such that weak convergence rate of order 1 is attained. It is worth mentioning that the Lipschitz estimate on $U$ with $j=0$ in (ii) easily gives that $U$ is polynomially bounded, so that the set under the indicator function in (iii) indeed satisfies the assumptions in [105], as used in [103, 105]. The last assertions of item (iv) (and in general Assumption 10) are easily satisfied by all of the examples mentioned here; they collect properties of the Lyapunov-type function from (ii) required for our argument without requiring the Lyapunov functions to have $V_{0}$ be given by $e^{U(x) e^{-\rho t}+y}$ (see the proof of Corollary 3.3 in [101]).

In the following, for any $s \in[0, T]$, we extend the definition of any process $Z_{t}$ defined on $[s, T]$ to $[0, T]$ by setting $Z_{t}=Z_{s}$ for $t \in[0, s)$.

Lemma 4.6.1. Under Assumption 10, for any $k_{1}>2(n+1), R>0$, there exist constants $C>0, n+1<\nu_{1} \leq k_{1}$ such that

$$
\mathbb{E} \sup _{u \in[s, t]}\left|\partial^{(\kappa)} X_{s, u}^{x}-\partial^{(\kappa)} X_{s, s}^{x}\right|^{k_{1}}<C|t-s|^{\nu_{1}}
$$

for all $(s, t) \in \Delta_{T}, x \in B_{R}, \kappa \in\left\{\left(\kappa_{i}\right)_{1 \leq i \leq p_{0}}: \kappa_{i} \in \mathbb{R}^{n},\left|\kappa_{i}\right|=1,1 \leq i \leq p, p_{0} \in \mathbb{N}_{0} \cap[0, p]\right\}$.
Proof. By (4.3.15) in Theorem 4.3.3 (with a time shifted Wiener process and filtration) and using that $\partial^{(\kappa)} X_{s, s}^{x}=0$ (for $\kappa$ in the following set), the existence of such constants have already been shown for $\kappa \in\left\{\left(\kappa_{i}\right)_{1 \leq i \leq p_{0}}: \kappa_{i} \in \mathbb{R}^{n},\left|\kappa_{i}\right|=1,1 \leq i \leq p, p_{0} \in \mathbb{N}_{0} \cap[2, p]\right\}$. Using Assumption 10(ii), Corollary 2.5 and Corollary 3.3 both in [101], it holds that

$$
\begin{aligned}
\mathbb{E} \sup _{u \in[s, t]}\left|X_{s, u}^{x}-x\right|^{k_{1}} & \leq C e^{k_{1}(t-s)}\left(\int_{0}^{t-s}\left(\mathbb{E}\left[e^{U\left(X_{s, s+u}^{x}\right) e^{-\rho u}-2 k_{1} u}\right]\right)^{\frac{1}{k_{1}}} d u\right)^{\frac{k_{1}}{2}} \\
& \leq C e^{k_{1}(t-s)}\left(\int_{0}^{t-s} e^{\frac{U(x)}{k_{1}}} d u\right)^{\frac{k_{1}}{2}} \\
& \leq C|t-s|^{\frac{k_{1}}{2}}
\end{aligned}
$$

for all $(s, t) \in \Delta_{T}, x \in B_{R}$. Using instead Assumption 7, it holds that

$$
\begin{aligned}
\mathbb{E} & \sup _{u \in[s, t]}\left|\partial^{\left(\kappa_{i}\right)} X_{s, u}^{x}-\kappa_{i}\right|^{k_{1}} \\
& \leq C\left(\mathbb{E}\left[e^{t_{0}^{t-s} \frac{1}{2 k_{1} T} \log V(u, \bar{x}(x))}\right]^{2 k_{1}}\right)^{\frac{1}{2}}\left(\int_{0}^{t-s}\left(\mathbb{E}[\log V(u, \bar{x}(x))+1]^{2 k_{1}}\right)^{\frac{1}{k_{1}}} d u\right)^{\frac{k_{1}}{2}} \\
& \leq C(1+V(0, \bar{x}(x)))\left(\int_{0}^{t-s}(\mathbb{E} V(u, \bar{x}(x))+1)^{\frac{1}{k_{1}}} d u\right)^{\frac{k_{1}}{2}} \\
& \leq C(1+V(0, \bar{x}(x)))\left((t-s)(V(0, \bar{x}(x))+1)^{\frac{1}{k_{1}}}\right)^{\frac{k_{1}}{2}} \\
& \leq C|t-s|^{\frac{k_{1}}{2}}
\end{aligned}
$$

for all $(s, t) \in \Delta_{T}, x \in B_{R}, \kappa_{i} \in \mathbb{R}^{n}$ with $\left|\kappa_{i}\right|=1$.
The following lemma shows that the assumptions of Theorem 3.1 in [99] hold under Assumption 10. Moreover, it is shown that the estimates therein hold uniformly with respect to the discretisation $\theta \in \Theta$.

Lemma 4.6.2. Let Assumption 10 hold. There exists a function $\Omega \times \Delta_{T} \times \mathbb{R}^{n} \ni$ $(\omega,(s, t), x) \mapsto \bar{X}_{s, t}^{x}(\omega) \in \mathbb{R}^{n}$ such that

- it holds $\mathbb{P}$-a.s. that for any $(s, t) \in \Delta_{T}, \mathbb{R}^{n} \ni x \mapsto \bar{X}_{s, t}^{x} \in \mathbb{R}^{n}$ is continuously differentiable in $x$ up to order $p-1$ and the derivative $\Delta_{T} \times \mathbb{R}^{n} \ni((s, t), x) \mapsto$ $\partial^{\alpha} \bar{X}_{s, t}^{x} \in \mathbb{R}^{n}$ is continuous for all multiindices $\alpha$ with $0 \leq|\alpha| \leq p-1$,
- for any $s \in[0, T], x \in \mathbb{R}^{n}$, the function $\partial^{\alpha} \bar{X}_{s, \text {. }}^{x}$ is indistinguishable from $\partial^{\left(\kappa_{\alpha}\right)} X_{s,}^{x}$, for all multiindices $\alpha$ with $0 \leq|\alpha| \leq p-1$.

Moreover, for any $p^{\dagger}>0$, it holds that

$$
\sup _{0 \leq|\alpha| \leq p-1} \sup _{\theta \in \Theta} \sup _{0 \leq r \leq s \leq t \leq T} \mathbb{E}\left[\left|b\left(\bar{X}_{S, t}^{Y_{s, t}^{\theta}}\right)\right|^{p^{\dagger}}+\left\|\sigma\left(\bar{X}_{s, t}^{Y_{s}^{\theta}}\right)\right\|^{p^{\dagger}}+\mid \partial^{\alpha} \bar{X}_{t, T}^{\bar{X}_{T}^{Y_{r, s}^{\theta}}} p^{p^{\dagger}}\right]<\infty .
$$

Proof. By Lemma 4.5.1 (with time-shifted Wiener process and filtration), derivatives in probability $\partial^{\left(\kappa_{\alpha}\right)} X_{s, \text {, }}^{x}$ are indistinguishable from classical derivatives $\partial^{\alpha} \hat{X}_{s, \text {. }}^{x}$. In order to use the strong completeness Corollary 3.10 in [44], we show that for each $R>0, k_{1}>$ $2(n+1)$, it holds that

$$
\begin{equation*}
\sup _{0 \leq|\alpha| \leq p-1} \sup _{x, x^{\prime} \in B_{R}} \sup _{s, s^{\prime} \in[0, T]} \frac{\mathbb{E} \sup _{t \in[0, T]}\left|\partial^{\alpha} \hat{X}_{s^{\prime}, t}^{x^{\prime}}-\partial^{\alpha} \hat{X}_{s, t}^{x}\right|^{k_{1}}}{\left(\left|x^{\prime}-x\right|^{2}+\left|s^{\prime}-s\right|^{2}\right)^{\frac{\nu_{1}}{2}}}<\infty, \tag{4.6.3}
\end{equation*}
$$

where $\nu_{1}$ is the same constant from Lemma 4.6.1. The marginal differences in $x$ and $s$ in the numerator are considered separately. By Lemma 4.3.2 or Theorem 4.3.3, the difference
term in $x$ in the numerator of (4.6.3) has the bound

$$
\mathbb{E}\left[\sup _{t \in[0, T]}\left|\partial^{\alpha} \hat{X}_{s^{\prime}, t}^{x^{\prime}}-\partial^{\alpha} \hat{X}_{s^{\prime}, t}^{x}\right|^{k_{1}}\right] \leq C\left|x^{\prime}-x\right|^{k_{1}}
$$

for all $s \in[0, T], x, x^{\prime} \in B_{R}$, which is the desired Hölder bound for (4.6.3). For the difference term in $s$ in the numerator of (4.6.3), it holds that

$$
\begin{align*}
\mathbb{E}\left[\sup _{t \in[0, T]}\left|\partial^{\alpha} \hat{X}_{s^{\prime}, t}^{x}-\partial^{\alpha} \hat{X}_{s, t}^{x}\right|^{k_{1}}\right] \leq & \mathbb{E}\left[\sup _{t \in\left[s \wedge s^{\prime}, s \vee s^{\prime}\right]}\left|\partial^{\alpha} \hat{X}_{s \wedge s^{\prime}, t}^{x}-\partial^{\alpha} \hat{X}_{s \vee s^{\prime}, s \vee s^{\prime}}^{x}\right|^{k_{1}}\right] \\
& +\mathbb{E}\left[\sup _{t \in\left[s \vee s^{\prime}, T\right]}\left|\partial^{\alpha} \hat{X}_{s^{\prime}, t}^{x}-\partial^{\alpha} \hat{X}_{s, t}^{x}\right|^{k_{1}}\right], \tag{4.6.4}
\end{align*}
$$

where the first term on the right-hand side has the desired Hölder bound for (4.6.3) by Lemma 4.6.1. For the second term, by Assumption 10 (iv) and Lemma 4.4.4, combined with Theorem 5.3 in [114], the joint system solved by $\left(\partial^{\alpha} X_{s, t}^{x}\right)_{0 \leq|\alpha| \leq p-1}$ is regular [114, Definition 2.1] and the same holds for the sum $\left(\partial^{\alpha} X_{s^{\prime}, t}^{x}-\partial^{\alpha} X_{s, t}^{x}\right)_{0 \leq|\alpha| \leq p-1}$ by an easy argument; therefore the strong Markov property (Theorem 2.13 in [114] with Proposition 4.1.5 in [63] $)^{3}$ yields for any $R^{\prime}>0$ that

$$
\begin{align*}
\mathbb{E} & {\left[\sup _{t \in\left[s \vee s^{\prime}, T\right]}\left|\partial^{\alpha} \hat{X}_{s^{\prime}, t}^{x}-\partial^{\alpha} \hat{X}_{s, t}^{x}\right|^{k_{1}} \wedge R^{\prime}\right] } \\
& =\mathbb{E}\left[\left[\sup _{t \in\left[s \vee s^{\prime}, T\right]}\left|\partial^{\alpha} \hat{X}_{s^{\prime}, t}^{x}-\partial^{\alpha} \hat{X}_{s, t}^{x}\right|^{k_{1}} \wedge R^{\prime} \mid \mathcal{F}_{s \vee s^{\prime}}\right]\right] \\
& =\iint \sup _{t \in\left[s \vee s^{\prime}, T\right]}\left|\partial^{\alpha} \hat{X}_{s \vee s^{\prime}, t}^{\left(\partial^{\beta} \hat{X}_{s \wedge s^{\prime}, s \vee s^{\prime}}^{x}(\omega)\right)_{\beta}}\left(\omega^{\prime}\right)-\partial^{\alpha} \hat{X}_{s \vee s^{\prime}, t}^{x}\left(\omega^{\prime}\right)\right|^{k_{1}} \wedge R^{\prime} d \mathbb{P}\left(\omega^{\prime}\right) d \mathbb{P}(\omega), \tag{4.6.5}
\end{align*}
$$

where $\partial^{\alpha} \hat{X}_{s \vee s^{\prime}, t}^{\left(\partial^{\beta} \hat{X}_{s \wedge s^{\prime}, s \vee s^{\prime}}^{x}(\omega)\right)_{\beta}}\left(\omega^{\prime}\right)$ denotes the solution to the same (joint) system as $\partial^{\alpha} \hat{X}_{s \vee s^{\prime}, t}^{x}\left(\omega^{\prime}\right)$ but with initial conditions $\partial^{\beta} \hat{X}_{s \wedge s^{\prime}, s \vee s^{\prime}}^{x}(\omega)$ for $0 \leq|\beta| \leq p-1$ for each respective partial derivative in place of the initial conditions $x, e_{i}$ or 0 . Then the proofs of Lemma 4.3.2 and Theorem 4.3.3 may be slightly modified in order to obtain analogous statements for the expectation in $\omega^{\prime}$ in (4.6.5); the modification is namely that the initial condition (fixed with respect to $\omega^{\prime}$ ) as mentioned can be added with no complications when Corollary 2.5

[^12]in [101] is applied. Given this, it holds that
\[

$$
\begin{aligned}
\mathbb{E}\left[\sup _{t \in\left[s \vee s^{\prime}, T\right]}\left|\partial^{\alpha} \hat{X}_{s^{\prime}, t}^{x}-\partial^{\alpha} \hat{X}_{s, t}^{x}\right|^{k_{1}} \wedge R^{\prime}\right] & \leq C \sum_{\beta=0}^{|\alpha|-1} \mathbb{E}\left|\partial^{\beta} \hat{X}_{s \wedge s^{\prime}, s \vee s^{\prime}}^{x}-\partial^{\beta} \hat{X}_{s \vee s^{\prime}, s \vee s^{\prime}}^{x}\right|^{k_{1}} \\
& =C \sum_{\beta=0}^{|\alpha|-1} \mathbb{E}\left|\partial^{\beta} \hat{X}_{s \wedge s^{\prime}, s \vee s^{\prime}}^{x}-\partial^{\beta} \hat{X}_{s \wedge s^{\prime}, s \wedge s^{\prime}}^{x}\right|^{k_{1}}
\end{aligned}
$$
\]

for all $x \in B_{R}, s, s^{\prime} \in[0, T], 0 \leq|\alpha| \leq p-1$, which, by Lemma 4.6.1 and dominated convergence in $R^{\prime}$, implies that the last term on the right-hand side of (4.6.4) has the desired Hölder bound for (4.6.3). Gathering the above and using the triangle inequality, (4.6.3) holds. Consequently, using on the way Lemma 4.3.2 and Theorem 4.3.3, Corollary 3.10 in [44] may be applied with $\beta=\frac{\nu_{1}}{k_{1}}, D=[0, T] \times \mathbb{R}^{n}, E=F=C\left([0, T], \mathbb{R}^{n}\right), X=$ $\left(\Omega \times[0, T] \times \mathbb{R}^{n} \ni(\omega, s, x) \mapsto \partial^{\alpha} \hat{X}_{s,}^{x}(\omega) \in C\left([0, T], \mathbb{R}^{n}\right)\right)$ to obtain for $0 \leq|\alpha| \leq p-1$ exis-

 tinuous and for any $(s, x) \in[0, T] \times \mathbb{R}^{n},{\overline{\partial^{\alpha} X_{s,}}}_{x}^{x}$ is indistinguishable from $\partial^{\alpha} \hat{X}_{s, \text {. }}^{x}$.
Since partial integrals of (jointly) continuous functions are still continuous, we may partially integrate $|\alpha|$ times each $\Delta_{T} \times \mathbb{R}^{n} \ni((s, t), x) \mapsto{\overline{\partial^{\alpha} X_{s, t}}}_{x}^{x} \in \mathbb{R}^{n}$ from 0 to $x_{i}$ in order to obtain for each $\alpha, \omega$ a continuous function $\Delta_{T} \times \mathbb{R}^{n} \ni((s, t), x) \mapsto \bar{X}_{s, t}^{x, \alpha} \in \mathbb{R}^{n}$, where along the way the continuous functions of the form $((s, t), x) \mapsto \bar{\partial}^{\beta} X_{s, t}^{\left(x_{1}, \ldots, 0, \ldots, x_{n}\right)}$ are to be added in line with the fundamental theorem of calculus. For any $(s, t) \in \Delta_{T}$,
 for all $x \in \mathbb{R}^{n}$, so that their partial integrals in $x$ are also $\mathbb{P}$-a.s. equal for all $x \in \mathbb{R}^{n}$ and in particular it holds $\mathbb{P}$-a.s. that $\bar{X}_{s, t}^{x, \alpha}=\hat{X}_{s, t}^{x, \alpha}$, for all $x \in \mathbb{R}^{n}$. Therefore, by continuity in $(s, t), x$, these functions coincide $\mathbb{P}$-a.s. across $\alpha$, that is, it holds $\mathbb{P}$-a.s. that $\bar{X}_{s, t}^{x, \alpha}=\bar{X}_{s, t}^{x, \alpha^{\prime}}$ and thus $\partial^{\beta} \bar{X}_{s, t}^{x, \alpha}=\partial^{\beta} \bar{X}_{s, t}^{x, \alpha^{\prime}}$ for all $(s, t) \in \Delta_{T}, x \in \mathbb{R}^{n}$ and multiindices $\alpha, \alpha^{\prime}, \beta$ with $|\alpha|,\left|\alpha^{\prime}\right|,|\beta| \in[0, p-1]$. Let this $\mathbb{P}$-a.s. defined function be denoted by $\bar{X}_{s, t}^{x}$, then the assertions about $\bar{X}_{s, t}^{x}$ in the statement of the lemma have been shown beside indistinguishability with the corresponding derivatives in probability, which holds by continuity in $t$ for both functions.
For the last assertion, the Markov property as used earlier (this time only Theroem 2.13 in [114]) will be applied repeatedly without further mention. Since Assumption 10(ii) implies in particular for any $p^{\dagger}>0$ that

$$
|b(x)|^{p^{\dagger}}+\|\sigma(x)\|^{p^{\dagger}} \leq C e^{U(x) e^{-\rho t}}
$$

for all $x \in \mathbb{R}^{n}, t \in[0, T]$, by Corollary 3.3 in [101] and Assumption 10(ii), it holds that

$$
\begin{aligned}
& \sup _{\theta \in \Theta} \sup _{0 \leq s \leq t \leq T} \mathbb{E}\left[\left|b\left(\bar{X}_{s, t}^{Y_{s}^{\theta}}\right)\right|^{p^{\dagger}}+\left\|\sigma\left(\bar{X}_{s, t}^{Y_{s}^{\theta}}\right)\right\|^{p^{\dagger}}\right] \\
& \quad \leq C \sup _{\theta \in \Theta} \sup _{0 \leq s \leq t \leq T} \mathbb{E}\left[e^{U\left(\bar{X}_{s, t}^{Y_{s}^{\theta}}\right) e^{-\rho(t-s)}}\right] \\
& \quad \leq C \sup _{\theta \in \Theta} \sup _{0 \leq s \leq t \leq T} \mathbb{E}\left[e^{U\left(\bar{X}_{s, t}^{Y_{s}^{\theta}}\right) e^{-\rho(t-s)}+\int_{s}^{t} \bar{U}\left(\bar{X}_{s, u}^{Y_{s}}\right) e^{-\rho(u-s)} d u}\right] \\
& \quad \leq C \sup _{\theta \in \Theta} \sup _{0 \leq s \leq T} \mathbb{E}\left[e^{U\left(Y_{s}^{\theta}\right)}\right]
\end{aligned}
$$

which is finite by Theorem 2.9 in [105]. For any $p^{\dagger}>0$, by Assumption 10(ii), Corollary 3.3 in [101] and that $e^{-\rho(s-r)}, e^{-\rho r}<1$, it holds that

$$
\left.\begin{array}{rl} 
& \sup _{0 \leq r \leq s \leq t \leq T} \mathbb{E}\left|\bar{X}_{t, T} \bar{X}_{r, s}^{Y_{r}^{\theta}}\right|^{p^{\dagger}} \\
& \leq C \sup _{0 \leq r \leq s \leq t \leq T} \mathbb{E}\left[e^{U\left(\bar{X}_{t, T} \bar{X}_{r, s}^{Y}\right.}\right) e^{-\rho(T-t)} e^{-\rho(s-r)} e^{-\rho r}+\int_{t}^{T} \bar{U}\left(\bar{X}_{t, u}^{\bar{X}_{r, s}^{Y}}\right) e^{-\rho(u-t)} e^{-\rho(s-r)} e^{-\rho r} d u
\end{array}\right]
$$

for all $\theta \in \Theta$, which is finite uniformly in $\theta$ by Theorem 2.9 in [105].
For the higher derivatives, first note that for $V_{0}$ satisfying (4.6.1) and $0<l<1$, (4.6.1) is also satisfied with $V_{0}^{l}$ in place of $V_{0}$. Moreover, the respective Lyapunov functions they generate satisfy Assumptions 7 and 8. Therefore, for any $\tilde{I} \in \mathbb{N} \cap[1, p-1], \kappa \in$ $\left\{\left(\kappa_{i}\right)_{i=1, \ldots, \tilde{I}}: \kappa_{i} \in \mathbb{R}^{n},\left|\kappa_{i}\right|=1\right\}$, we may choose $l=\frac{2 l^{*}}{\operatorname{degree}\left(q_{0}\right)}$, with $q_{0}$ from Theorem 4.3.3, so that for $\tilde{p}^{\dagger}>0$, by Lemma 4.3.2 or Theorem 4.3.3, Young's inequality,

Assumptions 10(ii)(iv) and Theorem 2.4 in [101], it holds that

$$
\begin{aligned}
& \sup _{0 \leq r \leq s \leq t \leq T} \mathbb{E}\left|\partial^{(\kappa)} X_{t, T}^{X_{r, s}^{Y_{r}^{\theta}}}\right|^{\tilde{p}^{\dagger}} \\
& \leq C \sup _{0 \leq r \leq s \leq T} \mathbb{E}\left[1+V\left(0, \bar{x}\left(X_{r, s}^{Y_{r}^{\theta}}\right)\right)^{2 l^{*}}+\sum_{i=1}^{i^{*}} \hat{V}_{l_{i}}^{0, T}\left(0, \hat{x}_{l_{i}}\left(X_{r, s}^{Y_{r}^{\theta}}\right)\right)^{2 l^{*}}\right] \\
& \leq C \sup _{0 \leq r \leq s \leq T} \mathbb{E}\left[1+V\left(s-r, \bar{x}\left(Y_{r}^{\theta}\right)\right)^{l^{*}}+\sum_{i=1}^{i^{*}} \hat{V}_{l_{i}}^{0, T}\left(s-r, \hat{x}_{l_{i}}\left(Y_{r}^{\theta}\right)\right)^{l^{*}}\right] \\
& \leq C \sup _{0 \leq r \leq T} \mathbb{E}\left[1+V\left(0, \bar{x}\left(Y_{r}^{\theta}\right)\right)^{l^{*}}+\sum_{i=1}^{i^{*}} \hat{V}_{l_{i}}^{0, T}\left(0, \hat{x}_{l_{i}}\left(Y_{r}^{\theta}\right)\right)^{l^{*}}\right] \\
& \leq C \sup _{0 \leq r \leq T} \mathbb{E}\left[1+e^{U\left(Y_{r}^{\theta}\right) e^{-\rho T}}\right]
\end{aligned}
$$

where $C$ is in particular independent of $\kappa \in\left\{\left(\kappa_{i}\right)_{i=1, \ldots, \tilde{I}}: \kappa_{i} \in \mathbb{R}^{n},\left|\kappa_{i}\right|=1\right\}$ and $\theta \in \Theta$, so that the right-hand side is finite uniformly in $\theta$ by Theorem 2.9 in [105] and also uniformly in $\tilde{I}$.

The main theorem of this section about weak convergence of order 1 for the stopped increment-tamed Euler-Maruyama scheme is as follows.

Theorem 4.6.3. Let Assumption 10 hold. For $f \in C^{3}\left(\mathbb{R}^{n}, \mathbb{R}\right)$, if there exist constants $q^{\dagger}, C_{f}>0$ such that

$$
\begin{equation*}
\left|\partial^{\alpha} f(x)\right| \leq C_{f}\left(1+|x|^{q^{\dagger}}\right) \tag{4.6.6}
\end{equation*}
$$

for all $x \in \mathbb{R}^{n}$ and multiindices $\alpha$ with $0 \leq|\alpha| \leq 3$, then there exists a constant $C>0$ such that

$$
\left|\mathbb{E} f\left(X_{0, T}^{Y_{0}^{\theta}}\right)-\mathbb{E} f\left(Y_{T}^{\theta}\right)\right| \leq C \sup _{k \in \mathbb{N}_{0} \cap\left[0, n^{*}\right)}\left(t_{k+1}-t_{k}\right)
$$

for all $\theta \in \Theta$, where $\theta=\left(t_{0}, \ldots, t_{n^{*}}\right)$.
Proof. Throughout the proof, we write $D_{|\theta|}=\left\{y:|y|<\exp \left(\left|\log \sup _{k} t_{k+1}-t_{k}\right|^{\frac{1}{2}}\right)\right\}$. To begin, we rewrite the approximation $Y_{t}^{\theta}$ as an SDE. For every $k \in \mathbb{N}_{0} \cap\left[0, n^{*}-1\right], \theta=$ $\left(t_{0}, \ldots, t_{n^{*}}\right) \in \Theta$, consider

$$
\begin{align*}
Z_{t}^{\theta, k} & = \begin{cases}0 & \text { if } t<t_{k} \\
b\left(Y_{t_{k}}^{\theta}\right)\left(t-t_{k}\right)+\sigma\left(Y_{t_{k}}^{\theta}\right)\left(W_{t}-W_{t_{k}}\right) & \text { if } t_{k} \leq t<t_{k+1} \\
b\left(Y_{t_{k}}^{\theta}\right)\left(t_{k+1}-t_{k}\right)+\sigma\left(Y_{t_{k}}^{\theta}\right)\left(W_{t_{k+1}}-W_{t_{k}}\right) & \text { if } t_{k+1} \leq t\end{cases} \\
& =\int_{0}^{t} \mathbb{1}_{\left[t_{k}, t_{k+1}\right)}(u) b\left(Y_{t_{k}}^{\theta}\right) d u+\int_{0}^{t} \mathbb{1}_{\left[t_{k}, t_{k+1}\right)}(u) \sigma\left(Y_{t_{k}}^{\theta}\right) d W_{u} \tag{4.6.7}
\end{align*}
$$

defined for all $t \in[0, T]$, then $Y_{t}^{\theta}$ solves

$$
\begin{equation*}
Y_{t}^{\theta}=Y_{0}^{\theta}+\sum_{k=0}^{n^{*}-1} \mathbb{1}_{D_{|\theta|}}\left(Y_{t_{k}}^{\theta}\right) \frac{Z_{t}^{\theta, k}}{1+\left|Z_{t}^{\theta, k}\right| q^{\prime}} \tag{4.6.8}
\end{equation*}
$$

where by Itô's rule, for $\hat{f}: \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ given by $\hat{f}(z)=\frac{z}{1+|z|^{q^{\prime}}}$, it holds that

$$
\begin{align*}
\frac{Z_{t}^{\theta, k}}{1+\left|Z_{t}^{\theta, k}\right| q^{\prime}}= & \int_{0}^{t} \mathbb{1}_{\left[t_{k}, t_{k+1}\right)}(u)\left(b\left(Y_{t_{k}}^{\theta}\right)+b^{*}\left(Y_{t_{k}}^{\theta}, Z_{u}^{\theta, k}\right)\right) d u \\
& +\int_{0}^{t} \mathbb{1}_{\left[t_{k}, t_{k+1}\right)}(u)\left(\sigma\left(Y_{t_{k}}^{\theta}\right)+\sigma^{*}\left(Y_{t_{k}}^{\theta}, Z_{u}^{\theta, k}\right)\right) d W_{u} \tag{4.6.9}
\end{align*}
$$

and $b^{*}: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n}$ and $\sigma^{*}: \mathbb{R}^{n} \times \mathbb{R}^{n} \rightarrow \mathbb{R}^{n \times n}$ are given by

$$
\begin{align*}
& b^{*}(y, z)=-b(y)\left(\frac{|z|^{q^{\prime}}}{1+|z|^{q^{\prime}}}\right)-q^{\prime} z\left(z \cdot b(y) \frac{|z|^{q^{\prime}-2}}{\left(1+|z|^{q^{\prime}}\right)^{2}}\right)+\frac{1}{2}\left(\left(\sigma \sigma^{\top}(y)\right): D^{2}\right) \hat{f}(z)  \tag{4.6.10}\\
& \sigma^{*}(y, z)=-\sigma(y)\left(\frac{|z|^{q^{\prime}}}{1+|z|^{q^{\prime}}}\right)-q^{\prime} z\left(z^{\top} \sigma(y) \frac{|z|^{q^{\prime}-2}}{\left(1+|z|^{q^{\prime}}\right)^{2}}\right) . \tag{4.6.11}
\end{align*}
$$

Note that using $q^{\prime} \geq 3$, there exists a constant $\nu_{2} \geq 2$ such that the second order derivatives satisfy $\left|\partial_{i j}^{2} \hat{f}(z)\right| \leq C|z|^{\nu_{2}}$ for all $z \in \mathbb{R}^{n}, i, j \in \mathbb{N} \cap[1, n]$.
By Theorem 3.1 in [99] and Lemma 4.6.2, for any $\theta \in \Theta$, it holds that

$$
\begin{align*}
\mathbb{E}[f( & \left.\left.X_{0, T}^{Y_{0}^{\theta}}\right)\right]-\mathbb{E}\left[f\left(Y_{T}^{\theta}\right)\right] \\
= & \sum_{k=0}^{n^{*}-1} \mathbb{E} \int_{t_{k}}^{t_{k+1}}\left(\left(\left(b\left(Y_{t}^{\theta}\right)-\mathbb{1}_{D_{|\theta|}}\left(Y_{t_{k}}^{\theta}\right)\left(b\left(Y_{t_{k}}^{\theta}\right)\right.\right.\right.\right. \\
& \left.\left.\left.\left.\left.+b^{*}\left(Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right)\right)\right) \cdot \nabla\right) \bar{X}_{t, T}^{Y_{t}^{\theta}}\right) \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right) d t \\
& +\frac{1}{2} \mathbb{E} \int_{t_{k}}^{t_{k+1}} \sum_{i, j=1}^{n}\left(\sigma\left(Y_{t}^{\theta}\right) \sigma\left(Y_{t}^{\theta}\right)^{\top}-\mathbb{1}_{D_{|\theta|}}\left(Y_{t_{k}}^{\theta}\right)\left(\sigma\left(Y_{t_{k}}^{\theta}\right)+\sigma^{*}\left(Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right)\right)\left(\sigma\left(Y_{t_{k}}^{\theta}\right)\right.\right. \\
& \left.\left.+\sigma^{*}\left(Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right)\right)^{\top}\right)_{i j}\left(\left(\left(\partial_{i} \bar{X}_{t, T}^{Y_{t}^{\theta}} \otimes \partial_{j} \bar{X}_{t, T}^{Y_{t}^{\theta}}\right): D^{2}\right) f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right)+\left(\partial_{i j}^{2} \bar{X}_{t, T}^{Y_{t}^{\theta}} \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right)\right) d t \tag{4.6.12}
\end{align*}
$$

For the first terms on the right-hand side of (4.6.12), denoting

$$
\begin{equation*}
\hat{b}^{*}\left(y^{\prime}, y, z\right)=b\left(y^{\prime}\right)-\mathbb{1}_{D_{|\theta|}}(y)\left(b(y)+b^{*}(y, z)\right) \tag{4.6.13}
\end{equation*}
$$

it holds that

$$
\begin{align*}
& \left(\left(\left(\hat{b}^{*}\left(Y_{t}^{\theta}, Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right) \cdot \nabla\right) \bar{X}_{t, T}^{Y_{t}^{\theta}}\right) \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right) \\
& \quad=\left(\left(\left(\hat{b}^{*}\left(Y_{t}^{\theta}, Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right) \cdot \nabla\right)\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}-\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right)\right) \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right) \\
& \quad+\left(\left(\left(\hat{b}^{*}\left(Y_{t}^{\theta}, Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right) \cdot \nabla\right) \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \cdot \nabla\right)\left(f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right)-f\left(\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right)\right) \\
& \quad+\left(\left(\left(\hat{b}^{*}\left(Y_{t}^{\theta}, Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right) \cdot \nabla\right) \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) . \tag{4.6.14}
\end{align*}
$$

The first part of the factor involving $b$ has the form

$$
\begin{align*}
& b\left(Y_{t}^{\theta}\right)-\mathbb{1}_{D_{|\theta|}}\left(Y_{t_{k}}^{\theta}\right) b\left(Y_{t_{k}}^{\theta}\right) \\
&= {\left[b\left(Y_{t}^{\theta}\right)-b\left(Y_{t_{k}}^{\theta}\right)\right]+\left[b\left(Y_{t_{k}}^{\theta}\right)-\mathbb{1}_{D_{|\theta|}}\left(Y_{t_{k}}^{\theta}\right) b\left(Y_{t_{k}}^{\theta}\right)\right] } \\
&= \int_{t_{k}}^{t} \mathbb{1}_{D_{\theta}}\left(Y_{t_{k}}\right)\left(\left(\left(b\left(Y_{t_{k}}^{\theta}\right)+b^{*}\left(Y_{t_{k}}^{\theta}, Z_{u}^{\theta, k}\right)\right) \cdot \nabla\right) b\left(Y_{u}^{\theta}\right)\right. \\
&\left.+\frac{1}{2}\left(\left(\left(\sigma\left(Y_{t_{k}}^{\theta}\right)+\sigma^{*}\left(Y_{t_{k}}^{\theta}, Z_{u}^{\theta, k}\right)\right)\left(\sigma\left(Y_{t_{k}}^{\theta}\right)+\sigma^{*}\left(Y_{t_{k}}^{\theta}, Z_{u}^{\theta, k}\right)\right)^{\top}\right): D^{2}\right) b\left(Y_{u}^{\theta}\right)\right) d u \\
&+\int_{t_{k}}^{t} \mathbb{1}_{D_{\theta}}\left(Y_{t_{k}}\right)\left(\left(\sigma\left(Y_{t_{k}}^{\theta}\right)+\sigma^{*}\left(Y_{t_{k}}^{\theta}, Z_{u}^{\theta, k}\right)\right) \cdot \nabla\right) b\left(Y_{u}^{\theta}\right) d W_{u} \\
&+b\left(Y_{t_{k}}^{\theta}\right)\left(1-\mathbb{1}_{D_{|\theta|}}\left(Y_{t_{k}}^{\theta}\right)\right) \tag{4.6.15}
\end{align*}
$$

where the integral w.r.t. $u$ is uniformly bounded in $\theta$ by $C\left(t-t_{k}\right)$ in $L^{2}(\mathbb{P})$ norm, the stochastic integral is uniformly bounded in $\theta$ by $C\left(t-t_{k}\right)^{\frac{1}{2}}$ in $L^{2}(\mathbb{P})$ norm and the last term has the same property as the integral-in- $u$ (and in fact of arbitrary order in $t-t_{k}$ ) by the calculation of inequalities (47), (48) in [103]. Using the definition (4.6.10) for $b^{*}$ along with $q^{\prime} \geq 3$, there exists a constant $\nu_{2} \geq 2$ such that the remaining part of the factor involving $b$ from (4.6.14) has the bound

$$
\begin{equation*}
\left|\mathbb{1}_{D_{|\theta|}}\left(Y_{t_{k}}^{\theta}\right) b^{*}\left(Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right)\right| \leq C\left|b\left(Y_{t_{k}}^{\theta}\right)\right|\left|Z_{t}^{\theta, k}\right|^{\nu_{2}} \tag{4.6.16}
\end{equation*}
$$

for all $\theta \in \Theta$. Putting (4.6.15) and (4.6.16) into the first term on the right-hand side of (4.6.14) and using Hölder's inequality, Assumptions 10(ii)(iv), together with the equalities $(4.6 .7),(4.6 .8),(4.6 .9),(4.6 .10),(4.6 .11)$, inequality (4.6.6), Lemma 4.6.2, Lemma 4.3.2, Theorem 4.3.3, Markov property (Theorem 2.13 in [114]; see also justification in the proof of Lemma 4.6.2) and exponential integrability for $U$ as in Theorem 2.9 in [105] yield

$$
\begin{equation*}
\mathbb{E}\left|\left(\left(\left(\hat{b}^{*}\left(Y_{t}^{\theta}, Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right) \cdot \nabla\right)\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}-\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right)\right) \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right)\right| \leq C\left(t-t_{k}\right) \tag{4.6.17}
\end{equation*}
$$

for all $t \in\left[t_{k}, t_{k+1}\right), \theta \in \Theta$. The same arguments can be used for the second term on the right-hand side of (4.6.14), along with the additional estimate

$$
\begin{aligned}
& \mathbb{E}\left|\partial_{i} f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right)-\partial_{i} f\left(\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right)\right|^{r} \\
& \quad \leq \mathbb{E}\left|\int_{0}^{1} \nabla \partial_{i} f\left(\lambda \bar{X}_{t, T}^{Y_{t}^{\theta}}+(1-\lambda) \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) d \lambda \cdot\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}-\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right)\right|^{r} \\
& \quad \leq C\left(1+\mathbb{E}\left|\bar{X}_{t, T}^{Y_{t}^{\theta}}\right|^{2 q^{\dagger}}+\mathbb{E}\left|\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right|^{2 q^{\dagger}}\right)^{\frac{r}{2}}\left(\mathbb{E}\left|\bar{X}_{t, T}^{Y_{t}^{\theta}}-\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right|^{2}\right)^{\frac{r}{2}} \\
& \quad \leq C\left(\mathbb{E} e^{U\left(Y_{t}^{\theta}\right)}+\mathbb{E} e^{U\left(Y_{t_{k}}^{\theta}\right)}\right) \mathbb{E}\left|Y_{t}^{\theta}-Y_{t_{k}}^{\theta}\right|^{r} \\
& \quad \leq C\left(t-t_{k}\right)^{\frac{r}{2}}
\end{aligned}
$$

where $r>1$, in order to obtain the same right-hand bound as (4.6.17). For the last term on the right-hand side of (4.6.14), we rely more prominently on the Markov property. For any $R>0$, it holds that

$$
\begin{aligned}
\mathbb{E} & {\left.\left[\left(\left(\hat{b}^{*}\left(Y_{t}^{\theta}, Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right) \cdot \nabla\right) \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \wedge R\right] } \\
& =\mathbb{E}\left[\mathbb{E}\left[\left(\left(\left(\hat{b}^{*}\left(Y_{t}^{\theta}, Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right) \cdot \nabla\right) \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \wedge R \mid \mathcal{F}_{t}\right]\right] \\
& =\sum_{i=1}^{n} \mathbb{E}\left[\hat{b}_{i}^{*}\left(Y_{t}^{\theta}, Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right) \mathbb{E}\left[\left(\partial_{i} \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}} \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \wedge R \mid \mathcal{F}_{t}\right]\right] \\
& =\sum_{i=1}^{n} \mathbb{E}\left[\mathbb{E}\left[\hat{b}_{i}^{*}\left(Y_{t}^{\theta}, Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right) \mid \mathcal{F}_{t_{k}}\right] \mathbb{E}\left[\left(\partial_{i} \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}} \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \wedge R \mid \mathcal{F}_{t_{k}}\right]\right]
\end{aligned}
$$

so that (4.6.13), (4.6.15) and (4.6.16), where the only order $\frac{1}{2}$ term in $t-t_{k}$ from (4.6.15) has vanished, together with the same arguments as before and dominated convergence in $R$ yields

$$
\begin{equation*}
\mathbb{E}\left[\left(\left(\left(\hat{b}^{*}\left(Y_{t}^{\theta}, Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right) \cdot \nabla\right) \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right)\right] \leq C\left(t-t_{k}\right) \tag{4.6.18}
\end{equation*}
$$

for all $t \in\left[t_{k}, t_{k+1}\right), \theta \in \Theta$. Gathering the arguments from (4.6.17) onwards, the integrals involving $b$ in (4.6.12) have been shown to be of order $t-t_{k}$. For the integrals involving $\sigma$ in (4.6.12), after rewriting

$$
\begin{aligned}
& \sigma\left(Y_{t}^{\theta}\right) \sigma\left(Y_{t}^{\theta}\right)^{\top}-\mathbb{1}_{D_{|\theta|}}\left(Y_{t_{k}}^{\theta}\right)\left(\sigma\left(Y_{t_{k}}^{\theta}\right)+\sigma^{*}\left(Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right)\right)\left(\sigma\left(Y_{t_{k}}^{\theta}\right)+\sigma^{*}\left(Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right)\right)^{\top} \\
&=\left(\sigma\left(Y_{t}^{\theta}\right)-\mathbb{1}_{D_{|\theta|}}\left(Y_{t_{k}}^{\theta}\right)\left(\sigma\left(Y_{t_{k}}^{\theta}\right)+\sigma^{*}\left(Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right)\right)\right) \sigma\left(Y_{t}^{\theta}\right)^{\top} \\
&+\mathbb{1}_{D_{|\theta|}}\left(Y_{t_{k}}^{\theta}\right)\left(\sigma\left(Y_{t_{k}}^{\theta}\right)+\sigma^{*}\left(Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right)\right)\left(\sigma\left(Y_{t}^{\theta}\right)^{\top}-\left(\sigma\left(Y_{t_{k}}^{\theta}\right)+\sigma^{*}\left(Y_{t_{k}}^{\theta}, Z_{t}^{\theta, k}\right)\right)^{\top}\right)
\end{aligned}
$$

and similarly

$$
\begin{aligned}
& \left(\left(\partial_{i} \bar{X}_{t, T}^{Y_{t}^{\theta}} \otimes \partial_{j} \bar{X}_{t, T}^{Y_{t}^{\theta}}\right): D^{2}\right) f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right)+\left(\partial_{i j}^{2} \bar{X}_{t, T}^{Y_{t}^{\theta}} \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right) \\
& \quad=\left(\left(\left(\partial_{i} \bar{X}_{t, T}^{Y_{t}^{\theta}}-\partial_{i} \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \otimes \partial_{j} \bar{X}_{t, T}^{Y_{t}^{\theta}}\right): D^{2}\right) f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right)+\left(\left(\partial_{i j}^{2} \bar{X}_{t, T}^{Y_{t}^{\theta}}-\partial_{i j}^{2} \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right) \\
& \quad+\left(\left(\left(\partial_{i} \bar{X}_{t, T}^{Y_{t}^{\theta}}-\partial_{i} \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \otimes \partial_{j} \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right): D^{2}\right) f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right)+\left(\partial_{i j}^{2} \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}} \cdot \nabla\right)\left(f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right)-f\left(\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right)\right) \\
& \quad+\left(\left(\partial_{i} \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}} \otimes \partial_{j} \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right): D^{2}\right)\left(f\left(\bar{X}_{t, T}^{Y_{t}^{\theta}}\right)-f\left(\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right)\right)+\left(\partial_{i j}^{2} \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}} \cdot \nabla\right) f\left(\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right) \\
& \quad+\left(\left(\partial_{i} \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}} \otimes \partial_{j} \bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right): D^{2}\right) f\left(\bar{X}_{t, T}^{Y_{t_{k}}^{\theta}}\right)
\end{aligned}
$$

the same bound as (4.6.18) holds for all of (4.6.12) by the same treatment as for (4.6.18).

### 4.7 Examples

In this section, specific examples are provided where the results presented above are applicable. As stated in the introduction, most of the examples in [44, 105] are viable and many Lyapunov functions have already been given in these references (applicable here after a simple transformation, see Remark 4.6.1). Here, the focus is placed on two particular examples differing in some considerable way to the aforementioned references. In Section 4.7.1, our results are applied to the (underdamped) Langevin dynamics with variable friction, which, by definition, does not have globally Lipschitz (nor monotone) coefficients.In Section 4.7.2, a Lyapunov function of the classical type (that is, $V_{0}$ satisfying $L V_{0} \leq C V_{0}$ ) is given for the Stochastic Duffing-van der Pol equation; moreover, this is given in consideration of a limiting parameter case that has not fallen under the assumptions in previous works mentioned above.

### 4.7.1 Langevin equation with variable friction

Here, the backward Kolmogorov equation and Poisson equation associated with the Langevin equation are shown to hold even in cases where the friction matrix depends on both position and velocity variables. The pointwise solution to the Kolmogorov equation is used to obtain a distributional solution to the associated Poisson equation and in doing so the derivation of a gradient formula for the asymptotic variance as in the previous chapter is made viable; the last part is not explored further here. Note that the case where the friction matrix depends on the velocity variable was considered in [11]. We allow the potential to not be infinitely differentiable and do not make use of hypoellipticity.

Assumption 11. The function $U \in C^{3}\left(\mathbb{R}^{n}\right)$ is such that there exists $\tilde{k}, \tilde{K}>0$ with $\nabla U(q) \cdot q \geq \tilde{k}|x|^{2}-\tilde{K}$ for all $q \in \mathbb{R}^{n}$. The friction matrix $\Gamma \in C^{\infty}\left(\mathbb{R}^{2 n}, \mathbb{R}^{n \times n}\right) \cap L^{\infty}$
is symmetric positive definite everywhere such that there exist ${ }^{4} \beta_{1}<1, \tilde{m}, \tilde{M}>0$ with $\left|\nabla_{p} \cdot \Gamma(q, p)\right|<\tilde{M}\left(1+|q|^{\beta_{1}}+|p|^{\beta_{1}}\right)$ and $\Gamma(q, p) \geq \tilde{m} I$ for all $q, p \in \mathbb{R}^{n}$.

Note Assumption 11 implies for $R>1, q \in \mathbb{R}^{n}$ with $|q|=1$,

$$
\begin{aligned}
U(R q)-U(q) & =\int_{1}^{R} \nabla U(\lambda q) \cdot \frac{\lambda q}{\lambda} d \lambda \geq \int_{1}^{R}\left(\tilde{k}|\lambda q|^{2}-\tilde{K}\right) \lambda^{-1} d \lambda \\
& =\frac{\tilde{k}\left(R^{2}-1\right)}{2}-\tilde{K} \log R
\end{aligned}
$$

which yields $U(q) \geq \frac{\tilde{k}}{4}|q|^{2}-C$ for all $q \in \mathbb{R}^{n}$ and some constant $C>0$. Consider $\mathbb{R}^{2 n}$-valued solutions $\left(q_{t}, p_{t}\right)$ to

$$
\begin{align*}
d q_{t} & =p_{t} d t  \tag{4.7.1a}\\
d p_{t} & =-\nabla U\left(q_{t}\right) d t+\nabla_{p} \cdot \Gamma\left(q_{t}, p_{t}\right) d t-\Gamma\left(q_{t}, p_{t}\right) p_{t} d t+\sqrt{\Gamma}\left(q_{t}, p_{t}\right) d W_{t} \tag{4.7.1b}
\end{align*}
$$

where $\sqrt{\Gamma}$ denotes some matrix satisfying $\sqrt{\Gamma} \sqrt{\Gamma}^{\top}=\Gamma$ and $(\nabla \cdot \Gamma)_{i}=\sum_{j} \nabla_{p_{j}} \Gamma_{i j}$. For $b=$ $\min \left(\tilde{k}^{-1}\left(\sup _{\mathbb{R}^{2 n}}|\Gamma|\right)^{-1}, \tilde{m}, \tilde{k}^{\frac{1}{2}}\right), a=\frac{1}{4} \min \left(\frac{b}{\tilde{k}}, \tilde{m}\right)$, let

$$
\begin{equation*}
V_{\gamma}(q, p)=e^{\gamma\left(U(q)+a|q|^{2}+b q \cdot p+|p|^{2}\right)} \tag{4.7.2}
\end{equation*}
$$

In the following, $|M|$ denotes the operator norm of $M \in \mathbb{R}^{n \times n}$.
Proposition 4.7.1. Under Assumption 11, there exists constants $c_{1}, c_{2}, c_{3}>0$ such that for all $\gamma$ satisfying

$$
\begin{equation*}
0<\gamma \leq \gamma^{*}:=\frac{1}{8} \min \left(\left(\tilde{k} b \sup _{\mathbb{R}^{2 n}}|\Gamma|\right)^{-1}, \tilde{m}\left(4 \sup _{\mathbb{R}^{2 n}}|\Gamma|\right)^{-1}\right) \tag{4.7.3}
\end{equation*}
$$

it holds that

$$
\begin{equation*}
L V_{\gamma}(q, p) \leq\left(c_{1}-c_{2}|q|^{2}-c_{3}|p|^{2}\right) \gamma V_{\gamma}(q, p) \tag{4.7.4}
\end{equation*}
$$

for all $(q, p) \in \mathbb{R}^{2 n}$, where $L$ is the generator (4.2.2) associated with (4.7.1).
If in addition there exist $0<\beta_{2}<1, \bar{M}>0$ such that

$$
\begin{aligned}
\left|\partial_{i}\left(\nabla_{p} \cdot \Gamma(q, p)-\nabla U(q)\right)\right| & \leq \bar{M}\left(1-\inf U+U(q)+|p|^{2}\right)^{\beta_{2}} \\
\left|\partial_{i} \Gamma(q, p)\right| & \leq \bar{M}\left(1-\inf U^{\frac{1}{2}}+U(q)^{\frac{1}{2}}+|p|\right)^{\beta_{2}} \\
\left|\partial_{i} \partial_{j}\left(\nabla_{p} \cdot \Gamma(q, p)-\nabla U(q)\right)\right|+\left|\partial_{i} \partial_{j} \Gamma(q, p)\right| & \leq \bar{M}\left(1+e^{\left(U(q)+|p|^{2}\right)^{\beta_{2}}}\right)
\end{aligned}
$$

for all $q, p \in \mathbb{R}^{n}, i, j \in\{1, \ldots, 2 n\}$, then Assumption 8 (with $p=2$ ) is satisfied with

[^13]$\hat{V}_{k}=V_{\gamma}$ with any $\gamma$ satisfying (4.7.3), $G(q, p)=C\left(1-\inf U+U(q)+|p|^{2}\right)^{\beta_{3}}$ for some constants $C>0$ and $\beta_{2}<\beta_{3}<1$.

Proof. The left-hand side of (4.7.4) calculates as

$$
\begin{align*}
&\left(p \cdot \nabla_{q}-\nabla_{q} U(q) \cdot \nabla_{p}+\left(\nabla_{p} \cdot \Gamma(q, p)\right) \cdot \nabla_{p}-(\Gamma(q, p) p) \cdot \nabla_{p}+\Gamma(q, p): D^{2}\right) V_{\gamma}(q, p) \\
&=\left(2 a q \cdot p+b|p|^{2}-b \nabla_{q} U(q) \cdot q+\left(\nabla_{p} \cdot \Gamma(q, p)-\Gamma(q, p) p\right) \cdot(b q+2 p)\right. \\
&\left.+2 \operatorname{Tr} \Gamma(q, p)+\gamma \Gamma(q, p):\left(b^{2} q q^{\top}+4 p p^{\top}\right)\right) \gamma V_{\gamma}(q, p) \\
& \leq\left(\left(a-\frac{b}{\tilde{k}}+\frac{1}{2} b^{2}|\Gamma|+b^{2} \gamma|\Gamma|\right)|q|^{2}+\left(a+b+\frac{1}{2}|\Gamma|-2 \tilde{m}+4 \gamma|\Gamma|\right)|p|^{2}\right. \\
&\left.+\tilde{M}\left(1+|q|^{\beta_{1}}+|p|^{\beta_{2}}\right)|b q+2 p|+b \tilde{K}+2 \operatorname{Tr} \Gamma\right) \gamma V_{\gamma}(q, p) \\
& \leq\left(c-\frac{b}{16 \tilde{k}}|q|^{2}-\frac{\tilde{m}}{16}|p|^{2}\right) \gamma V_{\gamma}(q, p) \tag{4.7.5}
\end{align*}
$$

for some constant $c>0$. The last assertion follows by straightforward applications of Young's inequality.

For $U$ with locally Lipschitz third derivatives and by Theorem 4.5.2 (iii), the associated Poisson equation with right-hand side $\hat{f}=f-\int_{\mathbb{R}^{2 n}} f d \mu \in L^{2}(\mu)$ holds in the distributional sense if in addition

$$
\begin{equation*}
\left|\mathbb{E} \hat{f}\left(z_{t}^{\cdot}\right)\right|+\left|\int_{t}^{\infty} \mathbb{E} \hat{f}\left(z_{s}^{\cdot}\right) d s\right| \rightarrow 0 \text { in } L^{2}(\mu) \text { as } t \rightarrow \infty \tag{4.7.6}
\end{equation*}
$$

where for any $z \in \mathbb{R}^{2 n}, z_{t}^{z}=\left(q_{t}, p_{t}\right)$ solves (4.7.1), $\mathbb{P}\left(\left(q_{0}, p_{0}\right)=z\right)=1$ and $\mu(d q, d p)=$ $Z^{-1} e^{-U(q)-\frac{p^{2}}{2}} d q d p$ is the invariant probability measure with normalizing constant $Z$. We obtain (4.7.6) in the following by using the ergodicity results of [52], see alternatively Theorem 2.4 in [194]. The proof of Proposition 1.2 in [194] can be modified for (4.7.1) to obtain

Proposition 4.7.2. For every $x \in \mathbb{R}^{2 n}, t>0$, the measure $P^{t}(x, \cdot)$ admits a density $p_{t}(x, \cdot)$ satisfying $p_{t}(x, y)>0$ Lebesgue almost every $y \in \mathbb{R}^{2 n}$ and

$$
\begin{equation*}
\left(x \mapsto p_{t}(x, \cdot)\right) \in C\left(\mathbb{R}^{2 n}, L^{1}\left(\mathbb{R}^{2 n}\right)\right) \tag{4.7.7}
\end{equation*}
$$

Proof. For the Markov property, see the proof of Lemma 4.6.2 just before (4.6.5). The proof in the aforementioned reference follows through except in the proof of Lemma 1.1 in [194], where the Lyapunov function (4.7.2) is to be used in place of $\tilde{H}(x, y)=\frac{1}{2}|y|^{2}+$ $V(x)-\inf _{\mathbb{R}^{n}} V+1$ and $R^{2}$ in the ensuing calculations is replaced as needed.

Proposition 4.7.2 implies the existence of an irreducible skeleton chain, see [52]; together
with Theorem 3.2 in the same reference (with $\Psi=\left(\Psi_{1}, \Psi_{2}\right), \Psi_{1}(x)=\Psi_{2}(x)=(x / 2)^{\frac{1}{2}}$, $\left.\phi(x)=x^{\frac{1}{2}}, V=V_{\frac{1}{2} \gamma^{*}}\right)$, Theorem 3.4 in [52] (compact sets are petite by Theorem 4.1(i) in [137]) and Proposition 3.1 in the same reference (with $\phi(x)=x, V=V_{\gamma^{*}}$ ), this yields (4.7.6) for $\hat{f}$ satisfying $\hat{f} / V_{\frac{1}{8} \gamma^{*}} \in L^{\infty}$. Note that the Foster-Lyapunov condition for geometric ergodicity suffice as well.
In addition, maximal dissipativity of the closure of the generator defined on $C_{c}^{\infty}$ is also enough to conclude a distributional solution to the Poisson equation, which motivates the question of whether there is a relationship between this property and the Kolmogorov equation; a partial answer is given by Proposition 4.4.6. However, maximal dissipativity is not generally available and for example not established for (4.7.1) with $\Gamma$ dependent on both $q$ and $p$, see [11] on the other hand.

### 4.7.2 Stochastic Duffing-van der Pol equation

We show here that the Stochastic Duffing-van der Pol oscillator admits a Lyapunov function satisfying the assumptions of Theorem 4.3.3. Note that in doing so, the difficult parts of Assumption 10 are shown to be satisfied, so that our Theorem 4.6.3 about weak numerical convergence rates applies. In particular, the logarithm of the Lyapunov function described below may be used for $U$ in Assumption 10. The version of the equation considered is from [102] with $\beta_{2}=0$, which is less general than in [102] but still includes the setting of Section 13.1 in [112] and [5] for example. Moreover, it is more general than Section 4.3 in [44], which is reflected in the form of the Lyapunov function here. Note on the other hand, it is not more general than in [103]. Specifically, for $\left(W^{(1)}, W^{(3)}\right):[0, T] \times \Omega \rightarrow \mathbb{R}^{2}$ a standard $\left(\mathcal{F}_{t}\right)_{t \in[0, T]}$-adapted Brownian motion, $\alpha_{1}, \alpha_{2}, \beta_{1}, \beta_{3} \in \mathbb{R}, \alpha_{3} \geq 0$, consider $\mathbb{R}^{2}$-valued solutions to (4.1.2), restated here for convenience:

$$
\begin{align*}
d X_{t}^{(1)}= & X_{t}^{(2)} d t  \tag{4.7.8a}\\
d X_{t}^{(2)}= & {\left[\alpha_{1} X_{t}^{(1)}-\alpha_{2} X_{t}^{(2)}-\alpha_{3} X_{t}^{(2)}\left(X_{t}^{(1)}\right)^{2}-\left(X_{t}^{(1)}\right)^{3}\right] d t } \\
& +\beta_{1} X_{t}^{(1)} d W_{t}^{(1)}+\beta_{3} d W_{t}^{(3)} \tag{4.7.8b}
\end{align*}
$$

For $\alpha_{3}>0$ (see Remark 4.7 .1 for the case $\alpha_{3}=0, V$ is chosen here with regard to this case), let $a=\min \left(1, \frac{1}{\alpha_{3}}\right), b=\left(2-\alpha_{3}\right) \mathbb{1}_{\alpha_{3}<1}+\frac{3}{2} \mathbb{1}_{\alpha_{3} \geq 1}, c=6\left|\alpha_{2}\right|, \gamma \leq \min \left(\frac{\alpha_{3}}{4 \beta_{1}^{2}}, \frac{1}{\beta_{1}^{2}}, \frac{\left|\alpha_{2}\right|}{8 \beta_{3}^{2}}\right)$ and let $\eta: \mathbb{R} \rightarrow[0,1]$ be a $C_{c}^{\infty}$ cut off function satisfying $\eta(y)=1$ for $y^{2} \leq \frac{1+\left|a-2 \alpha_{2} b+2 \beta_{3}^{2} \gamma b^{2}\right|}{2 \alpha_{3} b-2 \beta_{1}^{2} \gamma b^{2}}$. Define

$$
\begin{aligned}
V\left(x_{1}, x_{2}\right) & =V_{1}\left(x_{1}, x_{2}\right)+V_{2}\left(x_{1}, x_{2}\right) \\
& :=\left(1-\eta\left(x_{1}\right)\right) e^{\gamma\left(x_{1}^{4}+a x_{1} x_{2}+b x_{2}^{2}\right)}+e^{\gamma\left(-c x_{1} x_{2}+\frac{1}{2} x_{2}^{2}\right)}
\end{aligned}
$$

Proposition 4.7.3. If $\alpha_{3}>0$, then there exists a constant $C^{*}>0$ such that $L V \leq$ $C^{*} V$, where $L$ is the generator (4.2.2) associated with (4.7.8). Moreover, Assumptions 7 and 8 are satisfied with $G(t, x)=\left(3+2 \sum_{i}\left|\alpha_{i}\right|+\beta_{1}^{2}\right)\left(1+\left|x_{1}\right|^{3}+\left|x_{2}\right|^{\frac{3}{2}}\right)$ and $\hat{V}_{k}(t, x)=$ $\left(\left|X_{t}^{(1)}\right|^{4}+2\left|X_{t}^{(2)}\right|^{2}+1\right)^{k}$ for $t \geq 0, x=\left(x_{1}, x_{2}\right) \in \mathbb{R}^{n}$, where $\left(X_{t}^{(1)}, X_{t}^{(2)}\right)$ solves (4.7.8) with $\left(X_{t}^{(1)}, X_{t}^{(2)}\right)=\left(x_{1}, x_{2}\right)$.

Proof. The functions $V_{1}$ and $V_{2}$ satisfy

$$
\begin{aligned}
L V_{1}\left(x_{1}, x_{2}\right)= & {\left[\left(2 \alpha_{1} b-\alpha_{2} a\right) x_{1} x_{2}+\left(a-2 \alpha_{2} b+2 \beta_{3}^{2} \gamma b^{2}\right) x_{2}^{2}+\left(\alpha_{1} a+\frac{1}{2} \beta_{3}^{2} \gamma a^{2}+\beta_{1}^{2} b\right) x_{1}^{2}\right.} \\
& +\left(2 \beta_{1}^{2} \gamma b^{2}-2 \alpha_{3} b\right) x_{1}^{2} x_{2}^{2}-\left(\alpha_{3} a+2 b-4\right) x_{1}^{3} x_{2}+\left(\frac{1}{2} \beta_{1}^{2} \gamma a^{2}-a\right) x_{1}^{4} \\
& \left.+b \beta_{3}^{2}-\frac{x_{2} \partial_{x_{1}} \eta\left(x_{1}\right)}{1-\eta\left(x_{1}\right)}\right] \gamma V_{1}\left(x_{1}, x_{2}\right) \\
L V_{2}\left(x_{1}, x_{2}\right)= & {\left[\left(\frac{1}{2} \beta_{3}^{2} \gamma-c-\alpha_{2}\right) x_{2}^{2}+\left(\frac{1}{2} c^{2} \beta_{3}^{2} \gamma-\alpha_{1} c+\frac{1}{2} \beta_{1}^{2}\right) x_{1}^{2}\right.} \\
& +\left(\alpha_{2} c+\alpha_{1}\right) x_{1} x_{2}+\left(\alpha_{3} c-1\right) x_{1}^{3} x_{2}+\left(c+\frac{1}{2} c^{2} \gamma \beta_{1}^{2}\right) x_{1}^{4} \\
& \left.+\left(\frac{1}{2} \beta_{1}^{2} \gamma-\alpha_{3}\right) x_{1}^{2} x_{2}^{2}+\frac{1}{2} \beta_{3}^{2}\right] \gamma V_{2}\left(x_{1}, x_{2}\right)
\end{aligned}
$$

where $\frac{1}{1-\eta\left(x_{1}\right)}:=0$ whenever $1-\eta\left(x_{1}\right)=0$. In order to see $L V \leq C V$, consider separately the regimes $x_{1}^{2} \leq \frac{1+\left|a-2 \alpha_{2} b+2 \beta_{3}^{2} \gamma b^{2}\right|}{2 \alpha_{3} b-2 \beta_{1}^{2} \gamma b^{2}}$ and its complement in $\mathbb{R}^{2}$. In the former case, $V_{1}\left(x_{1}, x_{2}\right)=L V_{1}\left(x_{1}, x_{2}\right)=0$ and by our choice of $c$ and $\gamma$, there exists a generic constant $C>0$ such that $L V_{2} \leq C V_{2}$, therefore $L V \leq C V$. Otherwise in the complementary case where $\left|x_{1}\right|$ is bounded below, we have $L V_{1} \leq C V_{1}$ and when in addition $x_{1} \in \operatorname{supp} \eta \cup B_{1}(0)$, it holds that $L V_{2} \leq C V_{2}$. It remains to estimate $L V_{2}$ when $x_{1} \notin \operatorname{supp} \eta \cup B_{1}(0)$, in which case we have $|x|^{i} e^{\gamma\left(-c x_{1} x_{2}+\frac{1}{2} x_{2}^{2}\right)} \leq C e^{\gamma\left(\frac{1}{2} x_{1}^{4}+\frac{3}{4} x_{2}^{2}\right)} \leq C V_{1}\left(x_{1}, x_{2}\right)$ for $i \leq 4$, from which $L V_{2} \leq C V_{1}$.
For the second assertion, it is straightforward to see that (4.3.1), (4.3.2) hold and that the higher derivatives of the coefficients of (4.7.8) are bounded above in terms of $\hat{V}_{k}$ for any $k, p$ as called-for in Assumption 8; for (4.3.3), consider separately the cases $\left|x_{1}\right| \leq \sup \{|x|: x \in \operatorname{supp} \eta\}$ and otherwise. In the former case, it holds that

$$
G\left(x_{1}, x_{2}\right) \leq C\left(1+\left|x_{2}\right|^{\frac{3}{2}}\right)
$$

which yields that for any $m>0$, there is $M=M(m)>0$ continuous in $m$ such that

$$
\begin{equation*}
G \leq m \log \left(V_{2}\right)+M \leq m \log (V)+M \tag{4.7.9}
\end{equation*}
$$

When $\left|x_{1}\right|>\sup \{|x|: x \in \operatorname{supp} \eta\}$, inequalities (4.7.9) continue to hold with $V_{1}$ replacing $V_{2}$ and a corresponding continuous function $m \mapsto M(m)$.

Remark 4.7.1. When $\alpha_{3}=0$, the arguments of Proposition 4.7.3 fail to adapt, but one can consider (4.7.8) and its derivative dynamics appended with $d \alpha_{3}=0$ with initial condition as a positive function in $\mathbb{R}$ in order to obtain the statements of Theorem 4.3.3. To elaborate, for almost all $\omega \in \Omega$, the solution to the appended derivative dynamics is continuously differentiable with respect to $\alpha_{3}$ by Theorem V. 39 in [165] and in particular is continuous, so that Fatou's lemma can be used to obtain

$$
\mathbb{E} \lim _{\alpha_{3} \rightarrow 0} \sup _{0 \leq s \leq t}\left|\partial^{(\kappa)} X_{s}^{x^{\prime}}-\partial^{(\kappa)} X_{s}^{x}\right|^{k_{1}} \leq \liminf _{\alpha_{3} \rightarrow 0} \mathbb{E} \sup _{0 \leq s \leq t}\left|\partial^{(\kappa)} X_{s}^{x^{\prime}}-\partial^{(\kappa)} X_{s}^{x}\right|^{k_{1}}
$$

Therefore the same bounds in Lemma 4.3.2 and Theorem 4.3.3 apply if they are uniform with respect to small $\alpha_{3}$; since $\gamma$ is proportional to $\alpha_{3}$ (for small $\gamma$ ), it follows that $M$ in (4.3.3) and subsequently in $\alpha_{t}$ in both the proofs of Lemma 4.3.2 (in Lemma 4.3.1 and (4.3.11)) and Theorem 4.3.3 (equation (4.3.19)) blows up as $\alpha_{3} \rightarrow 0$. This can be addressed by increasing $m$ accordingly so that $M$ is uniformly bounded.

### 4.8 Proofs of some auxiliary results

Just as in the case of globally Lipschitz coefficients in [114, Lemma 5.10], the regularity of an extended system and the harmonic property of the expectation (4.4.13) are required. These properties are established for our setting in the following.
Throughout the section, we assume $O=\mathbb{R}^{n}$ and $b, \sigma$ are nonrandom functions. Moreover for the functions $f, c, g$, we assume nonrandomness and all of the presuppositions about them made in Theorem 4.4.2 regarding Assumption 9. In particular, $f:[0, \infty) \times$ $\mathbb{R}^{n} \rightarrow \mathbb{R}, c:[0, \infty) \times \mathbb{R}^{n} \rightarrow[0, \infty)$ and $g: \mathbb{R}^{n} \rightarrow \mathbb{R}$ are Borel functions satisfying that $f(t, \cdot), c(t, \cdot), g(\cdot)$ are continuous for every $t \in[0, T], \int_{0}^{T} \sup _{x \in B_{R}}(|c(t, x)|+$ $|f(t, x)|) d t<\infty$ for every $R>0$ and such that for $h \in\{f, c, g\}, R>0$, there exists $C \geq 0,0<\bar{l} \leq 1$, Lyapunov functions $V^{s, T}$, locally bounded $\tilde{x}$ for which for any $s \in[0, T]$ it holds $\mathbb{P}$-a.s. that

$$
\begin{align*}
\left|h\left(s+t, X_{t}^{s, x}\right)\right| & \leq C\left(1+V^{s, T}(t, \tilde{x}(x))\right)^{\bar{l}}  \tag{4.8.1a}\\
\left|h(s+t, y)-h\left(s+t, y^{\prime}\right)\right| & \leq C\left|y-y^{\prime}\right|  \tag{4.8.1b}\\
V^{s+\tau, T}\left(0, \tilde{x}\left(X_{\tau}^{s, x}\right)\right)^{\bar{l}} & \leq C\left(1+V^{s, T}(\tau, \tilde{x}(x))\right) \tag{4.8.1c}
\end{align*}
$$

for all $s \in[0, T], t \leq T-s$, stopping times $\tau \leq T, x \in \mathbb{R}^{n}$ and $y, y^{\prime} \in B_{R}$, where continuity of the underlying $V_{0}$ for the relevant Lyapunov functions have been used for (4.8.1b). For any $s \geq 0, T>0, x \in \mathbb{R}^{n}, x^{\prime}, x^{\prime \prime} \in \mathbb{R}$, consider solutions $X_{t}^{s, x}$ to (4.2.1) appended
with the corresponding $\mathbb{R}$-valued solutions $X_{t}^{(n+1), s, x^{\prime}}$ and $X_{t}^{(n+2), s, x^{\prime}}$ to

$$
\begin{align*}
X_{t}^{(n+1), s, x^{\prime}} & =x^{\prime}+\int_{0}^{t} c\left(s+r, X_{r}^{s, x}\right) d r  \tag{4.8.2a}\\
X_{t}^{(n+2), s, x^{\prime \prime}} & =x^{\prime \prime}+\int_{0}^{t} f\left(s+r, X_{r}^{s, x}\right) e^{-X_{r}^{(n+1), s, x^{\prime}}} d r \tag{4.8.2b}
\end{align*}
$$

on $[0, T]$, denoted $\bar{X}_{t}^{s, y}=\left(X_{t}^{s, x}, X_{t}^{(n+1), s, x^{\prime}}, X_{t}^{(n+2), s, x^{\prime \prime}}\right), y=\left(x, x^{\prime}, x^{\prime \prime}\right)$. Let $\bar{X}_{t}^{s, y}(I)$ be the corresponding Euler approximation analogous to (4.4.12) with $I$ as in the beginning of Lemma 4.4.4.

Lemma 4.8.1. Under the assumptions of this section, for every $R, T>0$, it holds that

$$
\sup _{s \in[0, T]} \sup _{y \in B_{R}} \mathbb{P}\left(\sup _{t \in[0, T]}\left|\bar{X}_{t}^{s, y}-\bar{X}_{t}^{s, y}(I)\right|>\epsilon\right) \rightarrow 0
$$

$a s \sup _{k} t_{k+1}-t_{k} \rightarrow 0$.
Proof. For any $R^{\prime}>0$, let $R_{X}^{s, x}\left(I, R^{\prime}\right) \in \mathcal{F}$ denote the event

$$
R_{X}^{s, x}\left(I, R^{\prime}\right)=\left\{\sup _{t \in[0, T]}\left|X_{t}^{s, x}\right| \leq R^{\prime}\right\} \cap\left\{\sup _{t \in[0, T]}\left|X_{t}^{s, x}(I)\right| \leq R^{\prime}\right\}
$$

For any $\epsilon, R^{\prime}>0$, it holds that

$$
\begin{aligned}
\mathbb{P}\left(\sup _{t \in[0, T]}\left|\bar{X}_{t}^{s, y}-\bar{X}_{t}^{s, y}(I)\right|>\epsilon\right) \leq & \mathbb{P}\left(\sup _{t \in[0, T]}\left|X_{t}^{s, x}\right|>R^{\prime}\right)+\mathbb{P}\left(\sup _{t \in[0, T]}\left|X_{t}^{s, x}(I)\right|>R^{\prime}\right) \\
& +\mathbb{P}\left(\sup _{t \in[0, T]}\left|\bar{X}_{t}^{s, y}-\bar{X}_{t}^{s, y}(I)\right|>\epsilon \mid R_{X}^{s, x}\left(I, R^{\prime}\right)\right) .
\end{aligned}
$$

Fix $\epsilon^{\prime}>0$. For any $T, R>0$, we may choose $R^{\prime}=R^{*}$ so that, by Lemma 2.2 in [114], the sum of the first and second term on the right-hand side is bounded above by $\epsilon^{\prime} / 2$ uniformly in $s \in[0, T]$ and $x \in B_{R}$. For the last term on the right, note that by our assumptions on $c$, there exists locally bounded $\tilde{G}: \mathbb{R}^{n} \rightarrow[0, \infty)$ such that

$$
\begin{align*}
& \sup _{t \in[0, T]}\left|c\left(s+t, X_{t}^{s, x}\right)-c\left(s+t, X_{t}^{s, x}(I)\right)\right| \\
& \quad \leq \sup _{t \in[0, T]}\left|X_{t}^{s, x}-X_{t}^{s, x}(I)\right|\left(\tilde{G}\left(X_{t}^{s, x}\right)+\tilde{G}\left(X_{t}^{s, x}(I)\right)\right) \tag{4.8.3}
\end{align*}
$$

and such that for $I_{t}:=\max \left\{t_{k}: t \geq t_{k}\right\}$,

$$
\begin{align*}
& \sup _{t \in[0, T]}\left|c\left(s+t, X_{t}^{s, x}(I)\right)-c\left(s+t, X_{I_{t}}^{s, x}(I)\right)\right| \\
& \quad \leq \sup _{t \in[0, T]}\left|X_{t}^{s, x}(I)-X_{I_{t}}^{s, x}(I)\right|\left(\tilde{G}\left(X_{t}^{s, x}(I)\right)+\tilde{G}\left(X_{I_{t}}^{s, x}(I)\right)\right) \\
& \quad=\sup _{t \in[0, T]}\left|\int_{I_{t}}^{t} c\left(s+r, X_{I_{t}}^{s, x}(I)\right) d r\right|\left(\tilde{G}\left(X_{t}^{s, x}(I)\right)+\tilde{G}\left(X_{I_{t}}^{s, x}(I)\right)\right) \\
& \quad \leq 2 \sup _{t \in[0, T]}\left(t-I_{t}\right)\left(\tilde{G}\left(X_{t}^{s, x}(I)\right)+\tilde{G}\left(X_{I_{t}}^{s, x}(I)\right)\right) \tag{4.8.4}
\end{align*}
$$

for all $s \in[0, T], y=\left(x, x^{\prime}, x^{\prime \prime}\right) \in \mathbb{R}^{n+2}$, where we have used that $c$ is uniformly bounded on $[0,2 T] \times B_{R}$ by the continuity of the underlying $V_{0}$ for the Lyapunov function that forms an upper bound for $c$. By (4.8.3), it holds that

$$
\begin{aligned}
& \left\{\sup _{t \in[0, T]}\left|X_{t}^{s, x}-X_{t}^{s, x}(I)\right| \leq \frac{\epsilon}{12 \sqrt{3} T \sup _{z \in B_{R^{*}}} \tilde{G}(z)}\right\} \cap R_{X}^{s, x}\left(I, R^{*}\right) \\
& \quad \subset\left\{\sup _{t \in[0, T]}\left|c\left(s+t, X_{t}^{s, x}\right)-c\left(s+t, X_{t}^{s, x}(I)\right)\right| \leq \frac{\epsilon}{6 \sqrt{3} T}\right\} \cap R_{X}^{s, x}\left(I, R^{*}\right) \\
& \quad \subset\left\{\int_{0}^{T}\left|c\left(s+u, X_{u}^{s, x}\right)-c\left(s+u, X_{u}^{s, x}(I)\right)\right| d u \leq \frac{\epsilon}{6 \sqrt{3}}\right\} \cap R_{X}^{s, x}\left(I, R^{*}\right)
\end{aligned}
$$

and by (4.8.4), there exists $\delta^{*}>0$ such that $\sup _{k} t_{k+1}-t_{k} \leq \delta^{*}$ implies

$$
R_{X}^{s, x}\left(I, R^{*}\right) \subset\left\{\int_{0}^{T}\left|c\left(s+u, X_{u}^{s, x}(I)\right)-c\left(s+u, X_{I_{u}}^{s, x}(I)\right)\right| d u \leq \frac{\epsilon}{6 \sqrt{3}}\right\}
$$

As a result, by Lemma 4.4.4 and our assumptions on $b$ and $\sigma$, there exists $0<\delta \leq \delta^{*}$ such that for $I$ satisfying $\sup _{k \geq 0} t_{k+1}-t_{k} \leq \delta$, it holds that

$$
\begin{align*}
& \mathbb{P}\left(\left.\sup _{t \in[0, T]}\left|X_{t}^{(n+1), s, x^{\prime}}-X_{t}^{(n+1), s, x^{\prime}}(I)\right|>\frac{\epsilon}{3 \sqrt{3}} \right\rvert\, R_{X}^{s, x}\left(I, R^{*}\right)\right) \\
& \quad \leq \mathbb{P}\left(\sup _{t \in[0, T]}\left|X_{t}^{s, x}-X_{t}^{s, x}(I)\right|>\frac{\epsilon}{12 \sqrt{3} T \sup _{z \in B_{R^{*}}} \tilde{G}(z)}\right) \leq \frac{\epsilon^{\prime}}{6} \tag{4.8.5}
\end{align*}
$$

for all $s \in[0, T]$ and $y=\left(x, x^{\prime}, x^{\prime \prime}\right) \in B_{R} \subset \mathbb{R}^{n+2}$. By a similar argument and using the above, (4.8.5) holds with $n+1$ replaced by $n+2$ and $x^{\prime}$ by $x^{\prime \prime}$. Together with Lemma 4.4.4, the lemma is proved.

Next, the harmonic property (see [114, Definition 3.1]) of (4.4.13) is shown. Let $\bar{g}$ given by $\bar{g}(y)=x^{\prime \prime}+g(x) e^{-x^{\prime}}$ for all $y=\left(x, x^{\prime}, x^{\prime \prime}\right) \in \mathbb{R}^{n+2}$ and for $T>0, s \in[0, T]$,
let $\bar{v}:[0, \infty) \times \mathbb{R}^{n+2} \rightarrow \mathbb{R}$ be given by

$$
\begin{equation*}
\bar{v}(s, y)=\mathbb{E}\left[\bar{g}\left(\bar{X}_{T-s}^{s, y}\right)\right]=x^{\prime \prime}+v(s, x) e^{-x^{\prime}}=\mathbb{E}\left[X_{T-s}^{(n+2), s, x^{\prime \prime}}+g\left(X_{T-s}^{s, x}\right) e^{-X_{T-s}^{(n+1), s, x^{\prime}}}\right] \tag{4.8.6}
\end{equation*}
$$

for $v$ given in (4.4.13). In addition for a bounded subset $Q \subset(0, T) \times \mathbb{R}^{n+2}$, let $\tau$ be the stopping time

$$
\begin{equation*}
\tau:=\inf \left\{u \geq 0:\left(s+u, \bar{X}_{u}^{s, y}\right) \notin Q\right\} \tag{4.8.7}
\end{equation*}
$$

The next lemma establishes the equality $\bar{v}(s, y)=\mathbb{E}\left[\bar{v}\left(s+(\tau \wedge t), \bar{X}_{\tau \wedge t}^{s, y}\right)\right]$ under our setting.
Lemma 4.8.2. Under the assumption of this section, for any $T>0$, any bounded subset $Q \subset(0, T) \times \mathbb{R}^{n+2},(s, y) \in Q, t \in[0, T-s]$, it holds that

$$
\mathbb{E}\left[\bar{g}\left(\bar{X}_{T-s}^{s, y}\right)\right]=\iint \bar{g}\left(\bar{X}_{T-s-(\tau(\omega) \wedge t)}^{s+(\tau(\omega) \wedge t), \bar{X}_{\tau(\omega) \wedge t}^{s, y}(\omega)}\left(\omega^{\prime}\right)\right) d \mathbb{P}\left(\omega^{\prime}\right) d \mathbb{P}(\omega)
$$

where $\tau$ is defined by (4.8.7).
Proof. For any $R, T>0, t \in[0, T],(s, y) \in Q$ with $y=\left(x, x^{\prime}, x^{\prime \prime}\right)$, by Theorem 2.13 in [114] together with Lemma 4.8.1, it holds for $\mathbb{P}$-a.a. $\omega$ that

$$
\begin{equation*}
\mathbb{E}\left[\left(\mathbb{1}_{B_{R}} \bar{g}\right)\left(\bar{X}_{T-s}^{s, y}\right) \mid \mathcal{F}_{\tau \wedge t}\right]=\int\left(\mathbb{1}_{B_{R}} \bar{g}\right)\left(\bar{X}_{T-(s+(\tau(\omega) \wedge t))}^{s+(\tau(\omega) \wedge t), \bar{X}_{\tau}^{s, y}(\omega) \wedge t}(\omega)\left(\omega^{\prime}\right)\right) d \mathbb{P}\left(\omega^{\prime}\right) \tag{4.8.8}
\end{equation*}
$$

so that the right-hand side is $\mathcal{F}_{\tau \wedge t}$-measurable. Moreover for $\mathbb{P}$-a.a. $\omega$, by (4.8.1), the absolute value of the integrand in the right-hand side is bounded independently of $R$ as

$$
\begin{align*}
&\left(\mathbb{1}_{B_{R}}|\bar{g}|\right)\left(\bar{X}_{T-(s+(\tau(\omega) \wedge t))}^{s+(\tau(\omega) \wedge t) \bar{X}_{\tau(\omega) \wedge t}^{s, y}(\omega)}\left(\omega^{\prime}\right)\right)-\left|X_{\tau(\omega) \wedge t}^{(n+2), s, x^{\prime \prime}}(\omega)\right| \\
& \leq \int_{0}^{T-s-(\tau(\omega) \wedge t)}\left|f\left(s+(\tau(\omega) \wedge t)+r, X_{r}^{s+(\tau(\omega) \wedge t), X_{\tau(\omega) \wedge t}^{s, x}(\omega)}\left(\omega^{\prime}\right)\right)\right| d r \\
&+\left|g\left(X_{T-(\tau(\omega) \wedge t), X_{\tau \tau(\omega) \wedge t}^{s, x}(\omega)}^{s+(\tau(\omega) \wedge))}\left(\omega^{\prime}\right)\right)\right| \\
& \leq C\left(\int_{0}^{T-s-(\tau(\omega) \wedge t)}\left(1+V^{s+(\tau(\omega) \wedge t), T}\left(\omega^{\prime}, r, \tilde{x}\left(X_{\tau(\omega) \wedge t}^{s, x}(\omega)\right)\right)\right)^{\bar{l}} d r\right. \\
&\left.+\left(1+V^{s+(\tau(\omega) \wedge t), T}\left(\omega^{\prime}, T-s-(\tau(\omega) \wedge t), \tilde{x}\left(X_{\tau(\omega) \wedge t}^{s, x}(\omega)\right)\right)\right)^{\bar{l}}\right) \tag{4.8.9}
\end{align*}
$$

Since $\bar{l}^{\text {th }}$-powers of Lyapunov functions are still Lyapunov functions (but with different auxiliary processes), the expectation in $\omega^{\prime}$ of the right-hand side of which is bounded by

Theorem 2.4 in [101] and (4.8.1c) as in

$$
\begin{align*}
\int & \left(\int_{0}^{T-s-(\tau(\omega) \wedge t)}\left(1+V^{s+(\tau(\omega) \wedge t), T}\left(\omega^{\prime}, r, \tilde{x}\left(X_{\tau(\omega) \wedge t}^{s, x}(\omega)\right)\right)\right)^{\bar{l}} d r\right. \\
& \left.+\left(1+V^{s+(\tau(\omega) \wedge t), T}\left(\omega^{\prime}, T-s-(\tau(\omega) \wedge t), \tilde{x}\left(X_{\tau(\omega) \wedge t}^{s, x}(\omega)\right)\right)\right)^{\bar{l}}\right) d \mathbb{P}\left(\omega^{\prime}\right) \\
\leq & C\left\|e^{\int_{0}^{T}\left|\alpha_{u}^{s+(\tau(\omega) \wedge t), T}\left(\omega^{\prime}\right)\right| d u}\right\|_{\frac{p^{s+(\tau(\omega) \wedge t), T}}{p^{s+(\tau(\omega) \wedge t), T}-1}\left(d \mathbb{P}\left(\omega^{\prime}\right)\right)} \\
& \cdot \int\left(1+V^{s+(\tau(\omega) \wedge t), T}\left(\omega^{\prime}, 0, \tilde{x}\left(X_{\tau(\omega) \wedge t}^{s, x}(\omega)\right)\right)\right)^{\bar{l}} d \mathbb{P}\left(\omega^{\prime}\right) \\
& \leq C\left(1+\int V^{s, T}\left(\omega^{\prime}, \tau(\omega) \wedge t, \tilde{x}(x)\right) d \mathbb{P}\left(\omega^{\prime}\right)\right) \\
\leq & C\left(1+V^{s, T}(0, \tilde{x}(x))\right) \\
< & \infty \tag{4.8.10}
\end{align*}
$$

Therefore by dominated convergence, the right-hand side of (4.8.8) converges to the same expression but without $\mathbb{1}_{B_{R}}$ for $\mathbb{P}$-a.a. $\omega$. Moreover, by (4.8.1) and Theorem 2.4 in [101],

$$
\begin{aligned}
\mathbb{E}\left|X_{\tau \wedge t}^{(n+2), s, x^{\prime \prime}}\right|-\left|x^{\prime \prime}\right| & \leq \mathbb{E} \int_{0}^{\tau \wedge t}\left|f\left(s+r, X_{r}^{s, x^{\prime \prime}}\right)\right| d r \leq C \int_{0}^{T} \mathbb{E}\left[1+V^{s, T}\left(r, \tilde{x}\left(x^{\prime \prime}\right)\right)\right] d r \\
& \leq C\left(1+V^{s, T}\left(0, \tilde{x}\left(x^{\prime \prime}\right)\right)\right)
\end{aligned}
$$

Consequently, together with (4.8.9), (4.8.10) and dominated convergence (in $\omega$ ), it holds that

$$
\begin{aligned}
& \iint\left(\mathbb{1}_{B_{R}} \bar{g}\right)\left(\bar{X}_{T-(s+(\tau(\omega) \wedge t))}^{s+(\tau(\omega) \wedge t), \bar{X}_{\tau(\omega)}^{s, y}(\omega)}\left(\omega^{\prime}\right)\right) d \mathbb{P}\left(\omega^{\prime}\right) d \mathbb{P}(\omega) \\
& \quad \rightarrow \iint \bar{g}\left(\bar{X}_{T-(s+(\tau(\omega) \wedge t))}^{s+(\tau(\omega) \wedge t), \bar{X}_{\tau(\omega) \wedge t}^{s, y}(\omega)}\left(\omega^{\prime}\right)\right) d \mathbb{P}\left(\omega^{\prime}\right) d \mathbb{P}(\omega)
\end{aligned}
$$

as $R \rightarrow \infty$. On the other hand, by a similar argument as above, the expectation of the left-hand side of (4.8.8) has the limit

$$
\mathbb{E}\left[\mathbb{E}\left[\left(\mathbb{1}_{B_{R}} \bar{g}\right)\left(\bar{X}_{T-s}^{s, y}\right) \mid \mathcal{F}_{\tau \wedge t}\right]\right]=\mathbb{E}\left[\left(\mathbb{1}_{B_{R}} \bar{g}\right)\left(\bar{X}_{T-s}^{s, y}\right)\right] \rightarrow \mathbb{E}\left[\bar{g}\left(\bar{X}_{T-s}^{s, y}\right)\right]
$$

as $R \rightarrow \infty$.
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[^0]:    ${ }^{1}$ To our knowledge, there is no known direct translation between (2.1.4) and (2.1.3) for a non-constant $T_{t}$; at the very least the intuition here is useful.

[^1]:    ${ }^{2}$ https://uk.mathworks.com/help/deeplearning/ug/data-sets-for-deep-learning.html

[^2]:    ${ }^{3}$ See for instance Appendix B in [62]. In the present chapter the infinitesimal generators and their adjoints are considered as honest differential operators acting on smooth functions.

[^3]:    ${ }_{5}^{4}$ Alternatively Corollary 1.2 of Section 5 in [67] can be used.
    ${ }^{5}$ Note that there is a wealth of related results, e.g. [30, 46], but [94] seems to contain the only immediately applicable (and relevant) result for our particular case; see also remark 2.4.1.

[^4]:    ${ }^{6} t_{l s}$ from Proposition 2.4.7

[^5]:    ${ }^{7} t_{H}$ from Proposition 2.4.10

[^6]:    ${ }^{1}$ meaning that this procedure occurs simultaneously to the MCMC procedure to approximate $\pi(f)$

[^7]:    ${ }^{2}$ http://archive.ics.uci.edu/ml/datasets/Internet+Advertisements. Note that besides missing values at some datapoints, the dataset comes with many quantitatively duplicate features and also some linear dependence between the vectors made up of a single feature across all datapoints; here features have been removed so that the said vectors remaining are linearly independently. In particular, $n=642$.

[^8]:    ${ }^{3}$ The control variate stochastic gradient on underdamped dynamics [39, 149] is not directly considered here but the benefits of an improved $\Gamma$ is expected to carry over to such variations of the stochastic gradient.

[^9]:    ${ }^{4}$ It is illustrative to imagine a grid of coefficients and the relations (3.6.25) and (3.6.27) as L-shaped chains on the grid, where (3.6.26) and (3.6.24) leave only a triangular area of nonzero coefficients.

[^10]:    ${ }^{1}$ The state space here is slightly different to $\mathbb{R}^{n}$, but the statement and proof of Proposition 4.4.6 can be modified accordingly.

[^11]:    ${ }^{2}$ Alternatively, since these systems have terms on right-hand sides that are continuous functions of the partial derivatives and are in particular at most linear in the highest order derivative (see the beginning of proof for Theorem 4.3.3), uniqueness holds by continuity of $X_{t}^{x}$ in $t$, (4.3.7) in Lemma 4.3.2, induction in the number of derivatives and Theorem 1.2 in [114] with $K_{t}(R)=K_{t}(1)$ constant in $t$.

[^12]:    ${ }^{3}$ Alternatively, we have uniqueness in the joint system by Theorem 3.5 in [111] and Theorem 1.2 in [114], so that Theorem IX.1.7 in [167], Itô's rule, Theorem 4.4.2 and Proposition 4.1 .5 both in [63] give together the same required Markov property.

[^13]:    ${ }^{4}$ It is possible to allow for $\beta_{1}=1$, but at the cost of more stringent bounds on the coefficients.

