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Abstract

Although recent successes of deep learning and novel machine learning techniques improved the perfor-

mance of classification and (anomaly) detection in computer vision problems, the application of these

methods in medical imaging pipeline remains a very challenging task. One of the main reasons for this

is the amount of variability that is encountered and encapsulated in human anatomy and subsequently

reflected in medical images. This fundamental factor impacts most stages in modern medical imaging

processing pipelines.

Variability of human anatomy makes it virtually impossible to build large datasets for each disease

with labels and annotation for fully supervised machine learning. An efficient way to cope with this is

to try and learn only from normal samples. Such data is much easier to collect. A case study of such

an automatic anomaly detection system based on normative learning is presented in this work. We

present a framework for detecting fetal cardiac anomalies during ultrasound screening using generative

models, which are trained only utilising normal/healthy subjects.

However, despite the significant improvement in automatic abnormality detection systems, clinical

routine continues to rely exclusively on the contribution of overburdened medical experts to diagnosis

and localise abnormalities. Integrating human expert knowledge into the medical imaging processing

pipeline entails uncertainty which is mainly correlated with inter-observer variability. From the per-

spective of building an automated medical imaging system, it is still an open issue, to what extent

this kind of variability and the resulting uncertainty are introduced during the training of a model

and how it affects the final performance of the task. Consequently, it is very important to explore the

effect of inter-observer variability both, on the reliable estimation of model’s uncertainty, as well as

on the model’s performance in a specific machine learning task. A thorough investigation of this issue

is presented in this work by leveraging automated estimates for machine learning model uncertainty,

inter-observer variability and segmentation task performance in lung CT scan images.

Finally, a presentation of an overview of the existing anomaly detection methods in medical imaging

was attempted. This state-of-the-art survey includes both conventional pattern recognition methods

and deep learning based methods. It is one of the first literature surveys attempted in the specific

research area.
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Chapter 1

Introduction

1.1 Motivation and Objectives

The main concepts explored in this thesis are automatic anomaly detection and uncertainty

which originates at the human-in-the-loop approach in medical imaging. Both concepts are

examined under the prism of variability. Variability is encountered and encapsulated both in

the human anatomy and subsequently is shown in medical imaging as well as in the different

stages of medical imaging processing pipelines. An abstract visualisation of the main stages in

this pipeline is shown in Figure 1.1.

Figure 1.1: An overview of the basic stages in the Medical Imaging processing pipeline.

Images in this Figure are borrowed from the following references: [KLN

+
17, HM16, KCL21, BKM

+
17a,

ÇAL

+
16, THC

+
19, HZRS16, HLW16, WPL

+
17, RS20, AIMB

+
11]

In human anatomy, it has been recognised that the human body displays a range of morpho-

logical patterns and arrangements, often called an anatomical variation [Smi21]. There is a

plethora of normal variations among individuals within the reference range of normality. Any

morphological fluctuation that is beyond the limits of normality is defined as anomaly or mal-

formation. Although in natural sciences normality is precisely defined, in human anatomy it

1



2 Chapter 1. Introduction

can be considered as a convention [Cha15, ŻSTI+21]. For example, in statistical science, nor-

mality in a population can be precisely described and modelled by a bell-shaped probability

distribution, i.e normal (Gaussian) distribution which is defined by mean and variance. How-

ever, in human anatomy, normality “is not as precise as one would wish and can be considered

an approximation or consensus” [ŻSTI+21]. An example of normal and abnormal variants in

the medical imaging field is given in Figure 1.2.

An understanding of the anatomical variations (normal and abnormal) is crucial for performing

a range of surgical and medical procedures as well as for the treatment of diseases. For instance,

in order to identify abnormalities in fetal anatomy, the key is to understand the range of normal

appearances at differing gestations. Furthermore, the identification and accurate detection of

anatomic variants that present abnormal manifestations is vital, especially for treating diseases

at an early stage. The early detection of a pathological anomaly is beneficial both, for the

patient, as well as for the healthcare system. Providing care at the earliest possible stage of

the illness increases both the chances for successful treatment and the likelihood of survival.

Also, treatment would cause less hassle for the patients, reducing the patient length of stay. At

the same time, it enables the healthcare system both to save human and financial resources, as

well as to manage and allocate them more efficiently.

Towards this direction, the development of automatic anomaly detection systems can signif-

icantly assist experts to make faster and more accurate diagnoses and concurrently reduce

significantly the observer dependence and the experts’ decision uncertainty. It is therefore

highly valued to integrate successfully such systems into the clinical routine.

Substantial advances by deep learning-based methods in various machine learning tasks, make

these methods dominant for the implementation of robust and efficient anomaly detection

systems. The two key components leading to success of deep learning are: the deep structures

of the networks and the use of large annotated datasets [BD20].

However, anatomic variability makes the collection of large datasets that reflect all the anatom-

ical variations (and pathological manifestations) a very difficult, costly, time-consuming and

usually impractical process. This leads to limited availability and scarcity of abnormal data

(e.g rare disease). Additionally, in many application fields, including medical imaging, it is

easier to obtain data that conform to normal behaviour. For instance, many datasets, e.g.
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volunteer studies like UK Biobank [PMB+13], consist of images from predominantly healthy

subjects with a small proportion of them belonging to abnormal cases.

Consequently, an effective way to treat the abnormality detection problem in medical imaging, is

to consider it within a framework of one-class classification [PCCT14]. In this case, one class (i.e

normal subjects) is well-sampled while others are (severely) under-sampled. Training models

based only on normal samples (or with few abnormal samples), with minimal supervision,

enables identifying anomalies/patterns that differ from normality. Additionally, the need for

use of annotated data is reduced, since the anomaly is defined implicitly by the appearance of

the normal set.

Based on the above facts, building an anomaly detection system consists of two main steps. In

the first step the model is trained with only normal (or with few abnormal) data. In the next

step, the abnormality is identified based on the deviation from the normal cases. [PCCT14].

A case study of such an automatic anomaly detection system is presented in this work. A

framework for detecting fetal cardiac anomalies during ultrasound screening is proposed. The

model is trained only using healthy subjects in a unsupervised framework.

Figure 1.2: From left to right: (A) Transabdominal US image (four-chamber view) shows the mod-

erator band (arrow) in the right ventricle, the left ventricle, the right atrium, the left atrium, and the

descending aorta (Dao), which is anterior to the echogenic spine (normal view). (B)Transabdominal

US image (four-chamber view) shows absence of the interventricular and interatrial septa, thus pro-

ducing connections between the ventricles and between the atria (Endocardial cushion defect) (C)

Transabdominal US image (four-chamber view) shows that the left ventricle is small relative to the

right ventricle and the left atrium is small relative to the right atrium (arrow=spine) (Hypoplastic left

heart syndrome) [BDGA02]

.



4 Chapter 1. Introduction

Despite the significant improvement in automatic anomaly detection systems, clinical routine

continues to rely heavily on the contribution of medical experts to diagnose and localise ab-

normalities. Integrating human expert knowledge into the medical imaging processing pipeline

entails uncertainty, which is mainly quantified from inter-observer variability. Specifically,

variability is sourced from the subjectivity in the perception of the boundaries of an anomaly,

such as a lung tumor, among human experts (e.g radiologists). This subjectivity in vari-

ous scenarios (e.g. medical experts from different medical centers) causes disagreement over

the annotations of a pathology in medical images. Examples of inter-observer variability are

given in Figure 1.3. Delineation agreement has been assessed by computing the geometric

agreement between contour delineations (or comparing contours to the gold-standard), utilis-

ing metrics such as the Dice similarity coefficient, the Hausdorff distance or the mean surface

distance [VJMH16, ANS19]. Also, several other methods for quantifying inter-rater variabil-

ity have been applied, such as Cohen’s Kappa and its variations, Pearson correlation coeffi-

cient, Bland-Atman plots and the intra-class correlation coefficient [RPA17, AHS18]. In some

cases the variations in delineating the structures of interest, like breast tumors (and organs

at risk structures), even by well-experienced observers from different institutions, are substan-

tial [LTA+09]. Inconsistencies in delineating target and organ-at-risk volumes and structures

have been identified, for several tumor sites. The largest variation for delineation of target

volume, based on the ratio of the largest to the smallest delineated volume (Vmax/Vmin) was

reported for oesophageal tumours, head and neck, lung cancer, Hodgkin’s lymphoma and sar-

coma [SP16]. As it is mentioned in a breast-cancer radiotherapy study [LTA+09], the overlap

in the structure of interest was almost 10%, while volume variations show standard deviations

of up to 60%. In another study [RST+11], the median standard deviation in (gross) tumor vol-

umes among experts was about 6% of the average volume in soft-tissue sarcoma. These errors

often lead to significant variations in dosimetric planning for various types of radiotherapy. For

instance, in radiation oncology, radiation could miss a tumour part, while at the same time it

might cause damage to healthy/normal tissue.

Additionally, common (observer’s) factors that are related with this disagreement include dis-

eases complexity, physicians lack of experience and fatigue, imperfect information and the qual-

ity of the available medical images. For instance, it has been reported that less experienced

physicians contoured larger tumor volumes than experts [Nje08].
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Figure 1.3: Top row: A-B-C: Representation on axial planes (CT scan for detecting pancreatic

adenocarcinoma) of interobserver variation between 18 centers. Red solid line represents the center

of reference [CMM

+
14]. Bottom row: Delineation of prostate (cone beam computerised tomography

images) from five observers [WBJC08]

Furthermore, an accurate delineation process requires adequate hardware and software [AoR21].

For instance, some radiologists find the utilisation of tablets with pens more helpful for faster

contouring, reducing at the same time the need for correction of ROIs. A comparison of different

systems for input contouring i.e mouse-keyboard or pen-tablet user devices is given in [iOG11].

Based on the study [MBvH21], minor interobserver variations in the delineation process were

observed, caused by the difficulty to outline "fuzzy" boundaries in tumors, using the existing

contouring tools. Additionally, variability in image quality is also introduced across facilities,

i.e across a large cohort of CT scans acquired from different clinical sites [SZE+21]. Variability

can be also reported after an upgrade of a system like an MRI system [PKC+19].

An additional factor that causes disagreement in contouring is the fact that, consensus contour-

ing guidelines for target and organ-at-risk volume delineation are often insufficiently used [LLS+20].

Additionally, in some cases, there is a need for a better interpretation and application of the

existing protocols amongst experts [MBvH21].

All the above factors affect the quality of diagnosis, which is subsequently followed by inaccurate

or improper treatment.

There are some strategies in clinical practice that have been proposed to reduce the uncertainty

derived from inter-observer variability. Multi-modal imaging [SP16], introduction of clearer
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and comprehensive delineation protocols and guidelines (which should be followed strictly by

all members of a department), clinician to clinician peer review for improving contouring, IT

solutions for cross-site peer review of contours [oR17], use of atlases and autocontouring tools

for organ-at-risk delineation [VMJH16] as well as more training of experts are some of these

strategies [VMJH16, SP16]. However, there are still open issues which are related with the

implementation of these strategies in the daily clinical practice.

From the perspective of building an automated medical image analysis system, it is still an open

issue, to what extent this kind of variability and the resulting uncertainty are introduced during

the training of a model and how it affects the final performance of the task. As it is reported,

most of the annotator’s disagreements arise in the more difficult and ambiguous cases [TSS+19].

At the same time, such cases are highly likely to be misclassified by a well-trained deep neural

network or to be classified in a class with high model uncertainty [LIO19]. Based on this

hypothesis, it is very important to explore the effect of considering the inter-observer variability

on the reliable estimation of the model’s uncertainty. Therefore, an examination of the potential

relationship between these two quantities is needed. Towards this direction, leveraging model’s

uncertainty, inter-observer variability and task performance is a prerequisite and can yield

powerful models, in terms of reliability and patient safety. At a later stage, these models could

be successfully embedded in clinical practice.

Finally, intrinsic variability is introduced at the first stage of the medical imaging pipeline,

i.e. during the process of medical image acquisition. This kind of variability can come from

a variety of reasons. For example, with ultrasound positioning, there are indications of inter-

observer variability and potential introduction of errors due to the pressure to the patient’s

lower abdomen during image acquisition [int16]. However, the most common cause of intrinsic

variability in medical datasets can be detected in cases where data are acquired by different

hospitals, using different machines/scanners and imaging modalities, following different medical

protocols in various subject populations. In this scenario, domain shift is common, i.e. data

coming from different distributions but related domains [YDZ+19a]. To alleviate this issue,

many algorithms for domain adaptation have been proposed [YDZ+19a, YDZ+19b, GL21].

Better progress has been achieved for the domain shift caused by different scanners, centers

and protocols [YDZ+19a]. Domain adaptation related to different modalities is still a subject
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under extensive investigation due to the large domain shift between modalities [YDZ+19a].

However, the examination of this kind of variability is out of the scope of this thesis.1

1.2 Thesis Outline

In this thesis, a one-class abnormality detection algorithm which utilises only normal samples

in the training phase, is presented. Furthermore, the relationship between segmentation per-

formance, segmentation uncertainty and inter-observer variability is examined. Our work is

not limited to a specific modality or specific pathology. Application fields include Ultrasound

imaging and Computed tomography scans. Furthermore, different variants of pathologies are

examined, such as tumors and heart disease which present different characteristics in order to

be recognised.

Chapter 2 provides an introduction to Anomaly Detection (AD) and Uncertainty esti-

mation methods. For Anomaly detection, a brief overview and taxonomy of the methods, as

well as of the work before the era of Deep Learning is given. Subsequently, a brief overview of

Deep Learning methods along with related works is provided. Finally, focusing exclusively on

medical imaging, a study of existing methods in combination with the available Datasets and

evaluation protocols is presented. For Uncertainty estimation, the study is mainly focused on

uncertainty quantification in Deep Neural networks. In this context, mathematical background

and a brief description of existing methods in Medical imaging is given.

In Chapter 3 a case study of an automatic anomaly detection algorithm is presented. The

aim of the algorithm is to detect a subtype of Congenital Heart disease in fetal Ultrasound

Imaging using an unsupervised method. A population of normal subjects is utilised to train

an algorithm and then the method is tested on different test sets consisting of both normal

and abnormal cases. An examination of the advantages between single-frame and multi-frame

processing is investigated. Furthermore, the ability of the algorithm to localise the area of

pathology is examined. A comparison with other state-of-the art methods is also assessed.

Chapter 4 focuses on inter-expert variability. Having identified an anomaly, in many cases,
1Domain adaptation methods in the context of the proposed frameworks (anomaly detection/uncertainty estimation)

have not been examined since the prerequisite for this was the availability of similar, appropriate datasets from a different
site/modality (target data).
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manual annotations, which are carried out by human experts, suffer from inter-rater variabil-

ity. A framework for analysis and comparison of inter-rater variability with performance and

uncertainty in medical imaging segmentation is presented. The application domain is lung

tumor segmentation in CT scans. Two state-of-the art methods are applied to a 3D imaging

segmentation task. An investigation of the correlation between inter-rater variability, uncer-

tainty estimation and segmentation performance is conducted. A metric for capturing the

correlation between inter-rater disagreement and segmentation uncertainty is also presented.

Finally, both quantitative as well as qualitative analysis are presented.

Chapter 5 summarises the key scientific achievements of this thesis. Furthermore, a discussion

about the limitations of the work is given. Potential new research directions are also suggested

which are left as future work.



Chapter 2

Background

In this Chapter, a comprehensive overview of the existing literature in anomaly detection and

Uncertainty quantification, focusing mainly in Medical Imaging, is provided. In Section 2.1.1

an introduction to anomaly detection definition, taxonomy and basic concepts is given. Subse-

quently, in Section 2.1.2, a brief description of the most common deep learning-based networks,

which have been used for anomaly detection is presented. Finally, in Section 2.1.3 a survey of

medical imaging anomaly detection methods is presented. It consists of the description of the

existing methods, the presentation of the available datasets and the evaluation protocols. In

the second part of this Chapter, the basic concepts for Uncertainty quantification, as well as

an introduction to Bayesian machine learning are presented (Section 2.2.1 and 2.2.2). Different

ways for computing uncertainty in deep learning models are also introduced (Section 2.2.4).

Finally, our study focuses on uncertainty estimation in medical imaging, presenting the existing

works in this research field (Section 2.2.5).

2.1 Anomaly Detection

2.1.1 Introduction

Anomaly detection (AD) is defined as the problem of finding patterns that do not conform

to expected (normal) behaviour (i.e outliers) [CBK09, ABA06, HA04]. In [Haw80], Hawkins

defines outlier as: “an observation which deviates so much from other observations as to arouse

9
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suspicions that it was generated by a different mechanism”. A typical example of anomalies in

2D space [CBK09] is shown in Figure 2.1. As can be seen in this Figure, there are two sets of

normal samples S1 and S2, and three areas of anomalies O1, O2 and O3. These non-conforming

Figure 2.1: A typical example of anomalies induction in a 2-dimensional dataset

patterns are usually referred to as anomaly-(ies), outlier(s), surprises, irregularities, abnor-

malities, unexpected events, discordant observations. In this thesis, the terms anomalies (or

abnormalities) and outlier(s), two of the most often used terms, will be utilised interchangeably.

Identification of anomalies could give important and crucial information for each application

domain. For instance, it could be either a sign of malicious activity in network (e.g credit card

fraud) or a sign for the existence of a pathology in the medical field or finally an indicator for

a fault in a factory system.

Anomalies can be classified in three different categories based on their nature (type of anomaly).

The first category is, point anomalies, where an individual data instance is anomalous with

respect to rest of the data [CBK09] (Figure 2.1). Most of the current research is focused on

this type of anomaly, which is also considered as the simplest type of anomaly (i.e an anomaly

in MRI could be a sign for a brain tumour).

Contextual (or conditional [SWJR07]) anomalies is another category where, a data instance

is anomalous in a predefined/pre-specified context and not otherwise. The notion of context

should be defined as part of the problem formulation. An individual data instance could be

considered as anomalous in a specific context and as a normal in a different context formula-

tion. Each data point is defined utilising two sets of attributes: (a) contextual attributes and

(b) behavioral attributes. The former type of attributes is used to define the context for the
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data instance, while the latter one defines the non-contextual information for the data sample.

A typical example of contextual anomaly detection problem, is the discovery of anomalies in

monthly temperature data from temperature time-series data. In order to define an anomaly

as contextual, the availability of contextual attributes is necessary. An example of contextual

anomaly detection in healthcare is a framework utilised to detect (medical) utilization instances

that are unexpected given patients’ clinical characteristics. In this framework, contextual at-

tributes could be the patient characteristics (e.g comorbidities) and behavioural attributes could

be the number of clinical visits [HWS+12].

Finally in the last category, Collective anomalies, a collection of data instances is anomalous

compared to the rest of the data stream. The individual data instances in this category may not

be anomalies by themselves, but only in the co-existence with other data can be characterised

as anomalous. An anomaly could fall in this category, only if the data samples are related.

An example that belongs to this category is the examination of a human electrocardiogram,

where a different pattern of cardiac rhythm for a not normal duration, compared to the rest

part of the electrocardiogram, could be characterised as an outlier [CBK09]. A value of each

individual sample does not contain information on whether the whole electrocardiogram signal

is anomalous.

Point and collective anomalies could be also examined as contextual anomalies, in the cases

that contextual information exists and is utilised in the detection problem formulation.

The study of AD begun in the early 19

th century [Edg87] and up to date many different

techniques have been developed. However, in order to resolve the AD problem, many factors

should be taken into consideration, which mainly originate from the nature and quality of data,

the lack and scarcity of annotated data and the type of anomaly which may not be the same

among the application fields.

One of the most important aspects in AD, is the availability of well annotated datasets. The

level of annotation differs from one dataset to another and based on the type of annotation

(level of supervision), the AD methods can be divided in three different categories. In the first

category, supervised anomaly detection, data for both classes, normal and abnormal, together

with labels/annotations is available. However, in most cases, anomalous data are much fewer

compared to normal ones. This happens because building a well annotated dataset is a time-
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consuming, costly, process and requires a lot of human effort, especially in some special research

fields, such as medical imaging. Supervised anomaly detection is similar to building a predictive

model for normal and anomalous class.

In Semi-supervised anomaly detection the basic assumption is the existence of both unlabeled

and labeled data, where most of the data are unlabeled and only few labeled data samples are

available [RKV+21].

Finally, in Unsupervised anomaly detection there is no available information for the labels of

the data [RKV+21].

The output of an anomaly detection algorithm could be either an anomaly score or a label for

normal/abnormal data. In the former case, an anomaly score is derived for each data sample

during the test phase and based on this score, a sample is characterised as a normal or abnormal.

In order to decide, a cut-off threshold usually is computed. Alternatively, a top-k list of samples

based on the score is derived. In the latter case, a label (normal/abnormal) which indicates

the class where each sample belongs to, can be derived either based on the score and threshold

or directly as the output of a (classification) model.

Input data can be categorised based on existing relationship between data instances (nature

of data) [CBK09]. Input data could be categorical (e.g fraud detection), discrete sequences

(e.g bio-informatics), spatio-temporal (e.g climate), time-series (e.g healthcare), spatial (e.g

vehicular traffic data), or graph data (e.g social networks, epidemiology).

AD methods can be generally categorised into the following categories: (a) probabilistic meth-

ods, (b) Distance-based methods, (c) Reconstruction-based, (d) classification-based methods

and (e) Information-theoretic based approaches [PCCT14, CBK09].

A figure which shows the taxonomy of AD based on the type of anomaly, method and level of

supervision is shown in Figure 2.2.

Probabilistic approaches are based on the estimation of the probability density function (pdf) of

(training) data samples. A threshold is set into the resultant distribution in order to define the

boundaries of normality in the data space. There are many techniques which lie in this research

area and present differences regarding their complexity [PCCT14]. The simplest statistical
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Figure 2.2: A taxonomy of AD based on the type of anomaly, method and level of supervision.

techniques are based on statistical hypothesis tests such as Grubbs’ test [Gru69] and box-plot

rule [SL05]. More advanced probabilistic techniques (estimation of data density) can be divided

into parametric and non-parametric methods.

Parametric approaches assume that data are generated from a parametric distribution with

specific parameters. The most commonly used distribution is the Gaussian distribution and

its parameters are estimated using Maximum Likelihood Estimation (MLE). More complex

forms of probability distributions can be modelled by mixture models such as Gaussian Mix-

ture Models (GMMs) [RT94] [Bis93]. State space models have been also used in anomaly

detection mainly in time-series. Two of the most common methods include Hidden Markov

Model (HMM) [YD03] [NPF11] [Smy94] and Kalman filter [GH00] [QW07].

Opposite to parametric methods, non-parametric approaches do not assume a fixed model

structure. The simplest non-parametric methods are the histogram-based methods which are

used to maintain a profile of normal data. Kernel Density Estimator (KDE) [Hä90] [Par62] is

also a popular non-parametric approach where the probability density function is estimated

using many kernels distributed over the space of data. Although non-parametric estima-

tors perform well for low-dimensional problems, they suffer from the curse of dimensional-

ity [RKV+21]. Recent proposed deep learning-based methods such as energy based models

(Deep Belief Networks [HOT06]), Variational Autoencoders [KSW15] and Generative Adver-

sarial Networks [GPAM+14], overcome, in most cases, the above issue. A more analytical

description of these methods will be given in Section 2.1.2.
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Distance based approaches are based on well-defined distance metrics to compute the dis-

tance/similarity between two data points [PCCT14]. The basic assumption in this category,

is that normal data have dense neighbours while abnormal instances are far apart from their

neighbours [CBK09]. Distance based methods include Nearest neighbour and clustering ap-

proaches. The concept of nearest neighbor method is widely applied in AD problems. They

require a distance/similarity measure for computing the distance between two data samples.

Euclidean distance or Mahalanobis distance are examples of such measures. Nearest neigh-

bours methods could further split into two main groups: the first one consists of methods that

utilise as anomaly score the distance of a data point to its kth nearest neighbor [HKF04]. The

second type of methods obtain the relative density (of the neighborhood) of each data point

in order to compute its anomaly score. Local Outlier Factor (LOF) [BKNS00] algorithm and

its variants [CF03] [TCFC02] belong to this category. The main advantage of this type of

algorithms, is that they are data driven and no assumption about the underlying distribution

is needed. Also, it is very easy to adapt the above methods for any kind of data. However, the

computational complexity as well as the definition of efficient distance measures, especially in

complex data, are the main challenges.

In clustering based approaches, the basic assumption is that normal data belong to large and

dense clusters and anomalous data do not belong to clusters (or belong to very small clusters).

Algorithms that belong to this category are k-means Clustering [SZ05], fuzzy c-means [Bez81],

probabilistic c-means [KK93] and Expectation Maximization (EM) based methods [BB04]. In

terms of complexity, clustering based approaches can have quadratic complexity, although its

complexity is highly related to the algorithm that is used to generate clusters. Another disad-

vantage is that many clustering-based algorithms are effective only in the cases that anomalies

do not form clusters among themselves [CBK09].

Reconstruction methods include neural networks and subspace-based approaches as presented

in [PCCT14] review of novelty detection. Training models using reconstruction objective is one

of the most common approaches in AD research area. Models are optimised to reconstruct well

normal instances using a reconstruction objective during the training phase. In the test phase,

a data instance is flagged as an anomalous in case the model fails to reconstruct accurately

the specific instance. Most recently, deep learning based methods were utilised for learning
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reconstruction basis function. Such methods include autoencoders and generative adversar-

ial networks. Since this kind of methods show great performance, within the deep learning

framework, a more detailed description will be given in the next Section 2.1.2. Another type

of reconstruction-based method is subspace methods (or spectral methods [CBK09]). In this

kind of methods the basic assumption is that data can be embedded into a lower dimensional

subspace in which normal instances and anomalies appear significantly different [CBK09]. Sev-

eral techniques use Principal Component Analysis (PCA) [Jol02, Haw74] for projecting data

to a lower dimensional space. Variants of PCA such as Kernel PCA [SSM98, Hof07], Bayesian

PCA [Bis99], Robust PCA [Kwa08], Probabilistic PCA [TB99] have also been attempted in the

context of the AD framework.

Classification based anomaly detection methods are used to train a model/classifier using nor-

mal and abnormal data from a labelled dataset. In the testing phase, a new data point is

classified into a class based on the training model. Classification models must be able to

handle also rare classes and imbalanced datasets. Neural network-based approaches is the

most representative type of algorithms for novelty detection in this category, especially for the

multi-class setting. Examples of neural networks based methods include multi-layer percep-

trons (MLPs) [AF02, SM04, CBD+90], Hopfield networks [CMHN02, Jag91] and Radial Basis

functions (RBFs) [JS02, Bis93], auto-associative networks [DH02a, Aey91]. Bayesian networks

and its variants have been also proposed for multi-class AD [BWJ01, DH02b, WMCW03]. The

networks compute the posterior probability of a class label given a test data instance.

Support Vector Machines [Vap95] have been widely used for two class or multi-class classifi-

cation, as well as for detection of abnormalities. For instance, Robust Support Vector Ma-

chines (RSVMs) [HLV03] have been applied in intrusion detection. For the latter case, i.e

one-class classification, One-class SVM (OCSVM) [SWS+00], [MY02] has been successfully ap-

plied. One-class Support Vector Machines (OCSVMs) is proposed by [SWS+00] and its aim

is to define a boundary in the feature space, by separating the training data from the ori-

gin in the feature space with maximum margin. Examples of application of OCSVMs include

[MY02] [JSR+20] [EES06]. To overcome some of the OCSVMs shortcomings, the one-class ker-

nel Fisher discriminant classifier was proposed by Roth [Rot04]. This method relates kernelized

one-class classification to Gaussian density estimation in the induced feature space. Another
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popular approach is Support Vector Data Description [TD04] algorithms. Support Vector Data

Description (SVDD) [TD04] defines the novelty boundary as being the hypersphere with min-

imum volume that encloses all the normal training samples. Then an anomaly is assessed by

determining whether the test data point lies outside the hypersphere. Extensions to SVDD

have been proposed [LTMS10, LTMS11, LLC10]. The main drawback of these methods is the

complexity which is associated with the kernel functions. Recent deep learning approaches,

such as Deep SVDD algorithm [RVG+18] and deep OC-SVM [ERKL16] attempted to alleviate

the above issue. 1

Finally, the last category of AD methods is Information theoretic techniques. The basic as-

sumption is that anomalies in data induce irregularities in the information content of the

dataset [CBK09]. An information theoretic measure is required in order to detect anomalies.

There is no need for distribution assumption for the data. It can be applied in an unsupervised

way. However, it has exponential computational complexity, although approximate techniques

have been proposed that have linear time complexity [CBK09]. It is difficult to assign an

anomaly score using information-theoretic approaches for a test sample. The selection of in-

formation theoretic measure is also a challenge for the application of these methods in AD.

Kullback-Leibler divergence is one of the most popular information-theoretic metrics utilized

in novelty detection frameworks [Gam06, FS10, IB09].

Anomaly detection is applied in different application domains such as medical imaging, fraud

detection, industrial damage detection, sensor networks, speech recognition, fault detection in

web applications, traffic monitoring, video surveillance, etc. Table 2.1 presents an indicative

list of references based on the application field.

1Based on the novelty detection review [PCCT14], OCSVM and SVDD algorithms (and their variants) formed Domain

based approaches since they require a boundary to be created based on the structure of the training data. They describe
the target class boundary or the domain and not the class density.
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Application domain References

Fraud detection [AFR97], [GR94], [BLH99], [JDGSSC97], [BH99], [FP99], [CEWB97], [Aga07],

[PAL04], [BFD+96], [THHT98], [CC10], [TL11], [AMI16], [ZS15], [SSB+17],

[WKR+17], [RH18], [KZ17], [ZYW+19], [PY18], [SHK18], [FSP+19], [CJ18],

[AGAPN18], [JGZ+18], [HW17], [AGT16], [AAK18], [Abr18], [LYL+18],

[CEH18], [FCTZ16], [Lu17]

Medical/Biological Anomaly

detection

[HFLP01], [LuK00], [Rob02], [SWYT03], [CB00], [WMCW02], [WMCW03],

[LKFH05], [CKPB18], [SHN+18], [TPMO14], [WGM+11], [ZWBC16],

[LJP16], [LX18], [LLDL20], [DWH18], [CHHC20], [CLT+18], [KY18],

[ZYC+19], [MLY17], [CK18], [ZGC+20], [LURQ18], [SESG+18], [EKN+17],

[WZX+16], [IGV+18], [SSW+17], [SSW+19], [SPS01], [THCB95], [OYU+19],

[ZCLZ16], [SSL+17]

Network Intrusion detection [JZK03], [HBH+16], [ADE20], [LL19], [YC02], [EAP+02], [WD01], [NC03],

[SCSC03], [LCD05], [SZ02], [GWC98], [YTWM04], [SOS02], [BDD+01],

[KMRV03], [DVF+98], [GAS05], [ZJM+01], [PN97]

Fault/Damage/Industrial de-

tection

[GMEK99], [KLLH07], [DJC98], [YKH01], [RS97], [DH02a], [JS02],

[PMD+95], [Man02], [SWF01], [IYC+17], [FHN+16], [BMHK+17], [FYKP17]

Text Anomaly detection [BHMY99], [FP99], [MY00], [MY02], [ACD+98], [SZ05], [Sri06], [FG20],

[MSS12], [KWAP17], [Sd16]

Speech/Audio/Sound

Anomaly detection

[Yan20], [RN19], [KTE+19], [KSU+19] [NPF11], [FPS+16], [VGT+07],

[COL+13], [ABK+00]

Sensor Networks [JKR06], [BSG+06], [VPHC+06], [CPGM06], [ZSGL07], [PS15], [BIT+17],

[CL19], [OGIR14]

Social Networks/Web Appli-

cations

[SQCF05], [IK04], [SHL17], [CPS17], [LC17], [AKA17], [GKK+19], [ZCY+17]

Video Surveillance [SCS18], [YMR16], [GLS+16], [KLK+16], [DSDVL02], [MPKM16], [BGS08],

[XRY+15], [DH02b]

(IoT) Big Data Anomaly De-

tection

[LN18], [MK18], [ZGL+18], [MKM18]

Table 2.1: An indicative list of references for some of the most common application domains in AD
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2.1.2 Anomaly Detection in the Deep Learning Era

Deep Learning methods have been widely applied to AD applications. Depending on the type

of data, sequential or non-sequential, different types of architectures and training algorithms

have been tested. A brief introduction to the most common deep learning-based networks,

which have been used in AD, is given below.

(Deep) Convolutional Neural Networks (CNNs) [LBBH98, KSH12] is a class of deep neural

networks. They have been applied to both images, as well as in sequential data. In an AD

framework, CNNs are used both as classifiers and feature extractors. They have been ap-

plied to different application domains such as the medical domain [IGV+18], pedestrian detec-

tion [PYS+20], fraud detection [AGAPN18, CEH18, Lu17], multi-variate time series [WZX+16].

Long short-term memory (LSTM) [HS97, GJ14] is a type of Recurrent Neural Networks (RNNs) [WZ95]

applied mainly to sequential data. It allows the network to retain long-term dependencies be-

tween data at a given time from many previous timesteps [NPTTH20]. LSTMs are applied

to different domains from aircraft data [NS16] to video anomaly detection [MS16, LLG17] and

IoT anomaly detection [ZGL+18].

Autoencoders [SH06, HZ94] represent data within multiple hidden layers by reconstructing the

input data, effectively learning an identity function. Convolutional autoencoders [MMCS11]

have been widely applied to image AD while autoencoders based on LSTMs [SK19] have been

applied to sequential data. The autoencoder can be used for AD mainly in two different ways.

In the first case, the key idea is that normal data should be reconstructed accurately, while

abnormal samples should fail to reconstruct and thus they will derive larger reconstruction

error. In the second case, autoencoders are a key element in a AD framework, as a feature

extractor, combined with other deep learning architectures such as CNNs, LSTMs or gated-

recurrent units [CvMG+14] (to form Gated recurrent unit autoencoders) [APCC19, GEY18,

CMC17, GLL+19].
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Furthermore, Variational autoencoders (VAEs) [KW14, RMW14] are (deep) latent variable

models which consist of an encoder (inference model) and a decoder network (generative

model). A VAE is trained by maximising the evidence lower bound (ELBO). Many works

for anomaly detection based on VAEs have been presented, such as [PBC+19, LX18, BDW+20,

ZKP+18, USHE19]. Adversarial autoencoders [MSJ+16] have also been applied successfully

in AD [RSNS19, SKFA18]. The adversarial autoencoder is a probabilistic autoencoder that

uses an adversarial training procedure (generative adversarial network) to perform variational

inference.

Restricted Boltzmann Machines (RBMs) [SMH07] is a generative probabilistic graphical model

which can be considered as a stochastic model. RBMs after the training procedure provide

a closed-form representation of the distribution underlying the observations [LZG15, FI12].

Consequently, it can be used to compare the probabilities of (unseen) observations and to

sample from the learnt distribution [FI12]. RBMs are widely applied as a building block of

a multi-layer learning architecture called Deep Belief Networks (DBNs) [HOT06]. The idea is

that the hidden neurons extract relevant features from the observations. These features can

serve as input to another RBM. There are a few works where DBNs have been utilised for

AD [TPMO14, WGM+11, ZWBC16, MVDM17].

Generative Adversarial Networks (GANs) [GPAM+14] have shown great performance in the

AD problem. GANs are generative models which consist of two different networks, namely

a generator and a discriminator model. The two networks are trained simultaneously in an

adversarial way. The generator is trying to capture the data distribution while the discriminator

tries to distinguish between real and synthetic data (data which come from the generator).

GANs-based anomaly detection frameworks are shown to be effective in different application

domains [DVR+19, FN19, SSW+19, AAAB19].

Similarly to the conventional methods, deep AD methods have been applied to many differ-

ent application fields, such as fraud detection, intrusive detection, image processing, medi-

cal/healthcare analysis, speech recognition, video surveillance, etc. Examples of deep learning

anomaly detection methods with application to the above domains are included in the Table 2.1.
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2.1.3 Anomaly Detection in Medical Imaging

The detection of anomalies in Medical Imaging is one of the most important components in

the medical image analysis pipeline. Abnormality detection (AD) methods in medical imaging

try to mimic the way expert clinicians use to recognise anomalies in medical images. Ex-

perts are familiar with normal patterns of anatomy, being also aware of the healthy charac-

teristics, such as shape, size, opacity and position. Hence, they can easily recognise abnor-

mality (e.g lesion, tumour), which is present in the image, by comparing it with the nor-

mal tissues. AD has been applied to different organs such as brain [BWAN19, SCWZ20,

BWAN18], breast [ASF+19, FKM+20, ZLS+19], lungs [USHE19], heart [ACZ+20, GZZ+20],

head [SHN+18], retina [ZGC+20, SSW+17, SSW+19, ZXY+20], ovaries [VMT98], prostate [LCW+17,

RSNL+19], nasopharyngeal structure [ZLCH03] and also to human skin [LX18, SCWZ20,

LLDL20].

A factor that should be taken into consideration in medical imaging AD, is the acquisition

modality. Image modality plays an important role in the image analysis pipeline since different

imaging modalities could produce different images for the same structure. The most common

modalities are Computed tomography (CT), Positron Emission Tomography (PET), X-Rays,

mammography, Magnetic Resonance Imaging (MRI) and Ultrasound (US) imaging systems.

Different tissues have different densities among the variant imaging systems. Depending on the

medical imaging modality, abnormalities could appear with different brightness [TCSHPFR09].

The first work attempted to detect and localise anomalies was [BS73] in 1973, for localisation of

tumours in radiographs. In this work, authors using pattern recognition methods try to detect

tumors in the chest and the liver using X-rays and radioisotope scans, respectively. The input

image was digitised and then image enhancement techniques were applied in order to obtain

a good representation of the edges and directional contour information of the initial image.

Then, using dynamic programming methods, smooth closed curves were detected and finally,

using linear functional, the closed curves which were more representative of the tumor edges

were selected.

Through the years, algorithms belonging to almost all the various categories, as they were

presented in the previous Section 2.1, have been applied for the detection of abnormalities in
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medical imaging.

A wide variety of methods have been applied in medical imaging AD such as Markov Random

Field(MRF) [Ger03] and Conditional Random Field (CRF) [LSM+05] methods. In [Ger03] the

brain tumor segmentation task is considered as an AD problem. Training is performed exclu-

sively on healthy subjects and anomalies are detected based on the principle of the deviation

from the normalcy. The method extends the Expectation Maximisation (EM)-based approach

with shape descriptors and a novel multi-level MRF approach is derived. In [LSM+05], Con-

ditional Random Fields (CRFs) together with Support Vector machines, formed the Support

Vector Random Fields (SVRFs) method, which was proposed for anomaly segmentation of brain

tumours in T1 and T2 MRI brain images. SVRFs are derived as Discriminative Random Field

(multi-dimensional extension of CRF) which takes advantage of the generalisation properties of

SVMs. In another work [ZCM+99] authors proposed a discrete wavelet transform (DWT)-based

multiresolution MRF to detect tumors in mammograms. More precisely, in the preprocessing

stage, Wavelet decomposition was utilised for image decomposition and its output was used as

input to fractal analysis in order to compute the roughness of each and every pixel in the image.

Then the fractally analysed image was used as input to a dogs-and-rabbits clustering algorithm

and the clustered image was used to initialise MRF segmentation. Finally, following the appli-

cation of merging techniques in order to group the pixels after segmentation, a binary decision

tree was used to classify regions as abnormal. Gaussian Mixture Models (GMMs) have also

been applied to multiple sclerosis lesion detection and segmentation on brain MRI [FGG09].

Authors proposed a Constrained Gaussian Mixture Model (CGMM) which is based on a mix-

ture of multiple spatially oriented Gaussians per tissue. In another work [WMAG07] GMMs

have been applied in multiple sclerosis lesion detection using multichannel data including “fast

fluid attenuated inversion recovery”(fast FLAIR or FF).
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Non-parametric probabilistic methods have also been proposed. Local Component Analysis,

which is an extension of Parzen windows, was applied in neuroimaging datasets for outlier

detection [FVPT12]. Furthermore, a histogram based method was proposed in [NJW14], where

the method was based on applying an enhanced gravitational optimization algorithm on brain

histogram analysis results for multiple sclerosis lesion detection.

Kernel density estimation (KDE) combined with deep neural networks is attempted in [ECKK21]

for the out-of distribution detection in MRI datasets. The feature probability density functions

(pdfs) of each channel in a pre-trained DNN is estimated using KDE on an In-distribution

training dataset. The method is applied in classification and segmentation task.

Distance based methods have been utilised including both Nearest neighbour-based and clustering-

based approaches. In [WWILT+06], statistical k-nearest neighbor(k-NN) was utilised, combined

with template-driven segmentation, for automatic segmentation and detection of multiple scle-

rosis lesion subtypes with multichannel MRI. In [YFH+13] the Naive Bayes Nearest Neighbor

(NBNN) method was proposed for liver lesion detection in CT images. In [ZLCH03], authors

utilised a 4-stage system to segment nasopharyngeal carcinoma, a malignant skull base tumor,

on MRI data. In the first stage, an initial head mask region is generated in order to remove

the noise from the image. Semi-supervised fuzzy c-means, a knowledge-based image analysis

procedure, is applied for segmentation. In the third stage, distance transform and morphing is

applied to perform automatic slice interpolation. In the last stage, 3D reconstruction of tumor

volume was performed.

Distribution similarity-based approaches were applied in [PML+05]. Authors proposed two

distribution similarity-based metrics for lesion detection, considering the AD problem as classi-

fication of normal/disease in 3D medical images. In the fist case, they utilised the Mahalanobis

distance and the Kullback–Leibler (KL) divergence to compute the divergence between two

spatial distributions of the region of interest in an image of a new subject. Each of the consid-

ered classes is represented by historical data (e.g., normal versus disease class). In the second

case, maximum likelihood is adopted in order to predict the class that most likely produced

the dataset of the new subject. KL divergence, as well as maximum likelihood based methods,

seems to outperform the Mahalanobis distance based method. For the estimation of the prob-

ability distribution of the region of interest in 3D data space, they either estimate the mean
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and covariance of the dataset or apply a semi-parametric method, namely the Expectation-

Maximization method (EM) and k-means algorithm. Their method was applied to Alzheimer’s

disease fMRI data.

Neural Networks have also been applied to anomaly detection [DMTV03], [BFN05], [MR05].

In [DMTV03], an approach based on multiple classifier systems for classification of microcalcifi-

cation was proposed. A multiple classifier system composed of two experts which are “acting” in

parallel: the “µC-Expert”, for the classification of the single microcalcification and the Cluster

Expert for classification of the cluster considered as a whole. The final classification decision

is taken based on the above decisions and applying a suitable scheme, which is based on the

reliability of the evaluation of each classification. For both experts, backpropagation neural

networks were utilised. In [MR05] authors proposed Radial basis function neural networks to

detect anomalies in lungs. In [BFN05] a fuzzy neural network architecture was proposed for

tumor detection on brain MRI images.

In many papers Support Vector Machines (SVMs) were utilised for abnormality detection [CSK+07,

MLB+05, SC05, JSR+20]. For example, in [CSK+07] a Support Vector machine is utilised for

detection of normal mammograms. In this paper, in order to cope with the poor separability

and the overlap of the feature distributions, authors propose an uncrossed-feature and Local

Probability Difference based SVM learning system to separate crossed (normal/abnormal) fea-

tures. The cross distributed feature pairs were identified and mapped into new features that

can be separated by a zero-hyperplane.

One-class SVM (OCSVM) is one of the most well-known one-class classification methods and

was also utilised for abnormality detection in medical imaging [ZCCK05, JSR+20]. In [JSR+20]

authors proposed an outlier-detection-based framework which generated the tumor masks for

each image slice based on anomaly detection using independent OCSVM. The method was ap-

plied to T1-weighted (T1w) and T2-weighted-fluid-attenuation-inversion-recovery (T2-FLAIR)

images to segment brain tumours.

Subspace based methods have also been applied [PATB96]. In [PATB96], authors propose a

classification based model, which makes use of Principal Component Analysis (PCA), in order

to detect/classify anatomically different types of linear structures in order to detect abnormal
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line patterns.

Atlas-based segmentation approaches [VLMV+01], [CKPR99], [PBHG04] have also been used

for abnormality detection. For instance, in [CKPR99], a 3D hierarchical deformable registration

algorithm is applied to register a standard atlas to a patient’s atlas. Asymmetry detection in

patient’s data is considered as an indicator for the existence and localisation of a pathology.

Relevance Vector Machine (RVM) [Tip01] has also been utilised for the detection of clustered

microcalcifications in mammograms which can be an early sign of breast cancer. In [LYN+05], a

supervised two-stage RVM network with a linear kernel is proposed as a classifier. The clustered

microcalcifications (MC) is formulated as a binary classification problem and the RVM classifier

determines whether an MC object is present or not.

In [XWLLP06], the abnormality detection problem in retinal images is treated as a Multiple

Instance Learning (MIL) problem. The input training images are pre-processed using View-

PointMiner to extract relevant features and then multiple instance learning is applied to classify

an image as normal or abnormal. Also, in [QLC+16, ITW18] algorithms relying on Multiple

Instance learning were proposed with application domains the abnormality detection in digital

mammography and histological images respectively.

Genetic algorithms were also utilised for the detection of a pathology. In [KT07], authors detect

the presence of microcalcifications in breast tissue using a genetic algorithm. After enhancement

and normalisation of breast images, they detect the breast border and the nipple position using

a genetic algorithm. Then they discover the suspicious regions on digital mammograms based

on asymmetries between left and right breast images.

Table 2.2 lists studies that were applied in medical AD, using conventional pattern recognition
approaches.

Reference Application domain Modality Method

[BS73] chest tumors
liver tumors

X-Ray
Isotope Scan Dynamic Programming

[VMT98] Ovarian tumours Color Doppler Imaging MLP

[ZLCH03]
Skull base tumor
(nasopharyngeal

carcinoma)
MRI fuzzy c-means
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[CKPR99] brains with pathologies MRI, CT
Atlas Based De-

formable Registration

[DMTV03] Breast tumours Mammography
Multiple

classifier systems

[MR05] lung tumours electrical impedance tomography
Radial basis function

neural networks

[ZCM+99] Breast tumours Mammography

Discrete Wavelet

Transform-based Markov

Random Field (MRF)

[LYN+05]
clustered

microcalcifications
mammograms

Relevance Vector

Machine

[PATB96] anatomically important
linear structures X-ray mammograms

classification model

based on PCA

[PBHG04] Brain tumours MR Atlas-based

[JSR+20] Brain tumours MRI OCSVM

[VLMV+01] Brain tumours MRI Atlas based

[XWLLP06] Retinal Imaging OCT MIL

[CSK+07] Breast tumours Mammogram SVM-based method

[KT07]
Breast tumours

microcalcifications
Mammogram Genetic algorithm

[MLB+05] Brain tumor
single voxel H mag-

netic resonance spectra

LDA, SVM, en-

semble methods

[QLC+16] Breast cancer Digital Mammography
SVM, MI-

SVM, MILBoost

[ITW18] Breast and colon cancer
Hematoxylin & Eosin

histopathology images
attention based MIL

[FGG09]
Multiple Sclerosis le-

sions (brain)
MRI

GMMs and

Curve Evolution

[Ger03] Brain Tumour MRI MRF

[LSM+05] Brain Tumour MRI CRF-SVM

[WMAG07]
Multiple sclerosis

lesion detection
MRI GMM

[WWILT+06]
Multiple sclerosis

lesion detection

MRI
(multichannel)

k-nearest

neighbor(k-NN)

[FVPT12] outlier detection fMRI
Local Compo-

nent Analysis
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[NJW14]
Multiple sclerosis

lesion detection
MRI histogram-based

[ECKK21] brain segmentation MRI KDE-DNN

[PML+05] brain lesion fMRI
Distribution similar-

ity KL, Mahalanobis

[YFH+13] liver (lesion) CT
Naive Bayes Near-

est Neighbours

[BFN05] brain tumor MRI fuzzy Neural Network

[ZCCK05] brain tumor MRI OCSVM

Table 2.2: A list of works in medical anomaly detection before Deep Learning

Deep Learning has been widely applied in abnormality detection in medical imaging, improving

significantly anomaly detection performance. Various deep learning architectures such as CNNs,

RBMs, Deep Convolutional AEs and its variants, VAEs, GANs have been utilised in order to

solve the AD problem. Below, the most important works that have been presented in medical

imaging literature, are discussed and sorted by the deep learning architecture.

Convolutional neural networks (CNNs) have been widely applied in deep AD, either as a

feature extractor or as a classifier in a fully, weakly or semi-supervised scenario. In most of these

cases, the anomaly detection problem is considered as a two-class or multiclass classification

problem. In cases that CNNs are used as feature extractors, usually a pre-trained or trained

from scratch state-of-the-art model such as VGG [SZ15], AlexNet [KSH12], ResNet [HZRS16]

is utilised to extract low-dimensional features. These would retain the discriminative informa-

tion that helps the classifier to separate anomalies from normal subjects, at the next stage.

For example, in [LCW+17] multimodal pre-trained CNNs (16-layers VGG [SZ15], 50-layers

ResNet [HZRS16], 22-layers GoogleNet [SLJ+15]) have been utilised, either as classifiers or as

feature extractors, in order to (a) distinguish between cancerous and non-cancerous tissues and

(b) to distinguish between clinically significant and indolent prostate cancer. In this work,

CNNs are used as single classifiers in a supervised classification setting. Also, features which

are extracted from the CNNs, are fused with hand-crafted features and they are fed as input

into a SVM classifier.

In [ZXP+20] authors consider the viral pneumonia detection problem as one class classifica-
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tion problem. They propose an anomaly detection framework which consists of an anomaly

detection and a confidence prediction module. The anomaly detection module is composed of

a pretrained on Imagenet EfficientNet [TL19], which is used as feature extractor, and a multi-

layer perceptron with three 100-neuron hidden layers and a one-neuron output layer. The

Confidence network consists of four 100-neuron hidden layers and a one-neuron output layer.

CNN as a classifier is utilised also in [KBM+20] for automated detection of Crohn’s disease

ulcers by video capsule endoscopy and in [AHAA+19] for automated ulcer detection in wireless

capsule endoscopy images.

Ensembles of CNNs also have been applied to medical diagnosis [ACZ+20] [IZ18]. In [IZ18] an

ensemble of three deep convolutional neural networks was used for Alzheimer’s disease diagnosis

(multi-class problem) from brain MRI images. The classification output of the three individual

models are fused using majority voting. In another work [ACZ+20] an ensemble of deep CNNs

(ResNets) is trained to identify recommended cardiac views (a view classifier) and to distinguish

between normal hearts and complex congenital heart disease from screening ultrasound.

CNNs have also been applied in a weakly-supervised scenario [IGV+18]. In this work au-

thors propose a CNN (WCNN) for weakly-supervised learning from gastrointestinal images in

endoscopic video frame sequences. Images are weakly-annotated i.e. image-level instead of

pixel-level labels are used. WCNN classifies images as normal or abnormal (having gastroin-

testinal anomalies). Furthermore, the feature maps of a deeper WCNN convolutional layer is

used to detect salient points in the abnormal images.

CNNs can also be combined with other pattern recognition methods for out-of-distribution

detection. For instance, in [LLDL20] a deep Isolation Forest method combined with pretrained

deep CNN was applied for out-of-distribution detection in skin images. Initially, a CNN is

trained for classification of normal cases. Then the hidden representation from the last convo-

lutional layer of a pretrained CNN is utilised for constructing different Isolation Forest models

for each class. The final normality score is computed as the maximum score among the isolation

forests models scores.

Convolutional Autoencoders and its variants have been used either as low-dimensional

feature extractors (latent space) or for deriving feature representations for generic normality
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learning.

In the former category there are works in a variety of pathologies such as [SWK+19, ZWH+18,

RSNL+19, AJBL20]. For instance, in [SWK+19] a deep denoising autoencoder is trained on

healthy data and based on the learned feature representation, the distribution of healthy sub-

jects is estimated, using OCSVM with a linear kernel. The method was applied on Optical

Coherence Tomography to identify disease biomarkers. Similarly, in [AJBL20], for detection of

subtle epilepsy lesions in multiparametric MRI, a siamese neural network, composed of stacked

convolutional autoencoders has been applied to healthy scans only, in order to learn the normal

brain representations. Then the middle layer representations of the above networks are fed into

OCSVM models at voxel-level for classification between normal/abnormal subjects.

In the later case where autoencoders are used for normality learning, models are usually

trained only utilising normal data and the basic assumption is that since they model nor-

mality, they fail to reconstruct accurately the abnormal cases during the test phase. Such

works include [SHN+18, MXW+20, HYZ+20]. In [SHN+18], a 3D CAE is trained on normal

cases of emergency head CT volumes. Mean squared error is considered as the abnormality

score. Similarly, in [MXW+20], authors proposed an AE for abnormality detection in chest

X-Ray images, trained only on normal data. Additionally, estimation of reconstruction un-

certainty in each pixel is also derived. The reconstruction error normalised by uncertainty is

utilised as abnormality score. In [HYZ+20] authors proposed an encoder-decoder-encoder archi-

tecture for simultaneously optimizing entropy and mutual information. The encoder-decoder

(input-reconstruction of input) is focusing on optimizing the mutual information, while the

second encoder (reconstruction of input-latent space) is focusing on optimizing the entropy.

The two encoders are enforced to share similar encoding with a consistent constraint on their

latent representations. The anomaly score is computed based on the reconstruction error and

the entropy. The method is applied both for detection of metastases in digital pathology and

recognition of chest diseases on the chest X-rays in the NIH dataset [WPL+17].

In [BWAN20] bayesian-skip autoencoder with Monte-Carlo dropout (to estimate epistemic un-

certainty), has also been applied to brain MRI lesion unsupervised detection. The residual

error (i.e l1 norm between input and mean of n MC reconstructions) is used as anomaly score.

Finally, in [BWAN19] a spatial autoencoder together with a segmentation network were utilised
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for white matter lesion unsupervised segmentation.

Generative Models such as Variational Autoencoders (VAE) and Generative Adversarial

Networks (GAN), have also been used in AD.

Some of the most important works which utilise Variational autoencoders [KW14] for anomaly

detection include [LX18, TTHX19, ZLS+19, CK18, BWAN20, CYTK20, CP+19, ZDW20].

In [BWAN18, BDW+20] authors proposed a combination of a spatial variational autoencoder

with a discriminator, trained in a GAN-likewise approach. It is applied to high resolution MRI

images for unsupervised lesion segmentation. AnoVAEGAN uses a variational autoencoder and

tries to model the normal data distribution that will lead the model to fully reconstruct the

healthy data, while it is expected to fail to reconstruct abnormal samples. The discriminator

classifies the inputs as either real or fake (reconstructed data). The aim of the discriminator is

to improve the reconstructed samples realism. As anomaly score the l1 norm of the difference

between the original image and the reconstructed image is used. VAE is also applied in [LX18],

trained only on normal data in order to detect melanoma on skin images. Similarly, in [CK18],

a VAE (and an Adversarial Autoencoder [MSJ+16]) along with a constraint to encourage latent

space consistency during training is applied in order to detect lesions in brain MRI. Finally,

in [ZDW20] VAE and �-VAE have been proposed for brain MRI lesion detection.

Generative Adversarial Networks (GANs) [GPAM+14] have been widely applied to deep anomaly

detection in medical imaging [GZZ+20, SCWZ20, ZGC+20, SSW+19, ASF+19, FKM+20, BGW+20,

HRM+20, SZT+19, AMSCK17, TYBHX19, TTHX19, WCXM20]. GANs for anomaly detection

were first proposed by [SSW+17]. In [SSW+17], a deep convolutional generative adversarial

network AnoGAN, inspired by DCGAN [RMC16], is used. During the training phase, only

healthy samples are used. This approach consists of two models. A generator, which generates

an image from random noise and a discriminator, which classifies real or fake samples as in

common GANs. In their work, a residual loss is introduced, which is defined as the l1 norm

between the real images and the generated image. This enforces the visual similarity between

the initial image and the generated one. Furthermore, in order to cope with GAN instability,

instead of optimizing the generator parameters via maximizing the discriminator’s output on

generated examples, the generator is forced to generate data whose intermediate feature repre-

sentation of the discriminator is similar to those of the real images. This is defined as the l1
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norm between intermediate feature representations of the discriminator given as input the real

image and the generate image respectively. In AnoGAN, an anomaly score is defined as the

loss function at the last iteration, i.e the residual error plus the discrimination error. AnoGAN

has been tested on a high-resolution SD-OCT dataset.

Similar to AnoGAN, a faster approach, f-AnoGAN has been proposed in [SSW+19]. In this

work, the authors train a GAN on normal images, however instead of the DCGAN model a

Wasserstein GAN (WGAN) [ACB17] [GAA+17] has been used. Initially, a WGAN is trained in

order to learn a non-linear mapping from latent space to the image space domain. Generator

and discriminator are optimised simultaneously. Samples that follow the data distribution are

generated through the generator, given input noise sampled from the latent space. Then an

encoder (convolutional autoencoder) is trained to learn a mapping from the image space to the

latent space. For the training of the encoder, different approaches are followed. Both [SSW+17]

as well as [SSW+19] use image patches for training and are modular methods which are not

trained in an end-to-end fashion.

Another GAN-based method applied to OCT data has been proposed by [ZGC+20], in which au-

thors propose a Sparsity-constrained Generative Adversarial Network (Sparse-GAN), a network

based on an Image-to-Image GAN [IZZE17]. Sparse-GAN consists of a generator, following the

same approach as in [IZZE17], and a discriminator. Features in the latent space are constrained

using a Sparsity Regularizer Net. The model is optimized with a reconstruction loss combined

with an adversarial loss and sparsity regularization. The anomaly score is computed in the

latent space, not in the image space. Furthermore, an Anomaly Activation Map (AAM) is

proposed to visualise lesions.

Encoder-decoder-encoder framework, trained adversarially together with a discriminator is ap-

plied in [TTHX19, TYBHX19]. The adversarial one-class model was proposed for chest ra-

diograph one-class anomaly detection. In [TYBHX19] the encoder-decoder model is composed

of a U-Net like autoencoder while in [TTHX19] by a 5-layer CNN. In [TTHX19], anomaly

score is computed based on the chi-square (�2) distance between two latent vectors, and the

difference between the real input image and its generated fake image. However, anomaly score

in [TYBHX19] is computed based on three terms, namely the distance between two latent

vectors, the difference of the real input image and its generated fake image and the output of
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discriminator (likelihood that a generated fake image does not look realistic).

In [SCWZ20] adGAN, an alternative framework based on GANs, is proposed. The authors

introduce two key components: fake pool generation and concentration loss. adGAN follows

the structure of WGAN and consists of a generator and a discriminator. The WGAN is first

trained with gradient penalty using healthy images only and after a number of iterations, a

pool of fake images is collected from the current generator. Then a discriminator is retrained

using the initial set of healthy data as well as the generated images in the fake pool, with a

concentration loss function. Concentration loss is a combination of the traditional WGAN loss

function with a concentration term which aims to decrease the within-class distance of normal

data. The output of the discriminator is considered as anomaly score. The method is applied

to skin lesion detection and brain lesion detection.

In another work [GZZ+20], a combination of WGAN and CNN network and a variant of

ALOCC [SKFA18] one class classification algorithm was utilised for fetal congenital heart

disease detection. During training, both normal and disease samples were used. Adversarial

one-class classification method (which is utilised for screening end-systolic (four chamber heart)

video slices) was combined with video transfer learning in order to improve the performance of

the detection system.

Adversarially learning similar to ALOCC work [SKFA18] is also applied in [ASF+19] for de-

tecting irregular tissues in mammography images. Two networks were adversarially trained and

an irregularity score function was defined during the test phase in order to detect abnormal

images.

GANs were also proposed in [FKM+20] and [AMSCK17]. They were applied to breast ultra-

sound imaging and brain MRI lesion detection, respectively. The anomaly score was based

on both the reconstruction error and discriminator output in the first case while solely on

discriminator output in the second case.

Image-to-Image translation with GANs has also been applied for detection and localisation of

abnormalities in medical images. In [BGW+20] a Cycle-GAN based model was proposed for

unsupervised anomaly segmentation in brain MRI images. The model is trained to translate

healthy brain images between distributions of only healthy data in different styles. The anomaly
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score is defined as the residual between input and its reconstruction (after a complete cycle).

In [SZT+19] a Fixed-point GAN model was proposed for disease detection and localization.

The model is trained for the cross-domain translation (diseased images to healthy images and

vice versa) as well as same-domain translation. Image-level annotations are utilised for train-

ing Fixed-point GAN. The maximum value in the difference map (subtracting the translated

healthy image from the input image) across all the pixels is defined as the detection score.

Finally, in [HRM+20] a two-step method was proposed for the detection of brain anomalies at

different stages on multi-sequence structural MRI using an image-to-image GAN-based multiple

adjacent brain MRI slice reconstruction.

Other generative models such as deep belief networks have also been used. For instance,

in [YTB+17] a four-layer deep belief network (DBN) [HOT06] is applied to 3D image patches

of T1-weighted (T1w) MRIs and myelin maps to learn latent joint feature representations. The

extracted features are then used to train a random forest in order to discriminate images of

subjects suffering from multiple sclerosis from normal subjects. In Table 2.3 medical AD studies

using deep learning-based methods have been listed.

In Figure 2.3 a taxonomy of methods which have been applied in the medical imaging domain

is presented.
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Figure 2.3: A taxonomy of anomaly detection methods in medical imaging
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Reference

Application domain

Modality Availability of Labels Method

[LX18] Skin Dermoscopy data Unsupervised VAE

[ACZ+20] Fetal Heart Ultrasound Supervised Ensemble of CNNs

[BWAN18] Brain MR Unsupervised
spatial VAE-
discriminator

(AnoVAEGAN)

[SWK+19] Retinal OCT Unsupervised Deep DAE-OCSVM

[TYBHX19] Chest X-Ray One-class classification

Encoder-Decoder-Encoder
& Discriminator

Adversarial Learning

[GZZ+20] Fetal Heart Echocardiography One-class classification GAN-based

[SCWZ20] Skin, Brain
MRI/Dermoscopy data

CT-scan
Unsupervised

GAN-based
Adversarial Learning

[BWAN19] Brain MR Supervised / Unsupervised Spatial AE

[SHN+18] Head CT Unsupervised 3D CAE

[LLDL20] Skin Dermoscopy data Out-of-Distribution
Detection

pretrained CNN

Deep isolation Forest

[CK18] Brain MRI Unsupervised Constrained Adversarial
AE

[ZGC+20] Retinal OCT Unsupervised
Sparsity-

constrained GAN

[IGV+18] Gastrointestinal
Gastrointestinal

Endoscopy
weakly-supervised CNN

[SSW+17] Retina SD-OCT Unsupervised GAN-based

[SSW+19] Retina OCT Unsupervised GAN-based

[ASF+19] Breast Mammography Unsupervised Adversarial learning

[FKM+20] Breast Ultrasound Unsupervised GAN

[YTB+17] Brain
T1-w MRI

myelin water imaging Unsupervised
DBN

Random Forest

[USHE19] Brain, Lungs MRI, CT Unsupervised Conditional VAE

[ZKP+18] Brain MRI Unsupervised Context-encoding VAE

[LCW+17] prostate MRI Supervised CNN-SVM

[IZ18] Brain MRI Supervised Ensemble of CNNs

[HWL+18] Neural foraminal MRI supervised Mutli-task CNN

[KBM+20] Bowel ulcers capsule endoscopy Supervised CNN
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[AHAA+19] Ulcer
wireless

capsule endoscopy
Supervised CNN

[SKS+19] renal DW-MRI Supervised CNN-AE

[ZWH+18] Brain functional-MRI Supervised AE-SVM

[BMVT20] Chest X-Rays Self-Supervised
Aggregation

based U-Net

[BWAN20] Brain MRI Unsupervised Bayesian skip-AE

[BGW+20] Brain MRI Unsupervised CycleGAN

[AJBL20] Brain MRI Unsupervised siamese CAE-OCSVM

[RSNL+19] prostate PET/CT Unsupervised
CAE

Density estimation

[CYTK20] Brain MRI Unsupervised VAE/GMVAE

[MXW+20] Chest X-Ray Unsupervised AE

[ZXY+20] Retinal OCT semi-supervised CNN based

[CP+19] Brain MRI Unsupervised VAE

[WSC20] chest X-Ray weakly supervised GAN-based

[ZDW20] Brain MRI Unsupervised VAE, �-VAE

[ZLS+19] Breast mammograms Supervised
Convolutional Encoder-

Decoder, ResNet50

[ZXP+20] Chest X-Ray One-class classification CNN-based

[HRM+20] Brain MRI Unsupervised GAN-based

[TMP+20] Colonoscopy Colonoscopy Few-shot CNN based

[SOS+20] Retinal OCT weakly supervised Bayesian-Unet

[SZT+19]
Brain/

Pulmonary
Embolism

MRI/
computed tomography
pulmonary angiography

weakly-supervised Fixed-Point GAN

[HYZ+20]
Chest/

Metastases
Detection

X-Ray/
Digital Pathology

Semi-Supervised

Encoder-Decoder
&

Mutual Information
Entropy

[AMSCK17] Brain MRI Semi-supervised GAN

[TTHX19] Chest X-Ray One-class learning Adversarial learning

[TBFD20]
Chest/

Metastases
Detection

X-Ray/
Digital Pathology

Semi-Supervised perceptual AE

[OYU+19] Retinal OCT Unsupervised
Isolation Forest

transfer learning
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[WCXM20] Brain Tumor MRI Semi-supervised
Latent Regularized

Adversarial Network

Table 2.3: A list of works in anomaly detection in medical imaging using Deep Learning

Datasets and Evaluation

Datasets: Both public as well as private datasets have been used for validation of anomaly

detection algorithms in medical imaging.

One of the most commonly used public datasets for anomaly detection in brain is the Multi-

modal Brain Tumor Image Segmentation (BRATS challenge) (2017, 2019) dataset [MJB+15,

BRJ+18] for lesion detection/segmentation of brain tumors. BRATS scans contain (a) native

T1, (b) post-contrast T1-weighted (T1Gd), c) T2-weighted (T2), and d) T2 Fluid Attenuated

Inversion Recovery (FLAIR) volumes, and were acquired using different clinical protocols and

various scanners from multiple (n = 19) institutions. All the datasets have been manually

segmented by at least one (maximum four) rater who follow the same annotation protocol.

Another popular dataset in brain research is the 2015 Longitudinal MS lesion segmenta-

tion challenge (organised in conjunction with ISBI 2015) which contains different subjects

with T1-w(magnetization prepared rapid gradient echo–MPRAGE), T2-w, PD-w (double spin

echo–DSE) and T2-w FLAIR images. All data has been acquired with 3.0 Tesla MRI scan-

ner [CRJ+17]. The training data consisted of five subjects with a mean of 4.4 time-points, and

test data of fourteen subjects with a mean of 4.4 time-points. The dataset also included manual

delineations, of the white matter lesions associated with multiple sclerosis, made by two human

experts. [CRJ+17]

For chest X-Ray anomaly detection the two most common datasets are the NIH X-Rays [WPL+17]

and the CheXpert [Iea19] dataset.

The NIH X-Rays [WPL+17], called “ChestX-Rays8”, consists of 108, 948 frontal-view X-ray

images of 32, 717 unique patients with the text-mined eight disease image labels. The 84, 312

images are normal and the the rest present one or more pathologies. Each image can have

multiple labels.
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body part Dataset

brain BRATS [MJB

+
15], MS lesion [CRJ

+
17], MOOD [ZPK

+
21]

breast CAMELYON16 [EBVJvD

+
17]

skin ISIC2018 Challenge [CRT

+
18, TRK18]

chest CheXpert [Iea19], NIH Chest XRay [WPL

+
17]

abdominal MOOD [ZPK

+
21]

Other Neuropathology [NL20, FXH

+
18], MURA [RIB

+
17], LIDC-IDRI [AIMB

+
11]

Table 2.4: Existing benchmark datasets for medical imaging anomaly detection

The “CheXpert” dataset [Iea19] contains 224, 316 entries of chest X-rays of a total of 65, 240

patients. From these X-rays, they extract the observations of 14 different diseases using Nat-

ural Language Processing. Labels are positive (presence of pathology), negative (absence of

pathology) and uncertain. The CheXpert validation and test sets were labeled manually by

expert radiologists.

Furthermore, for skin image anomaly detection, ISIC2018 Challenge Disease Classification [CRT+18,

TRK18] is commonly used. The dataset is split into three different image analysis tasks, namely:

Lesion Segmentation, Lesion Attribute Detection and Lesion Disease Classification. For each

task, training datasets contain labels/annotations and consist of different numbers of available

images.

Additionally, the MURA dataset [RIB+17] contains upper limb X-rays images labeled regard-

ing whether they contain anomaly or not. This dataset is composed of seven classes of body

parts: finger, hand, wrist, forearm, elbow, humerus, and shoulder. There are a total of 40, 561

multi-view radiographic images from 12, 173 patients. Data was manually labelled as nor-

mal/abnormal by board-certified radiologists.

Finally, for detection and classification of breast cancer metastases in whole-slide images of his-

tological lymph node sections, CAMELYON16 dataset was proposed [EBVJvD+17]. A training

data set of whole-slide images from 2 centers with (n = 110) and without (n = 160) nodal metas-

tases verified by immunohistochemical staining were provided. Evaluation of performance of

proposed algorithms is done in an independent test set of 129 whole-slide images (49 with and

80 without metastases).

Table 2.4 summarises the existing benchmark datasets for anomaly detection in medical imag-

ing.
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Evaluation: For quantitative evaluation of anomaly detection algorithms, performance metrics

usually are presented. The most common presented metrics are:

• True Positive Rate (TPR) or Recall : is the proportion of positive classes from the total

possible positive conditions that are True Positives(TP) and False Negatives (FN). Pre-

cisely, TPR= TP
TP+FN

. Informally, in an anomaly detection context, Recall is the fraction

of all real anomalies that are successfully detected [TLZ+18].

• Precision (PR): PR= TP
TP+FP

. Precision is informally the fraction of all detected anomalies

that are real anomalies [TLZ+18].

• F1 Score: Precision and Recall are complementary and can be combined. F1 score is

defined as the harmonic mean of Precision and Recall (TPR). F1 score=2⇤PR⇤TPR
PR+TPR

.

• True Negative Rate (TNR) or Specificity : is the proportion of correctly identified negative

classes from the total possible negative conditions, that are true negative (TN) and false

positive (FP). TNR= TN
TN+FP

• False Positive Rate (FPR): FPR is the rate of False alarms, i.e mis-classifying some

normals as outliers FPR=

FP
FP+TN

=1-TNR, where FP the False positives.

• Receiver Operating Curve (ROC) and Area Under Curve (AUC): Receiver Operating

Curve (ROC) is commonly used to measure the performance of the classifier by plot-

ting true positive rate against false positive rate. The area under this curve, AUC, is a

measure of the quality of the detector. A higher value of AUC of ROC shows that the

model is performing well. An AUC value of 1 indicates the best performance, while a

value of 0.5 indicates a random prediction. This metric is threshold-invariant as well as

scale-invariant.

For qualitative analysis of anomaly detection algorithms, usually activation or localisation maps

are presented. Visualisation maps are derived either implicitly by the model and its attention

mechanisms [SOS+19, ZGMO19] [ZGC+20] or using gradient- and optimisation- based meth-

ods [SCD+17].
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2.2 Uncertainty Estimation in Deep Neural Networks

2.2.1 Introduction

In many safety-critical applications, a decision which will be derived by a model, such as a

deep learning model, is crucial and could have potential negative impact on human beings

e.g self-driving cars, medical diagnostics. For this reason, a key question is, how confident

the model is in its decision and consequently to which extent we could trust the result of an

algorithm. In general, uncertainty is a sign of abstention from the prediction which could

also play an important role in anomalies detection. Estimation of uncertainty in a model

output can originate either from the data (aleatoric uncertainty) or the model itself (epistemic

uncertainty). Although deep learning methods show an outstanding performance, there are

limitations in the application of these methods to computer vision problems, such as lack

of interpretability, they are prone to overfitting, easily fooled by adversarial examples, poor

at representing uncertainty. For instance, adding perturbation on images, may lead to mis-

classification of the natural images [MDFFF17]. Thus, it is very important to be able to

give a measure of confidence for the result along with the model output. Uncertainty can

be categorised in: Aleatoric uncertainty and Epistemic uncertainty [Gal16]. Both types of

uncertainties can form the predictive uncertainty.

Aleatoric Uncertainty captures noise inherent in the observation [KG17, CMK+20], e.g. sensor

noise, label disagreement. It refers to the randomness of the data generating process and cannot

be explained away with more data. Furthermore, uncertainty does not increase for out-of-data

examples [KG17]. Aleatoric uncertainty is very important to be modeled for large datasets

and for real-time applications [KG17]. Aleatoric uncertainty can be further categorised into

Homoscedastic uncertainty and Heteroscedastic uncertainty. In the former sub-category uncer-

tainty remains constant for different inputs, while in the latter one, some inputs have potentially

more noisy outputs than others, i.e it is data-dependent uncertainty from observation noise.

Epistemic or Model Uncertainty is caused by ignorance about the model that generated the

data, including uncertainty in the model, parameters and convergence. Epistemic uncertainty

is reducible if more information i.e data/measurements from the low density regions, become

available. In any case, it cannot be removed entirely. Epistemic uncertainty increases with
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decreasing training size and increases with examples which lie far from the training data distri-

bution. As a result, it is very important to model epistemic uncertainty in cases where available

datasets are small and contain limited training data and also in safety-critical applications, in

order to understand and better interpret the model’s outcome.

Distributional Uncertainty is also known as dataset shift [QCSSL09]. It refers to the uncertainty

which will occur from mismatch in data distributions between the training dataset and the

testing dataset (distributional mismatch) [MG18].

One of the first attempts to estimate reliability and confidence of Artificial Neural Networks

was made in [LKLHU92], where an extension of radial basis function networks (RBFNs),

called “validity index network” was introduced. It calculates the reliability and confidence by

implementing additional output nodes in the RBF network [BL88].

Most existing common methods to estimate uncertainty in deep learning models are based

on Deep Bayesian Neural Networks (BNNs) [TLS89, Mac92], Deep Ensembles [LPB17] and

Monte-Carlo Dropout (MC-Dropout) [MRR+53, GG16b].

2.2.2 Probabilistic Modeling in Deep Neural Networks

Introduction to Bayesian Inference

Let us assume a fully annotated dataset of images and annotations D := {xn,yn} with xn 2 Rp

and yn 2 Rq for all subjects n = 1, 2, ..., N . We further assume that N samples in the dataset

are independent and identically distributed (i.i.d). The target vector y can be either real valued

(regression) or categorical (classification). Dataset D can be split into Dtrain and Dtest for the

training and testing phases respectively. We make the assumption of a parametric distribution

(probabilistic model) of the form p(y|✓,x) and estimate the parameters ✓ which maximise the

distribution. Using maximum likelihood estimation (MLE) we can find the parameters ✓ which

maximise the likelihood function, i.e

✓⇤
= argmax

✓
p(D|✓) i.i.d

= argmax

✓

NY

n=1

p(yn|xn,✓) (2.1)
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Alternatively, adding prior information about parameters, p(✓), ✓ is estimated using maximum

a posteriori estimation (MAP):

✓⇤
= argmax

✓
p(✓|D) = argmax

✓
p(D|✓)p(✓) (2.2)

In cases where the model is a neural network, the parametric distribution p(y|x,✓) is defined

as p(y, f(x;✓)), where f(x;✓) is a neural network. However, both MLE and MAP approaches

give a point estimate of the parameters ✓. Consequently, the output of a NN is just a sin-

gle value (deterministic output) without any information about the confidence of the model’s

output. Quantifying uncertainty using Bayesian inference is widely applied in deep learning

models. We initially introduce the key concepts of Bayesian inference and then Bayesian Neural

Networks (description and uncertainty estimation) will be discussed.

The two basic elements for estimating the posterior distribution based on Bayes theorem is

the prior p(✓) and the likelihood function p(y|x,✓). The former expresses the belief about pa-

rameters values ✓ (prior distribution p(✓)) before observing the data. Based on Bayes theorem,

the posterior distribution of parameters ✓ is defined using the product of prior and likelihood:

p(✓|x,y) = p(y|x,✓)p(✓)
p(y|x) (2.3)

The denominator, marginal likelihood or model evidence, is used to ensure that the posterior is

normalised.

p(y|x) =
Z

p(y|x,✓)p(✓)d✓ (2.4)

For the estimation of the predictive distribution, given a new point x⇤, we compute:

p(y⇤|x⇤,x,y) =

Z
p(y⇤|x⇤,✓)p(✓|x,y)d✓ (2.5)

Marginalisation can be computed analytically, in case the likelihood is conjugate to the prior

distribution (in the the marginal likelihood) [Gal16]. However, in many cases, computing

posterior distributions and consequently predictive distributions (Eqs. 2.4 and 2.5), is often

analytically intractable (i.e have no closed form solution) and thus an approximate inference

method is required.
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There are several approximation techniques such as Laplace approximation [Bis06, DL90],

stochastic approximation methods (which are based on numerical sampling methods-Monte

Carlo methods) and deterministic approximations such as Variational inference methods.

Laplace approximation [Bis06, DL90] finds a mode of the posterior distribution and then an

approximation is constructed with a normal distribution by the second order Taylor expansion

about the mode. More precisely, Laplace approximation is based on computing the mode of the

posterior ˆ✓MAP and sets a posterior q(✓) = N (✓|µ,⌃) with µ = ✓MAP . ⌃ is computed based

on the negative inverse Hessian evaluated at the MAP solution, i.e

⌃ = �

r✓r✓logp(✓|D)|✓=✓

MAP

��1

After computation of ✓MAP and ⌃, we can either take Monte Carlo samples from the approxi-

mate posterior (Sampled Laplace) or linearise the Gaussian model [FLHLT19].

Sampling methods: Numerical sampling (Monte Carlo methods) is a way to cope with

intractable integrals in Bayesian learning. We can draw samples from the posterior distribution,

and using the empirical distribution to estimate all the appropriate quantities. Some of the

most well-known methods include Rejection sampling [Bis06], Importance Sampling [Bis06] and

Markov Chain Monte Carlo methods(MCMC) [MRR+53].

Both Importance and Rejection sampling are not efficient in high dimensional spaces. MCMC

methods are based on the construction of a Markov chain to step through a high dimensional

posterior probability distribution, q(✓k|✓k�1) as the proposal distribution. It is a stationary

distribution which converges to the desired posterior distribution p(✓|x).

The most widely applied MCMC methods for Bayesian Inference include the Metropolis-

Hastings algorithm [MRR+53] [Has70], Gibbs sampling [Bis06] and the Hamiltonian Monte

Carlo [Nea96].

Metropolis-Hastings algorithm [MRR+53] [Has70] is a random walk and an acceptance rule

(i.e Metropolis-Hastings ratio) is utilised to converge to target distribution. Beginning from

a starting point ✓0 from a distribution p0(✓), we sample a ✓⇤ from a proposal distribution

q(✓⇤|✓k�1
) for k = 1, 2, .... Then, based on the Metropolis-Hastings ratio, the new ✓, ✓k is

either accepted (✓⇤) as the next sample or rejected (✓k�1-retaining the previous state).
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A special case of the above algorithm is the Gibbs sampling [Bis06] method. In Gibbs sampling

the parameter ✓ is divided into d components i.e ✓ = ✓1, ....,✓d. At each iteration ✓k
j ⇠

p(✓j|✓k�1
�j , y). So ✓j is sampled based on the latest values of each component, as it is described

above. The main concept of Gibbs sampling is to generate posterior samples by cycling through

each variable to sample from its conditional distribution with the remaining variables fixed.

Usually samples can be correlated as well as the convergence is slow. Hamiltonian Monte

Carlo(HMC) is another method which is based on Hamiltonian dynamics [Nea96] and is a more

efficient approach.

Often, all the above methods are not scalable to large scale datasets or to large deep neu-

ral networks. In order to solve this issue, Stochastic Gradient MCMC (SG-MCMC) [MCF15]

has been proposed as well as many variants of it such as Stochastic Gradient Langevin Dy-

namics (SGLD) [WT11], Stochastic Gradient HMC [CFG14] and cyclic stochastic gradient

MCMC [ZLZ+20].

Variational Inference: Using Variational inference we approximate the posterior p(✓|x,y)

by a simpler distribution q(✓) (variational distribution). Through variational inference, the

approximation problem is transformed to an optimization problem. This can be formulated as:

q⇤(✓) = argmin

q2Q
f(q(✓), p(✓|x,y)) (2.6)

where Q is the set of all closest distributions to p. The goal is to find the “best” distribution from

a set of “least” far distributions as shown in Figure 2.4. f measures the discrepancy between

the two distributions q and p. Discrepancy is “translated” in divergence between distributions.

Figure 2.4: Variational Bayes

The most common similarity measure is the Kullback-Leibler (KL) divergence [Kul59, KA51].
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KL divergence of two distributions is defined as:

KL[q(✓)||p(✓)] =
Z

q(✓)log
q(✓)

p(✓)
d✓ = Eq

⇥
log

q(✓)

p(✓)

⇤
(2.7)

Based on the above equation, the KL divergence is low in case q is low (regardless of p) or

in case q is high and p is also high. In the case that q is high and p is low then the KL

divergence is high. One of the most important properties of KL divergence is that it is not

symmetric, i.e KL[q||p] 6= KL[p||q]. The lower the KL the more similar the two distributions

are. KL is always non-negative, KL � 0, and it is equal to zero if and only if p = q. Fitting q

to p (reverse KL-exclusive KL) using KL will give different behaviour than minimizing p to q

(forward KL-inclusive KL).

Variational Bayes [HvC93, BCKW15, KW14, Cha18] is a technique of Variational Inference

which minimizes the KL divergence between a variational distribution q� with � variational

parameters and the posterior distribution of the parameters ✓ given a dataset D, p(✓|D). More

precisely the KL[q(✓)||p(✓|D)] is minimised and using logarithmic identities and the Bayes

theorem (P (✓|D) =

p(D|✓)p(✓)
p(D) ) we can derive the following computations:

KL[q�(✓)||p(✓|D)] =

Z
q�(✓)log

q�(✓)

p(✓|D)

d✓ (2.8)

=

Z
q�(✓)log

q�(✓)p(D)

p(D|✓)p(✓)d✓ (2.9)

= KL[q�(✓)||p(✓)]� Eq
�

(✓)

⇥
logp(D|✓)

⇤
| {z }

-ELBO

+ logp(D)| {z }
const. in q

(2.10)

Rewriting the above Equation:

logp(D) = KL[q�(✓)||p(✓|D)]�KL[q�(✓)||p(✓)] + Eq
�

(✓)[logp(D|✓)] (2.11)



2.2. Uncertainty Estimation in Deep Neural Networks 45

logp(D) can be also written as:

logp(D) =log

Z
p(D|✓)p(✓)d✓ (2.12)

= log

Z
q�(✓)

q�(✓)
p(D|✓)p(✓)d✓ (2.13)

Applying Jensen’s inequality we have:

logp(D) �
Z

q�(✓)log
p(D|✓)p(✓)

q�(✓)
d✓ (2.14)

= �
Z

q�(✓)log
q�(✓)

p(✓)
d✓ +

Z
q�(✓)logp(D|✓)d✓ (2.15)

= �KL[q�(✓)||p(✓)] + Eq
�

(✓)

⇥
logp(D|✓)

⇤
(2.16)

Thus, we have:

logp(D) � Eq
�

(✓)

⇥
logp(D|✓)

⇤
�KL[q�(✓)||p(✓)]| {z }

Evidence Lower Bound (ELBO)

(2.17)

ELBO consists of a data-fit term which is the expected log-likelihood Eq
�

(✓)

⇥
logp(D|✓)

⇤
and a

regularizer KL[q�(✓)||p(✓)]which shows that q�(✓) should not differ from the prior p(✓). Thus,

instead of minimising the KL divergence between q distribution and the posterior of parameters

✓, we define a lower bound of the model evidence and maximize it.

q⇤(✓) = argmax

q2Q
ELBO(q) (2.18)

A common approach in variational inference is the Mean-Field Variational Inference (MFVI)

approach. In order to define the set of distributions Q, a basic assumption is made (a nonpara-

metric restriction). This assumption is that Q (variational family) factorises q(.) = ⇧

M
i qi(✓i)

for some partition {✓1, ....,✓M} of ✓. Usually, terms qi(.) are modelled as distributions from

exponential family due to the conjugacy, however any other distribution can also be utilised.

The optimization problem for finding the optimal q⇤ can be solved using different methods such

as Coordinate ascent variational inference [Bis06], Stochastic variational inference [HBWP13],

automatic differentiation variational inference [KTR+17].
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Sampling vs Variational Inference: Both methods can be utilised for Bayesian Inference.

However, both methods present some limitations. Monte-Carlo methods transform the approx-

imation inference problem to a sampling problem, while variational inference to an optimiza-

tion one. Sampling methods have higher computational cost. This is because of the random

walk process, since for each sample we need to re-estimate the prior and likelihood in order

to compute the posterior [Dep19]. Furthermore, in sampling methods there are more hyper-

parameters which are data and model dependent, such as the proposal distribution and the

number of samples. Sampling methods can fit better in small datasets or in cases where the

heavy computational cost is acceptable and are more unbiased compared to Variational infer-

ence. On the other hand, Variational Inference is a faster process, can easily be applied to large

datasets and can prove easily adaptable compared to sampling methods [BKM17b].

2.2.3 Bayesian Neural Networks

Bayesian Neural Networks (BNNs) [Nea96, Mac92] place a prior distribution on the weights

of the network. BNNs could provide uncertainty about the functional mean through posterior

predictive distribution [YPGDV19]. Let p(w) a prior over the (weights) parameters. Then

applying Bayes theorem, the posterior distribution becomes:

p(w|D) =

p(D|w)p(w)R
w

0 p(D|w0
)p(w0

)dw0 / p(D|w)p(w) (2.19)

Since the denominator is intractable, as discussed above, approximation methods for computing

the posterior are required. The most common approaches for Bayesian deep learning inference

are the MCMC methods and variational inference methods including MC-Dropout [GG16b]

and Bayes-by-Backprop method [BCKW15].

From the former category, Stochastic Gradient MCMC [WT11] methods provide a promis-

ing direction for bayesian deep neural networks inference. However, since these methods im-

ply many challenges, such as computational time, many attempts have been made in order

to improve the sampling efficiency including Stochastic Gradient Hamiltonian Monte Carlo

(SGHMC) [CFG14], preconditioned stochastic gradient Langevin dynamics (pSGLD) [LCCC16]

and cyclical stochastic gradient MCMC [ZLZ+20].
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A review of existing Variational inference methods for BNNs is given in [SRV+20] and [APH+21].

Dropout was initially introduced by [HSK+12] as a form of regularization in neural networks.

However, dropout can also be explained as an alternative way to perform Variational inference,

and can be used at test phase as a form of ensemble learning (MC-dropout) [GG16b].

An independent random variable which follows Bernoulli distribution is introduced. For exam-

ple, in a single MLP with L layers and dimension of each layer Kj ⇥Kj�1, the weights (W) are

drawn from:

W⇢ = diag(⇢)W

⇢i,j ⇠ Bernoulli(pi) for i = 1, ...L, j = 1, ..., Ki�1 (2.20)

where ⇢ is sampled from a Bernoulli distribution. This corresponds to randomly setting some

units in the network to zero. A model is trained with dropout and during the test phase, we

can sample the posterior distribution over the weights using dropout. In [KSW15] Gaussian

dropout is also proposed.

Bayes-by-backprop [BCKW15] is another promising method. The proposed method minimises

the Variational Free Energy. It utilises the reparametrisation trick to find an unbiased estimate

of gradients of the cost function in order to learn distributions over the weights of a BNN.

2.2.4 Uncertainty Estimation in Deep Neural Networks

The predictive distribution in BNNs is defined as:

p(y⇤|x⇤, D) =

Z
p(y⇤|x⇤,w)p(w|D)dw

As discussed above, in order to alleviate the issue with the intractable true posterior p(w|D),

a variational distribution, q�(w), is utilised to approximate it. Thus,

p(y⇤|x⇤, D) ⇡
Z

p(y⇤|x⇤,w)q(w)dw (2.21)
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Instead of computing the integral over the weight space, MC sampling is applied and the

estimator becomes:

p(y⇤|x⇤, D) ⇡ 1

T

TX

t=1

p(y⇤|x⇤,wt) (2.22)

where wt is a sample from the variational distribution, i.e wt ⇠ q�(w) and T is the number of

samples. Entropy and moment based predictive uncertainty can be computed [KW+20, Gal16].

An important aspect in uncertainty estimation is to disentangle uncertainty into aleatoric and

epistemic uncertainty. This is important since the source of each type of uncertainty is different

(i.e data vs model). For instance, high aleatoric uncertainty could be an indicator for noisy

data, while high epistemic uncertainty is a sign of data that are out-of-training distribution.

In [KG17] authors proposed a novel way to estimate epistemic and aleatoric uncertainty. The

proposed model predicts the variance of the output, in addition to the output. More precisely,

they constructed a BNN (placing priors over the weights) with the last layer (before activation)

consisting of mean and variance of logits. Then for weights ˆ

w

T
t=1 and the corresponding outputs

(µ̂t, �̂
2
t ), the estimators(aleatoric and epistemic) of uncertainty is given by:

1

T

TX

t=1

diag(�̂2
t ) +

1

T

TX

t=1

(µ̂t � µ̄)⌦2 (2.23)

where µ̄ =

PT
t=1 µ̂t/T and T the number of samples [KW+20].

Predictive uncertainty also can be decomposed into epistemic and aleatoric uncertainty follow-

ing [DHLDVU18, SG18, HHGL11, Gal16]:

H[y⇤|x⇤, D]| {z }
predictive uncertainty

= I[y⇤,w|x⇤, D]| {z }
epistemic uncertainty

+E
w⇠p(w|D)[H[y⇤|x⇤, D]]

| {z }
aleatoric uncertainty

(2.24)

For instance, predictive uncertainty for a supervised classification problem is given by [DHLDVU18,
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HHGL11, Cha18, GIG17, Gal16]:

H[y|x, D] = �
CX

c=1

p(y|x, D)logp(y|x, D) (2.25)

= �
CX

c=1

⇣Z
p(y|x,w)p(w|D)dw

⌘
log

⇣Z
p(y|x,w)p(w|D)dw

⌘
(2.26)

⇡ �
CX

c=1

⇣Z
p(y|x,w)q(w)dw

⌘
log

⇣Z
p(y|x,w)q(w)dw

⌘
(2.27)

⇡ �
CX

c=1

⇣
1

T

X
p(y|x,wt)

⌘
log

⇣
1

T

X
p(y|x,wt)
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where p(y|x,w) =

exp[fw
c

(x)]P
C

c=1 exp(f
w
c

(x))
is the softmax output of the network, wt the tth sample of

q(w) and C the number of classes.

Similarly, aleatoric uncertainty can be estimated as the expectation over the entropy of the

distribution when the parameters are fixed. Analytically,

E
w⇠p(w|D)[H[y|x,w]] = �

Z
p(w|D)

h CX

c=1

p(y|x,w)logp(y|x,w)

i
dw (2.29)

⇡ �
Z

q(w)

h CX

c=1

p(y|x,w)logp(y|x,w)

i
dw (2.30)

⇡ � 1

T

TX

t=1

CX

c=1

p(y|x,wt)logp(y|x,wt) (2.31)

Finally, epistemic uncertainty, which originates from the model ignorance of the data distribu-

tion, can be estimated as the mutual information of y and w:

I[y,w|x, D] = H[y|x, D]� E
w⇠p(w|D)[H[y|x,w]] (2.32)

⇡ �
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p(y|x,wt)

⌘
log

⇣
1

T

TX

t=1

p(y|x,wt)

⌘
(2.33)

+

1

T

TX

t=1

CX

c=1

p(y|x,wt)logp(y|x,wt) (2.34)

Calibration in Deep Neural Networks Although the recent progress in Deep Learning

boosted the performance in different machine learning tasks, as it is proved in [GPSW17]

the DNNs output is miscalibrated in many cases. Consequently, it is very important to have
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a calibrated confidence measure along with the network’s prediction. Post-hoc calibration

methods have been proposed without modifying the training procedure. These methods provide

a mapping function from the model’s output(logits) to a new probability which better estimates

the actual confidence and provide a measure for uncertainty over the output of the network.

Suppose a model (e.g DNN) predicts a class ˆY with associated confidence ˆP and the model’s

logits z. The model is calibrated if p̂ is always the true probability, i.e P
�
ˆY = y| ˆP = p

�
= p

for p 2 [0, 1] and class labels y = {1, ....., K} where K is the number of classes [GPSW17]. The

difference between the two sides of the above equation is defined as the expected calibration

error (ECE), i.e ece = EP̂

⇥
|P (

ˆY = y| ˆP = p)� p|
⇤
.

One of the most well-known calibration methods in DNNs is the one proposed in [GPSW17,

LZWJ20] (temperature scaling) and it is based on parametric approach of Platt scaling [Pla99].

Let z

i

be the logits of the model, the p̂i is computed as:

p̂i = max �sm(z
k

i

) where �sm(zki ) =
exp(zki )PK
k=1 exp(z

k
i )

Using a scalar parameter T > 0, the confidence prediction will be:

q̂i = max

k
�sm(zi/T )

k

where k = {1, ..., K} is the class label. Temperature T is optimised using negative log-likelihood

on the validation set.

A more recent calibration technique is presented in [KPNK+19], called Dirichlet calibration.

The Dirichlet calibration method is based on Beta-calibration (for binary classifiers) [KSFF17],

however this approach is applied to multi-class classifiers.

Deep Ensembles were proposed as an alternative to Bayesian NNs (e.g variational infer-

ence, MCMC) by [LPB17]. The key idea is to retrain multiple neural networks with different

initializations (and random shuffling). An ensemble is treated as:

p(y|x) = 1

M

MX

m=1

p✓
m

(y|x, ✓m)

i.e averaging the predicted probabilities. M is the number of networks and {✓m}Mm=1 are the
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parameters of the ensemble. Predictive uncertainty can be estimated using the entropy of the

predictive distribution.

2.2.5 Uncertainty Estimation in Medical Imaging

Estimation of epistemic as well as aleatoric uncertainty has been widely used in medical image

analysis, in different tasks such as classification, segmentation, regression, reconstruction and

localisation. Some works focus solely on the estimation of aleatoric or epistemic uncertainty,

while in other works authors try to estimate both aleatoric as well as epistemic uncertainty.

Monte-Carlo Dropout (MC-Dropout), as was described above, is a well-accepted approach

to quantifying uncertainty [GG16b]. Several studies proposed MC-Dropout for estimation of

uncertainty in different stages of the medical imaging processing pipeline. In many works, MC-

Dropout is applied to a classification task [LIKO19, GGG+19, LIO19, LASA+17, CZSB20].

In [LIKO19] authors modify a ResNet [HZRS16] architecture. Dropout is added before every

building block of a ResNet. Monte-Carlo dropout is utilised at test time in order to estimate

epistemic uncertainty. Multiple forward passes are performed to get a distribution of the class

labels. Entropy and variance of distribution are utilised for estimation of uncertainty. Leibig

et al. [LASA+17] utilised MC-Dropout at test time in order to estimate uncertainty for detec-

tion of diabetic retinopathy in fundus images. Furthermore, in [LIO19] the authors proposed

MC-Dropout at test time as well as a variational inference approach (i.e predicting the pa-

rameters of the posterior distribution) for predictive uncertainty (variance of the posterior).

The method was applied to ambiguous classification of OCT-scans. In [CZSB20] Monte Carlo

(MC) integration is applied on two popular CNNs models, DenseNet-121 and ResNet-121, for

five class polyp classification. Additionally, confidence calibration using temperature scaling

is applied. A comparison of uncertainty measures using Bayesian deep learning is attempted

in [FFG+19]. Using variants of VGG-like models, they apply different methods such as deep

ensembles, ensemble MC-Dropout, MC-Dropout and Mean-Field Variational inference to dif-

ferent tasks, namely out-of-data distribution detection and robustness to distribution shift, in

diabetic retinopathy. In a classification and active learning framework of histopathological im-

ages of cancer tissue samples, Variational Dropout has also been applied in [RMZS19]. For

uncertainty prediction, authors apply variational dropout [GG16a] and implement two types of
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uncertainty, namely entropy and BALD [HHGL11, GIG17].

Uncertainty estimation based on MC-Dropout has also been applied to segmentation [RCN+19,

NPAA18, OSB+19, ERVOC19, JR19, dSPBC19, HAB+20, LDW+20, NKK20, WKJ18]. In [WKJ18]

MC-Dropout is applied to three Fully Convolutional Networks (FCNs) (variants of SegNet [BKC17],

FCN-8 [SLD17] and U-Net [RFB15]) for semantic segmentation of colorectal polyps. Guided

Backpropagation is utilised for visualisation purposes.

In [RCN+19] authors add dropout layers after every encoder and decoder block in a fully con-

volutional neural network (FCNN) in order to generate Monte Carlo samples for whole-brain

segmentation. The samples are used to estimate different measures of structure-wise uncer-

tainty, namely variation of the volume across the MC samples, the overlap between samples,

the intersection over overlap (IOUs) metric over all MC samples. Voxel-wise uncertainty is

also estimated (entropy over all MC samples). Similarly, in [NPAA18] authors train a 3D

convolutional neural network with dropout and define various measures of uncertainty for mul-

tiple sclerosis lesion detection and segmentation. The uncertainty measures include the MC

samples variance, predictive entropy, mutual information and prediction variance. In another

work [SAR+19] uncertainty guided semi-supervised segmentation on retinal layers in oct-images

is attempted. A teacher network is trained using Bayesian Deep learning (dropout in test phase)

to produce soft labels as well as a confidence map, while the student model is trained taking as

input the outputs of the teacher model. They also propose a novel loss function. Additionally,

in [SMAN19] CNN with dropout layers is used for uncertainty quantification. Authors also

applied a semi-supervised learning model, a Graph Convolutional Network (GCN), using the

high confidence voxels in order to refine the output of the model.

U-Net [RFB15, ÇAL+16] becomes a very popular network for medical image segmentation.

Adding dropout in its layers in order to estimate epistemic uncertainty is widely used. As

an example in [OSB+19] authors compute epistemic uncertainty by adding dropout after each

convolutional block of a modified U-Net network for segmentation in pathological OCT scans.

Similarly in [HAB+20] a U-Net along with dropout is utilised in order to estimate uncertainty

in lung nodule segmentation. Comparison with deep ensembles of U-Nets is also considered.

Variations of U-Net networks, such as Dense-UNet (U-Net with DenseNet121 as encoder), Res-

UNet (U-Net with ResNet as encoder) and a Res-UNet without skip or residual connections,
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along with test-time dropout for uncertainty estimation is also proposed in [NKK20] for MRI

brain tumor segmentation. A variant of a U-Net model, Bayesian U-Net (MC-dropout) is also

proposed for uncertainty quantification in a segmentation task [HOT+19].

A U-Net together with MC-Dropout as an uncertainty measure was also proposed in [dSPBC19].

Uncertainty was used as an indicator of samples that are candidates for annotation in a deep

active learning framework. This method was applied to spinal cord and brain microscopic

histology images for performing myelin segmentation. In [JR19] a comparison of uncertainty

measures using a U-Net for brain image (tumor) and skin image (lesion) segmentation is per-

formed. Uncertainty measures include softmax Entropy, MC-Dropout, Ensembles, aleatoric

uncertainty and an auxiliary network to predict voxel-wise uncertainty. Bayesian Unet (MC-

Dropout) and Bayesian CNN (MC-Dropout) are also applied in [OWB17] for pulmonary nodule

detection. Finally, a multi-task U-Net based architecture is proposed in [ERVOC19] for seg-

mentation and regression in histopathological cell counting and white matter hyperintensity

counting. MC-Dropout (as well as M heads [LPC+15]) is utilised in both segmentation of

images as well as in regression.

MC-Dropout for quantification of uncertainty has also been proposed in other tasks such as

medical image translation [RHC+20], where a modified version of a U-Net along with MC-

dropout is applied in a CT-to-MR image translation task, in order to estimate both epistemic

and aleatoric (prediction variance [KG17]) uncertainty.

In a few works, MC-Dropout is combined with test data augmentation in order to estimate un-

certainty. For instance, in [CHP+20] test time MC-Dropout is applied for epistemic uncertainty

estimation and a test data augmentation method is applied for estimation of aleatoric uncer-

tainty for a skin lesion classification task. Furthermore, in [VPNN20] a novel uncertainty-based

data selection scheme for omni-supervised learning, based on a 3D U-Net, is proposed. The

model’s uncertainty is computed using MC-Dropout at test time, while aleatoric uncertainty is

computed using data augmentation (translation, scaling, rotation, reflection) at test time. The

method is applied to MRI and ultrasound data segmentation. Combination of MC-Dropout

and data augmentation at test phase is also applied in [LCED20] for medical image localisa-

tion. Authors propose a two-stage learning framework based on a U-Net model. Initially, the

network derives a segmentation. After a post-process stage, another 3D U-Net is utilised for
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the per-voxel regression of the cropped volume from the previous stage, in order to localise

the Anterior Nucleus of the Thalamus. Epistemic uncertainty is computed using MC-Dropout

while aleatoric uncertainty using test data augmentation. Furthermore, a novel metric called

Maximum Activation Dispersion is proposed. It measures the consistency of the maximum ac-

tivation positions of the Monte Carlo samples and ignores the activation variance at the same

position.

Estimation of uncertainty in regression tasks, such as the prediction of disease progression is

also attempted in [TLP+19]. A 3D CNN with MC-Dropout is applied to predict the progress

of multiple sclerosis disease in patients, based on MRI data, within one year from the baseline

scan. An existing issue is the miscalibrated predictive uncertainty in deep neural networks

for regression [LIF+20]. In order to tackle this issue, authors in [LIF+20] proposed a method

to calibrate the uncertainty that is derived in regression tasks. The method is based on the

adjustment of the variance in the likelihood model by a trainable scalar factor.

A modified Bayesian Neural Network (BNNs) method is applied in [TKG21] for breast histopatho-

logical images classification. Authors introduce a learnable activation function that adapts to

the training data. Also, they quantify the uncertainty of the predictions using as uncertainty

measure the variance of the predictive probability distribution. BNNs in segmentation have

been used in many works. In [KW+20] uncertainty quantification, both aleatoric and epis-

temic, is computed using BNNs and variational inference in an ischemic stroke lesion segmen-

tation dataset and digital retinal images. A Bayesian residual U-Net along with a combination

of dropout and DropConnect methods (DropWeights) for uncertainty quantification is pro-

posed in [GTS20] for nuclei image segmentation. Segmentation using 3D BNNs is also applied

in [LMR19] for credible geometric uncertainty on CT scans of graphite electrodes and laser-

welded metals. A review of bayesian models for uncertainty estimation of imaging biomarkers

and segmentation of liver in patients with diabetes mellitus is presented in [SGRP+20]. A re-

view of uncertainty methods, including Bayes by Backprop, MC-Dropout and deep ensembles

in Cardiac MRI Segmentation is also presented in [NGB+20]. For regression tasks such as

bone age prediction, Bayes by Backprop [BCKW15] has been proposed [ECPUS19] in 3D MRI

images.

Deep Ensembles [LPB17] is widely used for estimation of uncertainty. Although deep ensem-
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bles have been mainly used for boosting the performance (e.g classification performance), they

proved very useful for estimation of predictive uncertainty. The main idea is to train differ-

ent networks in the whole training dataset using random initialisation and random shuffling

of data samples. For the classification task, the final prediction corresponds to averaging the

predicted probabilities of each network. For M models/networks the final prediction would

be: p(y|x) =

1
M

PM
m=1 p✓m(y|x, ✓m), where p✓

m

(y|x, ✓m) is the predicted probabilities of each

network separately. This method of uncertainty quantification has been applied in medical

imaging, in various works such as [MWIT+20, JR19, FFG+19]. In [MWIT+20] an ensemble of

K FCNs is proposed for confidence calibration and the performance in out-of-distribution test

subjects is examined. The above method is applied to brain, heart ventricle and prostate seg-

mentation tasks. Deep Ensembles and MC-Dropout are also utilised for uncertainty estimation

in [XCLT19] with application to phase imaging.

Other approaches have also been proposed for uncertainty estimation in medical imaging.

In [ARA+16] an uncertainty quantification method is introduced for brain segmentation using

a Conditional Random Field with maximum a posteriori random perturbation. A data-driven

approach for quantification of uncertainty is utilised in [AB18, AKA+20] where authors use

data augmentation at test time to capture heteroscedastic aleatoric uncertainty in the dia-

betic retinopathy detection problem. Data augmentation methods include geometric and color

transformations at test time. Also, in [WLA+19] authors propose a test-time, augmentation-

based aleatoric uncertainty method. They examine the effect of explicitly modeled spatial

transformations of the input image as well as the effect of adding noise to the input image,

in the segmentation result during the test phase. MC sampling was utilised to estimate the

distribution of the segmentation output. They also compare the aleatoric uncertainty with

the model’s uncertainty (test-time dropout). They applied their method in 2D-3D MRI brain

image segmentation.

In [NEN+19] authors propose a framework to quantify uncertainty in left ventricle segmentation

task. Spatial transformations are applied on each input image. The statistical variance of the

network’s output is defined as an indicator of the network uncertainty. After computing the

above deviation for each pixel, authors apply an adaptive thresholding algorithm based on

Conditional Random Fields (CRFs) to obtain the final segmentation. In [DLX+20] a model-
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independent approach for quantification of uncertainty in selective segmentation is proposed.

In this direction, they propose a novel uncertainty function in the training phase. The method

was evaluated using different datasets for whole heart segmentation and for gland segmentation.

Evidence theory based uncertainty quantification is applied in [XYLD20]. Authors utilise

Dempster-Shafer evidence theory to estimate the uncertainty in deep neural networks in a

binary classification problem on chest X-Rays and breast images. Furthermore, in [GGG+19]

authors proposed an explicit mechanism to learn classification uncertainty in order to reject

samples with high uncertainty. The method was based on the Dempster-Shafer framework for

modeling of evidence [Dem68]. The method was applied to thoracic diseases classification.

Generative Adversarial Networks (GANs) have also been proposed for deep active learning in a

semi-supervised setting using uncertainty information as an indicator for the choice of sample

which will then will be sent to an annotator. For instance, in [RKBN19] authors suggest the use

of a conditional GAN (cGAN) model and utilise the discriminator output score as an indicator

for the uncertainty of each sample. The method is evaluated on 3D cardiovascular MR images.

It is proved that quantification of uncertainty could be also useful in domain adaptation prob-

lems, especially in cases for which the amount of labeled training data is limited. For instance

in [CGP+20] inherited uncertainty is exploited in order to improve the quality of segmentations

in the target domain images. The method was evaluated in MRI prostate cancer images. For

domain alignment, an uncertainty-aware cross entropy loss for anatomical structure segmenta-

tion is also proposed in [BYW+20].

In [ZPP+20] a FCN is applied for cartilage segmentation in 3D mirco-CT images. In order to es-

timate uncertainty, a bootstrap ensemble based uncertainty quantification method is proposed.

The framework consists of a FCN which is trained to predict pseudo-labels and uncertainty

maps for unseen slices. Then, guided by the uncertainty, the FCN is trained using the pseudo-

labels in order to improve the generalization ability of the FCN. Furthermore, the FCN(s) is

integrated into a bootstrap ensemble and a K-head FCN is devised.

Furthermore, an uncertainty-guided loss method using a self-supervised task for updating a

FCN model is applied in [LCX+20].

A double-uncertainty weighted method based on the teacher-student model is introduced in [WZT+20],
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where double-uncertainty is used to guide the teacher model. Furthermore, an online train-

ing uncertainty loss is also proposed in [XDS+19] where authors suggest defining a sample as

certain/uncertain based on the training loss and subsequently only samples with low loss con-

tribute to the backpropagation process. Furthermore, they use a re-weighting method which

is based on the probabilistic Local Outlier Factor (pLOF) in order to preserve the influence of

the minority class. The method is evaluated in skin lesion classification.

Uncertainty quantification has also been examined in medical image synthesis tasks [UVA20].

Authors trained a GAN-based network using quasi-norm based penalties to synthesize T2w

from T1w brain MRI images. Estimation of uncertainty in other tasks of the medical imaging

pipeline is attempted, such as quality transfer/classification [TWK+21, TWG+17] and MRI

reconstruction in k-space [ZRM+19].

For uncertainty quantification in segmentation, probabilistic models are proposed in [KRPM+18,

BKCTC+19, GEK20]. These works are focused on the generation of diverse/plausible segmen-

tations from a single or multiple annotations and the connection of these outputs with the

inter-observer variability.

In [KRPM+18] the proposed method (combination of a U-Net [RFB15] with a conditional vari-

ational autoencoder) minimises the Kullback-Leibler divergence between a prior and a posterior

network. A more detailed description of this method will be given in Chapter 4. Extensions

of this method were presented in [BKCTC+19] and in [GEK20]. In [BKCTC+19] a hierar-

chical probabilistic model is proposed. In this model, latent variables are utilised in order

to model the segmentation at different resolutions. Finally, in [GEK20] authors proposed re-

versible blocks [GRUG17], modifying the previous architecture in order to alleviate the issue

of suffering from a significant memory burden during training.

Furthermore, a use case of uncertainty estimation is to provide insight for unusual patterns, i.e

anomalies (or novelty) and out-of-distribution data. In medical imaging most works of this type

focus on the segmentation task. MC-Dropout is applied in a U-Net for CT image translation to

MRI for unsupervised anomaly segmentation in [RHH+20]. They utilise as anomaly score the

division of epistemic with aleatoric uncertainty and they define as anomalies voxels, the voxels

with high value in this fraction. In [SOS+20] a Bayesian U-Net is applied for segmentation using

weak labels which are automatically generated with a graph-based segmentation approach. In
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the next step MC-Dropout is applied in order to compute epistemic uncertainty. The output

of the network is thresholded in order to highlight uncertain/anomalous regions. Finally, a

post processing method is applied in order to derive the final segmentation map. Unsupervised

anomaly segmentation in head MRI is also attempted in [SHMU19], where uncertainty-based

anomaly score is derived through a modification of variational autoencoder’s loss function.

A summary of uncertainty quantification studies applied to medical imaging is provided in

Table 2.5.



2.2. Uncertainty Estimation in Deep Neural Networks 59

Reference ML task Method

Application

Domain

[MWIT+20] Segmentation Deep Ensembles
Brain, heart ventri-

cle, Prostate (MR)

[FFG+19] Classification
Deep Ensembles

MC-Dropout
BNNs-MFVI

fundus images
Diabetic Retinopathy

[LASA+17] Classification MC-Dropout
fundus images

Diabetic Retinopathy

[GGG+19] Classification
method based on

Dempster-Shafer theory
MC-Dropout

Chest radio-

graph assessment

[LIO19] Classification MC-Dropout
Variational Inference (ResNet) OCT-scans

[CZSB20] Classification MC integration
Polyp-Colonoscopy

Images

[RCN+19] Segmentation MC-Dropout
MRI scan

Brain

[NPAA18]
Detection

Segmentation
(lesion)

MC-Dropout
multiple sclerosis

MR Brain

[OSB+19] Segmentation MC-Dropout
OCT scans

(pathological)

[HAB+20] Segmentation
(nodules)

Deep Ensembles
MC-Dropout lung CT scans

[NKK20] Segmentation
(tumors) MC-Dropout Brain MRI

[dSPBC19]
Deep Active Learning

(Axon-Myelin
Segmentation)

MC-Dropout Histology Data
(spinal cord & Brain)

[JR19] Segmentation
(tumors & lesions)

Deep Ensembles
MC-Dropout

Aleatoric Uncertainty
Auxiliary network

(to predict uncertainty)

MRI Brain
skin imaging

[ERVOC19]

Segmentation
Regression

(cell counting,
lesion counting)

MC-Dropout
Cell histology &

White Matter lesions

[RHC+20]

Image translation (from

CT to non-contrast T1-

w MRI)

MC-Dropout
aleatoric (prediction variance)

Brain
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[TLP+19]
Regression

(prediction of
disease progression)

MC-Dropout MRI Brain

[VPNN20] Segmentation
MC-Dropout

test data augmentation

MRI brain &
Ultrasound

(neurosonography)

[LCED20]
Localisation

(Anterior Nucleus
of the Thalamus)

test data augmentation
MC-Dropout

Maximum Activation Dispersion
MRI brain

[CHP+20] Classification
(skin lesion)

MC-Dropout
test data augmentation

skin dermoscopic
images

[TKG21] Classification modified BNNs
breast

histopathological
images

[RMZS19] Classification
Active Learning Variational Dropout

histopathological
Hematoxylin-Eosin

(H & E)
( colorectal cancer)

[KW+20] Segmentation BNNs-VI MRI brain &
colored retina images

[SAR+19] Segmentation BNNs (dropout)
(teacher-student models) OCT data

[HOT+19] Segmentation Bayesian U-Net (MC-dropout)
CT scan hip

(arthroplasty &
soft tissue sarcoma)

[OWB17] Detection
Bayesian U-Net & CNN

(MC-Dropout)
CT scan

(pulmonary nodules)

[GTS20]
Segmentation

Detection
Bayesian Res-UNet/VI

(DropWeights)

microscopy images
(nuclei images)

MRI brain

[ECPUS19] Regression
(bone age prediction) Bayes by Backprop T1-w MR images

(wrists and clavicles)

[LMR19] 3D segmentation 3D CNN-VI

CT scans
(graphite electrodes

and
laser-welded metals)

[NEN+19] Segmentation
(statistical) variance of random

transformations of input images

Cardiac MRI

(left ventricle)

[AB18]

[AKA+20]
Classification test time data augmentation

fundus images
diabetic

retinopathy

[DLX+20] Segmentation
plug-and-play method

introducing an uncertainty loss
heart &
gland

[WKJ18] Segmentation MC-Dropout colorectal polyps
( colonoscopies)
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[XYLD20] Classification
(binary) Evidential DNNs

Chest X-Rays
Breast

[LIF+20] Regression
(calibration)

MC-Dropout
Aleatoric

Bone (CT)
OCT

(6DoF needle pose)
breast

(H & E stained)
invasive surgery

(endoscopic images)

[RKBN19] Segmentation
Deep Active Learning

GAN-based
(discriminator output) MR cardiac images

[SMAN19] Segmentation MC-Dropout
(+ GCN refinement)

CT images
pancreas & spline

[LCX+20] Segmentation self-loop uncertainty
H&E stained tissue
(different organs)
skin lesion images

[CGP+20] Segmentation
Domain adaptation GAN-based method MRI prostate (cancer)

[WLA+19] Segmentation
test data augmentation

MC-dropout
MRI Brain

[BYW+20] Segmentation
Domain adaptation

Adversarial learning
uncertainty-aware loss

OCT (retinal)
&

MRI/CT (cardiac)

[ZPP+20] Segmentation
(cartilage) bootstrap ensemble micro-CT images

[WZT+20] Segmentation
feature uncertainty

uncertainty consistency loss
MC-Dropout

gadolinium-enhanced

MRI (left atrium) &

abdominal CT (kidney)

[XDS+19] Classification online uncertainty
sample mining method skin lesion

[LDW+20] Segmentation Correlation-based
cardiac magnetic

resonance
(ventricle)

[ARA+16] Segmentation
(tumours)

Conditional Random Field (random

perturbation)
MR Brain

[UVA20] image synthesis GAN-based
(quasi-norm penalties)

MR Brain
(T2w from T1w)

[TWK+21]
[TWG+17]

Classification
Quality transfer

heteroscedastic noise
variational dropout

diffusion
MRI (brain)

(Neuroimamge)

[XCLT19] phase imaging (U-Net) Deep Ensembles
MC-Dropout biological samples

[ZRM+19] MRI Reconstruction
(k-space) Bayesian deep learning knee (DICOM)
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[BKCTC+19] Segmentation Variational Inference-based
hierarchical probabilistic model

CT (lung)
MR (prostate)

[GEK20] Segmentation
Variational Inference-based

hierarchical probabilistic model
(reversible blocks)

CT (lung)
MR (prostate)

[KRPM+18] Segmentation Variational Inference-based
U-Net with cVAE

CT scan
(lungs)

[RHH+20] Segmentation
(anomaly detection)

MC-Dropout
aleatoric uncertainty
(predicted variance)

MRI & CT brain

[SOS+20] Segmentation
(anomaly detection) MC-Dropout (Bayesian U-Net) retinal OCT scans

[SHMU19] Segmentation
(anomaly detection)

Variational Inference
Variational Autoencoder head MRI head

[SGRP+20] Segmentation

MC-Dropout
Bayesian FCNN

Probabilistic U-Net
Hierarchical Probabilistic U-Net

MRI

[LIKO19] Classification MC-Dropout Retinal OCT scan

Table 2.5: A review of studies of Uncertainty Quantification in Medical Imaging

2.3 Conclusion

This Chapter covered extensively the concepts of Anomaly Detection as well as Uncertainty Es-

timation in Medical Imaging. Both research areas present rapidly growing literature, especially

in the context of the recent advances in deep learning. However, there are still challenges and

potential directions for future research. A comparative experimental analysis of the existing

methods, both in medical imaging anomaly detection as well as in Uncertainty Estimation in

medical imaging, should be attempted. A promising research avenue which should be further

explored is the anomaly detection based on uncertainty. Furthermore, model interpretability

has not received so much attention in existing works, in both research areas.



Chapter 3

Anomaly Detection in Fetal Screening

In this Chapter, an automated framework for detection of cardiac anomalies during ultra-

sound screening is proposed and evaluated on the example of Hypoplastic Left Heart Syndrome

(HLHS), a sub-category of congenital heart disease. Congenital heart disease is the most com-

mon group of congenital malformations, affecting 6� 11 per 1000 newborns. An unsupervised

approach, that learns healthy anatomy exclusively from clinically confirmed normal control

patients, is proposed. We evaluate a number of known anomaly detection frameworks together

with a model architecture based on the ↵-GAN network and find evidence that the proposed

model performs better than the state-of-the-art in image-based anomaly detection, yielding

average 0.81 AUC and a better robustness towards initialisation compared to previous works.

3.1 Introduction

A contemporary key element in building automated pathology detection systems with ma-

chine learning in medical imaging is the availability and accessibility of a sufficient amount of

data in order to train supervised discriminator models for accurate results. This is a prob-

lem in medical imaging applications, where data accessibility is scarce because of regulatory

constraints and economic considerations. To build truly useful diagnostic systems, supervised

machine learning methods would require a large amount of data and manual labelling effort

for every possible disease to minimise false predictions. This is unrealistic because there are

thousands of diseases, some represented only by a few patients ever recorded. Thus, learning

63
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representations from healthy anatomy and using anomaly detection to flag unusual image fea-

tures for further investigation defines a more reasonable paradigm for medicine, especially in

high-throughput settings like population screening, e.g. fetal ultrasound imaging. However,

anomaly detection suffers from the great variability of healthy anatomical structures from one

individual to another within patient populations as well as from the many, often subtle, vari-

ants and variations of pathologies. Many medical imaging datasets, e.g. volunteer studies like

UK Biobank [PMB+13], consist of images from predominantly healthy subjects with a small

proportion of them belonging to abnormal cases. Thus, an anomaly detection approach or

’normative’ learning paradigm is also reasonable from a practical point of view for applications

like quality control within massive data lakes.

In this Chapter, we formulate the detection of congenital heart disease as an anomaly detection

task for fetal screening with ultrasound imaging. We utilise normal control data to learn the

normative feature distribution which characterises healthy hearts and distinguishes them from

fetuses with hypoplastic left heart syndrome (HLHS). We chose this test pathology because

of our access to a well labelled image database from this domain. Theoretically, our method

could be evaluated on any congenital heart disease that is visible in the four-chamber view of

the heart [NHS15].

3.1.1 Pathological Diseases in Fetal Heart

Congenital heart disease (CHD) is the most common group of congenital malformations [BMG+10,

YLR18, vVCR+16]. CHD is a defect in the structure of the heart or great vessels that is present

at birth. Approximately 6� 11 per 1000 newborns are affected [vVCR+16]. 20� 30% of these

heart defects require surgery within the first year of life [vVCR+16]. In order to detect the

disease, the most common approach is the standard anomaly ultrasound scan at approximately

20 weeks of gestation (e.g. 18+0 to 20+6 weeks in the UK). In contemporary screening path-

ways, i.e., 2D ultrasound at GA 12 and 24, the prenatal detection rate of CHD is in a range

of 39 � 59% [PKM+12, vVCR+16]. In [YLR18], algorithmic support has been used to find

diagnostically informative fetal cardiac views. With this aid, clinical experts have been shown

to discriminate healthy controls from CHD cases with 98% sensitivity and 93% specificity in 4D

ultrasound. However, 4D ultrasound is not commonly used during fetal screening and in the
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proposed teleradiology setup still all images have to be manually assessed by highly experienced

experts to achieve such a high performance.

In this Chapter, we focus on a subtype of CHD, Hypoplastic Left Heart Syndrome (HLHS).

Examples of HLHS in comparison with healthy fetal hearts are presented in Figure 3.1. HLHS

is rare, but is one of the most prominent pathologies in our cohort. In HLHS the four chamber

view is usually grossly abnormal, allowing the identification of CHD (although not necessarily

a detailed diagnosis) from a single image plane. A condition that is identifiable on a single

view plane provides a clear case study for our proposed method. If HLHS is identified during

pregnancy, provisions for the appropriate timing and location of delivery can be made, allowing

immediate treatment of the affected infant to be investigated after birth. Postnatal palliative

surgery is possible for HLHS, and the antenatal diagnosis of CHD in general has been shown

to result in a reduced mortality compared to those infants diagnosed with CHD only after

birth [HMWJ15]. However, the detection of this pathology during routine screening still remains

challenging. Screening scans are performed by front-line-of-care sonographers with varying

degrees of experience and the examination is influenced by factors such as fetal motion and the

small size of the fetal heart.

Figure 3.1: Examples of four-chamber views of the fetal heart. A shows a normal fetal heart, with

the normal sized LV (left ventricle) marked (dashed white arrow). B and C show two examples of

fetal HLHS (hypoplastic left heart syndrome), with the hypoplastic LV marked (solid white arrow).

Example B represents the mitral stenosis / aortic atresia subtype, with a severely hypoplastic, globular

LV. Example C represents the mitral atresia / aortic atresia subtype, with a slit-like LV that is difficult

to identify. * marks the right ventricle in each case.

3.1.2 One-class anomaly detection methods in Medical Imaging

In one-class classification, (training) data from only a single class are available [PP18]. The

main goal is to learn either a representation or a classifier (or a combination of both) in order
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to distinguish and recognise out-of-distribution samples during inference. Discriminative as

well as generative methods have been proposed utilizing deep learning, for example one class

CNN [OP19] and Deep SVDD [RVG+18]. Usually these methods utilise loss functions, similar

to those of OC-SVM [SPST+01] and SVDD [TD04] or use regularisation techniques to make

conventional neural networks compatible to one-class classification models [POP21].

Our approach attempts to model the distribution of healthy data. Towards this direction,

deep generative models, such as generative adversarial networks and variational autoencoders

have achieved state-of-the-art performance in modeling complicating distributions [ZCLZ16,

SSW+19, SBW21]. Furthermore, generative models (i.e Generative Adversarial Networks) show

great success in generating natural-looking images [RSDM19, SBW21]. This is very important

for our approach, which benefits from the use of the reconstruction component as well. Con-

sequently, in this Chapter, we focus on the application of generative models via an adversarial

process for (one-class) anomaly detection.1

Generative adversarial networks for anomaly detection were first proposed by [SSW+17]. In

[SSW+17], a deep convolutional generative adversarial network, inspired by DCGAN as pro-

posed by [RMC16], is used as AnoGAN. During the training phase, only healthy samples are

used. This approach consists of two models. A generator, which generates an image from

random noise and a discriminator, which classifies real or fake samples as common in GANs.

More specifically, the generator learns the mapping from the uniformly distributed input noise

sampled from the latent space to the 2D image space of healthy data. The output of the

discriminator is a single value, which is interpreted as the probability of an image to be real

or generated by the generator network. In their work, a residual loss is introduced, which is

defined as the l1 norm between the real images and the generated image. This enforces the

visual similarity between the initial image and the generated one. Furthermore, in order to

cope with GAN instability, instead of optimizing the parameters of the generator via maxi-

mizing the discriminator’s output on generated examples, the generator is forced to generate

data whose intermediate feature representation of the discriminator (DH) is similar to those of

real images [SSW+17]. This is defined as the l1 norm between intermediate feature represen-

tations of the discriminator given as input the real image and the generate image respectively.

1An overview of deep learning-based, medical AD methods was given in Section 2.1.3.
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In AnoGAN, an anomaly score is defined as the loss function at the last iteration, i.e., the

residual error plus the discrimination error. AnoGAN has been tested on a high-resolution

SD-OCT dataset. For evaluation purposes, the authors report receiver operating characteristic

(ROC) curves of the anomaly detection performance. Based on their results, using the residual

loss alone already yields good results for anomaly detection. The combination with the dis-

criminator loss (i.e adversarial score) improves the overall performance slightly. During testing,

an iterative search in the latent space is used in order to find the closest latent vector that

generates an image that is the most similar to the real test image. This is a time consuming

procedure and this optimisation process can get stuck in local minima.

Similar to AnoGAN, a faster approach, f-AnoGAN has been proposed in [SSW+19]. In this

work, the authors train a GAN on normal images, however instead of the DCGAN model a

Wasserstein GAN (WGAN) [ACB17] [GAA+17] has been used. Initially, a WGAN is trained

in order to learn a non-linear mapping from latent space to the image space domain. Generator

and discriminator are optimised simultaneously. Samples that follow the data distribution

are generated through the generator, given input noise sampled from the latent space. Then

an encoder (convolutional autoencoder) is training to learn a map from image space to latent

space. For the training of the encoder, different approaches are followed, i.e training an encoder

with generated images (z-to-z approach-ziz ), training an encoder with real images (an image to

latent space to image mapping approach -izi) and training a discriminator guided izi encoder

(izif ). As anomaly score, image reconstruction residual plus the residual of the discriminator’s

feature representation (DH) is used. The method is evaluated on optical coherence tomography

imaging data of the retina. Both [SSW+17] as well as [SSW+19] use image patches for training

and are modular methods which are not trained in an end-to-end fashion [ZGC+20].

Another GAN-based method applied to OCT data has been proposed by [ZGC+20], in which au-

thors propose a Sparsity-constrained Generative Adversarial Network (Sparse-GAN), a network

based on an Image-to-Image GAN [IZZE17]. Sparse-GAN consists of a generator, following the

same approach as in [IZZE17], and a discriminator. Features in the latent space are constrained

using a Sparsity Regularizer Net. The model is optimized with a reconstruction loss combined

with an adversarial loss and sparsity regularization. The anomaly score is computed in the

latent space and not in image space. Furthermore, an Anomaly Activation Map (AAM) is
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proposed to visualise lesions.

Subsequently, AnoVAEGAN [BWAN18] has been proposed, in which the authors discuss a

spatial variational autoencoder and a discriminator. It is applied to high resolution MRI images

for unsupervised lesion segmentation. AnoVAEGAN uses a variational autoencoder and tries

to model the normal data distribution that will lead the model to fully reconstruct the healthy

data while it is expected to fail reconstructing abnormal samples. The discriminator classifies

the inputs as real or reconstructed data. As anomaly score the l1 norm of the original image

and the reconstructed image is used.

Opposite to reconstruction-based anomaly detection methods as they are discussed above,

in [SCWZ20] adGAN, an alternative framework based on GANs, is proposed. The authors

introduce two key components: fake pool generation and concentration loss. adGAN follows

the structure of WGAN and consists of a generator and discriminator. The WGAN is first

trained with gradient penalty using healthy images only and after a number of iterations a

pool of fake images is collected from the current generator. Then a discriminator is retrained

using the initial set of healthy data as well as the generated images in the fake pool with a

concentration loss function. Concentration loss is a combination of the traditional WGAN loss

function with a concentration term which aims to decrease the within-class distance of normal

data. The output of the discriminator is considered as anomaly score. The method is applied

to skin lesion detection and brain lesion detection. Two other methods that utilise discrimina-

tor outputs as anomaly score, however not tested for medical imaging, are ALOCC [SKFA18]

and fenceGAN [NWC+19]. In ALOCC [SKFA18], the discriminator’s probabilistic output is

utilised as abnormality score. In their work an encoder-decoder is used for reconstruction while

the discriminator tries to differentiate the reconstructed images from the original ones. An

extension of the ALOCC algorithm, is the Old is Gold (OGN) algorithm which is presented

in [ZLAL20]. After training a framework similar to ALOCC, the authors finetune the network

using two different types of fake images which are good/bad quality (reconstructions) images

and pseudo anomaly images. In this way they try to boost the ability of the discriminator to

differentiate normal images from abnormal ones.

In [NWC+19] the authors propose a modified GAN loss, so that the generated images are

placed at the boundary of the normal data distribution and then use the discriminator in order
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to distinguish anomalous images. They propose this loss with the idea that a conventional

GAN objective encourages the distribution of generated images to overlap with real images.

In [GZZ+20] the authors proposed an adversarial one-class classification method combined with

video transfer learning for the detection of fetal congenital heart disease. The proposed method

consists of two parts, namely DANomaly and GACNN (Wgan-GP and CNN). The former is

one-class classification approach similar to the ALOCC algorithm (using an additional noise

image model) and is utilised for screening end-systolic (four chamber heart) video slices. During

training both normal and abnormal samples are available (which is one of the key differences

compared to our approach where only healthy subjects are utilised). In [PNX19] a one-class

generative adversarial network (OCGAN) is proposed for anomaly detection. OCGAN consists

of two discriminators, a visual and a latent discriminator, a reconstruction network (denoising

autoencoder) and a classifier. The latent discriminator learns to discriminate encoded real

images and random samples drawn from U ⇠ (�1, 1) distribution, while the visual discrimina-

tor distinguishes real from fake images. Their classifier is trained using binary cross entropy

loss and learns to recognise positive examples from negative examples. Finally, in [PAD18] a

probabilistic framework is proposed which is based on a model similar to ↵-GAN. The distri-

bution of the latent space is forced to be similar to standard normal distribution through an

extra (latent) discriminator network, similar to [RLWFM17]. A parameterized data manifold

is defined (using an adversarial autoencoder) which captures the underlying structure of the

inlier distribution (normal data). A test sample is considered as abnormal if its probability

with respect to the inlier distribution is below a threshold. The probability is factorised with

respect to local coordinates of the manifold tangent space.

A summary of the key features for the works above is given in Table 3.1.

To establish consistency between different related works we define x as a test image, x̂ as a re-

constructed image, D as a discriminator network, (DH as (intermediate) feature representation

of a Discriminator network), E as an encoder network (image space ! latent space), De as a

decoder network (latent space back to image space), G as a generator network (where input is

a noise vector), z as latent space representation and � as a weighting factor.
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Table 3.1: One-class anomaly detection using Generative Adversarial Networks

Reference Approach Anomaly score Dataset

AnoGAN [SSW

+
17] residual & discrimination score (1� �)kx�G(z)k+ �kDH(x)�DH(G(z))k OCT

f-AnoGAN [SSW

+
19] reconstruction & discrimination score kx�De(E(x)))k2 + �kDH(x)�DH(De(E(x)))k2 OCT

Sparse-GAN [ZGC

+
20] reconstruction error kE(x)� E(De(E(x)))k2 OCT

AnoVAEGAN [BWAN18] reconstruction error kx�De(E(x))k1 Brain

adGAN [SCWZ20] discriminator score D(x) Digit/skin/Brain

*ALOCC [SKFA18] discriminator score D(De(E(x))) Generic Images/Video

*fenceGAN [NWC

+
19] discriminator score D(x) Generic Images

*OGN [ZLAL20] discriminator score D(De(E(x))) Generic Images/Video

*OCGAN [PNX19] discriminator/reconstruction score D(De(E(x)))/kx�De(E(x))|2 Generic Images

*GPND [PAD18] probabilistic score px(x) Generic Images

* Application field of these works as they are described in the original papers is not Medical Imaging.

3.2 Materials and Methods

In order to detect anomalies in fetal ultrasound data, we build an end-to-end model which takes

as input the whole image and produces an anomaly score together with an attention map in

an unsupervised way.

To achieve this, we build a GAN-based model, where the aim of the discriminator networks

is to learn the salient features of the fetal images (i.e., heart area) during training. We use

an auto-encoding generative adversarial network based on (↵-GAN) which makes use of dis-

criminator information in order to predict the anomaly score. ↵-GAN [RLWFM17] [KHD19]

is a fusion of generative adversarial learning (GAN) and a variational autoencoder. It aims to

overcome GAN instabilities during training, which leads to mode collapse while at the same

time exploits the advantages of variational autoencoders, producing less blurry images. In ↵-

GAN two discriminators focus on the data and latent space respectively. An overview of the

proposed architecture is given in Figure 3.2

We assume the true data distribution of real fetal cardiac images x as x ⇠ p⇤x and a random

prior distribution pz. Reconstruction, x̂ , of an input image x is defined as G(ẑ) where ẑ is

a sample from the variational distribution qE, i.e., ẑ ⇠ qE(z|x). Furthermore, we define z as a

sample from a normal prior distribution pz, i.e., z ⇠ N (0, 1).

The encoder (E) is mapping each real data point x from image space X to a point in the

(d-dimensional) latent space Z, i.e., E : X ! Z. It consists of four blocks. Each block

contains a Convolutional-Batch Normalisation layer followed by Leaky Rectified Linear Unit

(LeakyReLU) activation, down-sampling the resolution of data by two in each block. Spectral

Normalisation [MKKY18, ZGMO19] a weight normalisation method, is used after each convo-
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Figure 3.2: Proposed GAN-based model. The encoder is used to map the input into lower dimensional

(latent) space. Generator/decoder is used either for the reconstruction of the original image from the

latent space or for generating samples from a random noise vector. Additionally, two discriminators

applied to image and latent space respectively are used, to distinguish real from fake samples.

lutional layer.2 In the last block, after the convolutional block, an attention gate is introduced

[SOS+19, ZGMO19]. The final layer of the encoder is a tangent layer. The dimension of the

latent space is equal to 128.

The generator synthesises images from latent space Z back to the image space X , i.e., G : Z !

X . The generator regenerates the initial image using four consecutive blocks of transposed

convolution-batch normalisation-Rectified Linear Unit (ReLU) activation layers [ZGMO19].

The last layer is a Hyperbolic tangent (tanh) activation. Similar to encoder spectral normali-

sation, attention gate layers are used.

The discriminator (D) takes as input an image and tries to discriminate between real and fake

2Spectral normalisation was proposed by [MKKY18] and normalizes the spectral norm of weight matrix W with W

�(W ) ,
where �(W ) is the largest singular value of W . In order to compute �(W ), power iteration method is utilised. Spectral
Normalisation controls the Lipschitz constant of the discriminator function. It is used in our case as a regularisation
method in order to stabilize the training procedure [MKKY18].
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Algorithm 1: Training procedure of the proposed method.

Input : images x, parameter: �, Number of Epochs: N

Output: Trained Networks

1 for epoch 1 to N do
2 Update E,G using Eqs. 3.1, 3.2, 3.3. D,LD are fixed.

3 . L{.} indicates the loss function of each network

4 LE  �kx� x̂k1 + LD(ẑ, 1)

5 LG  �kx� x̂k1 +D(x̂, 1) +D(x̃, 1)

6 LE,G  LE + LG

7 Update D using Eq. 3.4. E,G,LD are fixed.

8 LD  D(x, 1) +D(x̂, 0) +D(x̃, 0)

9 Update LD using Eq. 3.5. E,G,D are fixed.

10 LLD  LD(ẑ, 0) + LD(z, 1)

11 return G,D,LD,E

. G,D,LD,E indicates the corresponding outputs of each network and 1/0 the real/fake values

images. The output of the discriminator is a probability for the input being a real or fake

image. It consists of four blocks. Each block consists of Convolutional-Batch Normalisation-

RELU layers. The last layer is a sigmoid layer. The discriminator treats x as real images while

the reconstruction from the encoder and samples from pz, are considered as fake.

Instead of making a restrictive assumption, that the variational distribution qE(z|x) belongs

to a particular distribution family, we can replace the KL divergence (from the evidence

lower bound) with a latent code discriminator (LD) which acts in an adversarial way with

E [RLWFM17].

The discriminator distinguishes the samples generated by the encoder qE(z|x) from the samples

generated by the pz(a standard Gaussian distribution). The latent code discriminator consists

of four linear layers followed by a Leaky RELU activation.

We randomly initialise the encoder, generator and latent code discriminator. The weights

for the discriminator are initialised with a normal distribution N ⇠ (0, 0.02). We train the

architecture by first updating the encoder parameters by minimizing:

LE = Ep⇤
x

[�⇥ kx� x̂k1 + (�log(LD(ẑ)))] (3.1)

We define the generator loss as:

LG = Ep⇤
x

[�⇥ kx� x̂k1 + (�log(D(G(ẑ))))] + Ep
z

[�log(D(G(z)))] (3.2)
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Since we consider encoder and generator as one network the loss for the encoder-generator is:

LE,G = LE + LG (3.3)

where LE and LG are defined in Eqs. 3.1 and 3.2 respectively. The generator is updating twice

compared to the encoder in order to stabilize the training procedure.

Then we update (minimizing) the discriminator loss by considering as real the input images

and as fake the reconstructions and the images which are derived from the generator (taking

as input samples from the pz distribution). In this way,the discriminator distinguishes between

the real images and fake images generated by the network G.

LD = Ep⇤
x

[�2 ⇤ logD(x)� log (1�D(G(ẑ)))] + Ep
z

[� log (1�D(G(z)))]. (3.4)

Finally, we update the weights of latent code discriminator using

LLD = Ep⇤
x

[� log (1� LD(ẑ))] + Ep
z

[� log(LD(z))]. (3.5)

For the learning rate �, we use value of 25 after grid search.

The training process of the ↵-GAN model is described in algorithm 1. The networks are trained

using the Adam optimizer. Encoder and Generator use the same learning rate, �. The same

learning rate is also utilised for discriminator and latent code discriminator.

We additionally replace the latent discriminator with an approximation of KL divergence. For

a latent vector z of M dimension we define KL divergence as [UVL18, RLWFM17]:

KL(qE(z|x)||N (0, I)) ⇡ �M

2

+

1

M

MX

i=1

s2i +m2
i

2

� log(si),

where mi and si is the mean and standard deviation of each component of the Mth dimensional

latent space. Performance in this configuration is subpar, thus we limit the discussion to results

with the latent code discriminator.

Furthermore, we apply an analytic estimation of KL divergence using a one-class variational
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autoencoder (VAE-GAN) similar to [BWAN18] [DB16]. The VAE-GAN is trained using recon-

struction error plus the KL divergence between the latent space (ẑ) and the normal distribution

pz. For training the VAE-GAN, we first update the encoder and decoder networks as following:

LE = Ep⇤
x

[� ⇤ kx� x̂kp] +KL(qE(z|x)||pz)

LG = Ep⇤
x

[� ⇥ kx� x̂kp + (�log(D(G(ẑ))))] + Ep
z

[�log(D(G(z)))]

Finally, the discriminator is trained based on the:

LD = Ep⇤
x

[�2 ⇤ logD(x)� log (1�D(G(ẑ)))] + Ep
z

[� log (1�D(G(z)))].

where �, � are set to 10 and 5 respectively after grid search.

A ResNet18 [HZRS16]-based architecture encoder and decoder/generator are utilised (with

random initialisation). In the ResNet18 encoder/decoder architecture each layer consists of

4 residual blocks and each block is 2�layer deep. We use the same discriminator as in ↵-

GAN. The dimensions of the latent space are 128. p = 2 since we use the l2 norm (i.e., mean

square error). All networks are implemented in Python using Pytorch, on a workstation with

a NVIDIA Titan X GPU.

3.2.1 Anomaly detection score

In order to predict an anomaly score s, three different strategies are utilised. For an unseen

image xunseen and its reconstructed image x̂unseen, we utilise as baseline the reconstruction error

which is defined as the l2 norm, i.e., srec = kxunseen�x̂unseenk22 between image and reconstructed

image (residual).

The second candidate for s is the output of the discriminator. D should give high scores

for reconstructions of original, normal images, but low scores for abnormal images, sdiscr =

1 � D(xunseen). Finally, we compute an anomaly score using a gradient-based method, Grad-

Cam++, [CSHB18]. Inspired by [KCN+20] ( [VPSM19] [LLZ+20]) we apply GradCam++

to the score of the discriminator with regards to the last rectified convolutional layer of the

discriminator. This produces attention maps and is also valuable for the localisation of the
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pathology. The intuition of using attention maps for computing anomaly scores, is based on

the hypothesis that after training the discriminator not only learns to discriminate between nor-

mal and abnormal samples but also learns to focus on relevant features in the image [KCN+20].

Thus, specifically for HLHS, where the left artery is missing or is occluded compared to normal

samples, a discriminator should identify and locate this difference.

The GradCam++ is computed following:

Let y be the logits of the last layer as they are derived from the discriminator network D(xunseen).

For the same operators (i, j) and (a, b) applied to the feature map Ak we compute weights:

wk =

X

i

X

j

↵k
ijRELU(

@y

@Ak
ij

), (3.6)

where the gradient weights akij can be computed as:

↵k
ij =

@2y
(@Ak

ij

)2

2

@2y
(@Ak

ij

)2
+

P
a

P
b A

k
ab{

@3y
(@Ak

ij

)3
}
, (3.7)

and the saliency map (SM) is computed as a linear combination of the forward activation maps

followed by a ReLU:

SMij = RELU(

X

k

wkA
k
ij). (3.8)

We then computed the sum of the attention maps of image xunseen and its reconstruction from

the Generator network, x̂unseen:

M = SM(Dx
unseen

) + SM(Dx̂
unseen

) (3.9)

and finally computed the anomaly score sattn as

sattn =

kM ⇥ (xunseen � x̂unseen)k22
kMk22

(3.10)

To compute the anomaly score we encapsulate the information of reconstruction [KCN+20].

The model should generalize better, well-reconstructing normal data but failing to reconstruct

accurately the anomalous cases. Finally, we attempt to combine anomaly scores, such as srec

with sdiscr. However, the anomaly detection performance does not improve noteworthily.
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3.2.2 Data

The available dataset contains 2D ultrasound images of four-chamber cardiac views. These are

standard diagnostic views according to [NHS15]. The images contain labelled examples from

normal fetal hearts and hearts with Hypoplastic Left Heart Syndrome (HLHS) [HLH19] from

the same clinic, using exclusively an Aplio i800 GI system for both groups to avoid systematic

domain differences. HLHS is a birth defect that affects normal blood flow through the heart.

It affects a number of structures on the left side of the heart that do not fully develop.

Our dataset consists of 2317 4-chamber view images for which 2224 cases are normal and

93 are abnormal cases. Healthy control view planes have been automatically extracted from

examination screen capture videos using a Sononet network [BKM+17a] and manual cleaning

from visually trivial classification errors. A set of HLHS view planes that would resemble

a 4-chamber view in healthy subjects has been extracted with the same automated Sononet

pipeline. Another set has been manually extracted from the examination videos by a fetal

cardiologist and 38 cases that are not within 19+0 - 20+6 weeks or show a mix of pathologies

have been rejected.

For training, 2131 4-chamber view images (from the available 2224 normal cases), which are

considered as normal cases are used. During training, only images from normal fetuses are

used. For testing, two different datasets are derived for three different testing scenarios:3

For dataset
1

(Figure 3.3) we use 4-chamber views from all available HLHS cases, extracted by

Sononet and cleaned from gross classification errors; in total 93 cases. Further 93 normal cases

have been randomly selected from the remaining test split of the healthy controls and added to

this dataset. HLHS cases are challenging for Sononet, which has been trained only on healthy

views. Thus, in HLHS cases, it will only select views that are close to the feature distribution of

healthy 4-chamber views, which are not necessarily the views a clinician would have chosen. For

dataset

2

(Figure 3.3), we use the 93 normal cases from dataset1 and the expert-curated HLHS

images from the remaining, nonexcluded 53 cases. For each of these cases 1 to 4 different view

planes have been identified as clinically conclusive. With this dataset we perform two different

3In order to build the test set we have only 93 abnormal cases which are used for testing. In order to choose a number
of normal cases, visual inspection was performed and an attempt was made to select cases corresponding to the whole
scale of difficulty.
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subject-level experiments: a) selecting one of the four frames randomly and b) using all of the

177 clinically selected views in these 53 subjects and fusing the individual abnormality scores

to gain a subject-level assessment. We also evaluate per-frame anomaly results. The images

Figure 3.3: Graphical description of Dataset 1 and Dataset 2

are rescaled to 64⇥ 64 and normalised to a [0, 1] value range. No image augmentation is used.

3.3 Evaluation and Results

We evaluate our algorithm both quantitatively as well as qualitatively. The capability of the

proposed method to localise the pathology is also examined.

3.3.1 Quantitative analysis

For evaluation purposes, the anomaly score is computed as described in Section 3.2.1. For

↵-GAN and VAE-GAN we use sattn, srec and sdiscr as anomaly scores as they are presented

in Section 3.2.1. For comparison with the state-of-the-art we train four algorithms: convolu-



78 Chapter 3. Anomaly Detection in Fetal Screening

tional autoencoder (CAE) [MF15, MMCS11], One-class Deep Support Vector Data Description

(DeepSVDD) [RVG+18] and f-AnoGAN [SSW+19], VAE-GAN [BWAN18] [DB16].

Deep Convolutional autoencoder (DCAE) [MF15, MMCS11] is also trained as a baseline. For

training, MSE loss is utilised. For DCAE and One-class DeepSVDD we use the same architec-

tures as the ones used for the CIFAR10 dataset in the original work [RVG+18]. Reconstruction

error, i.e., kx�De(E(x))k2, is defined as anomaly score (sDCAE).

Deep Support Vector Data Description (DeepSVDD) [RVG+18] computes the hypersphere of

minimum volume that contains every point in the training set. By minimising the sphere’s

volume, the chance of including points that do not belong to the target class distribution is

minimised. Since in our case all the training data belongs to One-Class (negative class-healthy

data) we focus on [RVG+18] . Let f(.;w) be a (deep) neural network with L layers and wl are

the weights of the lth layer. We denote the center of the hypersphere as o. The objective of the

network is to minimize the loss which is defined as:

LSV DD = min

w

1

N

NX

i=1

kf(xi;w)� ok2 + �

2

LX

l=1

kwlk2F .

The center o is set to be the mean of outputs which is obtained at the initial forward pass.

The anomaly score (ssvdd) is then defined at inference stage as the distance between a new

test sample to the center of the hyper-sphere, i.e., kf(x;w⇤) � ok2, where w⇤ are the network

parameters of the trained model [RVG+18].

f-AnoGAN [SSW+19] is described in Section 3.1.2. We were not able to successfully train f-

AnoGAN using the same networks as we used for ↵-GAN, hence we utilise similar networks and

a similar training framework as described in [SSW+19]. We follow the izif training procedure

for the encoder network. As anomaly detection score (sanogan) a combination of L2 residual

loss between the image and its reconstruction and the L2 norm of the discriminator’s features

of an intermediate layer is utilised as it is defined in Table 3.1.

In all algorithms the latent dimension is chosen as 128. We run all experiments 5 times using

different (random) initialization seeds [MLKM+18]. We report the average precision, recall
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at the Youden index4 of the Receiver Operating Characteristic (ROC) curves as well as the

average corresponding area under curve (AUC) of the 5 runs of each experiment.5 Furthermore,

we apply the DeLong’s test 6 [DDCP88] to obtain z-scores and p-values in order to test how

statistically different the AUC curve of the proposed model compared to the corresponding

curves of the state-of-the-art models (CAE and DeepSVDD, f-AnoGAN and VAE-GAN) is.

We perform four different experiments:

Experiment 1 uses dataset1 and aims to evaluate general, frame-level outlier detection per-

formance, including erroneous classifications and fetuses below the expected age range. In

Table 3.2, the best performing model based on AUC score is the ↵-GAN method using sattn as

anomaly score which achieves an average of 0.82± 0.012 AUC. The ↵-GAN model achieves the

best precision score. However, regarding F1 score and Recall VAE-GAN outperforms ↵-GAN

with 0.78 and 0.88 respectively. DeepSVDD shows the best specificity at 0.76. Figure 3.4 shows

the ROC for the best performing (AUC, F1) initialisation and the distribution of normal and

abnormal scores for the best model of ↵-GAN at the Youden index. We present confusion

matrices for the ↵-GAN and the VAE-GAN models in Figure 3.4c and Figure 3.4d. For normal

cases both models achieve similar classification performance. However, for identifying abnormal

cases ↵-GAN seems to have an advantage.

Based on the DeLong’s test, for Exp. 1, for the average scores (of five experiments), ↵-GAN

compared to f-AnoGAN yields z = �5.22 and p = 1.80e � 07. Similarly, the values for ↵-

GAN compared to CAE are z = �4.82 and p = 1.37e � 06. Finally, comparing ↵-GAN and

DeepSVDD results in z = �6.49 and p = 8.52e � 11. Since p < 0.01 for all comparisons, we

4Youden index can be defined as J = max

c

{Sensitivity(c) + Specificity(c) � 1}. The cut-point (c) that achieves this
maximum is referred as the optimal cutoff value (c⇤). Youden index is an optimal tradeoff between sensitivity and
specificity. It ranges from 0 to 1 [RPWS08, Sha15, RNS18].

5In order to evaluate the performance of a machine learning algorithm in medical diagnosis/prediction (e.g binary
diagnosis), multiple factors should be assessed both by machine learning scientists as well as by clinical experts [PH18].
Validation of an algorithm is mainly assessed by model’s discrimination (i.e binary normal/abnormal) performance (in
the test set). The ROC curve is an effective way to determine the discrimination performance of a model. It represents
the trade-off between sensitivity and specificity and it is not affected by disease prevalence [Obu03, Flo08]. Also, several
measures for the accuracy of the algorithm based on the ROC can be computed (e.g area under curve AUC) [Obu03].
AUC value varies between 0 and 1. An excellent model has AUC score close to 1 (good discrimination performance).
Furthermore, it is also important to report a combination of multiple metrics (which also could be intuitive for clinicians)
such as the false positives rate and false negative rate [AST+21]. The interpretation of these metrics should be made very
carefully based also on the specific domain application. Furthermore, apart from commonly used performance metrics,
it would be highly valuable, to verify the model’s performance taking into consideration the ultimate patient benefit
outcome [PH18].

6In order to compare the difference between two AUCs, we apply the DeLong test. This method provides a confidence
interval and standard error of the difference between two correlated AUCs [DPD12]. DeLong’s test can be used to
compare the area under two or more correlated ROC curves [SX14].
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can assume that ↵-GAN performs significantly better than the state-of-the-art when applied

to fetal cardiac ultrasound screening for HLHS. Comparing ↵-GAN with VAE-GAN the values

are z = �1.21 and p = 0.22 which does not indicate a significant difference between AUC

curves. As can be seen from the results, the GAN-based methods achieve better performance

for detecting HLHS.

Quantitative performance scores

Method Precision Recall Specificity F1 score AUC

CAE [RVG+18] 0.65± 0.027 0.64± 0.061 0.65± 0.074 0.64± 0.061 0.65± 0.016

DeepSVDD [RVG+18] 0.67± 0.106 0.37± 0.258 0.76± 0.260 0.41± 0.150 0.53± 0.039

f-AnoGAN [SSW+19] 0.58± 0.022 0.58± 0.130 0.59± 0.097 0.57± 0.072 0.57± 0.039

srec (VAE-GAN) 0.69± 0.018 0.88± 0.060 0.61± 0.057 0.78± 0.015 0.78± 0.010

sdiscr (VAE-GAN) 0.75± 0.220 0.29± 0.360 0.75± 0.360 0.27± 0.230 0.42± 0.027

sattn (VAE-GAN) 0.72± 0.014 0.83± 0.043 0.68± 0.037 0.77± 0.014 0.79± 0.008

srec (↵-GAN) 0.64± 0.017 0.87± 0.054 0.50± 0.038 0.74± 0.024 0.71± 0.029

sdiscr (↵-GAN) 0.65± 0.056 0.51± 0.240 0.70± 0.205 0.53± 0.170 0.61± 0.067

sattn (↵-GAN) 0.73± 0.026 0.82± 0.068 0.70± 0.059 0.77± 0.029 0.82± 0.012

Table 3.2: Anomaly detection performance for Exp. 1 using dataset1. Best performance in bold.

Experiment 2 uses dataset2 for specific disease detection capabilities with expert-curated,

clinically conclusive 4-chamber views for 53 HLHS cases. We choose one of the relevant views

per subject randomly. Table 3.3 summarises these results. VAE-GAN has the highest AUC,

F1, precision, recall and specificity scores using sattn as anomaly score. Also, we note from

Figure 3.5c and Figure 3.5d that the VAE-GAN method misclassified less HLHS cases while

achieving better performance for confirming normal cases. Average F1 score is 0.89. Figure 3.5

shows ROC, anomaly score distribution and confusion matrices at the Youden index of this

experiment.

Quantitative performance scores

Method Precision Recall Specificity F1 score AUC

CAE [RVG+18] 0.63± 0.095 0.56± 0.120 0.78± 0.130 0.57± 0.025 0.72± 0.015

DeepSVDD [RVG+18] 0.39± 0.016 0.80± 0.160 0.28± 0.160 0.52± 0.032 0.49± 0.038

f-AnoGAN [SSW+19] 0.56± 0.077 0.52± 0.097 0.75± 0.140 0.53± 0.041 0.63± 0.043

srec (VAE-GAN) 0.64± 0.067 0.80± 0.060 0.74± 0.078 0.71± 0.020 0.84± 0.009

sdiscr (VAE-GAN) 0.36± 0.220 0.56± 0.450 0.46± 0.430 0.34± 0.205 0.39± 0.037

sattn (VAE-GAN) 0.71± 0.046 0.85± 0.038 0.80± 0.058 0.77± 0.016 0.89± 0.009

srec(↵-GAN) 0.59± 0.050 0.81± 0.060 0.66± 0.010 0.68± 0.015 0.79± 0.030

sdiscr(↵-GAN) 0.48± 0.100 0.51± 0.280 0.61± 0.280 0.43± 0.110 0.53± 0.030

sattn(↵-GAN) 0.59± 0.098 0.76± 0.150 0.66± 0.180 0.64± 0.037 0.77± 0.046

Table 3.3: Anomaly detection performance using dataset2 for Exp. 2. Best performance in bold.

Experiment 3 uses dataset2 and is similar to Exp. 2 except that we take all clinically identified

views for each subject into account. We average the individual anomaly scores for each frame,

depending on the number of frames that are available per subject. VAE-GAN achieves a better

AUC score with 0.86 compared to 0.84 of ↵-GAN as can be seen in Table 3.4. However, as can
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(a) (b)

(c) (d)

Figure 3.4: (a) ROC-AUC curves in Exp. 1; (b) Distribution of normal/abnormal score values for

the ↵-GAN model with sattn as anomaly score (c) Confusion matrix for the best performing run of

the proposed ↵-GAN (d) Confusion matrix for the best performing run of the VAE-GAN. This figure

focuses on the results of the best performing initialisation from five experiments with ↵-GAN (or VAE-

GAN) while Table 3.2 shows average metrics.

be seen from the confusion matrices (best performing initialisation), ↵-GAN shows a better true

positive rate at the cost of a higher number of false positives (Figure 3.6c). This configuration

might be preferred in a clinical setting since it reduces the number of missed cases at the cost

of a slightly higher number of false referrals.

Experiment 4 is similar with the Exp. 3 except that we evaluate frame-level performance in

Table 3.5. VAE-GAN is again better in terms of precision and AUC performance. However,

similar to Exp. 3 ↵-GAN has an advantage when recognising the cases with pathology at a

cost of a higher false positive rate.
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(a) (b)

(c) (d)

Figure 3.5: dataset2, Exp. 2: (a) ROC-AUC curves in Exp. 2; (b) Distribution of normal/abnormal

score values for the VAE-GAN model with sattn as anomaly score (c) Confusion matrix for the best

performing run using srec of the proposed ↵-GAN. (d) Confusion matrix for the best performing run

using sattn of the VAE-GAN.

Quantitative performance scores

Method Precision Recall Specificity F1 score AUC

CAE [RVG+18] 0.51± 0.061 0.80± 0.136 0.54± 0.150 0.61± 0.018 0.70± 0.024

DeepSVDD [RVG+18] 0.42± 0.063 0.69± 0.312 0.39± 0.311 0.47± 0.140 0.48± 0.038

f-AnoGAN [SSW+19] 0.55± 0.029 0.79± 0.067 0.62± 0.068 0.64± 0.016 0.74± 0.013

srec (VAE-GAN) 0.60± 0.029 0.87± 0.049 0.67± 0.056 0.71± 0.014 0.81± 0.076

sdiscr (VAE-GAN) 0.37± 0.150 0.98± 0.400 0.032± 0.39 0.53± 0.021 0.14± 0.034

sattn (VAE-GAN) 0.66± 0.036 0.88± 0.035 0.74± 0.050 0.75± 0.014 0.86± 0.017

srec (↵-GAN) 0.57± 0.041 0.86± 0.091 0.62± 0.098 0.68± 0.022 0.78± 0.019

sdiscr (↵-GAN) 0.42± 0.035 0.89± 0.110 0.28± 0.155 0.57± 0.067 0.48± 0.017

sattn (↵-GAN) 0.62± 0.040 0.92± 0.100 0.67± 0.069 0.73± 0.024 0.84± 0.018

Table 3.4: Anomaly detection performance on subject level for dataset2 and Exp. 3. Best perfor-

mance in bold.



3.3. Evaluation and Results 83

(a) (b)

(c) (d)

Figure 3.6: dataset2, Exp. 3: (a) ROC-AUC curves in Exp. 3; (b) Distribution of normal/abnormal

score values for the VAE-GAN model with sattn as anomaly score (c) Confusion matrix for the best

performing run of the proposed ↵-GAN (d) Confusion matrix for the best performing run of the VAE-

GAN.

Quantitative performance scores

Method Precision Recall Specificity F1 score AUC

CAE [RVG+18] 0.80± 0.026 0.57± 0.081 0.71± 0.075 0.66± 0.051 0.67± 0.020

DeepSVDD [RVG+18] 0.86± 0.100 0.09± 0.030 0.96± 0.025 0.15± 0.053 0.44± 0.025

f-AnoGAN [SSW+19] 0.82± 0.041 0.56± 0.070 0.75± 0.095 0.66± 0.040 0.66± 0.013

srec (VAE-GAN) 0.82± 0.023 0.74± 0.062 0.69± 0.073 0.77± 0.024 0.77± 0.009

sdiscr (VAE-GAN) 0.80± 0.130 0.03± 0.007 0.99± 0.008 0.05± 0.012 0.37± 0.047

sattn (VAE-GAN) 0.86± 0.016 0.78± 0.051 0.76± 0.046 0.82± 0.023 0.82± 0.023

srec (↵-GAN) 0.80± 0.016 0.80± 0.032 0.62± 0.051 0.80± 0.012 0.75± 0.017

sdiscr (↵-GAN) 0.71± 0.060 0.72± 0.300 0.38± 0.320 0.66± 0.180 0.48± 0.055

sattn (↵-GAN) 0.82± 0.030 0.85± 0.110 0.64± 0.094 0.83± 0.047 0.81± 0.018

Table 3.5: Anomaly detection performance using dataset2 in Exp. 4 for evaluation per frame. Best

performance in bold.

3.3.2 Qualitative analysis

In order to evaluate the ability of the algorithm to localise anomalies, we plot the class activa-

tion maps as they are derived from the proposed model. In Figure 3.8, we present(overlay) the
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(a) (b)

(c) (d)

Figure 3.7: dataset2, Exp. 4: (a) ROC-AUC curves in Exp. 4; (b) Distribution of normal/abnormal

score values for the ↵-GAN model with sattn as anomaly score (c) Confusion matrix for the best

performing run of the proposed ↵-GAN. (d) Confusion matrix for the best performing run of the VAE-

GAN. This figure focuses on the results of the best performing initialisation from five experiments with

↵-GAN (or VAE-GAN) while Table 3.2 shows average metrics.

obtained saliency maps from the GradCam++(Eq. 3.8), onto pathological images in dataset1

(Exp.1). In the abnormal cases, attention focuses exactly on the area of heart. As a conse-

quence, anomaly scores in such cases are higher compared to normal cases and they are correctly

indicated as anomalous. All anomaly scores are normalised in the range of [0, 1]. There are

cases that our algorithm fails to classify correctly. Either they are abnormal and they are

classified as normal (False Negative-FN) or they are healthy and identified as anomalous (False

Positive-FP). In Figure 3.9 examples for False Positive cases are presented alongside False Neg-

ative cases. Bad image reconstruction quality is a limiting factor for deriving a representative

anomaly score for a data sample (the anomaly score contains a reconstruction component). For
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instance, in some reconstructions either a part of the heart is missing (left or right ventricle/

atrium) or the shape of the heart is quite different from a normal heart (e.g., a very “long”

ventricle). As a consequence, not only the reconstruction error is high, but also the attention

mechanism focuses in this area, since it is recognised (by the network) as anomalous. Conse-

quently, the total anomaly score is high. In fewer examples the signal-to-noise ratio (SNR) is

low, i.e., images are blurry, and so the network fails to reconstruct the images at all. Further-

more, in the False Positive examples Figure 3.9a, from clinical perspective, the angle is not

quite right, so it makes the ventricles look shorter than they are. This confuses the model,

forcing the discriminator’s attention to indicate this area as anomalous. Another point which

is very interesting to highlight, is that there are cases where some frames are very difficult,

even for experts. Such an example is given in Figure 3.9b, where although the second image

from left belongs to an abnormal subject, the specific frame appears normal at the first glance.

Such cases also highlight limitations of single-view approaches. In practice, all relevant frames

showing the 4ch view could be processed with our method and a majority vote could regarding

referral be calibrated on a ROC curve.

All the above plots and comparisons utilise the top-1 performing experiment among all the runs

of the experiments for ↵-GAN.

Figure 3.8: Top row: Pathological subjects Bottom row: GradCam++ visualisation of attention

maps using ↵-GAN (Exp. 1).

*= dominant RV with no visible LV cavity, solid white arrow = deceptively normal-looking LV, dashed

white arrow = globular, hypoplastic LV
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(a)

(b)

Figure 3.9: (a) Examples of False Positive along with the anomaly scores sattn (b) False Negative

cases along with the anomaly scores sattn (Exp. 1). *= dominant RV with no visible LV cavity, solid

white arrow = deceptively normal-looking LV, dashed white arrow = globular, hypoplastic LV. Low

Signal-to-Noise Ratio (SNR)

3.4 Discussion

Our results are promising and confirm that automated anomaly detection can work in fetal 2D

ultrasound as shown on the example of HLHS. For this pathology we achieve an average accuracy

of 0.81 AUC, improving significantly the detection rate of front-line-of-care sonographers during

screening, which is often below 60% [CHRP07]. However, there are open issues.

False negative rates are critical for clinical diagnosis and downstream treatment. In a clinical

setting, a method with zero false negative predictions would be preferred, i.e., a method that

never misses an anomaly, but potentially predicts a few false positives. Assuming that the

false positive rate of such an algorithm is significantly below the status quo, the benefits for

antenatal detection and potentially better postnatal outcomes would outweigh the costs.

Of course, an algorithm with a 100% false positive rate is also not desirable, hence calibration

on the ROC must be performed.

A key aspect of the proposed algorithm is the ability of the discriminator to highlight decisive
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areas in images. In order to achieve this, it is necessary to produce good reconstructions of

normal images. However, reconstruction quality can be limited, depending on the given sample.

A larger dataset could provide a mitigation strategy for this. Furthermore, alternative ways for

visualising attention could be explored for disease-specific applications such as implicit mecha-

nisms of attention like attention gates [SOS+19].

Although we have experimented with different type of noise (e.g Uniform) and various augmen-

tation techniques (e.g horizontal flip) we did not notice an improvement in anomaly detection

performance. However, a further investigation of other augmentation techniques should be done.

For instance, elastic transformation or grid distortions could be utilised in the training process.

Furthermore, it could be useful to examine the impact of (non-linear) mixed-example data

augmentation [LGN21], or physics-inspired transformations [TES+21] which has been applied

specifically to ultrasound images (i.e domain-specific data augmentation). Finally, another

interesting approach is to test whether generative adversarial networks-based augmentation

methods could be utilised efficiently to ultrasound images.

Moreover, it would be interesting to explore the sensitivity of our method for other sub-types

of congenital heart disease. Intuitively, accuracy of a general anomaly detection method should

be similarly high for other syndromes that affect the morphological appearance of the fetal

four-chamber view. HLHS has a particularly grossly abnormal appearance. There are a lot of

other CHD examples with a subtly abnormal 4ch view that would probably be much harder to

detect even for human experts. Additionally, in practice, confounding factors may bias anomaly

detection methods towards more obvious outliers, while subtle signs of disease or indicators en-

coded in other dimensions like the spatio-temporal domain may still be missed.

Finally, robust time-series analysis is still a challenging fundamental research question and

we are looking forward to extending our method to full video sequences in future work. For in-

stance, adding a Long Short-Term Memory Network (LSTM)-based component in our encoder-

decoder could prove beneficial [MS16] for this purpose. In this way, we could incorporate, model

and learn the spatio-temporal representations of a video sequence.
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3.5 Conclusion

In this Chapter, we attempt to consider the detection of congenital heart disease as a one-class

anomaly detection problem, learning only from normal samples.

The proposed unsupervised architecture shows promising results and achieves better perfor-

mance compared to existing state-of-the-art image anomaly detection methods. However, since

clinical practice requires highly reliable anomaly detection methods, further work will need to

be done, in order to deal with the aforementioned weaknesses. In this way, we could avoid false

positives in order to mitigate patient stress and strain on healthcare systems and false negatives

to prevent missed diagnoses.



Chapter 4

Exploring the Relationship Between

Segmentation Uncertainty, Segmentation

Performance and Inter-rater Variability

with Probabilistic Networks

Medical image segmentation is an essential tool for clinical decision making and treatment

planning. Automation of this process led to significant improvements in diagnostics and patient

care, especially after recent breakthroughs that have been triggered by deep learning. However,

when integrating automatic tools into patient care, it is crucial to understand their limitations

and to have means to assess their confidence for individual cases. Uncertainty quantification has

been the subject of recent research. Methods have been developed to calculate the segmentation

uncertainty automatically during the inference stage. Varying image quality and different levels

of human annotator expertise are an integral part of aleatoric uncertainty. However, it is

unknown how much this variability affects the final segmentation uncertainty. In this Chapter

we explore potential links between deep network segmentation uncertainties with inter-observer

variance and segmentation performance. In order to evaluate the proposed framework, we

utilised the LIDC-IDRI dataset [AIMB+11], which contains multiple expert annotations for

each subject.

89
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4.1 Introduction

Segmentation, i.e., delineation of anatomical structures in 2D/3D, is a core necessity in medical

image analysis. In most cases, segmentation is carried out manually by an expert. It is well

known that manual segmentation suffers from inter-observer variability and that segmentation

quality is influenced by factors such as fatigue, different domain knowledge, level of expertise,

and image resolution. As a result, manual segmentations contain data uncertainty and can

thus be ambiguous for diagnosis or confusing for supervised learning methods. Nevertheless,

annotator confidence can be an important source of information for clinical decision making.

Varying annotator confidence can be a trigger for additional imaging tests and an indicator for

quality control and treatment options. Confidence is an important factor to weigh individual

test result but it is only qualitatively assessed in the clinical practice.

In this Chapter we explore whether human inter-observer variability can be correlated with the

distribution of two different probabilistic neural networks and investigate the impact of this

variability on the estimation of segmentation uncertainty and segmentation performance.

4.1.1 Uncertainty and Inter-rater variability estimation in Deep Neural Networks

Recent successes of deep learning (e.g CNNs, U-Net, LSTM) for image segmentation [RFB15,

ÇAL+16, KLN+17] promise to reduce clinical annotation workload. Currently, the majority of

these methods lack the ability to communicate annotator confidence. However, quantitative

assessment of uncertainties is key to guarantee quality of care, increases trust and can have

great impact on therapeutic decisions.

Estimation of uncertainty in medical imaging segmentation has been attempted in works such

as [RCNW18, NPAA18, MNM+19]. A reference to the most relevant uncertainty quantification

works is made below. A detailed review of uncertainty estimation methods in deep neural

networks, with applications in medical image segmentation, was given in Section 2.2.5.

In [RCNW18] authors use Monte Carlo samples from the posterior distribution of a Bayesian

fully Convolutional neural network which are derived using dropout at test phase. Based on

these samples, they compute structure-wise and voxel-wise uncertainties metrics, which as they
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prove, are highly correlated with segmentation accuracy. Application field is brain segmenta-

tion. In another work [NPAA18] Monte Carlo dropout is used for uncertainty estimation in

Multiple Sclerosis lesion detection and segmentation. Four different voxel-wise uncertainties

were utilised including prediction variance, Monte Carlo sample variance, predictive Entropy

and Mutual Information. As it was proved by the results, filtering based on uncertainty leads to

improvement on the lesion detection accuracy. In [MNM+19] authors propose a framework to

approximate Bayesian inference in deep neural networks by imposing Bernoulli distribution di-

rectly on the weights of the deep model. Then Monte Carlo samples from posterior distribution

are utilised to compute Mutual Information as metric for uncertainty in CT-organ semantic

segmentation.

Furthermore, the effect of inter-observer variability for estimation of uncertainty in segmenta-

tion is studied in [JME+18]. Authors, in MRI images from brain tumors, explore the impact

of different label fusion techniques (e.g no fusion, STAPLE [WZW04], union, intersection, ma-

jority) in estimation of segmentation uncertainty. As it is proved, there is a link between

uncertainty estimation and inter-observer variability. Monte Carlo dropout is also used in this

work for estimation of uncertainty (entropy).

A recent work examines also the effect of inter-rater variability on uncertainty estimation.

In [JJJ+19], authors examine the impact that label fusion/sampling techniques and uncer-

tainty estimation (using Ensembles, test-time augmentation, MC-dropout and Monte Carlo

Batch Normalization) methods have on model calibration in the skin image classification prob-

lem. Finally, an alternative way to produce plausible segmentation hypotheses is proposed

in [KRPM+18] where authors use generative segmentation model, a combination of U-Net and

conditional variational autoencoder, in order to produce plausible segmentation hypotheses

(diverse samples) for lung abnormalities segmentation task [KRPM+18, BKCTC+19].

4.2 Materials and Methods

Two different probabilistic networks are utilised in our work: a 3D probabilistic U-Net (PUNet)

and a 3D U-Net using Monte Carlo Dropout during inference (DUNet). 3D lung CT scans have

been utilised for the experiments in this Chapter. In order to model variability and uncertainty
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(a) Training (b) Inference

Figure 4.1: PUNet [KRPM

+
18] as we use it for our method.

efficiently, it would be beneficial, if deep learning models could generate diverse segmentation

hypotheses, capture rare segmentation variants and at the same time scale efficiently with the

number of generated samples. The PUNet seems to meet these requirements more efficiently

compared to deep ensembles [LPB17] or deep networks with M heads [IÇG+18]. On the other

hand, DUNet is a commonly used approach for uncertainty estimation based on the multiple

MC samples that can be generated at test time using MC-Dropout. Furthermore, both mod-

els are U-Net-based architectures and U-Net has shown outstanding performance [RFB15] in

segmentation tasks in medical image analysis.

PUNet: We extend a 2D probabilistic U-Net [KRPM+18], which is a combination of a U-

Net [RFB15, ÇAL+16] and a conditional variational autoencoder [SLY15] to 3D. The whole

architecture consists of three networks, which is shown in Figure 4.1.

Let x be an input volume, M the segmentation map, ŷ the predicted segmentation, y the

ground truth segmentation as it is produced by several experts (n = 4 for LIDC), C the

number of classes and N number of voxels per volume similar as proposed by [KRPM+18]. The

Prior net is conditioned on the input volume x. It computes the distribution over the (low-

dimensional) latent space RK . At inference stage samples that are produced by this distribution

are concatenated with the last layer’s feature maps of the segmentation network, which produces

a segmentation map for each sample. More precisely the prior probability distribution P is

modelled as an axis-aligned Gaussian distribution with mean µprior(x;wprior) 2 RK and variance

�prior(x;wprior) 2 RK . To sample T segmentations we apply the network T times to the same

input volume. In each iteration a sample zt, t = {1, 2, ...., T} is drawn from the distribution:

zt ⇠ P (.|x) = N (µprior(x;wprior), diag(�prior(x;wprior))) (4.1)
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Each sample is reshaped to a K-channel feature map with the same shape as the segmentation

map. This feature map is concatenated to the last activation map of a U-Net. Then, a

segmentation map, which corresponds to sample zt, is produced by Mt = f(g(x, w), zt, )

where w is the UNet parameters and  weights of the last layer of U-Net.

The final segmentation maps are based on the latent variable z. By sampling from the prior

distribution P (z|x) (Eq. 4.1), we can obtain multiple segmentation variants. The posterior net

is conditioned on the volume x as well as the ground truth y. It learns to recognize (embeds)

segmentation variants µpost(x, y; ⌫) 2 RK with some uncertainty �post(x, y; ⌫) 2 RK in the low

dimensional latent space. The output is denoted as posterior distribution Q. A sample z from

this distribution

z ⇠ Q(.|x, y) = N (µpost(x, y; ⌫), diag(�post(x, y; ⌫)) (4.2)

combined with the activation map of the U-Net will result in a predicted segmentation ŷ. The

loss function is composed by two terms. The first is the cross entropy loss

Ez⇠Q(.|y,x)[� logPc(y|M(x, z))]

which penalizes the difference between the ground truth and the segmentation map. The second

one is the Kullback-Leibler (KL) divergence DKL(Q(z|y, x)||P (z|x)) which penalizes differences

between the posterior distribution Q and the prior distribution P . Both terms are combined

as a weighted sum with a weighting factor � as proposed by [KRPM+18]. Thus, the total loss

function is defined as:

L(y, x) = Ez⇠Q(.|y,x)[� logPc(y|M(x, z))] + � ⇤DKL(Q(z|y, x)||P (z|x)) (4.3)

In our experiments we use � = 0.2. Differences between training and inference are outlined in

Figure 4.1.

DUNet: We utilise a U-Net where dropout layers are activated during inference. Dropout can

be explained as an alternative way to perform Variational inference [GG16b]. Cross entropy

between ground truth and predicted segmentation is utilised as loss function.

To produce multiple diverse segmentation hypotheses, we utilise PUNet and DUNet. In order
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to exploit volumetric information, 3D versions of the above models are trained using 3D convo-

lutions. The U-Nets consist of 3 layers. Each layer consists of 3D convolution blocks followed

by Rectified Linear Unit (ReLU) activation, batch normalization and max pooling. Filter size

is 3 ⇥ 3 ⇥ 3. We start the number of feature maps at 32 and double it after each block. For

the prior net as well as for the posterior net in the PUNet, we utilize the encoder part of the

U-Net. We train the networks using exponential decay learning rate and the Adam optimizer.

For the DUnet, dropout is used after each layer in the encoding part of U-Net. We use a

dropout probability of 0.2. We generate an equal number of samples T for both 3D networks.

All networks are implemented in Python using Tensorflow, on a workstation with NVIDIA

Titan X GPU. In order to estimate uncertainty we compute two uncertainty scores: Zvar and

ZS using variance [KBC17, SG18] and predictive entropy [GIG17] of samples respectively. We

define mean variance across all classes C as:

�2
(x⇤

) =

1

C

CX

c=1

1

T

TX

t=1

(pt(y = c|x⇤, w)� p̂(y = c|x⇤, w))2, (4.4)

where p̂(y|x⇤, w) is the average of softmax probabilities of T samples for each c 2 [1, ..., C] and

pt the output of the network for sample t. Subsequently we define Zvar as

Zvar =
1

N

NX

v=1

�2
(x⇤

(v)), (4.5)

and predictive entropy S as

S(x⇤
) = �

CX

c=1

p̂(y = c|x⇤, w)⇥ log(p̂(y = c|x⇤, w)). (4.6)

Thus, for each subject x⇤, ZS is computed as:

ZS =

1

N

NX

v=1

S(x⇤
(v)) (4.7)

We utilise the Sørensen–Dice coefficient (Dice score) to characterise segmentation performance.

To examine possible linear correlation between segmentation performance and segmentation

uncertainty, we compute the Pearson correlation coefficient (⇢) between ZS and Zvar and the

Dice score.
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To investigate the relationship between ZS and Zvar and the variability among human experts

we define the area of human disagreement (�) using a process similar to XOR (�) (for two

raters) of the different annotations for each subject. For each voxel the � operation will result

1 indicating that at least one annotator disagrees (disagreement) while 0 is used where all

annotators agree (agreement). However, for four annotators, the process is slightly modified

and the output is computed (for all possible combinations) as it is presented in the Figure 4.2.

For a fair comparison with ZS and Zvar we utilize the same schemes for deriving quantitative

Figure 4.2: Description of the process of defining the human disagreement area

uncertainty: predictive Entropy(S) Eq. 4.6 and variance �2 Eq. 4.4. For qualitative analysis we

emply Mutual Information (MI) [SG18, MNM+19] and a map of Softmax output probabilities

for the predominant class (Softmax). MI is defined using Eq. 4.6 [SG18, Gal16], i.e.,

MI(x⇤
) = S(x⇤

) +

1

T

X

c,t

pt(y = c|x⇤, w) log(pt(y = c|x⇤, w)), (4.8)

where pt(y = c|x⇤, w) is the the softmax output of the network for each sample. We then

characterise a voxel v of a new sample x⇤ as certain/uncertain using

x⇤
(v) =

8
><

>:

uncertain, if S(x⇤
(v)) >= ✓,

certain, otherwise,
(4.9)

where ✓ is a threshold and v a voxel. Alternatively, we can replace S(x⇤
) in Eq. 4.9 with

variance �2 for estimation of uncertainty. We use a threshold since we assume that human

perception of uncertainty is more accurate when interpreted binary than continuous. Evidence

for this is given in behavioural sciences literature, e.g. [FR03, HP02].
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We compute the ROC curve between True Positive Rate (TPR) and False Positive Rate (FPR)

for the binary case. This allows us to correlate segmentation uncertainty with expert uncer-

tainty. With � and Eq. 4.9 we define TPR and FPR as

TPR = p(uncertain|disagreement) =
p(uncertain, disagreement)

p(disagreement)
, (4.10)

and

FPR = p(uncertain|agreement) =
p(uncertain, agreement)

p(agreement)
. (4.11)

To evaluate segmentation uncertainty with respect to � we use disagreement accuracy (DisAcc)

as metric [MNM+19, SDVG19]. DisAcc correlates positively with expert variability. It requires

the definition of true invalid predictions, TI, as the voxels that are uncertain within in the

area of disagreement (uncertain and disagreement) and true non-invalid predicitons, TU , as

the voxels that are certain in the area of agreement (certain and agreement). Similarly to

conventional accuracy, DisAcc can be written as DisAcc =

TI+TU
N

, normalised by the total

number of voxels N .

4.2.1 Description of Lung CT dataset

We use the LIDC-IDRI [AIMB+11, WZL+17, HM16] dataset for training and testing. This CT

dataset contains images of lung nodules and their delineations from four independent expert

observers.

We resample data to an isotropic volume resolution of 1 ⇥ 1 ⇥ 1mm3. We use 700 patients

as a training dataset and 175 patients as a test set for performance evaluation. We crop each

volume at the center of the nodule position and produce volumes of 128⇥ 128⇥ 128. For the

evaluation of the method we use the Dice score as a metric of volume overlap.

4.3 Evaluation and Results

Correlation of ZS and Zvar and Dice score: We analyze correlation between Zvar and ZS

(Sect. 4.2) and the actual Dice score in Figure 4.3. Dice score is computed between the absolute
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ground truth (average of 4 annotators) and the predicted segmentation. In Figure 4.3(a,b,e,f)

we observe linear negative correlation (statistically significant, p < 0.001) between Zvar, ZS

and the segmentation performance for both networks. Higher negative correlation is observed

for DUNet between Zvar and Dice score (Figure 4.3e, ⇢ = �0.75) and between ZS and Dice

score (Figure 4.3f, ⇢ = �0.67). There are some cases (10 cases) in both methods that produce

uncertainty scores that are not representative for the segmentation quality. Although these

nodules do not have any special visual characteristics, the model produces high Dice scores

with high uncertainty scores. In Fig 4.3 c, d and g, h the distributions of uncertainty scores

are plotted for two different groups of segmentations. Successful segmentations have been

empirically defined as those where the Dice score is � 0.80 and unsuccessful segmentations

with Dice scores  0.65. Thus, a threshold for the uncertainty score, which divides the two

groups of segmentations can be defined as the intersection of the two distributions, which is

close to 0.25.

(a) (b) (c) (d)

(e) (f) (g) (h)

Figure 4.3: Scatter plots of correlation between Dice score and uncertainty scores and probability

density function (pdf) plots for both networks. Top row: PUNet. Bottom row: DUNet. Correlation

between Dice score and Zvar and ZS respectively: (a-b) PUNet and (e-f) for DUNet. Probability

density function (PDF) for values of Zvar (and ZS) of samples whose Dice scores is between 0.80 and

0.95 (blue) and the samples that their Dice scores is lower than 0.65 (red). (c-d) for PUNet and (g-h)

for DUNet.

Inter-observer variability vs. segmentation uncertainty: As a naïve baseline we evaluate

a convolutional regressor network to predict the annotator variance directly from the volumes.

The regressor consists of 5 (convolution-max pooling) layers which are followed by a global
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average pooling (GAP) layer to predict Zvar 2 [0, 1] directly. Mean square error between

prediction and ground truth of variance among annotators is minimised during training. The

performance of this approach is limited with a mean square error of 0.22± 0.0012. To evaluate

TPR (Eq. 4.10) and FPR (Eq. 4.11) we compute ROC curves for each network as shown in

Figure 4.4 and evaluate DisAcc for a range of thresholds. The ROC curves of FPR and TPR

(a-b) of both networks are quite similar with the best result for predictive entropy (Eq. 4.6)

as uncertainty metric and PUNet with AUC = 0.98. Comparing DisAcc (c-d) for 5 different

thresholds1 ✓ 2 [0, 1] for both networks and DisAcc reaches 0.99 for ✓ = 0.2 and then remains

stable.

(a) Variance (b) Entropy (c) Variance (d) Entropy

Figure 4.4: ROC curves and DisAcc plots using predictive Entropy and �

2
for both probabilistic

networks

Qualitative analysis of inter-observer variability and segmentation uncertainty. Fi-

nally, we present a qualitative comparison between segmentation uncertainty and human uncer-

tainty. In Figure 4.5, the uncertainty maps of two lung nodules are presented. The uncertainty

maps, which are based on Softmax, predictive entropy, variance and mutual information are

compared to an expert-based uncertainty map (annotators’ entropy). As can be noticed in the

Figure, humans as well as automated estimates for segmentation uncertainty, are greater in the

borderline/margin of the nodules.

4.4 Discussion

Using probabilistic 3D segmentation networks, we examine the relationship between segmen-

tation uncertainty and segmentation performance. We explore to which extent human expert

inter-observer variability can effect and correlate with voxel-wise segmentation uncertainty. We
1It is computed in the range between the minimum and maximum values of the derived segmentation uncertainty.
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(a) (b)

Figure 4.5: Uncertainty maps using maximum Softmax (max(M)), Predictive Entropy (Eq. 4.6),

Variance (Eq. 4.4) and Mutual Information (Eq. 4.8) using both networks (darker colour, larger value).

present results that show a relationship between segmentation uncertainty and the area of anno-

tator disagreement. In most cases model segmentation uncertainty indicates also likely human

disagreement.

However, there are a few limitations in this framework for which further investigation is needed.

Although the utilised models prove to be competitive in the task of uncertainty estimation

in segmentation, there are still open issues that should be further examined. These include

memory requirements (which is often a limiting factor for processing data with higher resolution

or using larger batches), the need for finetuned hyper-parameters (e.g weighting factor in the

KL divergence term of the loss in PUNet) [MLFCdC+20] and further examination of the impact

of added parameter capacity in the PUNet (i.e posterior net in the training stage). In any case,

more efficient ways of modeling uncertainty in ambiguous cases should be sought.

Furthermore, human decision-making is made under uncertainty. The processing of collecting

this human uncertainty is usually time consuming, labour-intensive and costly. In the above

experiments, we consider annotators’ disagreement as a binary problem (i.e normal/abnormal

voxel) since this kind of information is available on the dataset. However, it is necessary,

additionally to this information, to have access to the level of the annotator’s confidence for a

delineation of a nodule. Thus, the construction of a dataset which will contain not only binary

classification information but also confidence interval for the experts’ annotations would be

beneficial.

Another limitation of our approach is that for a few cases the evaluated uncertainty scores are

not a representative metric for how good or bad is a segmentation and it is likely dependant

on the used data set. The application of this framework to additional datasets could be useful
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in order to extract more intuition about the reasons of this limitation.

Another point which would be useful to examine is the impact of the different label fusion

techniques in the estimation of ground truth and segmentation uncertainty.

Finally, uncertainty as perceived by humans might be fundamentally different from model

confidence. Although there is evidence that segmentation uncertainty estimates could also

capture/include the human disagreement, it is not clear yet at which extent this happens.

Understanding better human (perceptual) uncertainty is vital in order to be able to build a

framework which could be able to learn and mimic efficiently the human uncertainty.

4.5 Conclusion

Using probabilistic 3D segmentation networks, we examine the relationship between segmen-

tation uncertainty and segmentation performance. We explore to which extent human expert

inter-observer variability can effect and correlate with model segmentation uncertainty.

Our results show that both, a U-Net using MC dropout during inference as well as a 3D proba-

bilistic U-Net architecture can quantitatively correlate the posterior segmentation distribution

with true uncertainties. We present results that show evidence that there is a relationship be-

tween segmentation uncertainty and the area of annotator disagreement. In most cases model

segmentation uncertainty indicates also likely human disagreement.
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Conclusion

5.1 Summary

The main objective of this work was to explore the concepts of automatic anomaly detection

and uncertainty under the prism of variability. Novel machine learning methods, such as deep

learning models, have been applied in this study. Variability is discussed in the context of

human anatomy as well as in the different stages of the medical imaging processing pipeline.

Understanding variability of human anatomy is vital for the detection and identification of

pathologies and subsequently for the treatment of disease. Building large datasets for each

disease is a very difficult and time consuming process, thus often infeasible. Additionally, in

medical imaging, it is easier to obtain data that conforms with normal appearance. Conse-

quently, effective ways to train successful models should be considered in order to build robust

and reliable automatic abnormality detection systems. This usually means to train a model

utilising only normal samples and to detect anomalies as deviation from normality. Alternative

approaches include attempts to mimic the human ability to learn and understand only from

few examples, i.e learning to automatically annotate (unlabeled) data using few-shot learning

methods.

The integration of human expert knowledge into medical image processing pipelines entails

uncertainty, which is mainly quantified through inter-observer variability. Inter-observer vari-

ability is mainly reported in the most ambiguous and difficult cases. Cases which might also

101
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be mis-classified or classified with high uncertainty by an automatic deep learning model. For

this reason, it is very important, to explore the relationship between segmentation uncertainty,

performance and inter-observer variability. Thus, two key research questions were examined in

this work:

The first research question (a) is whether normality can be modelled efficiently during the

training phase, in such a way so that it would be possible to detect and localise abnormalities,

as deviation from normality, during the test phase. In order to examine this, an unsupervised

anomaly detection system based on generative networks with attention mechanisms is applied

on normal/healthy subjects. The exemplar application for this method is to detect a subtype

of Congenital Heart Disease, in fetal cardiac images during ultrasound screening. An anomaly

score which is based on reconstruction and localisation capabilities of the model is proposed.

Experimental results validate the advantage of the proposed method over the other state-of-the

art algorithms for the specific type of anomaly detection. A thorough analysis of the proposed

algorithm both qualitatively as well as quantitatively was presented in Chapter 3.

The second research question (b) is whether the uncertainty, which is caused by the integration

of human knowledge into the medical imaging processing pipeline, could be captured, modelled

and correlated with automatically derived model uncertainty during a training and testing

phase. This type of uncertainty appears in the delineation contouring as a inter-observer dis-

agreement over the boundaries of an anomaly. In Chapter 4 an extensive exploration of the re-

lationship between inter-observer variability, automated estimates of segmentation uncertainty

and segmentation performance was performed. Two state-of-the art methods were applied in

a 3D imaging segmentation task of lung tumors in CT scans. A metric was established in or-

der to examine the correlation between inter-observer variability and segmentation uncertainty.

We examine, both qualitatively and quantitatively, to which extent, automatically predicted

confidence and uncertainty metrics, disagreement aware metric (which was proposed) and seg-

mentation performance metrics are correlated. As becomes evident in the experiments, in most

cases segmentation uncertainty indicates also human disagreement in annotations. However, in

few cases the evaluated uncertainty scores are not a representative metric for how good or bad

a segmentation is and it is likely dependant on the used data set.

Overall, there is strong evidence that automatic detection of anomalies, using generative net-
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works, can be done with relatively high accuracy and minimal supervision. However, testing

these methods in larger clinical cohorts as well as prospective testing are required in order to

assess the validity and generalizability of the proposed method in a better way. Furthermore,

a very significant parameter is the need for quantification of trust in prediction of abnormali-

ties, which remains a future research challenge. The quantification of model confidence should

express domain specific uncertainty which is derived within the various medical imaging pro-

cessing stages. At the same time, model confidence quantification should be a reliable indicator

for the acceptance of a model’s prediction. This is necessary to be treated effectively, in order

to be able to develop deep learning-based models which will be trustworthy and safe for patient

diagnosis, before the integration of these systems into the clinical routine.

5.2 Limitations and Future Work

In this section, the limitations of the proposed methods are examined. Furthermore, potential

new research directions and suggestions will be discussed.

Regarding the first research question (a), there are a few issues/limitations that should be

tackled efficiently.

A key issue for an automatic anomaly detection system which would be utilised in clinical

routine is to never miss an anomaly but at the same time to maintain a low number of false

alarms. In this direction, in order to further improve the performance of the proposed abnor-

mality detection method, additional modifications could be suggested.

The proposed AD framework is based on normative learning, following an unsupervised ap-

proach. Generative models such as GANs or VAEs based models have proved to show promising

anomaly detection performance for this type of learning. However, it would also be interest-

ing to examine the potential benefits of the combination of such generative models with other

methods. Proposed modifications could include alternative and more effective loss functions

or semi-supervised methods where few abnormal cases will be utilised during training. Fur-

ther improvements also involve more sophisticated data augmentation methods including self-

supervised learning methods via auxiliary pretext tasks and more effective attention methods

for more interpretable models.
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Another important issue that should be addressed, is the quantification of uncertainty during

the detection of abnormalities. It is important, in addition to detecting and localising the

anomaly, to provide information about the confidence interval of a model’s prediction. This

is crucial for building a trustworthy anomaly detection system in safety-critical applications.

For instance, in the medical imaging context, high uncertainty in a prediction could be a sign

that this case is ambiguous or rare. At the next stage, this case could be examined by an

oracle (i.e human expert) for better evaluation (i.e human-in-the-loop approach). In this way,

the number of missing critical cases will decrease significantly. Uncertainty quantification in

anomaly detection could also be useful as additional information in order to define the cut-off

threshold to select the anomalies in a more efficient and meaningful way, in the medical context.

Another very interesting research path which should be investigated together with uncertainty

estimation and anomaly detection is interpretability. Concurrently with the effort to move

away from the ("black-box") point-estimate predictions (as it was described previously), it is

also important to understand better the model’s decision process. It could be very beneficial

to be able to determine which features contribute most in the model’s prediction. The model’s

outcome would be better understood (by clinicians as well) and along with uncertainty esti-

mation the final decision-making would be much more well-informed. Towards this direction,

better and more effective interpretability methods should be proposed. Furthermore, clinical

experts should evaluate them for their utility in the clinical routine.

Furthermore, an issue that is under extensive investigation, is the ability of algorithm to dis-

tinguish between anomalies and out of distribution samples due to domain shift. Domain

shift [GL21] is a common phenomenon in medical imaging because image acquisition is per-

formed at different hospitals/medical sites, using different protocols, from different populations.

Domain shift is a common cause for the degradation of a model’s performance. As a result,

sometimes out-of distribution samples due to domain shift are flagged wrongfully as an anomaly

by an automatic abnormality detection system.

The majority of anomaly detection methods in medical imaging are applied on the images and

distinguish effectively normal from abnormal anatomy. An alternative approach involves the

segmentation of the images at the first stage, and then the application of anomaly detection

method on the segmentations. This approach might be useful when applied to specific organs.
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For instance, in images with highly variable noisy context, it could be useful to initially segment

the images and then detect and localise anomalies. However, if the organ e.g a heart is so

unusual or abnormal, the segmentation model might fail. Furthermore, an extra cost and effort

is introduced (e.g annotations/labels for ground truth segmentation maps) in order to build

a robust (supervised) segmentation model. On the contrary, the utilisation of images in the

training process is a less time-consuming process, minimising both expert intervention and

image pre-processing. In any case, it would be interesting to examine whether segmentations

can be used as complementary information for training an anomaly detection model.

The extension of the proposed method to full video sequence is also a very interesting research

direction. This is also a prerequisite for the successful transfer of this framework to real-time

application in clinical practice, which is the ultimate goal in this specific research area.

Further extensions include testing our method for other congenital heart disease types as well

as the application of the proposed framework on a variety of image modalities such as CT scans

or X-Rays. In both cases, the generalisation ability of the proposed method could be validated.

Finally, another extension for this approach concerns the scenario that the abnormalities belong

to more than one (different) underlying diseases. Approaches, such as the one proposed in this

work, can detect and localise anomalies, however they cannot classify them into a specific disease

category. For this purpose, effective deep learning based approaches should be examined and

attempted.

There are also research paths that should be extensively investigated in relationship with the

examination of the second research challenge (b).

First of all, the development of an “ideal” dataset which will contain annotations from multiple

experts and at the same time will provide information about the confidence level of each expert

for their annotation would be beneficial. It could be very helpful for a more efficient training

of the proposed models and the better understanding of the human perceptual uncertainty.

Despite the success of the existing probabilistic models which produce plausible segmentations

(like the ones used in Chapter 4 ), further work needs to be done to improve these models so

that they are able to carry the inter-rater variability through to the model’s prediction in a

more efficient and robust way.
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Another very interesting research path for exploration is the integration of the evaluated metrics

into clinical quality control (e.g quality of image annotation) or for example into an active

learning framework, where ’uncertain’ parts of segmentations will be re-processed by a human.

The application of the above methods to other application domains, such as optical coherence

tomography, where images suffer from inter-rater variability, could be a also a future research

direction.

Finally, an overview of AD methods was presented in Chapter 2. This state-of-the-art survey

includes both pre-deep learning era methods and deep learning-based methods. An overview

like this does not exist in literature yet. The works were discussed based on the conventional

pattern recognition or deep learning method that was utilised in each work. However, it would

be very interesting to compare the methods also based on the application domain. For instance,

a unifying overview of the available AD methods in Ultrasound images solely, would be very

interesting in order to explore more efficiently not only the merits and the weaknesses of each

method but also the role that acquisition modality plays in medical image analysis. In any

case, apart from the theoretical presentation and discussion of the methods, the demonstration

of experimental results for medical datasets could be a very interesting future direction.
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This thesis is mainly based on the following works:

• E. Chotzoglou, T. Day, J. Tan, J. Matthew, D. Lloyd, R. Razavi, J. M. Simpson, B.

Kainz. Learning normal appearance for fetal anomaly screening: Application to the un-

supervised detection of Hypoplastic Left Heart Syndrome In Journal of Machine Learning

for Biomedical Imaging (MELBA), 2021.

• E. Chotzoglou, S. Budd, T. Day, J. Simpson, B. Kainz. Unsupervised detection of Hy-

poplastic Left Heart Syndrome in fetal screening Abstract in Workshop on Medical Imaging

meets Neurips (MedNeurIPS 2020) at 34th Conference on Neural Information Processing

Systems (NeurIPS 2020).

• E. Chotzoglou, B Kainz. Exploring the Relationship Between Segmentation Uncertainty,

Segmentation Performance and Inter-observer Variability with Probabilistic Networks In

LABELS/HAL-MICCAI/CuRIOUS International Workshop, MICCAI, 2019

The following work has not been presented in this thesis, however, it inspired the study of

anomaly detection applications in medical imaging.

• R. Holland, U. Patel, P. Lung, E. Chotzoglou, B. Kainz. Automatic Detection of Bowel

Disease with Residual Networks. In PRIME International Workshop, MICCAI, 2019.
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