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Summary

The Siemens Datatrak Automatic Vehicle Location System (AVLS) has been in
operation for almost two decades. It provides a unique, reliable, and secure vehicle
tracking solution for security applications such as cash-in-transit vehicles. There are
several parts to an AVLS, one of which is the navigation system that actually

determines the location of a vehicle.

Datatrak have developed and operate a navigation system based on a network of low
powered, low frequency (LF), transmitters around the area of interest. It also provides
the timing requirements for the whole system. Designing a new network is fraught
with complex issues that need to be resolved to ensure optimum use is made of the
design. Until recently, most of the design work to establish the coverage and
performance of the network had been made by manual means, using the vast

experience of engineers and rules-of-thumb as guidance. This costs time and money.

This research reviews the methods used by the engineers with a view to improving
them using computer modelling techniques. Some of the coverage and performance
factors have already been computer-modelled in recent research studies. These

principles have, for the first time, been applied to the Datatrak system.

However, the results of this research go further than those of computer models of
other LF navigation systems. The amount of uncertainty in the position fix can now be
predicted using novel techniques. Further, Datatrak engineers have never been able to
predict accurately the actual propagation delays between transmitters and receivers.
This shortcoming has been overcome by applying to Datatrak novel techniques
recently developed for predicting Loran-C Additional Secondary Factors (ASFs). The
model has then been further developed to predict for the first time the absolute
accuracy of the positions, plus the ‘confidence factor’, a measure of how well multiple
measurements align. This unique model will enable Datatrak engineers to see which

areas need more attention. All this can be done before the first mast has been erected.

The final implementation of the model is a Windows-based software suite that will

enable Datatrak engineer to control the model easily and apply different scenarios.

v



Abbreviations

ADC

AM

ASF

ASIC

AVLS
BANDPASS
BBC
BRIFIC

CF
CS
DGPS
DMA
DSB
DTED
ERP
ESA
ETS

Analogue-to-Digital Converter

Amplitude Modulation

Additional Secondary Factor
Application-Specific Integrated Circuit
Automatic Vehicle Location System
Bangor Datatrak Performance Analysis Software Suite
British Broadcasting Corporation

Bureau des Radiocommunications, International Frequency
Information Circular

Confidence Factor

Commercial Service

Differential Global Positioning System
Direct Memory Access

Double Sideband

Digital Terrain Elevation Database
Effective Radiated Power

European Space Agency

European Telecommunications Standard
European Union

Frequency Dependent Rejection
Frequency Modulation

Frequency-Shift Keying
Groundwave-to-Disturbance Ratio
Greenwich Mean Time

Global Navigation Satellite System
General Packet Radio Service

Global Positioning System

Global System for Mobile Communication
Horizontal Dilution of Precision

Interval Distance

Intermediate Frequency

International Frequency List

A%



Abbreviations

IP Ingress Protection

ITU International Telecommunication Union
LEO Low Earth Orbit

LF Low Frequency

LHS Left-Hand Side

LO Local Oscillator

LOP Line of Position

MEO Medium Earth Orbit

MF Medium Frequency

MSDOS Microsoft Disk Operating System
NIMA National Imagery and Mapping Agency
(O} Open Service

PD Propagation Delay

PEPR Peak Envelope Power

PF Primary Factor

PPP Public-Private Partnership

PRN Pseudo-Random Noise

PSD Power Spectral Density

QPSK Quadrature Phase Shift Keying
RC Resistor/Capacitor

RHS Right-Hand Side

RMS Root Mean Squared

SA Selective Availability

SF Secondary Factor

SGR Skywave-to-Groundwave Ratio
SIM Subscriber Identity Module

SIR Signal-to-Interference Ratio
SMS Short Message Service

SNR Signal-to-Noise Ratio

SPO Station Phase Offset

SSB Single Sideband

SSB-SC Single Sideband, Suppressed Carrier
D Time Difference

VI



Abbreviations

TOA
UHF

UK

us
USGS
VHF

VL

VLF
WGS84
WHDOP

Time of Arrival

Ultra High Frequency

United Kingdom

United States

United States Geological Survey

Very High Frequency

Virtual Locator

Very Low Frequency

World Geodetic System 1984

Weighted Horizontal Dilution of Precision

VII



List of Symbols

) Instantaneous groundwave phase disturbance

A Free space wavelength

u Scaling factor

& Latitude of i" point

Ai Longitude of i™ point

Brew New latitude

b/ - New longitude

@o Original latitude

Ao Original longitude

& Complex permittivity

Ex, €Y, Ez Rotational factors

B iies 3, Link bias error for N” station

& i1 V, error between the i"-1 and i stations in chain
&, Link bias error

a Mean radius of earth

A Directional cosines matrix

Dokt Semi-major axis length

Aup Attenuation of groundwave signal in dB

Agein Antenna gain of interferer antenna structure

A; Attenuation of groundwave signal in the i section
Aps Area of power spectrum

b Interferer bandwidth

Doxis Semi-minor axis length

Bij i™ and " coefficient in calculating F,

bk ™ and k™ coefficient for calculation of Fi,
T Bandwidth of receiver

c Speed of light in vacuum

C Field strength of groundwave signal 1 km from 1 kW transmitter
C(N,D) Range factor

CF Confidence factor

VIII



List of Symbols

Ci i groundwave propagation curve polynomial

Y i" calculated range

Cig Skywave field strength constant

d Range from transmitter in km

dy Magnitude of disturbance vector

D, Disturbance vector

D Interval distance

d; Chord distance

d; Length of i section in Millington’s method

Dy Lower decile of atmospheric noise field strength

Vi Upper decile of atmospheric noise field strength

D, Magnitude of disturbance vector in x direction

D, Magnitude of disturbance vector in y direction

E Measured field strength in mV/m

E(ND,ID) Effective surface impedance

E[X"] n™ moment of the probability distribution of the random variable X

Enw Annual median night-time field strength of 1kW transmitter in
dB-pV/m

e’ Eccentricity squared

Essospheric Median atmospheric noise field strength

Epjock Blocking field strength of Locator

Epatatrak Datatrak signal field strength

Eodie Skywave field strength at edge of network boundary

Eground Groundwave field strength

E; Field strength of interferer signal in space

Ereyr Effective interferer field strength in dB-pV/m

Epax Maximum skywave field strength

Eoiseftoor Mk4 Locator noise floor

By Field strength of primary factor

. Attenuation of signal over seawater

Ey Median skywave field strength

Evenicte Median vehicle noise field strength

f Interferer frequency

IX



List of Symbols

F Signal frequency

Jo RC Filter cut-off frequency

Ji Highest Datatrak centre frequency in given network

fi- Frequency of the highest Datatrak centre frequency with negative phase
modulation

i+ Frequency of the highest Datatrak centre frequency with positive phase
modulation

/> Lowest Datatrak centre frequency in given network

f. Lowest Datatrak centre frequency with negative phase modulation

o+ Lowest Datatrak centre frequency with positive phase modulation

fa Frequency range within interferer bandwidth

Jaa Nearest frequency to multiple of sampling frequency

Janc Nearest frequency to multiple of over-sampling frequency

B Noise strength given in dB above thermal noise

o Interferer centre frequency

FDRyp Frequency-dependent rejection in dB

FDRyi4e Frequency-dependent rejection of sidebands in dB

Lo Flattening of ellipsoid

Saanz Signal frequency in MHz

I Receiver tuned frequency

F; ADC Sampling frequency

For Difference between interferer frequency and tuned frequency

g Magnitude of groundwave vector

G(r) Complex attenuation factor at calculation point at range

G(R) Complex attenuation factor at receiver

Gaa Anti-aliasing filter frequency response

Gant Antenna gain factor in dB

Gasic_sea Basic sea gain

Gpr Trigger/Data digital filter frequency response

GDRys Groundwave-to-disturbance ratio in dB

Gnd,z Groundwave field strength for a 1 kW transmitter

Gur Navigation digital filter frequency response

Gre RC Filter frequency response




List of Symbols

G, Sea gain in dB

Gisiatic Frequency response of the static, front-end, filters of Mk4 Locator

h Ionosphere height

H Covariance matrix

H(f) Frequency response of the Mk4 Locator

HDOP Horizontal dilution of precision

HDOP,,in Minimum HDOP value

Hy Element in i column and j" row in matrix H

& Iteration counter

7 Imaginary number operator

k Dielectric constant

kgeo Geomagnetic latitude variable

K; i coefficient in calculating Fiy,

L, lonospheric loss factor

ld Logarithm of range in km.

m Harmonic order

M Number of millicycles

n Number of measurements

N Number of iterations

N; Curvature radius in the prime vertical at the i™ point

N Number of slaves in chain

O; i observed range

P Slant propagation distance

£ Total interferer power within its bandwidth

p(H Power spectrum of interfering signal at the equivalent intermediate
frequency

P(f) Power spectrum of interfering signal

Poarvis Normalised interferer carrier power

Pilh) Normalised interferer power spectrum

P, Radiated power in kW

PSDg,adien: Gradient of power spectral density as a function of frequency

PSDpeak Peak power spectral density

Piidivond Normalised interferer sideband power

X1



List of Symbols

Pwaus Radiated power in Watts

¥ Range from transmitter to calculation point

R Range of receiver from transmitter

R Mean residue

RA>prMs Twice the root mean square of position uncertainty

Tod Groundwave-to-disturbance ratio

Fi Range to i" station

R; Residue of i™ measurement

i —— Range over ellipsoid defined by Locator

SFyy fi secondary factor value

SFp /> secondary factor value

SGR Skywave-to-Groundwave Ratio in dB

SIR Signal-to-Interference Ratio in dB

SNR; Signal-to-noise ratio of the i™ measurement

T Transpose operator

Ladditional Additional delay due to non-linear propagation effects

Laiviteath Phase delay calculated by Monteath’s method

Total s Faded groundwave field strength in dB-uV/m

Listionsi Primary factor phase delay

Lo Total propagation time between master clock and Locator

Lrop N Total propagation delay between master clock and Locator, via station
N

Lotal Total phase delay

Slave secondary factor delay at Locator

S} seator

Master secondary factor delay at Locator

MLomlur
ly Master secondary factor delay at slave station
stave
Lo Total phase delay between i"-1 and i stations in chain

=1t

th

Station delay at the i station

t.wan'mm'm'q)q-

t Station phase offset at the i station

SPO;

Total phase delay between the last station in chain and the Locator

foai “.\’, Lacator

i, Phase delay assuming constant propagation velocity, V),

P

XII



List of Symbols

Vagm

Vpeak

Vx

WHDOP

Wi

Xa

Ogeo

B
Bo
Pgeo
ob
AB
Ad
Af
At
ox
Ax
AX, AY, AZ
Ay
n

Voltage in dBm

Mk4 Locator assumed propagation velocity of groundwave signals
Peak voltage

Magnitude of disturbance vector in x direction

Magnitude of disturbance vector in y direction

Weight matrix

Weighted horizontal dilution of precision

i" weighting factor

Latitude expressed in radians north of south pole.

Frequency factor in calculating atmospheric noise
Coefficient to remove discontinuities at Greenwich meridian
Longitude expressed in radians east of Greenwich meridian
Fan value from atmospheric noise maps

Coefficient to ensure single value at poles

Geographical latitude

Coefficient to ensure single value at poles

Free space propagation constant

Geographical longitude

Measurement vector

Change in the clock bias

Difference in distance between groundwave and skywave signals
Difference between the interferer and receiver centre frequencies
Time difference between groundwave and skywave signals
Change in position vector

Change in the x direction

Shifts in origin

Change in the y direction

Surface impedance

Intrinsic impedance of free space

Refractive index of air

Phase of disturbance vector relative to groundwave vector
Phase retardation

Surface conductivity

XIII



List of Symbols

gy

0d

Oy

Oy, i

O-y,f

Og

Wro

Wy

Standard deviation of the variable ¢

Standard deviation of the range uncertainty

Standard deviation in position uncertainty

Standard deviation of range uncertainty in x direction
Standard deviation of i range uncertainty in x direction
Standard deviation of range uncertainty in y direction
Standard deviation of i"" range uncertainty in y direction
Standard deviation of the variable ¢

Bearing of station from receiver

Earth curvature and terrain height factor

Local oscillator (tuned) frequency

Signal frequency

Geomagnetic latitude

X1V



Table of Contents

CHAPTER 1
INTRODUCTION
i DIVEIVIEH BF TREME oo e s s e e S0
1.2 Contributions to knowledge ..........ccceeeveeiiiieviee e
CHAPTER 2
VEHICLE TRACKING TECHNOLOGIES

2.1 110 P o 1| T —
2.2 Vehicle Tracking Teehnologies sy
2.2.1 LOCAtION SYSTEIMS 1oiivvvvvierreeeiiiinnreeereeesiiiurnnrre e e e s ernnnnr s s e e ee e enanns s
2.2.1.1 Global Positioning System (GPS) ......cccoovvvvivriiniiiiciens
2812 Low Proquenoy SYBTRIMS vsmmmmes s s i
22,13 Cellular Networks.mmssmmmmeimmsissvmnsomsis i sosmis
FRBAB  BBAHIES oo vsscmmsescansmemsmusos oy o e SR B RSN SR BRSNS
222 Communication TeChNiqUES .....covcvviiveiieniiiirenr e
2221 VHEUBE Radus Laks . ovmmmmmanmimmammimmsimimss
2223 Cellular-communications wmssmmssmmisssmmessamiis s
2,223 Satellitc-communications ....icsissmsmsissmamvimmssiisvmes
223 Display SYSIEIMS ..vveveieiiriiniiere ettt eee s
ot Examples of Vehicle Tracking Systems.........ocoocvvviniiiiininiiniiinns
2.4 The Datatrak vehicle tracking system ...........cccoceiiiiviiiieiciniicininnn,
2.5 CONGIUBION cussuvammenvisiisimsvses ssmmven s SRR T AT SFEVIT

CHAPTER 3
DATATRAK LF TIMING AND NAVIGATION NETWORK

3.1 INErOdUCHION vvivieeciie i
32 Loeation Teehiitiies s @aieei sy
3.2:1 Time Difference Method (Hyperbolic) ..o
3.2.2 Phase Comparison Technique ..........c.cooevviiiiniieiniiiininnnn,

3.2.3 Time-of-Arrival Method (Circular)

324 Psevidoranging Operation; e i s i
33 A Brief Historyof Datatrake ..immasnemismamssssissioismmssssiiass
3.4 Datatrak Navigation Technology .........cceeoiiiiiiiciiiiiiiiiienins

3.4.1 TTANSIITETS. ..ottt

---------------------------------------------




Table of Contents

342
3.5

3:5.1

3.5.2

353
3.6

4.1
4.2
43
4.4
4.5
4.5.1
4.6
4.7
4.8
4.9
4.10

31

5.2

5.3
5.3.1
5.3.2
533
53.4

5.4

5.8

5.6

87

5.8

OB REOTE: vouuivos sosvsomenmviniesivs v s e e S R R TR R 23
L e R e 1450 T ———— 26
Datatral’s prediction methods .. msmmmamammisanivmssmss 28
Scientific Methods ........covvviiiiiii 29
A: better-way fof Datatrak ovimmonsansmmimmmmkmmsmmeam 29
LG DU scomnaon mmssmm s s 0 S R P 95 A S A A A 30
CHAPTER 4
GROUNDWAVE FIELD STRENGTH
INEEOAUCTION ..ottt siaeae e 32
What is groundwWave? ........cooveveiiiiiiiiee e 32
Predicting Groundwave Field Strength ... 33
Gronnd condustivity databass ... unmmmmsnsamimamsssaeraams 35
Millingtons: method .....wsssmameassmsomsmsmassssesnsmsssems o 36
Temporal Variation in Ground Conductivity ..........covvvviienvniniiiiiniennn. 37
Transmitter Radiated POWEES ...t 38
Triplemisnting the modelmmemumsammmnmisms s 39
Predicted feld strangths .o ammmsummnamsmasmsnsansmmsmnmsnmiese 41
VrTICATION 1.veiitiiiiiiiiieit ettt e 42
CONCINEION 1evrosssrrancasss sarsnssmnsmnmmenmonessbdi a0 43
CHAPTER 3
SKYWAVE FIELD STRENGTH
i1 12y (o) o DO OO TR —— 45
What 1S SKYWAVE? ...iviiieiieiiicciisiee i 45
Calculating skywave field strength ........ccoeviviiiniinii 46
gL 1B v B T (| e L L —_— 46
S0 BT PO s s oo savs s o u o a S T AR R A AR V34 s TR TR SRS 47
Slant propagation dIStanee ......uuwucsnmmramasmmo oo 47
Loss factor incorporating effects of ionospheric absorption, L, ............. 48
DevElohine the odel: oo vonmmmminss e e A TR 49
Prodiction Niodel Resulty..amemsenmsmomimmpmeemasnusosismsomimse 49
Temporal variation of SKywave........covviviviiii 50
SKyWETE BATINE .. orsosarssersscorsornmssonsrmsssonrsasesessiisassnishtsinssssisssmssvassinns sxasvii 51
Modelling Own-Skyswave FAAINg «uiesiesmsssavsmsssonsaammsaimsisi 54

XVI



Table of Contents

3.9
5.10
5.11

6.1
6.2
6.3
6.4
6.5
6.6
6.7
6.8

7l

7.2
7.2.1
Tl
723
724
7.2:5

7.3

7.4

8.1

8.2
8.2.1

8.3
8.3.1

8.4

85

Night-time field stretigth resillscoianmmsasmacsmsaas s
b g LT (3T S U R RO
CONCIUSIONS .1ttt ettt es et e e reenssere e

CHAPTER 6

RADIO NOISE

L )
L L T —————
Madeliing AGGDSPherE TOlBE . camunsmmismsssnasssmmsssesge
VEhICIE NOISE .viivieeiieiiiiiiireeie sttt e b s erb e e sne s s erbe s e esasserbeea e
Locator NOiSE FIOOT.........voiviviiiiiiieiiie s e eenae e
Using RadioNoise inithe Mods] .o ssmmmrimmsaimin
B72c% 5 S L RS S O PR
CONCIUSIONS ...ceiiiiiie it e e e e e araeens

CHAPTER 7

INTERFERENCE: MODELLING THE LOCATOR

PRI, ot S RO S I A T A AT AR b mama AT
Pass-band Inferferemen  ommmmmmmsmm s s s e
Frequency Limits of Interference .........ccccoeeviiiiiiiiii e,
Antenna and Front-end Filters ........cccccvvivieeiriiiiciiicis e
. R e
e ol 4o Tl T ——
OVRIA]] TRECSIBIIRS: «cs sommsmmsarmive e wmimsssve vos s AT AR RS ARV S AR
Blocking interference .........ccccovveiiiiiiiiiiiiciis e
CONCIUSIONS 1.ttt ettt ebb e saae s sbbbeesanaeserseesanneen

CHAPTER 8

INTERFERENCE: ANALYSING TRANSMISSIONS

1505 1 46 w1 ORISR TSP
Finding potential interference souUrces........ccoocvvviiiiiviveieiiiiiiierciiie e,
Limitations of the IFL........cccccoviiiiiiiiiiii e,
Power Speetra of Interferers .uvananimmnmmumamssmasimnssimmii
Medulation TYPes.. .oy s i smsissss i
Calculating levels of INterference...c.covvvieeeiiiiiiiiiieeeciiiceceeiie e,
Bl 1L o Ty TN




Table of Contents

8.3.1
8.5.2

8.5.2.1  Groundwave INtEITEIENCE .viivuvieeeeeeee it eeteeeeeeseeieseesseesessreessees

Frequeney Sepambion ... wwmesns st s s o et

BT T o BT S —

8.5.2.2  Skywave InterferencCe........covvvueiieiiiriirieireeiresieeseesiesesse e sresreens
8.5.3 Resultsiof Interference List ReGUOHON i siisiisiinsmsimmans
8.6 Calculating the interference/layers. . uimennimssimssssismssimssssin
8.6.1 Rogue TransSmiSSiONS.......ccoviviiiiiiieiiesieiieeine s
8.6.2 Signal-to-interference ratio .........c.ocerveeeiiiiereeecisce e
8.7 Livoator BIOukIng «mmmmmmsmim s s i s s itsives seasssaassonss
8.7.1 Redusing thelist. o uwpenummmsmanmmmnmenmammrsems s
8.7.2 Using the reduced blocker List.........cccooviviiiiiiiiiiiiiiiiieiisceceseean,
8.8 Overall signal COVEIage ......vvvrvevvriiiiriieiiese e s
8.9 T LR O i SR A G AR F3 v AT T LA A SRS TR RS AR AR AR RS
CHAPTER 9
REPEATABLE ACCURACY

9.1 TSI GO o ssumsmsnnvecesnisesessnimmessmverors sy T4 VS AR
9.2 Defining Repeatable ACCUTACY ........covvvviiviiiiiiiiiiiiiiriiece e
9.3 Phase UNCErtainty ......cceoviviiiiiiiiiiiiiiiieiiseiiieeeeieiesesissesinsessnaeseineeesnasssiee
9.3.1 IR0, T RTOR cimamensioroms s e o B A I T BT ST s
9.3.2 Phase and Position FIHS «ununmommmmmmssmsseim seasisiiimmi s
9.4 Locator least-squares algorithm ...........c.ccoovvviiiiiciiiiciiiiciiii e,
9.4.1 Locator-Specific Implementation............cccooovveeiiiiiicieniiiiece e,
9.5 Horizontal Ditution of Precision (HDOP) cswiiiinsmirimiississiissnpmes
9.5.1 L LD T —
9.6 Position UnCertainty .........ccoovvieriiiiiiiiieiiess e
9.7 Implementation in the model........c..ocoovviviieiiiiieseec
9.8 Establishing the filter factors .........cccvviiiiivieiiiii e
9.8.1 T ———
9.8.2 Stoke-on-Trent TESES ..coviviiiiiiiiiiiicec e
9.8.3 Milton Keynes TestS.....c.oovveiriieiiiiiiii e cee et see s see e
9.8.4 Computation of filter factors.........ccccvveeveviii e
39 CONEIMBIONG ..cccismvwsspmminmsvnsmmsmmesnss s TR e R A s TR

XVIII



Table of Contents

CHAPTER 10
MONTEATH'S METHOD: IRREGULAR TERRAIN AND PHASE DELAY
10.1 i3 1511 T 135
10.2 e 135
10.3 I D T L DU T — 136
10.3.1  Using the reSulfs ......ooverieiiiiiiiiecieiceeee s 138
10.3.2  Bangor Implementation and Verification ...........ccceevevvvvvinininnienininnenn. 139
10.4 o R e L 140
104.1 Conductivity and Coastline Databases ...........occumiiivinmiarnississsssnnsssns 140
10.4.2  Terrain Database.........c.ccoovvvvviiviiiiinnnn PP OTPRTTOPPT 141
10.5 INtEEVAL DISTATICE ..rosneressnnsssarnssessmmesnessssansesnsssessenssansasssansisass saanesssntngssnsns 141
10.6 Incorporating Monteath’s method into the prediction software............... 146
10.7 ) TE O LN OOV s 0 S S A S GO 147
10.8 Using the Monteath Field Strength Arrays........occccvvvviiiiviniiiinnne. 149
10.9 Phase Delay AITAYS ......cooivieriinieiiiiieeininntes e 151
10.10 CONCIUSIONG i T R TR S R ST 153
CHAPTER 11
ABSOLUTE ACCURACY AND CONFIDENCE FACTOR

11.1 Introduetion e s s s s e e 154
11.2 Method of Predicting........ccvvviviiiiiee e et 155
11.3 MEEROTE NIOHBL . oo nennssmmmeeransrsemnsmmasmmssnssrassss s FA A R T 155
U1:3:]  Station DEAYE sumemsrmmm s e i s s i s T 157
11.3.10.0 Additional Delay.........cceeiviiiiiniiniieiiieie e 158
11.3.1.2  Station Delay Measurements..........covivervieeeeiienieesssnsisnnsessineenns 160
11.3.2  Computing the apparent ranges.........cevuvvrreerriiireenimmmerimnniressanineeenns 161
11.4 ) 1 L T — 164
11.5 ADSOIVIE BOCUTBEY 1ocussimscoimsunsimssmsosmm s mresse s vse s ma s s s sams soesssarsses 167
11.6 Confidence FaCtOr .. .ccviiiiiiiieciie e 168
11.7 VrITICALION 1.ueiiviiiiie ittt 170
11.8 Investigation of the ground conductivity database.............ccoocvvviviiiniiinnenn 172
11.8:1  Fubure WOTK smmminsorsvsmmisvinsyssssnsessssivssiviiesvessseiiis i svsessasss s 174
1158 CONCIUSTONS ..ttt ittt et 174

XIX



Table of Contents

CHAPTER 12
CONCLUSIONS
12.1 REVIEW OF THEBIS . .ivnsorsiniomsnmbnisios s i i s o ss s s oo na v s 177
12.2 BANgor Datatrak Performance Analysis Software Suite (BANDPASS). 180
12.3 PUrther Work .. . cusmsims s veisimsssamsemess sas it sms remmmsassmes s Gasans 180
12.4 CONCIUSTONS 1ottt e 181
R R R B N B R o r o o B R R oo T ey B R S s R T e A e 182
APPENDICES
APPENDIX A Official Technical Specification of Mk4 Locator............ccccceviiiinnns 191
APPENDIX B Specifications of the Datatrak Coverage Prediction Software .......... 193
APPENDIX C Field Strength Measurements ........ccocovvivvmeeriiiiminiecmiinin o 194
APPENDIX D  Atmospheric Noise Model Manual Checks.......ccoccvviiviiviiiiiinininenn. 196
APPENDIX E  Calibration of Locator Internal Voltages to Signal Field Strength.... 198
APPENDIXE Modelled Bmission ClAsses ovmasmmsmssimsnsissosssmiisseis 200
APPENDIXG Example Test of the FDR Algorithm.......ccccovviiniiniiiiiniinnn. 206
APPENDIX H Description of Monteath’s Method...........cocvviiivnniiiniiciice, 209
APPENDIX]  Details of Baseline Extension Measurements .............ccooceveninniinnnnns 212
APPENDIXJ Coordinate Conversion between Ellipsoids........c.ccoceviiiiiiiciniininin 218
APPENDIXK Locator Slot Seleetion ..o ssmsnssnes 220
APPENDIRL. Publisalions ,..cuwismmmummasermvivenmsmmmrsammsammmsvsmyiomass wossssos 223
APPENDIXM BANDPASS Instruction Manual..........ccccoooevriiniiiiiinnininnn. 246

XX



Chapter 1

Introduction

The Datatrak' Automatic Vehicle Location System (AVLS) has been in operation
since 1989. It began as a commercial venture between Securicor and Wimpey, who
required a secure, reliable method of tracking vehicles in real-time in the UK.
Securicor is a commercial organisation that specialises in high security transport. For
example, part of their service is the transportation of millions of pounds worth of cash
every day in the UK [1]. Clearly, a system that can track these vehicles if they were
stolen would be of great benefit. So, in order to maintain the security and reliability of
the AVLS, the system was built from scratch and maintained by the operating
company, formally known as “Datatrak”. In May 2000, the AVLS was taken over by

Siemens, and the operating company became Siemens Datatrak Ltd.

The AVLS comprises the three major parts as shown in Fig. 1.1: the timing and

navigation system, the communications system, and the display system.

~

~ 7
. ML
Navigation and Timing %
LF Transmitter § LF Transmitter

Vehicle Location, .
Data Tracked Vehicle
~
y 4

™~ Datatrak
Control Centre
4 |
UHF Base Station Customer Display System

Fig. 1.1 - Overview of Datatrak Automatic Vehicle Location System

' In this thesis, “Datatrak” can refer to the system, or the name of the operating company.
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The navigation system is the section that determines the locations of the vehicles. It
also provides the timing and synchronisation needs of the system. To ensure
reliability, especially in city centres, low frequency (LF) technology is used. The
navigation system was designed by former engineers of another LF navigation
system, Decca Navigator, who used their expertise and experience to best effect in the
design. Unsurprisingly, many of the techniques used in the Datatrak system are
derived from the Decca and related systems. The result was a 13-station UK network
that covers 95 % of all road traffic, even in the urban canyons of city centres. The

system has since expanded to several other countries.

Once the location of the vehicle has been calculated, position information is relayed
back to the Datatrak Control Centre via multiple ultra high frequency (UHF) base
stations. The system’s reliability is ensured by the high number of these base stations.

The control centre then forwards the information to the correct customer.

Vehicles’ positions are displayed on maps, together with other information generated
on-board the wvehicle (e.g. status, messages). Datatrak provides a two-way
communications system via the UHF sub-system, which means that the customer may

also send information to the vehicle.

Planning a brand-new Datatrak network is not a trivial task. Two separate radio
systems must be designed: the LF timing and navigation system, and the UHF
communications system. Great care is required to ensure maximum coverage in the

area of interest.

In this thesis, we shall concentrate on the planning of the LF timing and navigation
system. At Datatrak, there is a pool of experienced engineers who have designed and
developed the Datatrak networks currently in operation. However, their planning
process is costly in terms of both time and money, since the design techniques are

mostly manual.

The University of Wales, Bangor, has many years of experience in developing
computer propagation modelling tools. The Bangor techniques can be used to help

Datatrak engineers plan new networks, and improve existing ones.

2



Chapter I - Introduction

In this thesis, we propose a computer-based Datatrak coverage model which allows
the company to plot the coverage of their timing signal, and analyse the coverage and
performance of their navigation system. The results should prove to be of great value

to Datatrak engineers, as they seek to reduce the cost of planning new networks.

In the Datatrak system, the performance of the system will be determined by signal
availability and accuracy of the positions. Datatrak make no claims on the integrity
and continuity of the system. So, in this thesis, these performance factors will not be

considered.

1.1  Overview of Thesis

Chapter 2 introduces the world of vehicle tracking systems. There are a variety of
methods for determining the positions of vehicles, communicating the information
back to the customer, and displaying that information. We will identify the technology
in use by other vehicle tracking systems, and demonstrate the advantages and
disadvantages of their use in this particular application. We will show that Datatrak is
unique in terms of technology used, and its system ownership and maintenance

arrangements,

In Chapter 3, we will investigate the main subject of this thesis in more detail: the
timing and navigation section of the Datatrak system. The techniques used in
determining the position of vehicles will be discussed, together with the methods
currently used by Datatrak to plan their networks manually. These current methods do
not take into account all factors that determine the coverage and performance of the
system. This chapter will set out the objectives and scope describes of the more
accurate and comprehensive modelling tool that will be developed throughout the rest
of the thesis. For the following five chapters, we concentrate on the coverage of the
timing and data signal, then move on to the performance and coverage of the location

service.

In Chapter 4, we investigate the wanted groundwave signal from the Datatrak stations.

Being an LF system, Datatrak enjoys the stability of groundwave propagation, as




Chapter 1 - Introduction

documented by the International Telecommunication Union (ITU). This information
is used to predict the strength of Datatrak groundwave signals. The techniques used
are based on those developed and verified by Poppe [2] for modelling the coverage of

radiobeacon Differential GPS (DGPS) systems, which have been applied world-wide.

Skywave is a mode of propagation that can cause disruption to a Datatrak signal.
Chapter 5 describes how the skywave produced by Datatrak’s own transmitters can
cause fading at relatively close ranges from a station. Since skywaves are only
significant at night, the model must differentiate between day and night operation.
ITU methods of calculating skywave field strengths will be employed. As the
fluctuating skywave interacts with the groundwave, it can cause deep fading, resulting
in unreliable receiver operation. Using Poppe’s own-skywave fading analysis, the
fading statistics of the Datatrak signal are modelled. The end result is a night-time
coverage plot of each Datatrak station. Later, in Chapter 9, positioning errors caused

by skywave fluctuations are analysed.

Another major factor determining Datatrak coverage is radio noise. In Chapter 6, we
analyse atmospheric, receiver, and vehicle-generated noise. The atmospheric noise
analysis is based on ITU data; the Datatrak model utilises an electronic version of this,
to maximise flexibility. The levels of the other noise sources are based on Datatrak’s
operational experience and measurements. For the first time ever, the new model lets
the signal-to-noise ratio of Datatrak signals be calculated and used to determine

coverage.

Chapters 7 and 8 look at the very complex subject of interference. In Chapter 7, we
analyse the Datatrak receiver to determine its susceptibility to interference. Two
forms of interference are identified, and the filtering and overloading characteristics
of the receiver are analysed. Chapter 8 then builds the results of these analyses into
the coverage model. Using a comprehensive ITU list of stations it identifies potential
interferers and quantifies their effects, so allowing signal-to-interference ratios to be
calculated. For the first time, we can determine the coverage of a Datatrak signal

taking interference into account.
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In Chapter 9, we examine the performance of the navigation system. We develop a
method of calculating the uncertainty in each station’s navigation signal due to own-
skywave, radio noise, and interference. Then, by analysing how the Datatrak receiver
calculates its position using many navigation signals, the overall uncertainty in the
position fix can be calculated. This has never previously been done for the Datatrak

system.

Chapter 10 returns to the subject of groundwave signals. Since the LF signals are used
to determine the position of Datatrak receivers, any variation from the assumed path
characteristics can cause the resulting position to be incorrect. In particular, ground
conductivity and terrain height can have significant effects on the measured range to a
station. Monteath’s method, described in this Chapter, allows not only the field
strength but also the signal delays of Datatrak paths to be calculated, using a complex
model of the earth. In this way, the model can predict the effects of these delays on
measured ranges. Also, the more accurate field strength values calculated using

Monteath’s method are used to improve the accuracy of coverage predictions.

Chapter 11 estimates the effects of the signal delays predicted by Monteath’s method
on the accuracy of the measured positions, by simulating the algorithms used in the
Datatrak receiver. It also analyses the Datatrak “confidence factor”, an important
measure of the alignment of the multiple pseudo-ranges in the position solution. These
features allow the model to be used to identify those areas of the network that are

particularly susceptible to ground conductivity and terrain effects.

Chapter 12 draws together the conclusions from this research and proposes future

work.

1.2 Contributions to knowledge

The candidate claims to have made the following contributions to knowledge:

o Identified areas in the current Datatrak planning strategy where computer-

based propagation modelling can be of benefit.
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Identified and verified appropriate methods for calculating the groundwave
field strength of Datatrak signals. Employing these methods to create the first
coverage plot of a Datatrak signal based on field strength.

Updated and added data to the Bangor Ground Conductivity Database.
Identified and verified the appropriate methods for calculating the night-time
skywave field strength and fading statistics of Datatrak signals. Employing the
results to create the first night-time coverage plot of a Datatrak signal, based
on field strength.

Created, using ITU data, a highly-versatile atmospheric-noise mapping tool
able to calculating atmospheric noise intensity anywhere in the world, at any
time.

Collected noise data from Datatrak measurements, and combined it with
atmospheric noise data, to create the first coverage plot of a Datatrak signal
based on signal-to-noise ratio.

Created the first comprehensive model of an Mk4 Datatrak Locator to
determine how it deals with interference, taking into account both the
frequency response and the blocking susceptibility of the Locator.

Created a comprehensive model that uses the Locator frequency response to
accurately calculate the degree of rejection the Locator will offer to each
potential interferer, including its sidebands.

Developed a coverage model to identify areas where the Locator will fail due
to blocking.

Produced an algorithm to identify, among the large number of potential
interferers, those whose interference could reduce coverage.

Created the first coverage plot of a Datatrak signal based on skywave, noise,
and interference.

Proposed and implemented a method for predicting the resulting degree of
uncertainty in measured ranges based on the ratio of groundwave to skywave-
plus-noise-and-interference.

Developed a model of the algorithms in the Locator that allows the uncertainty
in the resulting positions to be calculated.

Created the first plot of repeatable accuracy of a Datatrak network. Also,
produced the first Weighted Horizontal Dilution of Precision (WHDOP) plot
of the UK network.
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Proposed the use of Monteath’s method for calculating the field strength and
signal delay of Datatrak signals over inhomogeneous, irregular, terrain.
Identified suitable databases for use by Monteath’s method.

Identified a suitable interval distance for use by Monteath’s method when
analysing Datatrak signals.

Created the first field strength plot of a Datatrak signal using results from
Monteath’s method, and employing the results to produce high-resolution
repeatable accuracy plots.

Developed a model of the network, using Monteath’s method, to calculate
correctly the time delay between the master clock and the Locator.

Measured the delay at Datatrak stations, and used the results in this model.
Identified the significance of non-uniform signal propagation velocity close to
transmitters, and used Monteath’s method to account for it.

Developed a model of the Locator that allows the position to be calculated
using the ‘measured’ ranges as calculated by the network model.

Created the first position error (absolute accuracy) plot of a Datatrak network.
Created the first confidence factor plot of a Datatrak network.

Identified the limits of the databases used by Monteath’s method, and their

effect on the accuracy of the above results.




Chapter 2
Vehicle Tracking Technologies

2.1  Introduction

An Automatic Vehicle Location System (AVLS) is an arrangement that allows
organisations to track their vehicles so as to maximise the effectiveness with which
they manage their fleet. By knowing the positions of their vehicles, they can plan the

most efficient methods of moving them around.

Many vehicle-tracking systems are designed with vehicle security in mind. An
organisation that carries high-value goods, such as cash being moved to and from
banks, requires a robust tracking system in case of theft. If a vehicle is stolen, it may
take just a few minutes to locate it and allow the police to investigate. The benefits
include lower insurance premiums and minimum disruption in the event of vehicle
theft.

In this chapter, various location and communication technologies for vehicle tracking
are discussed. This thesis will concentrate on the Datatrak AVLS. The technology
employed by Datatrak was designed to provide exceptionally-high security and
reliability. The way in which this was achieved will be discussed in detail in

Section 2.4.

2.2 Vehicle Tracking Technologies

All vehicle-tracking solutions require three major components: a method of locating a
vehicle; a method of sending that information back to the customer’s control centre;
and a method of displaying the information. For example, the Quartix system [3]
employs a satellite location system, cellular networks and the internet for

communications, and a standard web browser to display the vehicles’ locations.

2.2.1 Location systems
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System Accuracy Availability | Jamming Coverage Cost to
resistance user

GPS <36m Good Bad World-wide Low

LF <100m Good Good Regional Medium

Cellular | 50m — many km Medium Medium Regional Medium

Galileo Better than GPS * | Good * Medium * World-wide * | Low *

* Predicted

Table 2.1 — Navigation systems used for vehicle tracking

Table 2.1 summarises the principal navigation systems used to locate vehicles within

vehicle tracking systems.

2.2.1.1 Global Positioning System (GPS)

The Global Positioning System (GPS) is currently the most widely-used navigation
and positioning system world-wide. It is a Global Navigation Satellite System
(GNSS) that employs 24 satellites in medium earth orbits (MEO) at an altitude of
20,200km, with orbital periods of 11h56m (Fig. 2.1) [4].

Each satellite transmits a unique pseudo-random noise (PRN) code; a GPS receiver
distinguishes between them, and de-correlates their signals, by generating the same
codes. It measures the times of arrival of the signals from each satellite. The satellites
also transmit details of their orbital parameters, enabling the receiver to establish their
positions in space at the moments of signal transmission. A receiver employs these
time of arrival measurements and satellites” orbital positions to establish its location,

in three dimensions.

Low-cost receivers designed for urban use are available, some optimised for vehicle
tracking. In city centres, these receivers are designed to reacquire rapidly signals

temporarily blocked by buildings.

Before May 2000, the satellite clocks and ephemeris were deliberately dithered in
order to restrict the accuracy of the system available to civilian users. This “Selective
Availability (SA)” technique produced a nominal position accuracy of 100 m, 95% of
the time. However, following a US Presidential Decision, SA was reduced to zero [4].

The position accuracy is now better than 36 m, 95 % of the time [5].
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Fig. 2.1 — The Global Positioning System (After: Dana [6])

However, the signals from GPS satellites are very weak (less than -155 dBm, but
higher than the specified minimum of -163 dBm [4]) which leaves them vulnerable to
interference. The recent Volpe Report stated: “As GPS further penetrates into the civil
infrastructure, it becomes a tempting target that could be exploited by individuals,
groups or countries hostile to the United States. The potential for denying GPS service
by jamming exists. The potential for inducing a GPS receiver to produce misleading
information exists”. Also, “The GPS service is susceptible to unintentional disruptions
from ionospheric effects, blockage from buildings, and interference from narrow and

wideband sources” [7].

There have been numerous reports of unintentional jamming of GPS, including by
defective UHF television aerial amplifiers and faulty test equipment [&, 9]. In the

latter case, the GPS service was denied out to 180 nm from the 0.8 mW ‘jammer’.

The Volpe Report also states that spoofing is possible. Spoofing is emulating satellite
signals, and transmitting deliberately erroneous information to nearby GPS receivers.
This will cause the resulting position fix to be inaccurate, possibly by many
kilometres. The ease with which GPS can be jammed greatly reduces its suitability

for tracking the high-security vehicles at which Datatrak is aimed.

10
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The current GPS modernisation programme will help mitigate problems with
intentional and unintentional blocking by adding additional civilian-accessible signals
at two frequencies. Other military-use signals will also be added, but will not be
available for public use [10, 11]. However, the new satellites are not due to be

operational until at least 2010 and their funding is still uncertain [12].

2.2.1.2 Low Frequency Systems

Many navigation systems have traditionally employed Low Frequency (LF) or Very
Low Frequency (VLF) signals [4, 13, 14, 15, 16, 17]. Datatrak, the subject of this
thesis, is an LF system. Decca Navigator (LF) [17] and Omega (VLF) [13, 14],
formerly provided regional and world-wide coverage for marine and land navigation,
using terrestrial transmitters. The Loran-C (LF) system [4, 15, 16] is used by marine
and aviation navigators, and also for vehicle tracking, both in stand-alone form [18]
and combined with GPS [19].

LF systems employ groundwave signals, which have very stable propagation
velocities. LF receivers determine their range from the transmitters either by
measuring the difference in the arrival times of signals from pairs of stations (early
Datatrak, Decca Navigator, Omega, and early Loran-C receivers), or by measuring the
times of arrival relative to an internal synchronised clock (later Datatrak and Loran-C
receivers). Earlier receivers required their output to be converted into latitude and
longitude by manual plotting on maps. More recently, advances in computing power

have allowed the receivers to make these conversions on-board.

LF systems have the advantage of being very difficult to jam. The received power
from an LF transmitter can be 100 dB greater than that of GPS signals. In order to jam
an LF signal, not only is a high transmitter power required, but also a substantial
antenna structure, which cannot be covert. A principal limitation of LF systems is that
skywave-propagated signals interfere with the groundwave signals at night, causing

deep fading and phase changes (see Chapters 5 and 9).

2.2.1.3 Cellular Networks
Using cellular telephones for navigation is a relatively new technique. The US E-911

standard requires the location of users who make emergency calls to be determined

11
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within 300m, 95% of the time [20]. Also, location-based services allow companies to

target potential customers whose locations are known.

Cellular networks identify the cell that covers each user’s location. By measuring field
strength, range from the base station can be estimated. The accuracy of the system
ranges from 50m to several kilometres [21]. The advantage of this method is that the
user need be in range of only a single cell and no modification to the handset is
required. A more accurate technique, “Enhanced-Observed Time Difference”
compares times of arrival of the mobile’s transmissions at a number of base stations.
Typical position accuracy is 50-150m [21]. But the mobile telephone must be in range
of at least three base stations, which is often not the case, and must be modified to

make use of the technique.

2.2.1.4 Galileo

Galileo is a proposed GNSS system, currently being developed. It is funded by the
European Union (EU) and European Space Agency (ESA) and is planned to be
operated under a Public-Private Partnership (PPP) scheme from 2008. Galileo signal
formats have yet to be finalised, but the latest plan suggests that the system will share
some carrier frequencies with GPS [22, 23]. A total of 10 navigation signals will be
available to users in the frequency range of 1164-1592 MHz. Some signals will
incorporate a data channel to transmit orbital parameters and system integrity

messages. Position accuracy is said to be better than GPS [24].

Galileo will offer two potential vehicle-tracking services. The Open Service (OS) will
be “free of charge”, “with no authorisation required”. The use of multiple frequencies
will minimise jamming. However, the service is provided with “no service guarantee
or liability” [24]. The Commercial Service (CS) is for higher performance
applications, with access via a signal decryption key. There will be a system guarantee
and liability, of a form yet to be decided. This may prove a selling point when

Galileo-based tracking systems eventually appear [24].

2.2.2 Communication Techniques
Once a vehicle’s location is known, it must be transmitted back to the customer.

Commonly, communications are two-way and support additional messages, including

12
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System Coverage | Availability Cost to user
VHF/UHF Radio Links Regional Good Low

Cellular communications | Extensive Medium - Good | Medium

Satellite communications | World-wide | Good High

Table 2.2 - Communication methods used by vehicle tracking systems.

vehicle status messages from the vehicle and despatching messages to the vehicle.
Table 2.2 shows examples of communication systems used by vehicle tracking

solutions.

2.2.2.1 VHF/UHF Radio Links

A common technique is the use of conventional mobile radio systems in the VHF or
UHF bands. These require substantial investment in terrestrial base stations (although
normally shared with other services) since propagation is essentially line-of-sight
aided by multipath reflections from buildings and hills. Once operational, the running

costs of such a system can be relatively low.

2.2.2.2 Cellular communications

Global System for Mobile Communication (GSM), General Packet Radio Service
(GPRS), and Simple Message Service (SMS) cellular communications are becoming
the most commonly-used forms of vehicle communication in tracking systems. The
technology is tried and tested, and the cost of the communications infrastructure is
shared across many users. Coverage is excellent in populated areas, and along major

roadways and motorways. One UK cellular operator has over 7,500 base stations [25].

Each vehicle being tracked requires a GSM/GPRS modem, with a unique Subscriber
Identity Module (SIM) card. Vehicle tracking service providers usually buy
GSM/GPRS bandwidth in bulk in order to reduce costs.

However, cellular coverage may be poor or non-existent in mountainous areas and
regions of low population density. So, reliability can be lower than that of operating a
VHF/UHF system.

13
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2.2.2.3 Satellite communications

Wide-area communications for international vehicle tracking require satellite
communications. The Inmarsat-C geostationary satellites provide global data
communications coverage, apart from Polar Regions [26]. GlobalStar uses 48
satellites in low earth orbit (LEO), at an altitude of 1414 kilometres, to give global
coverage [25]. EutelTRACS and OmniTRACS are fleet management systems
developed by Qualcomm, and employing the EutelSat series of geostationary
satellites. It provides not only a secure two-way communications system, but also a

proprietary position system with a claimed accuracy of 100 m [28, 29, 30].

A satellite communications channel, however, requires expensive outlay and high
running costs. For this reason, its use is usually restricted to applications that require

tracking in areas where the other services discussed are not available.

2.2.3 Display Systems

Most commonly, vehicle positions are displayed on a map, together with status
messages received from the vehicle. The interface between the system and the
customer is generally a proprietary one. However, the Internet is a fast and low-cost
method of conveying the information received from the vehicles to the customer,
requiring no specialised software or hardware. For this reason, it is rapidly becoming
the standard for providing a secure, but flexible interface to a vehicle tracking system.

Fig. 2.2 shows an example screenshot of the ViaWeb system provided by Qualcomm,

8 Fastron Map - Micranalt Intermet Laplorer

Location of Selected Event or Stop

ZomOu 4 4 4 4 44 WP F P lumk
N

e
3 LA eSS
wahire & ~ KIBATY e B !
Mg v Couly o ek 2

Tl 4

_ ¥ M

Magos T
e T
R v ﬂ'ﬁ
S 3
T ) —_—i.’—‘.'ﬂ?u.‘ “J el
p?] hisﬁ!\mm:c?‘mn, '_v__\f'.‘"
M
v
|

Fig. 2.2 - Screenshot of Qualcomm ViaWeb internet vehicle tracking service
(after [29]).
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System Location Communication | Display

Orange GPS/Cellular | Cellular  (Voice | Integrates  with  existing

Fleet Link and Data) business systems

Quartix GPS Cellular / Internet | Standard e-mail clients and
web browsers

StarView GPS Cellular/Satellite | Proprietary software and

(Inmarsat-C) standard web browsers

Datatrak LF UHF Proprietary map display and

communications package

Table 2.3 - Technologies used by some vehicle tracking systems (after [3, 25, 31]).

showing an event mapping solution [29].

Most systems provide a method of tracking vehicles’ positions over time on a map, so
enabling the customer to assess the efficiency of the routes taken and examine
possible improvements. A customer can usually see, at any time, where their vehicles
are, as required for fleet management systems. The user interface generally has some
form of communications package included so that customers can view status
messages from the vehicles, and send messages back in reply. There is usually some
form of alert function where the driver of the vehicle can signal an alarm (e.g. vehicle
being stolen) in the control centre. The appropriate authorities can be informed by the

control centre operatives, who will guide them to the vehicle in trouble.

2.3 Examples of Vehicle Tracking Systems

Table 2.3 shows the combinations of location system, communications and display
method employed by a number of vehicle tracking systems. Most, with the exception
of Datatrak, and StarView which employs satellite communications, use GPS
location, cellular communications, and proprietary map displays.. The reason for
choosing this combination is that off-the-shelf components are readily available to
provide positioning by GPS and cellular communications. This greatly reduces
development and maintenance time and cost, and allows the companies to concentrate
more on the user interface and the special features of the service they provide to the
customer. However, using this conventional approach means that companies must
accept that the availability of the service is mostly determined by third parties, and

that they themselves can do very little should the service fail.
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Fig. 2.3 - Overview of the Datatrak Automatic Vehicle Location System.

2.4 The Datatrak vehicle tracking system

Datatrak was originally designed for monitoring high-value cash-in-transit vehicles in
a highly-secure and ultra-reliable way; it still fulfils this primary function. A later
additional application is tracking stolen vehicles, both private and fleet ones. Datatrak
has some 30,000 users in the UK. The technology and the UK system are wholly
owned by Siemens VDO Automotive Ltd. Having all parts of the system under the

direct control of one company is the foundation of its high security and reliability.

The Datatrak timing and navigation network (Fig. 2.3) employs the low frequency
(LF) technology that is the subject of the research presented in this thesis. In some
applications and countries, the GPS also is used, especially in remote areas. Vehicles’
positions are reported via on-board transmitters operating in the 440-470 MHz UHF
band with a transmitter power of 10W. The communication system is two-way [32].
Datatrak have developed a range of display systems to serve a wide variety of

applications.

The LF system employs a network of transmitters operating at two frequencies,
specific to the network. The frequencies of all networks lie between 130 and 180 kHz.

In summary, the 13 stations that serve England, Wales, and Scotland (Fig. 2.4)
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Fig. 2.4 — Locations of the UK Datatrak LF stations

transmit precisely-synchronised carrier-wave signals in a time-multiplexed sequence.
The vehicle-borne navigation units receive these signals and measure their phases.
From these measurements, plus knowledge of the speed at which radio waves
propagate, they establish their ranges from the stations and hence their positions. The
accuracy is of the order of 100 m. Details of the transmissions and an explanation of

the operation of the receivers will be given in Section 3.4.

Each vehicle communicates its position fixes back to base in the form of short data
bursts in precise time-slots. It synchronises these transmissions by reference to the
timing of the signals it receives from the LF network. In some countries, these
communications are supplemented by GSM or GPRS two-way data transfer. The data
network is exceptionally efficient in its use of bandwidth and equipment; the 30,000
UK vehicles are supported on just 8 radio channels, with position updates being
passed at preset intervals of between 13s and 28 minutes depending on the

application [32].

The network of 108 UHF base stations passes data packets via a highly-secure data
network to a secure control centre, where they are decoded. Each customer is supplied
with position and status data from his own vehicles only. These are processed using a

standard software suite that supports two-way communications. Vehicle information
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is displayed by means of maps or data tables. Alternatively, the Datatrak information
is fed directly into the customer’s own command and control system and integrated

there with other data [33].

Datatrak networks have been installed in the UK, the Netherlands, Belgium,
Luxembourg, Argentina, South Africa, and Malta. Altogether, they serve a total of

some 45,000 vehicles.

The system has been designed to maximise security and availability, key parameters
for tracking high-value loads or cash-in-transit security vans. It was this requirement
that led to the choice of an LF tracking system, because of the high resistance to
jamming afforded by the strong signals, and the exceptionally-narrow bandwidths of
the phase-tracking receivers. Also, the transmitter network is highly redundant, the
receivers operating in an all-in-view mode. The communications system is under
Datatrak’s own control and employs Datatrak’s proprietary coding. The base station
network is also highly redundant, each vehicle transmission normally being received
by several base stations; this minimises jamming vulnerability and maximises data

availability.

2.5 Conclusions

In this chapter, we have reviewed the principal methods for locating vehicles and
communicating their positions in vehicle tracking systems. We have seen that most
systems employ GPS tracking and cellular communications. Datatrak, with its low-
frequency tracking and proprietary communications, is exceptional. These features are

employed to maximise its availability and minimise its vulnerability to jamming.

In the next chapter, we will examine in more detail the Datatrak LF timing and

navigation system, the subject of this thesis.
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Chapter 3

Datatrak LF Timing and Navigation System

3.1  Introduction

In this chapter, we will look at the Datatrak timing and navigation system. In
particular, we will concentrate on the positioning technique it uses for tracking
vehicles. Over the years, Datatrak have implemented more than one technique as the
computing power of the receiver increased. So, we will look briefly at the history of
Datatrak, and see how the system has developed and expanded over the years. The
design of a new Datatrak network is a complex and time-consuming process, since
many factors combine to determine the coverage and performance of the system.
Traditionally, new systems have been designed using manual techniques and the
experience of Datatrak engineers. In recent years, however, computer modelling has
made it possible to predict with considerable confidence the coverage and
performance of a number of LF systems. We propose developing a computer model of
this kind for the Datatrak system, to support the process of designing new networks.

That computer model will be the focus of this thesis.

3.2 A Brief History of Datatrak
The development of the Datatrak LF hyperbolic navigation system was begun in 1985

as a joint venture, codenamed ‘Project 430°, between Securicor plc and Wimpey ple.
In January 1987, a three-station system covering the London area was demonstrated,
with data transmitted from a vehicle to a base station via an early cellular telephone
modem. In May 1987, the system - now named Datatrak - was demonstrated on the
BBC Tomorrow’s World programme. It employed VHF communications. In 1988, the
first commercial unit containing both a vehicle LF receiver and a data transmitter —
termed a Locator — was produced. Communications were now in the 440 - 470 MHz
UHF band. Since then, the UK system has expanded to cover 95 % of the road traffic
in Great Britain. By 1998, Datatrak networks had been commissioned in 6 other

countries.
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Transmitter 2

Fig. 3.1 - Lines of equal time difference (TD) in hyperbolic navigation.
k, are constants

3.3 Location Techniques

3.3.1 Time-Difference Method (Hyperbolic method)

In the days gone by, when receivers did not possess the processing power of today’s
receivers, a simple location method was required. The method usually chosen was to
measure the time differences (TDs) between the synchronised signals received from
pairs of transmitters at precisely-known locations [13, 14, 15, 16]. The receiver did
not need an accurate reference clock in order to measure these differences since no
absolute time measurements were involved. Fig. 3.1 shows the loci of equal TD
between pairs of stations used in this way. The loci are hyperbolic curves with the

stations at their foci, hence the name of this method.

Fig. 3.2 - Determining location of receiver using hyperbolic mode of operation. Red
lines: measured lines of position (LOPs) from master and S, stations. Blue lines:
measured LOPs from master and S, stations. Yellow star: Receiver, at intersection
of green pair of LOPs.
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To generate a position fix using a hyperbolic system requires at least three
transmitters. In Fig. 3.2, the transmitter marked ‘M’ is the master transmitter. Slave
transmitters S1 and S2 are synchronised, or slaved, to it. The M-S1 pair generates the
set of hyperbolic patterns shown in red, the M-S2 pair those in blue. The receiver is at
the intersection of the M-S1 and M-S2 measured lines-of-position (LOP), shown in

green,

3.3.2 Phase Comparison Technique

In the Datatrak system, as in Decca Navigator on which it was based, receivers
measure time differences by measuring the phase differences between the signals
received from the stations. However, phase differences are ambiguous, with identical
values being received at intervals of integer numbers of cycles of phase difference.
Datatrak signals, with their frequencies of approximately 150 kHz, have wavelengths
of approximately 2 km. Along the baseline that joins two stations, moving half a
wavelength (approximately 1 km) from a point of zero phase difference advances one
phase, and retards the other, by half a cycle, so that the phase difference is again zero.

The region between lines of zero phase difference is known as a /ane. In a hyperbolic

First navigation signal: 140kHz

et |

I i i i L |
0 0.2 0.4 086 0.8 1 1.2 1.4 18
Time (s) x 10!

Fig. 3.3 - Principle of frequency difference method as used in phase comparison
technique to identify lane number of LOP
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Fig. 3.4 - Circular navigation patterns from three transmitters. The Locator is at the
common intersection point of the circles, marked by the yellow star.

system, the lanes become wider away from the baseline.

A means is required to resolve the lane ambiguity. To achieve lane identification, the
stations transmit at a second frequency. Phase differences measured at the two
frequencies are differenced; the result is phase differences at a frequency equal to the
difference between the two frequencies (Fig. 3.3). This much lower frequency has
much wider lanes. The phase difference measurements in these wider lanes allow the
receiver to identify the original, finer, lanes. The ambiguities in the wider lanes are a
long way apart and their ambiguities can usually be resolved by other means (see
Section 3.4.2). As the receiver moves, it keeps track of the lane number of each

station pair.

3.3.3 Time-of-Arrival Method (Circular)

In this method, the receiver measures its range from each transmitter by determining
the time the signal from the transmitter has taken to reach it. In principle, the receiver
carries an accurate clock, perfectly synchronised to a clock at the transmitter. It
measures the time-of-arrival (TOA) of the signal against this clock. It now knows the
time taken by the signal to reach it from the transmitter and so, knowing velocity of
propagation, it can compute its range from the station. The resulting LOP is a circle
centred at the transmitter; this mode of operation is termed circular. If three
transmitters are used, then the receiver is at the intersection of the three circles
(Fig. 3.4). In practice, circular mode operation normally employs an atomic clock to

minimise clock error.
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Fig. 3.5 - Datatrak antenna mast and transmitter housing. Photo taken at
Huntingdon.

3.3.4 Pseudoranging Operation

A third technique is employed in GPS [4, 13]. The receiver measures the TOA of each
satellite’s signals against a low-cost clock. The clock error, or clock bias, introduces
an equal error into each satellite’s TOA. The ranges from the satellites calculated
using these TOAs, are termed pseudoranges; they contain equal clock bias terms. A
GPS receiver makes at least four such measurements and, using a least-squares
technique, identifies the latitude, longitude, height and the clock bias that “best-fit”
the set of pseudoranges. The method requires substantial computational power in the
receiver. It can be applied in a two-dimensional phase comparison receiver (see
Section 3.3.2 above) with three stations, and with two frequencies to resolve the lane

ambiguities, as in Section 3.3.2.

3.4 Datatrak Technology

3.41 Transmitters

Each Datatrak LF transmitter radiates powers within the range 20 — 400 W on a pair
of frequencies between 130 and 160 kHz. The radiated power is a function of the

antenna height and signal frequency, and is chosen according to the requirements of
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Fig. 3.6 - Datatrak transmission timing sequence

the network. The antennae are guyed lattice-mast monopoles, 50 m in height in the

UK (Fig. 3.5), and mostly 100 m elsewhere.

All transmitters in a network operate at the same two frequencies, designated f; and f,
with £ about 10 % lower than f;. They transmit in turn in a repeating time-multiplexed
sequence (Fig. 3.6), each sequence lasting 1.68 s, and each transmission slot is 80 ms.
Within this 80 ms, the carrier is frequency modulated: at +40 Hz for the first 40 ms,
and at -40 Hz for the second. This modulation actually produces two navigation
signals from each carrier. These are designated fi., fi., /4, fo; the sign denoting the

direction of modulation.

The section of the sequence marked “Synchronisation and Data” in the figure is a
340 ms-long data transmission of 26 bits which conveys station almanac and receiver
parameter information to the receivers and also synchronises them to the network
timing. A further 60 ms of the 1.68 s cycle is given over to ‘guard slots’, which allow
for station and receiver settling between the f; and £ transmission sections and

between the 1.68 s cycles (not shown in Fig. 3.6).

The phases of the signals radiated by all the stations of a network are synchronised to
those radiated by a master station which takes its timing from a master clock. Stations
that are too far from the master station to reliably synchronise to it may do so via an
intermediate station. Each station synchronises to the master by operating as a phase

mirror, that is, the phase of the signal it radiates is controlled to match that of the

24



Chapter 3 — Datatrak LF Timing and Navigation System

signals it receives. More details of this important feature of the network will be given
Chapter 11.

3.4.2 Locators

We have learned that a Datatrak combined LF receiver and UHF transceiver is called
a Locator. The Locators being produced currently (Fig. 3.7) are the fourth generation
to have been developed; they are designated “Mk4” and will be the Locators
considered in this thesis. The first three generations of Locator operated in the
hyperbolic, phase comparison, mode. The UK frequencies result in baseline lane
widths of approximately 1 km. The difference between the two frequencies gives
coarse lanes of approximately 10 km width (see Section 3.3.2). A further stage of lane
identification is then provided by the 40 Hz phase modulations: the frequencies
[fi+-£i.] and [f5+- fo.] give lanes approximately 1,900 km wide. In this super-coarse
pattern, ambiguities are of little concern. However, super-coarse phase measurements
must be made very accurately indeed if they are to be used to identify lanes in the

coarse pattern with confidence.

Since the signals from a given transmitter on a given frequency is only available in a
series of bursts, the Locator employs an internal crystal clock against which to
measure signal phases. It is assumed that this clock is stable over the short time period
between transmission slots. The phase difference technique can then be employed, by

subtracting one of these measured phase values from another.

Fig. 3.7 - Datatrak Mk4 Locator and H-field Antenna.
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As the processing power of the successive generations of Locator increased, more
advanced station selection algorithms were developed. A problem with hyperbolic
mode operation is expansion of the lanes with distance from the baselines.
Uncertainties in the phase measurement due to noise lead to increased uncertainties in
the position fix and the repeatable accuracy worsens (Chapter 9). For this reason, the
mode of operation of the Mk4 Locators was changed to pseudorange. This mode also
accommodated the reception of many stations, the least-squares computation of
position being weighted in accordance with the signal-to-noise ratio of each station’s

signals.

Datatrak Locators of the earlier generations also employed whip antennas, which
supported both LF reception and UHF transmission. Current Locators use loop
antennas for reception. This change from E-field to H-field reception gives higher

signal-to-noise ratios in urban canyons and makes covert installations easier [34].

The very latest Mk4 Locators also include a GPS module so that it can use the LF and
satellite technology together to produce even more robust, accurate, position fixes. A
move to use GSM networks for communications is also being planned as a reliable

back-up to the UHF communications network.

The technical specification of the Mk4 Locator is shown in Appendix A.

3.5 LF Network Planning

In this thesis, we will concentrate on the LF navigation system, showing how to
predict the coverage and performance of a currently operating, or planned, network.

This will depend on the factors summarised in Fig. 3.8.

Since the system operates at LF, the main form of propagation used to make
measurement is groundwave. The signal leaves the transmitter and propagates along
the surface of the earth. The field strength and phase of this signal depend on the
nature of the surface over which it propagates. Ground conductivity, terrain height,

and signal frequency play major parts in determining groundwave behaviour.
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Fig. 3.8 - Wanted groundwave signals, and unwanted signals, received by Datatrak
Locator.

However, the groundwave is very stable in time, hence its suitability for navigational

purposes.

The absolute accuracy of a position fix also depends on the nature of the propagation
paths between the stations and the Locator (see Section 10.1). Any variation of
propagation velocity along a path from that expected by the Locator produce errors in
the pseudorange and the position calculated (Chapter 11). It will also affect the
confidence factor, which characterises the agreement between pseudoranges. When
the confidence factor falls below a preset criterion, and the Locator will deem the

position to be suspect and suppress it.

In order for the Locator to work correctly, the groundwave field strength must be high
enough. ITU data allows groundwave field strength to be predicted for a given type of
surface and frequency. Using this data, and knowing the characteristics of the
receiver, we can compute the maximum working range of the receiver from a
transmitter. Later in the thesis, a more sophisticated technique will be introduced that

takes into account the effect of hills and mountains on the signal.

At night, LF signals are refracted back to earth as skywaves which are added to the
groundwave signals at the receiver antenna, causing “own-skywave” signal fading and

variations in the phase measurements.

Radio noise can be caused by natural means (e.g. lightning), generated by the vehicle
which the Locator is in installed or neighbouring vehicles, or generated in the Locator

itself. So, the signal-to-noise ratio of the received signal must be adequate.
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Prediction Method

Groundwave Field Strength

Ground Conductivity ITU-R P.832 (CCIR)

Groundwave Propagation ITU-R P.368 (CCIR)

Coverage Method Range based
Skywave Field Strength

Method of Calculation Not Considered

Own Skywave Interference Not Considered
Atmospheric Noise Not Considered

Vehicle Noise

Taken to be 27dB-uV/m

Interferers
Information Various/Experience
By Groundwave Yes
By Skywave No

Repeatable Accuracy

Fixed phase uncertainty

Absolute Accuracy

None

Confidence Factor

None

Table 3.1 - Network prediction methods previously used by Siemens Datatrak.

Finally, interference from other radio services in the same frequency band as Datatrak
will be received by the Locator, via both groundwave and skywave. Some interfering
energy will penetrate the internal filters causing the signal-to-noise ratio to fall. Also,

a nearby powerful transmitter may overload the Locator, causing it to fail.

3.5.1 Datatrak’s current prediction methods

Table 3.1 shows the methods currently used by Datatrak engineers to predict the
various parameters required to determine the coverage and performance of a planned
network. They are rather crude, and some, such as the prediction of interference, are
based purely on the experience of engineers in the field. Groundwave coverage is
calculated using a simple ‘range’ method. Fig. 3.9 shows an example of a planned
network in Austria. Using ITU maps [35], the ground conductivity in the area is
estimated, and the appropriate field strength curves in [36] then gives the range at
which the field strength will have fallen to the minimum required by the Locator. This

range is then plotted on a map; see, for example, the red and blue circles in Fig. 3.9.

Skywave is largely ignored, except that a safe range limit is imposed in the Locators
in selecting stations that contribute to the position solution. The dominant noise
source is assumed to be vehicle noise. The repeatable accuracy prediction assumes
that all phase measurements have the same, constant, phase uncertainty. The position

error at any location then depends solely on the geometrical dilution of precision
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Fig. 3.9 - Range-based coverage plots for planned Austrian network

there. There is currently no means of predicting either absolute accuracy or

confidence factor.

3.5.2 Scientific methods

The Radionavigation Group at University of Wales, Bangor, has successfully
developed coverage prediction software for Loran-C and Radiobeacon DGPS
[2, 37, 38]. Like Datatrak, these systems employ LF groundwave signals. Also, many

of the coverage parameters such as noise, skywave and interference are similar.

These coverage models use arrays to hold information. The elements of an array
represent computation points that coverage the area of interest. They hold values of
groundwave field strength, skywave field strength, noise field strength, etc. (See
Section 4.7).

More recent developments have allowed both the field strengths and the phase
variations of Loran-C signals to be predicted over paths of non-uniform ground

conductivity and variable terrain height [39, 40].

3.5.3 A better way for Datatrak
The basis of this thesis is the proposal to explore the feasibility of developing a

coverage and performance computer model for the Datatrak system. It will be
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expected to predict all the parameters detailed in Table 3.1. Designing such a model
will require a deep understanding of the Datatrak system. It will then be necessary to
identify and adapt existing techniques and, where necessary, develop new ones. The
objective will be a computer model of the Datatrak system that will form a design tool

to be used anywhere in the world.

A specification for the model, proposed by Datatrak, is shown in Appendix B. The
Specification is structured in such a way that it follows the natural development of the
model. The model will be focussed on the Mk4 Locator with an H-field antenna,
which is the future Locator for Datatrak. Also, the existing UK system will be the first

network to be modelled, allowing measurements to be taken to support the model.

It is hoped that the model will greatly increase the efficiency and accuracy of
Datatrak’s planning strategy. It should allow engineers to assess contingencies, such
as the results of failures of individual stations. The model will also provide
information which Datatrak have not previously been able to predict. This will include
predicting the absolute accuracy of the network taking into account the changes of
propagation velocity along the signal path. The calculation of such effects is
extremely complex, and for a company to create such a models in a time-critical

commercial environment is very difficult.

3.6 Conclusion

In this chapter, we have looked at the Datatrak LF navigation and timing system in
more detail. Three methods of determining the position of a vehicle have been
considered. The hyperbolic and pseudoranging techniques have been used in the
Datatrak system. The pseudorange method has let Datatrak Locators produce position
fixes with higher repeatable accuracy over a larger area than the hyperbolic method.
The Datatrak system of time-multiplex transmissions allows all the transmitters to

operate at the same frequency, allowing for simpler receiver design.

Designing a new network is a very hard, time consuming, process. Many of the

parameters that determine the coverage of the signals in a network have previously
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either been calculated by hand, or using a rule-of-thumb approach based on

experience, or simply ignored.

However, computer models that predict many of the parameters required have now
been developed for other navigation and communication systems. Some of the
techniques can be adapted for Datatrak use. This thesis will describe how the Datatrak
requirements will be analysed and a scientifically-based Datatrak coverage and
performance model built using a mixture of modified existing techniques, and new
ones developed specifically for the purpose. The aim will be to create a computer tool
that can be used anywhere in the world, which will improve the accuracy and

efficiency of the network planning process.

The next chapter will examine the wanted signal: the groundwave signal from

Datatrak transmitters.
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Groundwave Field Strength

41 Introduction

The groundwave signal is central to the Datatrak LF system. Its field strength is one
of the major factors that dictates the coverage and performance of the timing and
navigation system. The attenuation of the groundwave signal as it propagates away
from the transmitter depends on the conductivity of the ground over which it passes,

the terrain, and range from the transmitter.

In this thesis, two very different methods of predicting groundwave field strength will
be demonstrated. This chapter will start with the less computationally-demanding
method. The more advanced method, which takes into account terrain height and also
calculates the phase delay of the groundwave signal, will be investigated in
Chapter 10. However, for the first half of the project, which did not concern itself

with signal phase, this simpler and quicker method gives sufficient accuracy.

4.2 What is a groundwave?
Groundwave is the main mode of propagation of radio waves at frequencies up to
about 2ZMHz. Because its propagation velocities are very stable in time, it has been

used to measure distances in many radionavigation systems [41].

In free space, radio signals travel in straight paths. However, at lower frequencies,
they follow the earth’s surface. In addition to dispersion, groundwave signals are
attenuated at a rate that depends on the conductivity of the surface over which they
travel. A higher conductivity surface, such as sea-water, results in a lower rate of
signal attenuation. Low-conductivity ground absorbs more energy from the radio
wave, and so cause the field strength to decrease more rapidly. The signal frequency
also affects the degree of attenuation: higher the frequency, the higher the attenuation,
for a given path [36, 42].
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Conductivity Ground Type Penetration Depth
{mS/m) (m)
5000 Sea water 0.58
30 Very good ground 7.8
10 Wet ground, good dry sail 13
3 Fresh water, cultivated ground 24
1 Medium dry, average ground 41
Mountainous areas
0.3 Dry ground, permafrost, snow covered |75
mountains
0.1 Extremely poor, very dry ground 130
0.01 Glacial ice 411

Table 4.1 - ITU Standard Ground Conductivity values (milliSiemens per metre)
and penetration depths of Datatrak signals

4.3 Predicting Groundwave Field Strength

The ITU publish charts for the 8 standard ground conductivity values listed in
Table 4.1. The highest conductivity is that of sea water at 5000 milliSiemens per
metre (mS/m), and the lowest that of glacial ice, at 0.01 mS/m. The charts (e.g.
Fig. 4.1) allow field strength to be determined as a function of range from the

transmitter at a given frequency and ground conductivity [36].

Poppe, who used the ITU curves in her model for the radiobeacon DGPS service,

represented each curve as a fifth-order polynomial which she expanded into equations
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Fig. 4.1 - Groundwave propagation chart for 150 kHz signal (after [36])
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Conductivity Co C1 C2 Cs Cs Cs
(mS/m)

5000 110.1811 | -32.5492 | 32.7954 |-30.9858 | 12.3267 |-1.7835

30 110.1811 | -32.5492 | 32.7954 | -30.9858 | 12.3267 |-1.7835

10 110.1530 | -30.7353 | 27.9819 |-26.8291 | 10.9284 | -1.6334

3 110.0982 | -27.5777 | 20.4989 | -21.4460 | 9.4992 -1.5580

1 110.0611 | -23.5378 | 10.2601 [-13.1707 | 6.6296 -1.2665

0.3 109.1080 | -31.4541 | 34.3023 |-36.5951 | 14.6218 | -2.1928

0.1 108.0217 | -28.8112 | 28.2534 | -38.7146 | 17.1743 | -2.6607

0.01 104.0515 | -30.4546 | 11.5239 |[-22.1582 | 11.6544 | -2.0461

Table 4.2 - Polynomial coefficients used in the model to represent ITU 150 kHz curves

such as that shown in Equation (4.1), in order to minimise computation time [2]:

Grd,y, = ¢, +1d (¢, +1d (e, +1d (c; +1d (c, +1dc;)))), @.1)

where Gndgp is the groundwave field strength for a 1 kW transmission, C,, is the n'"

polynomial coefficient for the given ground conductivity, and /d is logo(range in km).

We will use this technique for the Datatrak system, replacing Poppe’s 300 kHz
coefficients with new ones calculated for Datatrak frequencies (130-180 kHz). ITU
publish curves for 120 kHz, 150 kHz and 180 kHz. We could use all three sets of
curves, and interpolate between them for the Datatrak frequency in use. But the
120 kHz and 180 kHz values differ from the 150 kHz values by less than 2 dB, a
figure comparable to the accuracy with which one can read the values from the
printed charts and the errors in the polynomial representation. The increase in
computation time and complexity of using three charts and interpolating would thus
bring no significant accuracy benefit. The 150 kHz curves will be used at all Datatrak

frequencies.

The coefficients for the Datatrak use are shown in Table 4.2. The equivalent
polynomial curves are shown in Fig. 4.2, the stars indicating the data points read from
the ITU charts to which the polynomials have been fitted. The polynomials generally
fit the data to better than £1 dB, which is acceptable given the accuracy of the printed
ITU charts. Note that there is no significant difference in attenuation between sea-
water and 30 mS/m ground, as there is no difference between the two curves in the

ITU document.
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Field Strength (dB-y.V/m)
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Fig. 4.2 - Groundwave propagation curves for Datatrak signals from Table 4.2.
Stars: data points to which curves are fitted.

4.4 Ground conductivity database

Before the curves can be used to help predict the coverage of a Datatrak system, the
ground conductivity distribution must be known throughout the area of potential
coverage. The ITU “World Atlas of Ground Conductivities” contains ground
conductivity maps of many individual countries [35]. These maps are mostly

quantised into the 8 ITU standard ground conductivities (Table 4.1).

The contents of the maps in [35] for European countries have been assembled into a
single database at a resolution of 0.1° of latitude and longitude (approximately
11 x 7 km in the UK). Non-standard ground conductivities used in the maps of a few
countries, which include the UK, have been rounded to the nearest ITU quantised
value [35]. Part of the database is illustrated in Fig. 4.3. Most of Europe and North
Africa has ground conductivities of between 1 and 30 mS/m. Norway is an exception,
with remarkably low ground conductivity that drops to 0.01 mS/m in some parts of its

mountain ranges.

Datatrak also operate networks in South America and South Africa, outside the
existing ground conductivity database. So, these large areas were digitised from the

ITU maps as part of this work. Also, the values for all European countries were
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Ground Conductivity (mS/m)

Fig. 4.3 - Ground conductivity in Europe and North Africa

carefully checked against the latest ITU maps and updated where necessary.
Importantly given that a Datatrak network is being planned for the country, north-east
Austria is now shown to have lower conductivity land than previously. Data was also
added for Hungary. Thus, the map could be used for planning a new system proposed

for Austria (Section 3.5).

4.5 Millington’s method

Most propagation paths from transmitters to receivers are inhomogeneous; that is,
they have sections of different ground conductivities. The ITU recommend the use of
Millington’s method for estimating the signal attenuation over such paths [36].
Fig. 4.4 shows a path with three sections of lengths d,, d, and d3, the signal travelling
from land (green conductivity curve) to sea (blue curve) and back to land (green
curve). The figure illustrates the Millington process. The attenuation over the first
section is determined using the green curve, the appropriate one for its conductivity.
Then, the additional attenuation contributed by the second section is determined from
the part of the blue curve corresponding to its spread of ranges from the transmitter.
Finally, the additional attenuation contributed by third section is determined using the
green curve again. We finish up with an overall attenuation value for the path. The
transmitter and receiver are then interchanged, and the process carried out in the

opposite direction, resulting in a second attenuation value. Millington’s method is

36



Chapter 4 — Groundwave Field Strength
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Fig. 4.4 - Graphical representation of Millington's method, applied in one direction
based on the principle that the best estimate of the actual attenuation is the average of

these two estimates.

If the radiated powers of the transmitters are then known, the field strength at the

receiver can be calculated from the attenuation using Equation (4.2):

E

ground

B
=C-A4,+10log| —Za | 4.2
dB g[looo] ( )

where Eg g is the field strength in dB-pV/m, C is the field strength at 1 km with a
1 kW transmission. For a Datatrak frequency of 150 kHz, C is 110.0 dB-pV/m [36].
Agp 18 the attenuation in dB, as calculated using Millington’s method, and Py is the

radiated power, in Watts.

4.5.1 Temporal Variation in Ground Conductivity

We need to consider whether snowfall, or the freezing of seawater or ground in
winter, significantly affect ground conductivity at Datatrak frequencies. Following the
approach of Poppe [2], Table 4.1 shows the penetration depths (or “skin depths”) of
the Datatrak signal into ground of various conductivities; this is the depth at which the
field strength has fallen to the surface value divided by e, or 37% of the surface value,
an attenuation of 1 neper [13]. Consider sea-water (5000 mS/m) covered with, say,
2 m of ice (0.01 mS/m), as could happen during winter. The penetration depth through

ice is more than 400 m, so very little energy will be lost in the ice. Most of the energy

37



Chapter 4 — Groundwave Field Strength

will be dispersed in the sea-water below, with its skin depth of less than a metre. So,
the effective surface conductivity remains close to the summer value and the
groundwave attenuation calculated using Millington’s method will remain valid all
year. The same reasoning can be applied to snow covered or frozen ground. Little
energy will be lost in the few metres or so of snow and frozen ground, and most of the
energy will be dissipated in the soil below. The implication of this is that the

calculated groundwave attenuation applies all year round.

4.6 Transmitter Radiated Powers

Before the field strengths can be calculated, the radiated powers of the transmitters
must be known. Datatrak believed that all UK transmitters were radiating 40 W on f;
and 20 W on f; [43, 44]. The difference in power is due to two factors: f; is a lower
frequency than f;, so the antenna efficiency is less; and, the antenna tuning is
optimised at f;, with a capacitor switched in to resonate the system at /5, but with less-

than optimal impedance matching.

Given the importance of using correct values of radiated power in the model, it was
decided to measure the values at a number of sample stations. The calibrated field
strength measuring equipment and measurement technique described in Appendix C
was employed close to the Southport, Stratford-upon-Avon and Huntingdon
transmitters. The locations of the measuring sites were established using a GPS
receiver. These sites were carefully chosen to be clear of trees, which can attenuate
local signals, and of power lines which can cause local disturbances of signal level
and may radiate interference. The sites were also at least one-half wavelength (at least

1.1 km for Datatrak) from the station to avoid induction-field effects [42].

The following equation is used to compute radiated power from the field strength

measured at a known range from the transmitter:

2
P =[“;’50E j , 43)

where P, is the radiated power in kW, d is the range from the transmitter in km, F is

the measured field strength in mV/m.
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Station Measured Radiated Power (Watts)
fi [
Huntingdon 36 23
Stratford 85 43
Southport 40 22

Table 4.3 - Measured radiated powers of three Datatrak transmitters

This equation assumes a short monopole antenna over a perfectly conducting flat
plane [45]. UK Datatrak antennas are 50m high, very short compared to even the
shorter f; wavelength of approximately 2 km. The measurements were made at ranges
of between 1.1 km and 6.2 km. Figs. 4.1 and 4.3 shows that over these very short

ranges, ground conductivities of the values found in the UK have negligible effect.

The results of the experiment are shown in Table 4.3. The results for Huntingdon and
Southport agree with Datatrak’s figures to within 0.6 dB. But Stratford’s radiated
powers are more than 3 dB higher. According to Datatrak engineers, this may be due
to the higher soil conductivity at Stratford’s raising the efficiency of the antenna-earth
system. All other transmitters, apart from Huntingdon, are on coastal sites, which
generally have lower soil conductivities, and lower radiated powers. Southport is an
example. In the model, the radiated powers measured will be used for those
transmitters investigated and the Datatrak figures of 40W on £, and 20W on f, for the

others.

4.7 Implementing the model

We now have all the information to calculate the field strengths of the Datatrak
signals around each transmitter, using Millington’s method to calculate the
attenuations of the signal paths. To make optimum use of processing time, it was
decided to generate once-and-for-all arrays of attenuation values covering the regions
surrounding each Datatrak transmitter (Fig. 4.5), following the technique developed
by Poppe [2]. Each element of the array is a ‘calculation point’ at which the signal
attenuation from the transmitter is calculated using Millington’s method and stored
there. Storing attenuation rather than field strength, allows field strength values to be

computed for any value of radiated power, using Equation (4.2).
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Fig. 4.5 - Array method employed in software model. Black dots are calculation
points. Red line is propagation path from transmitter to calculation point.

Let us first calculate the “timing and data signal” range of the UK Datatrak stations,
since this can be done for each station in isolation; later computations concerned with
position measurements will involve combinations of stations. Datatrak state that the
Locator requires a 15 dB minimum signal-to-noise ratio (SNR) to acquire and use
these signals and that the Locator’s own noise floor is at the equivalent of 5 dB-pV/m
field strength [46, 47]. (We will question this latter figure in Section 6.7, but let us
accept them at face value for now.) Thus, a minimum field strength of 20 dB-pV/m is

required.

The model must employ computation arrays extensive enough to accommodate the
transmitter with the highest radiated power of all Datatrak stations: this is a
transmitter in Austria that radiates 380W [44]. The greatest range at which the signal
from a transmitter of this power will have fallen to 20 dB-pV/m would be over an all-
seawater path. ITU curves show that the range would then be 1450 km. To
accommodate this range, a transmitter in the UK would require an array of
2900 x 2900 km, or 26° of latitude by 45° of longitude. If we retain the point spacing
of the attenuation arrays, 0.1° latitude x 0.1° longitude, which is the resolution of the

ground conductivity database, the array will require 133,400 elements.

Again, the implementation developed by Poppe is used to generate the arrays. She
showed that her technique was accurate and she made measurements to validate the

results. So, since the task of calculating the Datatrak groundwave field strengths is the
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same as for her DGPS system, the original ‘C’ code developed by Poppe was analysed

carefully, and used in the Datatrak prediction model, with some minor bug fixes.

The software was much improved with the inclusion of a graphical user interface,
written in Microsoft’s Visual C++ environment, which plotted the results on the
screen as part of the coverage prediction process. Unlike previous Bangor models,
including Poppe’s, the Datatrak prediction model did not require third party software
to view the results. The purpose of such a design was to make the model much easier
and faster to use. For example, the user is able to use the mouse to point and click on
the plot to print the field strength of the signal at that point. Also, there is a very

useful zoom function that allows the user to magnify areas of interest.

Each Datatrak signal attenuation array took approximately 3 minutes to compute on a
Pentium III computer running at 650 MHz with 256 MB of memory. Arrays for all 13
stations of the UK network were completed in less than an hour. Recall that each
station has one attenuation array to represent the two centre frequencies, as described

in Section 4.3,

4.8 Predicted field strengths

Fig. 4.6 shows an example plot exactly as produced by the Datatrak prediction model:
it is the field strength array of the £; signal from the Stratford transmitter. The colours

that represent the field strengths have been quantised for clarity.

The outer boundary is the 20 dB-uV/m contour, the coverage boundary for the timing
signal. This coverage boundary is, of course, much more complex than the simple
range circles currently employed by Datatrak, since it takes ground conductivity into
account. Coverage range is greatest over sea-water, especially along the Bristol
Channel. Signal attenuation over Devon and Cornwall is very clear, as is the more
dramatic attenuation over the very low-conductivity ground of Norway. Throughout
the UK, except in the Orkney and Shetland Islands and the northern Hebrides, the
field strength is at least 30 dB-puV/m, well above the minimum level that Locators

need to work correctly.
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Field Strength (dB-uV/m)

Fig. 4.6 - Predicted groundwave field strength of f; signal from Stratford Datatrak
station

4.9 Verification

Let us consider what confidence we can place in this model, verifying it by
measurements. The model is based on data collected by the ITU over many years, and
the purpose of verification is certainly not to attempt verify their data or methods.
That has been done elsewhere; the objective here is to confirm that the model is

implementing them correctly.

Again, the field strength measurement equipment was used to measure the field
strengths of Datatrak signals. The same measurement techinque as before was used,
with the spectrum analyser operarated in its time-domain mode. Since, the stations
transmit in pre-defined sequence, the pulse from each can easily be identified. Of
course, one must careful to ensure that the antenna is pointing in the correct direction

for each station, using the technique described in Appendix C.

Station Range | Radiated | Predicted Measured Difference
Power Field Field
Strength Strength

(km) (Watts) (dB-uyV/m) | (dB-pVim) (dB)

h |h A f fi L S WE!
Huntingdon | 157 36 |23 |49.7 | 477 | 503 |47.8 | 0.6 0.1
Stratford 117 85 |43 |56.3 [53.5 |558 [543 [-05 |08
Lowestoft | 259 40 |20 |448 |418 | 453 [438 [05 |20
Skegness | 162 40 |20 |49.8 [46.8 | 493 [468 [-05 | 0.0
Southport | 77 40 |22 | 569 |54.3 | 568 |54.8 |-01 |05
Cowbridge | 207 40 |20 |46.9 | 439 [ 458 |458 |11 [1.9

Table 4.4 - Measured and predicted groundwave field strengths in Stoke-on-Trent
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Table 4.4 shows field strength measurements of the f; and f; signals made at Stoke-on-
Trent (53.1174°N, 2.1814°W), together with the predicted field strengths there. It
demonstrates that most of the predicted values were well within +1dB of the
measured value over a wide range of distances and paths from transmitters. Thus, it
would appear that the model is working correctly and the radiated power values being
used are sufficiently accurate. The two exceptions were the £ signals from Lowestoft
and Cowbridge, which were both some 2dB stronger than predicted. These are two of
the three weakest signals and it is suspected that the noise floor of the measuring
equipment, which was only a few dB below the signal level, was contributing to these
errors. But even with this uncertainty, an agreement within 2 dB is very satisfactory,

given the unknowns in the ground conductivity and transmitter radiated power data.

4.10 Conclusion

The field strength of a Datatrak signal is highly dependent on the conductivity of the
ground over which it propagates. Higher conductivity surfaces attenuate the signal
less rapidly than lower conductivity surfaces. ITU ground conductivity maps have
been digitised and stored for use in the Datatrak model. We have seen that the use of
ITU field strength data at a single frequency, 150 kHz, is justified given the nature of
the source data and its implementation in the model. We have chosen to implement
Millington’s method, as recommended by the ITU, to cope with inhomogeneous

paths. The radiated powers of sample Datatrak transmitters have been checked.

Using techniques developed previously by Poppe, arrays of signal attenuation values
were generated for Datatrak transmitters. Storing attenuation values allows the

radiated power of the signal to be modified without needing to regenerate the arrays.

The model has been used to predict and plot groundwave field strength maps of all
UK Datatrak stations. The results have then been verified by measurements at a test
site. Agreement is generally within +1dB. This gives confidence in the groundwave

field strength values that will be used later for predicting coverage.
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In the next chapter, we will continue to look at the signal transmitted from Datatrak
stations, but this time concentrate on the signal component that takes the skywave

route to the receiver.
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Skywave Field Strength and Fading

5.1 Introduction

In the last chapter, we discussed the only signals we wish the Datatrak Locator to
receive: the groundwave signals from the Datatrak transmitters. Among the other
interfering signals that will inevitably be received, are the skywave signals from
Datatrak transmitters. These are components radiated from the transmitting antenna at
vertical angles above horizontal and refracted back to earth by the ionosphere.
Station-by-station, this unwanted component interferes with the corresponding wanted
groundwave component, causing fading and phase distortion. This chapter looks at the
methods of predicting the magnitudes of skywave signals, and quantifying their

consequences.

5.2 What is Skywave?

Datatrak transmitters use short monopole antennae to launch their signals. These have
the vertical polar diagram shown in Fig. 5.1. Clearly, a good deal of energy is radiated
at angles high enough to generate skywaves. Skywave refraction is principally from
the E-layer of the ionosphere at an altitude of approximately 100 km during the night
[13, 15, 42]. At University of Wales, Bangor, the ITU method of calculating skywave
field strength has been used with great success and has been shown to predict
skywave intensities accurately [2]. Let us consider whether, and how, this approach

might be used in the Datatrak propagation model.

Antenna

Fig. 5.1 - Vertical polar diagram of a short monopole antenna (after [48])
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5.3 Calculating skywave field strength

The ITU method calculates the “annual median night-time skywave field strength”
[2,49] The current version, which we will employ in the model, is based on
Equation (5.1):

ElkW = Gan! + G.\‘ + Cx'ky - 20 log (p) S La 2 (5 . I)

where Ejup is the annual median night-time field strength in dB-uV/m from a 1 kW
transmission, G, is the antenna gain factor in dB (Section 5.3.1), G; is the sea gain
factor in dB (Section 5.3.2), Cy, is a constant equal to 110.2, p is the slant
propagation distance (Section 5.3.3), and L, is a loss factor to account for ionospheric

absorption of signal (Section 5.3.4). We will now examine each of these terms.

5.3.1 Antenna Gain Factor

Fig. 5.2 is a curve, produced by the ITU, which relates the vertical gain of the antenna
to the range at which skywave signals return to the earth’s surface [49]. It takes into
account the vertical polar diagram of the monopole antenna (Fig.5.1) and the
reflection co-efficient of the ionosphere. Poppe fitted the third-order polynomial
shown in Fig. 5.2 to this curve. Her analysis applies not only to the 300 kHz
radiobeacons she was studying, but also to Datatrak signals, because the polar
diagrams of the antennas are the same. The low-angle radiation that returns to earth at
the greatest distances, is shown as unattenuated; that is, for any ranges greater than
10000 km, the factor is 0 dB. At ever-shorter distances, the signals have left the
transmitting antenna at ever-higher vertical angles, and so experienced ever-greater

attenuation due to the antenna’s vertical polar diagram. Datatrak transmitters are

Palynomial Fit :
"1 |Gain = -102 4530 + 1d(91.2214 + |d(-26.8642 + 26164 |d)}:
where |d = log10(distance in km) 3

Antenna Gain (dB)

i R
10 10 0 10° 10*
Distance (km)

Fig. 5.2 - Antenna gain factor as a function of range from transmitter (after [49])

46



Chapter 5 — Skywave Field Strength

Basic Sea Gain (dB)
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Fig. 5.3 - Basic sea gain as a function of range from transmitter

omni-directional in the horizontal plane so there is no variation in gain with azimuth.

5.3.2 Sea gain factor

The ITU have observed that, for a given range, skywave field strengths are greater
when either the transmitter or the receiver, or both, is located close to seawater. In the
land-based Datatrak system, the effect of sea gain is limited. However, some stations
are close to coastlines and sea gains must be taken into account. An example is signals
from Cowbridge in South Wales travelling south across the Bristol Channel to Devon

and Cornwall.

Fig. 5.3 shows the basic sea gain, the gain when signals leave the transmitter or reach
the receiver directly by the sea [49]. Poppe showed that the curve can be adequately
described by a fifth-order polynomial [2]. Land between the terminals of the path and
the sea reduces the sea gain. In estimating the sea gain at each end of a link, the model
examines the ground conductivity database and so estimates the ratio of seawater to
land near the transmitter and receiver. This ratio is then used to adjust the basic sea

gain value.

5.3.3 Slant propagation distance
The slant propagation distance, p, is the distance covered by the skywave signal, from

transmitter to receiver, via the ionosphere (Fig. 5.4). Its value is given by:

p=+d?+40000 km, (5.2)
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Fig. 5.4 - Calculation of the slant propagation distance, p, from d, the great circle
distance between transmitter and receiver.

where d is the great circle distance from transmitter to receiver in km. As d increases,

p asymptotes to d. The model applies Equation (5.2) over all path lengths, as
recommended by the ITU [49].

5.3.4 Loss factor incorporating effects of ionospheric absorption, L,

This loss factor incorporates the effects of losses due to power absorption in the
ionosphere during the diffraction process, losses in the ground between hops of multi-
hop paths, and losses in the ground near both the transmitter and receiver. It is

expressed by Equation (5.3):

P
L =k ‘/— dB’ 53
a geo 1000 ( )

where p is the slant propagation distance (Section 5.4.3). The term kg, is given by:
ky, =2m+4.95tan’ @, (5.4)

where @ is the geomagnetic latitude of the mid-point of the path.

Equation (5.4) shows that the skywave field strength depends on the geomagnetic
latitude; that is, the latitude relative to earth’s geomagnetic axis. The geomagnetic
latitude of the mid-point of the propagation path, which is used in this equation, can
be calculated from the geographical coordinates using Equation (5.5). The

geomagnetic North Pole is currently at approximately 78.5°N, 69°W [49].

@ = arcsin [sin A, SIn 78.5° + cos a1, COS 78.5° cos(69° g )] ; (5.5)
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where ag., is the geographical latitude, and f,., is the geographical longitude. If the
magnitude of the geomagnetic latitude @ exceeds 60°, then ITU recommend using the

value 60° [49].

5.4 Developing the model

Using Equation (5.1), the model computes the median skywave field strength at each
array computation point (Section 4.7). The result is a skywave attenuation array,
analogous to the groundwave attenuation array of Chapter 4. As before, each point is
visited in turn in the computation. Since both groundwave and skywave attenuation
arrays require access to the conductivity database, it is convenient to generate the
values at any point simultaneously. Skywave field strength arrays are produced from

attenuation arrays by adding a transmitter radiated power factor:

P
E, =E, +10log| - | 5.6
sky kW g(]UOOJ (5.6)

where Eg, is the median skywave field strength and Py, is the transmitter radiated

power in Watts.

Much of the code developed by Poppe could be re-used in the Datatrak model.
However, the ITU has updated the method of calculating the median skywave field
strength since Poppe’s code was written, so the code was changed accordingly. Also,

minor bugs were identified and fixed.

Only a single array is produced to represent the signals on the two frequencies from
each Datatrak transmitter. All factors, except sea gain, are either completely
frequency-independent, or depend simply on the frequency band in which the signal
resides (e.g. LF or medium frequency, MF). The effect on the results of ignoring the

small frequency-dependent differences in sea gain is estimated to be less than 0.5 dB.

5.5 Prediction Model Results
Fig. 5.5 shows the f; skywave signal field strength plot of the Stratford transmitter
produced by the model. The transmitter is at the centre of the rings of colour, which

represent the annual median night-time values, quantised for clarity.

49



Chapter 5 — Skywave Field Strength

E
S
I
o)
&
H
2
2
'S

Fig. 5.5 - Annual median night-time skywave field strength of the Stratford transmitter

At the station itself, there is no skywave signal, since an ideal monopole antenna does
not radiate vertically upwards (Fig. 5.1). The field strength increases rapidly with
range, reaching a maximum of approximately 40 dB-uV/m at 170 km. Thereafter, it
decreases slowly with range. The result is a classic skywave, roughly ‘doughnut’-
shaped, plot with the transmitter in the middle. The influence of geomagnetic latitude
can be seen in the half-moon shape of the red boundary. The higher field strength at

lower geomagnetic latitudes for the same range can be seen clearly.

The most striking part of the plot is to the south where sea gain effect can clearly be
seen. For example, around Southern Italy, the field strength without sea gain would be

just less than 20 dB-pV/m; sea gain brings it over the 20 dB-pV/m boundary value.

5.6 Temporal variation of skywave

The skywave field strength calculated according to the ITU method set out above is
the night-time annual median value. Skywave intensity is stochastic in time. By
measurements, the ITU has shown that it does not exceed 6.5dB above this median,
90% of the time. Some authors, including the ITU, use a Rayleigh curve to describe
the statistical temporal distribution of skywave intensity with respect to the median
[2, 37]. Poppe, however, concluded that it was more accurately represented by a
Gaussian distribution. She reasoned that the Central Limit Theorem [2, 50] states that
the probability distribution of a random variable (e.g. a skywave signal) tends to

Gaussian as the number of variables approaches infinity. This is relevant because the
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received skywave signal at a given point is the sum of many skywave components
propagated via different paths. They all share the same distribution, but have different
amplitudes. Hence, the resulting distribution would be expected to be close to
Gaussian. The most-recent (2003) revision of the ITU document now agrees with
Poppe. It shows that the 99%-ile field strength measured by ITU agrees within 0.3 dB
with that predicted using Poppe’s method [51].

5.7 Skywave Fading

If the amplitude of the skywave component of a signal reaching the receiver is
comparable to that of the groundwave component there, significant fading will occur.
Fig. 5.6 shows the skywave and groundwave field strengths from a Datatrak
transmitter, as functions of range. Over seawater (conductivity of 5000 mS/m), the
strength of the annual median skywave signal (red curve) becomes equal to the
groundwave at approximately 1800km from the transmitter. Over very low
conductivity ground, the two are equal just 70km from the transmitter. It is thus clear
that the Datatrak system is susceptible to own-skywave interference over a wide
spread of ranges. This is the main reason why Datatrak place a limit on the useful

range of their transmitters (Section 9.4.1).

However, Datatrak is a system based on time-multiplexed transmissions. We must
find whether the skywave signal from one transmitter could interfere with that from

another, due to the time delay in the skywave propagation. Here, we follow a similar

T T T T e i LT
11| = Groundwave Only - 5000 mS/m

—— Groundwava Only - 0.01 mS/m

—— Skywave Only - Annual Median |

Field Strength (dB.,,Vim, 1K)

20 ¥ T ¥ ‘x :i o
10° 10 10 10
Range,  (km)

Fig. 5.6 - Field strengths of a Datatrak signal components.
Blue: Groundwave over seawater.
Green: Groundwave over low-conductivity ground.
Red: Annual median skywave.
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reasoning to that of Poppe as she examined the effect of time delays on signal phases

and hence fading.

The depth of fading that will result from the skywave component’s interacting with
the groundwave will depend, in part, on the phase difference between the two. The

difference in the propagation delays they experience, At, is given approximately by:

A =22 5.7)
C

where Ad is the difference in signal path lengths and ¢ is the propagation velocity.
Here, Ad is given by:
Ad=p-d

Ad =~Nd*+4h* -d (5.8)

where d is the great circle groundwave path between transmitter and receiver, p is the

slant propagation distance, and 4 is the effective height of the ionosphere (Fig. 5.4).

Fig. 5.7 shows At as a function of range from the transmitter, when 4 is assumed to be

100 km [45].

Let us define a “fading zone” as the band of ranges where the median skywave field

strength is potentially comparable with the groundwave field strength. Within that
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Fig. 5.7 — Skywave-groundwave propagation delay difference with respect range
from transmitter.
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zone, At ranges from 0.04 ms to 0.48 ms. The period of a Datatrak signal carrier is
typically 0.007 ms. Thus, At is always of the order of many cycles of the carrier. It is

reasonable to assume that the phase difference between the skywave and groundwave

components is random, with a uniform distribution across 0-27 radians.

On the other hand, A is always negligibly short compared to the lengths of the
transmissions of the individual Datatrak stations, 40 ms. Thus, there is no danger of
the skywave components of one transmission being delayed sufficiently to interfere
with the groundwave components of the next. Therefore, we are concerned solely

with the skywave-groundwave interactions of each individual transmitter.

Working on radiobeacon signals in the 300 kHz band, Poppe determine the depth of
fading of a groundwave signal that would be caused by a skywave component as a

function of the skywave-to-groundwave ratio of strengths (SGR) [2].

The analysis describes the two signals as vectors (Fig. 5.8). The groundwave signal,
(green) has a constant field strength and phase. The skywave component (red) field
has Gaussian-distributed strengths. Its phase is uniformly random, with respect to that
of the groundwave. The Locator receives the resultant (vector sum) of the two
components (blue). We will first adapt Poppe’s analysis of skywave fading for
Datatrak frequencies, and later (Chapter 9) consider the effect on Datatrak operation

of the phase variations caused by the skywave components.

Fig. 5.8 - Vector representation of skywave (red) interacting with the groundwave
signal (green). The signal received is the resultant (blue).
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5.8 Modelling Own-Skywave Fading
The result of Poppe’s analysis is summarised by Equation (5.9) which shows the field
strength of the “total” night-time signal — the vector sum of the two components - that

can be guaranteed for at least 95% of the time:

Gnd SGR <-30
Gnd ,, + F; (SGR) -30<SGR< -5
Total ,, = (5.9)
Gnd,, + F, (SGR) -5< 8GR <15
Gnd,, + SGR—8.45 15< SGR

where Gndyp is the groundwave field strength in dB-uV/m, and SGR is the ratio
between the median skywave field strength and the groundwave field strength in dB.
The factors F3(SGR) and F4(SGR) are given by Equations (5.10) and (5.11),

respectively:

F, (SGR) =-11.0087-0.8536SGR - 0.0224SGR* - 0.0002SGR’ (5.10)

F,(SGR)=-8.4614+0.2005SGR +0.08 1 1SGR’ 5.11)
-0.0014SGR’ -3.5x107° SGR*

These are polynomials that define the total field strength of the received signal with

fading due to the presence of the skywave signal. They have been derived from data

produced by Poppe’s fading analysis, and their use in the model saves computation

time [2].

We will now use these equations in our Datatrak model to compute the 95%-ile night-
time signal field strength at each array point from the groundwave field strength and
annual median night-time skywave field strengths there. Fig. 5.9 shows the result of
this analysis, with the yellow (seawater) and pink (low-conductivity ground) curves
representing the night-time field strength that can be guaranteed 95% of the time. As
expected, near the transmitter the groundwave signal dominates; it is much stronger
than the skywave component. Further away, the two signals become comparable in
field strength, and fading occurs; the total signal field strength is less than that of the

groundwave component. Beyond this fading zone, the skywave component

54



Chapter 5 — Skywave Field Strength

120 T 1 ¢ 1TT8300 T 7 1 17 I b S——
oy peaemt :

*  Groundwave Only - 5000 mS/m

*  Groundwave Only - 0.01 mS/m |

«  Skywave Only - 50%

*  Bkywave Only - 95%
Total - 5000 mS/m

=== Total - 0.01 mS/m

Field Strength (dB-,V/m, 1kW)

Range, ¢ (km)

Fig. 5.9 - Received signal field strength.
Yellow: seawater. Pink: low-conductivity ground.

dominates; the curves asymptote to and follow the 95%-ile skywave distribution

curve.

5.9 Night-time field strength results

An example of a night-time field strength plot produced by the Datatrak model is
shown in Fig. 5.10 (RHS). This is the field strength that can be guaranteed 95% of the
time at night. Also shown for comparison (LHS) is the daytime field strength plot (i.e.
groundwave only). This plot, like its predecessors, is for the Stratford transmitter
located at the white dot. The outer boundaries are where the field strengths have fallen
to 20 dB-uV/m.

Field Strength (dB-uvim)
Field Strength (dB-uVim)

Fig. 5.10 - Left: Daytime (groundwave only) field strength. Right: Night-time
(groundwave and skywave) field strength that can be guaranteed 95% of the time.
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Comparing the two plots, one sees clearly the effect of skywave fading. For example,
in Northern Scotland during daytime, the signal is always greater than 30 dB-uV/m.
At night it is much less, falling below 20 dB-uV/m for at least 5% of the time.
Because of this effect, the Cumbria transmitter is used rather than Stratford to supply

the data and timing signal for Northern Scotland.

5.10 Verification

Poppe made extensive measurements of the field strength of a distant radiobeacon
DGPS signal and obtained fading records from which she compared the statistical
distribution of the measured field strengths with that predicted in the model. The

discrepancy between prediction and measurement was rarely greater than 1 dB.

The field strength values of Datatrak signals recorded over a 24-hour period at the
Stoke-on-Trent site (Section 4.9) were analysed to verify the fading model for
Datatrak. In Chapter 4, we saw that high quality field strength equipment was used
there to measure the daytime field strength. Combining these with the Locator-
recorded daytime, groundwave only, field strengths, a calibration factor for f; and f;
signals is determined for each station. These calibration factors are added to the

relevant transmitter all-day readings from the Locator.

The results of the night-time measurements are shown in Table 5.1. Due to the
calibration method, the same six transmitters were used in the experiment as in
Chapter 4. The predicted and measured values (last two columns in Table 5.1) agree
very well, most within £+ 2 dB, over a wide variety of ranges from the transmitters.

The one significant discrepancy concerns the Lowestoft transmitter for which the

Transmitter | Range Predicted Field Measured Field Difference
Strength Strength
(km) | (dB-pV/m: 95%-ile) | (dB-pVim: 95%-ile) (dB)
Ji f h L h fa
Huntingdon 157 46.8 44.9 49.2 46.6 24 | 1.7
Stratford 117 54.4 51.7 55.0 53.1 06 | 1.4
Lowestoft 259 40.5 37.5 43.0 41 1 25 | 3.6
Skegness 162 46.9 43.9 47 2 43.4 0.3 | -0.5
Southport 77 56.2 53.6 56.4 53.8 02 | 0.2
Cowbridge 207 43.2 40.1 43.9 43.4 07 | 3.3

Table 5.1 - Predicted and measured night-time field strengths at Stoke-on-Trent
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model underestimates the field strength by some 3 dB. In Table 4.4, the groundwave
signal from this transmitter appeared to be underestimated by 2 dB; it would appear
that this transmitter is radiating 2-3 dB more than Datatrak have stated. The
difference on the f, signal measurement from the Cowbridge transmitter can be
explained by the uncertainty in the groundwave measurement described in
Section 4.9. Overall, the model has predicted the night-time field strength values

satisfactorily.

5.11 Conclusions
Like all LF systems, transmitted Datatrak signals can propagate into the sky, and get
refracted back to earth as skywaves which interact with the groundwave signal,

causing deep fading and phase disturbances.

In this chapter, we have introduced an ITU method of calculating the skywave field
strength, and applied the technique to Datatrak. Much of the implementation was
completed by Poppe for her analysis of skywave at radiobeacon DGPS frequencies.
However, it has been updated to take into account the latest updated ITU
recommendation, adapted for Datatrak conditions, and errors in Poppe’s code have

been corrected.

By examining the time delay between the groundwave and skywave signals, it has
been clearly shown that skywave signals from a Datatrak station cannot affect the
groundwave signals from other stations, despite the time-multiplexed system

employed by Datatrak.

It has also been shown that the received skywave signal will contain a random phase
element due to the delay being several times the period of the carrier frequency. This
is important, since it allows us to use Poppe’s analysis of own-skywave fading for

Datatrak.

The result is a field strength prediction model that calculate field strengths during the

night, taking own-skywave fading into account. The results have been verified against
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measurements at a known location. The measured results showed that, overall, the

model agreed with reality to within +2 dB.

In this chapter, we have discussed the effect of skywave on the amplitude of the
groundwave signal. However, since Datatrak measures the phase of a signal to
calculate its range from a transmitter, the effect of skywave on the variation of

groundwave phase is important. In Chapter 9, we will investigate the effect in detail.
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Chapter 6

Radio Noise

6.1 Introduction

In the previous two chapters, the signals radiated by Datatrak transmitters have been
investigated and a model produced to predict their field strengths. However, Datatrak
Locators also receive unwanted radio noise. This can be atmospheric noise, locally-
generated electrical interference, or noise generated in the Locator itself. In this
chapter, these three sources of noise will be investigated. Then, comparing the
predicted Datatrak field strengths with these predicted noise levels, the model will

estimate the signal-to-noise ratio (SNR) at each array point.

6.2 Atmospheric noise

In the Datatrak frequency band, the dominant naturally-occurring noise is atmospheric
noise — produced by lightning activity around the world. This electrical activity is
generally greatest around the equator, the noise generated there propagating to the

medium and higher latitudes as groundwave or skywave signals [45, 52].

By its nature, atmospheric noise is random, and its instantaneous value is
unpredictable. However, the ITU have collected data over many years that allow radio
noise intensity to be predicted in the medium and longer terms [52]. The magnitude,
and the statistical parameters, of atmospheric noise vary with location, time-of-day,
and season of the year. The ITU publishes 24 world-wide charts (e.g. Fig. 6.1), one
for each of the 4 seasons and 6 four-hour time blocks (e.g. 0000-0400, 0400-0800,
etc.). They show the contours of the average noise at 1 MHz, expressed in dB above
thermal noise. Fig. 6.1 shows the map for summer days from 1600-2000 hours local
time. Compare the much higher noise values around the equator with the lower values

at medium and high latitudes.
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FIGURE 31a — Expected values of atmospheric radio noise, E,y, (dB above klgb at | MHz) (Summer 1600-2000 LT)

Fig. 6.1 - ITU atmospheric noise map (dB above thermal noise) at 1 MHz for summer days from 1600-2000 local time (after [52])
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Fig. 6.2 - ITU frequency conversion chart for summer days from 1600-2000 hours
local time (after [52])

Conversion of the 1 MHz noise values to other frequencies is done using the chart that
accompanies each map; Fig. 6.2 accompanies Fig. 6.1. It shows that the noise level at
the typical Datatrak frequency of 150 kHz is 40-50 dB higher than the 1 MHz values

shown on the map.

At a given geographical point and frequency, the median noise strength, Eumospheric

(dB-pV/m) is calculated as follows:

E

atmospheric = Fa‘m G2 20 lOg fMHz ¥ IOIOg brecer‘ver _955 ? (61)
where F,, is the noise strength read from Fig. 6.2 given the mapped value at the
location from Fig. 6.1, fys: is the frequency in MHz, and b,eceiver is the noise

bandwidth of the receiver in Hz.

Fig. 6.3 shows the statistical parameters of the noise, which is assumed to be two-
sided Gaussian [52]. The figure gives the upper and lower decile values. For example,
at the Datatrak frequency of 150 kHz, and the previous time and season, the noise
value is less than 13 dB above F,, (and therefore Eqmospheric t00) for 90 % of the time.
For predicting Datatrak coverage, other noise value probabilities may be required. It
was decided generally to follow common practice and employ the noise value not

exceeded 95 % of the time [2, 37, 38].
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Fig. 6.3 - ITU statistical parameters chart for summer days from 1600-2000 hours
local time (after [52])

6.3 Modelling Atmospheric Noise

Previous atmospheric noise models developed at Bangor using the ITU technique
required the noise data to be digitised manually and entered into a data table to be
accessed by the software. Datatrak is a system that has been deployed in several
places around the world, with a view of expanding to other areas (e.g. Austria). Even
for a relatively small working area, digitising atmospheric noise data is very time-
consuming; it would be impractical for a model intended for use anywhere in the

world, especially if different percentiles or situations were required.

Fortunately, Spaulding and Stewart have developed a method of representing all the
noise map data in the form of a fitted two-dimensional Fourier sine series [53]. The
method calculates F, for use in Equation (6.1). The coefficients they computed have
been released by the ITU [52]. We can use this method to automate the process of
calculating the atmospheric noise at any given location, season or time-of-day. The
result will be a very flexible atmospheric noise model, requiring little effort from the

user.

The method is described by the following Equation:

/=1

29 15
F,(xy)= (bek sin jy+X,thin e +a+ fx, (6.2)
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where F,,(x,y) is the 1 MHz median noise in dB above thermal noise, x is the latitude
expressed (curiously) in radians north of the South pole (0 — =), y is longitude in
degrees east of Greenwich xz /360 (ie 0 — ), X} is a coefficient used to ensure that
the same value is returned when y is at either 0 or = (i.e. along the Greenwich
meridian), « and f are coefficients that ensure a single value at the poles, and b;; is

the /" and k" coefficient (24 sets of 435 coefficients in total) of the fitted Fourier sine
series provided by the ITU.

The frequency variation of F,,, is given by the polynomial:

F, (x2)=K (2)+K,(2)x, + K, (z)x] +...+ K, (2) x, (6.3)

where F,(x,z) is the median noise in dB above thermal noise at the required
frequency, z is the 1 MHz F,, value from the map [Equation (6.2)], x, is defined by
Equation (6.4) and K; by Equation (6.5). Thus:

8x 2'03301;\”1: =11
X, =—, 6.4
; 1 (6.4)
where fy. is the required frequency in MHz (e.g. at 1 MHz, x, =-0.75). Also:
K,(;:)=B,'l +B;,2, (6.5)

where B;, is the i and n™

polynomial coefficient given by the ITU.

At this stage, the median value of the atmospheric noise at any frequency between
10 kHz and 20 MHz can be calculated by applying the value of Fgu(x,2) to
Equation (6.1). However, the statistics of the noise is required as well, and each
parameter is represented by a fitted fifth-order polynomial computed by Spaulding
and Stewart, to represent the data in Fig. 6.3. Again, the coefficients have been
published by the ITU.
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The ITU also provide interface software, written in FORTRAN by Spaulding and
Stewart, which allows the user to enter a geographical position, and retrieve the noise
values and statistics at a frequency specified by the user. This software was converted
to C-code using a conversion utility, and the noise calculation subroutines extracted
from it; the algorithm was left unchanged to minimise the possibility of introducing
errors. The C-code version was then checked against manual calculations to ensure

that the conversion process had been successful (see examples in Appendix D).

Using this software, the Datatrak model can now generate atmospheric noise maps for
anywhere in the world, at any frequency between 10 kHz and 20 MHz, for any season
and any time of day. This level of flexibility is unprecedented in this type of coverage

and performance prediction model.

An example atmospheric noise map generated by the software is shown in Fig. 6.4.
This is for summer days from 1600-2000 hours local time at 1 MHz. The differences
between this figure and the published map in Fig. 6.1 are negligible.

The statistics determined using Spaulding and Stewart’s method are used to calculate
the field strength at any percentile. We have used the values D, and D (Fig. 6.3) to
determine the standard deviations above and below the median, respectively. These
values can then be used to calculate the atmospheric noise field strength at any

percentile required.

As a result of this work, we now have for the first time, the ability to generate
atmospheric noise maps for any Datatrak system world-wide. Fig. 6.5 shows the
annual median atmospheric noise generated in this way for a centre frequency of
150 kHz and receiver bandwidth of 160 Hz (a value determined by the method
explained in Chapter 7). The map represents the noise level in dB-uV/m not exceeded
95 % of the time. As would be expected, the highest noise levels are around the
equator and the lowest around the poles. Also, because these are annual median
values, they are approximately symmetrical about the equator, whereas the
conventional seasonal maps generally are not. Hot spots are observed over the land-

masses.
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The model will use a single layer to represent a single atmospheric noise value for
both frequencies, f; and £. In the UK, this use of a single value will introduce an error
of around 2 dB only. This was judged to be negligible, given the accuracy with which

the groundwave and skywave field strengths are known.

The user may select whatever type of atmospheric noise (annual median, worst case,
individual time block, etc.) the Datatrak model is to use. For the remainder of this
thesis, the annual atmospheric noise field strength, not exceeded 95 % of the time,

will be employed in all examples.

6.4 Vehicle Noise

Vehicle noise is radio noise generated by the electrical systems of the vehicle in
which the receiver is installed, or by other vehicles (and possibly buildings) in its
vicinity. The level of the “own-vehicle” noise depends greatly on the design of the
vehicle and the quality of the Datatrak equipment installation, notably the degree to
which noise-generating systems have been suppressed. The level of noise from other

vehicles varies a good deal and must be treated statistically.

Getting hold of vehicle noise to use in the model proved difficult. Simply measuring
the noise of a single vehicle would bias the results to its specific installation and test
area. Making a large number of measurements was considered beyond the scope of
the present study. Instead, Datatrak engineers were asked to specify a value for use in
the model on the basis of their very wide experience of installations and operational
situations. They suggested a typical value of 20 dB-pV/m, but requested that the
model employ a more conservative, near-worst-case, value: 27 dB-uV/m [54]. This

was made the default value; if a different one is required, it may be entered manually.

6.5 Locator Noise Floor

The “noise floor” of the Locator is the noise generated by the Locator itself.
Electronic noise is generated by all electronic components. The noise floor of the Mk4
H-field Datatrak Locator had been estimated by Datatrak to be equivalent to a field
strength of 5 dB-uV/m [46, 47]. This value will be used initially as the receiver noise

in the model.
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6.6 Using Radio Noise in the Model

Using the predicted Datatrak signal field strength (daytime or night-time) with the
predicted radio noise, the model can predict signal-to-noise ratio (SNR) at each array
point. We will see later that this factor will determine the repeatable accuracy of the
measured position. Let us first, however, introduce the minimum SNR required by the
Locator, 15 dB [46], as a coverage-limiting factor, in addition to the minimum field

strength of 20 dB-pV/m employed previously.

Fig. 6.6 shows the result when the SNR is determined by the annual atmospheric
noise, not exceeded 95 % of the time, is used. The SNR boundary is dominant; it
always occurs at field strength above 20 dB-puV/m. Notice, however, that it occurs at
higher groundwave field strength in the south-east of the UK than in the north-west,

because of the stronger atmospheric noise in the south-east (Fig. 6.6).

Fig. 6.7 shows the Stratford results, but with the boundary set by a vehicle noise level
of 27 dB-uV/m. Now, the boundary corresponds to the contour at which the field
strength has fallen to 15 dB above the 27 dB-uV/m vehicle noise value; that is,
42 dB-puV/m. The results confirm the general observation of Datatrak engineers that it
is normally vehicle noise that limits coverage. A notable exception is in the Gauteng
region of network in South Africa (around Johannesburg), where severe electrical
storms occur in the area during certain times of the year, causing very high levels of

atmospheric noise.

Fielli Si}en;!_iy_(gg-?v;ntj

Field Strength (dB-uv/m)

Fig. 6.6 - Daytime field strength plots of Fig. 6.7 - Daytime field strength plots of
Stratford signal with atmospheric noise Stratford signal with vehicle noise only.
only. Outer boundary: 15 dB SNR. Outer boundary: 15 dB SNR.
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Since the receiver noise is equivalent to only 5 dB-pV/m, it is invariably much
weaker than vehicle noise. In combining the three noise sources (atmospheric, vehicle
and noise floor), the root-sum-squared value is taken. Usually, one source dominates,
and is the case in the UK. Fig. 6.7 represents the coverage plot taking into account all

noise sources, since vehicle noise dominates above the other two noise sources.

6.7  Verification

As part of the set of measurements conducted in Stoke-on-Trent using a calibrated
Mk4 Locator, noise field strength values were measured. The antenna was mounted
on a brick wall, clear of buildings, and overhead cables. The antenna was a
considerable distance away from the nearest road and vehicles, and therefore
essentially immune to vehicle noise. So, it would be expected to have measured

atmospheric and Locator noise, but not vehicle noise.

Fig. 6.8 shows the noise field strength measurement. They exhibit only small temporal
variations; the f; values are all close to 29 dB-uV/m, and £ to 27 dB-pV/m. These
records show none of the variations between night and day that characterise
atmospheric noise. The average atmospheric noise field strength predicted for this site
is just 2 dB-puV/m and the value predicted not to be exceeded 95 % of the time during
the experiment is 20 dB-uV/m. These are well below the values measured. The

conclusion has to be that the noise is Locator floor.

S
o

,,,,,,,,,,,,,,,,

o
o
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Time of Day (HH:MM:SS)

Fig. 6.8 - Noise measurement from Stoke-on-Trent.
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Field Strength (dB-uVim)

Fig. 6.9 - Daytime field strength plots of Stratford signal with Locator noise floor of
28 dB-pV/m. Outer boundary: 15 dB SNR.

Clearly, there is a huge discrepancy, some 22-24 dB, between the Locator noise floor
quoted by Datatrak engineers, and the values recorded in the measurements above.
When this was investigated, it was discovered that the noise floor Datatrak had quoted
had been that of an E-field Locator system. Unfortunately, the voltage out of the
physically-small (no more than 15 mm x 55 mm) H-field antenna for a given field
strength is small. Relatively high amplification is required and it is the noise of this
amplifier that is being observed. In order to represent this in the model, the Locator
noise floor value has been increased to 28 dB-uV/m, the average of the slightly
different f; and f> values.

The process of verification has taken an unexpected turn! It was intended to allow the
temporal fluctuations of atmospheric noise to be observed in the absence of vehicle
noise. Instead, it has revealed that, when an H-field antenna is used, the dominant
noise in almost all situations is that of the Locator antenna amplifier. This noise
greatly exceeds any likely atmospheric noise, at least in temperate countries. The only
area which atmospheric noise may dominate is in South Africa where severe
thunderstorms can generate high noise levels (Fig. 6.1). The Locator noise also
exceeds even the conservatively-high value of vehicle noise. We conclude that the
signal-to-noise ratio in all but exceptional situations is the signal-to-Locator noise

ratio. A revised coverage plot for the Stratford station is shown in Fig. 6.9.

6.8 Conclusions
Noise is a major factor in determining the coverage of a signal. For the Datatrak

system, radio noise can be created by lightning activity (atmospheric noise), the
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electrical system of the vehicle and surrounding vehicles, and by the Locator and the

antenna system itself.

First of all, atmospheric noise was considered. In past models of LF navigation
systems, the atmospheric noise data was digitised and manipulated manually.
However, here we have built in ITU atmospheric noise maps for anywhere in the
world, at any frequency, for any season, and for any time-of-day now available in
electronic form. Although, it required some modification, this sophisticated algorithm

now forms part of the Datatrak model.

Next, noise generated by the vehicle being tracked, or vehicles and buildings in its
vicinity, was considered. In this case, the experience of Datatrak engineers was used

to define a near-worst-case value for this type of noise in the model.

Finally, the noise generated by the Locator itself, or the Locator noise floor, was
considered. Again, Datatrak engineers were asked for a value, and this was used in the

prediction model.

For the first time, we have a model able to combine predicted Datatrak signal field
strengths together with predicted noise levels to predict signal-to-noise ratios. Using
it, we have shown that coverage is determined by SNR rather than by minimum field
strength. This result is of great interest to Datatrak since the plots produced clearly

illustrate the coverage of the trigger and data signal.

However, the Locator noise floor was a good deal stronger than we had been led to
believe, and is the dominant noise source. It thus obscures atmospheric noise and both
prevents it from being measured and renders its calculation largely unnecessary, at
least with the present generation of H-field antennas. However, the model now
contains all three kinds of noise and so is able to predict the SNR of any Datatrak
signal. With future, quieter antennas, atmospheric noise may again become significant

in the absence of vehicle noise.
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Interference: Modelling the Locator

71 Introduction

Two sources of interference to the Datatrak signals have been investigated so far:
skywave from Datatrak transmitters, and radio noise. We now consider interference
from other radio signals. To tackle this, the model needs access to a representation of
the response of the Locator to unwanted signals across a wide frequency range. The
model will then simulate the interference environment at each array point and
examine the effect of the interference on the SNR and, hence, the coverage and
accuracy performance of the system. Among other benefits, this will help in making
the optimal choice of operating frequencies. Interference is a very complex topic and
we will deal with it in two stages. This chapter will explore the interference rejection
of the Mk4 Locator and how it might be built into the model. The next chapter will
analyse the performance of the Locator when exposed to the large and varied range of

interferers with which it must deal.

The job of the filters in the Locator is to isolate the wanted Datatrak signal from
within the soup of signals being received. We will define interference from strong
signals that are insufficiently rejected because of inadequate filtering as pass-band
interference. This will appear as noise on the wanted signal, and we will see that it
can play a major role in determining the SNR. Even stronger signals, however, can
overload the input stages of the Locator, causing distortion, or even the complete loss,

of Datatrak signals; we call this blocking interference.

Datatrak did not have an overall frequency response of their Locator that could be
employed in the model. So we will analyse the Locator in detail and produce a
response from which we can compute the attenuation of any interferer and hence its

effect on the performance of the Locator.
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Fig. 7.1 - Block diagram of the signal p.:ath i: an Mk4 Locator. Filters are highlighted
in red.

7.2 Pass-band interference

Fig. 7.1 shows the block diagram of a Mk4 Locator, with all filters highlighted in red
[55]. The signal from the H-field antenna passes through a broad-band amplifier and
is filtered by an Antenna filter and then a Front-end filter. 1t is further amplified and
fed to a quadrature mixer, in which a local oscillator at signal frequency converts it to
baseband; the Datatrak signal appears at £40 Hz. Each of the quadrature components
of the signal (one only used for navigation, both used for data reception) is low-pass-
filtered by a single-pole R/C filter with a cut-off frequency of 4.08 kHz [56]. The
signals are then over-sampled at 256 kHz, and digitally filtered by an ADC filter, a
low-pass anti-aliasing filter [57]. Finally, the sample rate is reduced to 2 kHz by
decimation, and the signal is passed through a second digital low-pass Software filter

before reaching the processor.

7.21 Frequency Limits of Interference

We need to consider interference over a wide range of frequencies. The upper limit is
set by harmonics of the square-wave local oscillator (LO). Because the local oscillator
produces a square wave input to the mixer, the receiver responds to signals at odd
multiples of its fundamental frequency. When receiving the highest Datatrak
frequency of 180 kHz, interference could be received at frequencies around
3x180 =540 kHz, 5x180=900 kHz, etc. Datatrak advise that no interference

problems have been observed at frequencies above the third harmonic in any of their
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Fig. 7.2 - Antenna filter frequency response (after [58])

networks. So, we will set the upper limit of our range to 540 kHz, plus a 10 kHz
allowance for the lower sideband of any interferer, that is, to 550 kHz. No interference

has been detected below 50 kHz either, so that will be the lower limit.

7.2.2 Antenna and Front-end Filters

The Antenna filter is actually the frequency response of the H-field resonant circuit.
This is shown in Fig. 7.2, as measured by Datatrak [58]. The attenuation above
500 kHz, which was not measured, is conservatively assumed to remain at the

500 kHz value of 16 dB at least as far as 550 kHz, the top of our range of interest.

Fig. 7.3 shows the frequency response of the Front-end filter [59] and Fig. 7.4 that of

the combination of the Antenna and Front-end filters. It is the same in all Locators,

Front-end Filter Response

100 00 300 400 500 600 700 800 000
Frequency (kHz)

Fig. 7.3 - Frequency response of front-end filter (after [59])
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Gain (dB)

50 100 150 200 250 300 350 400 450 500 550
Frequency (kHz)

Fig. 7.4 - Combined frequency response of pre-mixer filters
independent of the choice of Datatrak frequencies. To minimise calculation time in
the model, we will seek to represent the response of this combined filter (and all later
filters) by polynomials. Here the sub-range from 50-450 kHz is represented by an 8™-
order polynomial, and that from 450-550 kHz by a straight line, i.e.:

If 50 < f < 450 kHz,
G, .. =133.217-12.457 f +2.7893x 107 f2
+2.8819x107° f> -5.5874x107 1*
+1.1182x107"° £7 —1.2232x107" f7 (7.1)
+5.6439%107"7 f®
If 450 < f <550 kHz,

3
G, =|(f-450)x= |-78
static |:(f ) R 50}

where Giaic 1s the gain. This is the response shown in Fig. 7.4. Note the very high

levels of attenuation outside the frequency range 100-200 kHz.

7.2.3 Mixer

The local oscillator (LO), operating nominally at f; or f;, mixes down to 40 Hz the
Datatrak signals at fi+, fi., f2+ and f>. [60, 61]. Because the mixer is double-balanced,
the signal and LO components, and all intermodulation products, should be cancelled

out. The output spectrum will, however, include components at the following
frequencies [62, 63, 64]:
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maw,, + , where m =1, 3, 5, 7 etc. {E2)
where w;o is the local oscillator frequency, and w, the signal frequency. The

amplitude of any third harmonic products will be 1/3 that of the fundamental (i.e.
-9.5 dB) [62]. As stated earlier, higher-order products are ignored.

7.2.4 Post-mixer filters

The effects of the post-mixer filters on the frequency response of the Locator will
appear relative to the Datatrak frequency in use (or its harmonics) in the response of
the Locator. For example, when receiving a Datatrak frequency of 140.04 kHz, the
LO will be at 140 kHz; an interferer at, say, 142 kHz will be mixed down to 2 kHz
and will suffer the attenuation of the post-mixer filters corresponding to 2 kHz. Thus,

their attenuation at 2 kHz will contribute to the Locator’s response at 142 kHz.

The R/C filter is a single-pole, low-pass, filter, with a cut-off frequency of 4.08 kHz,
designed to reduce the amplitude of the signal components that can cause aliasing in

the ADC [56]. Its gain is given by:

Iff < f,, G, =0dB

2 f G =201og[§o.J 4B (13)

where Ggc is the gain of the RC network, fj is its cut-off frequency, and f'is the signal
frequency [65]. We model it, accordingly, as shown in Fig. 7.5.

a 1 !\IIH‘I
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&
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Fig. 7.5 - Modelled frequency response of R/C filter
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Fig. 7.6 - ADC anti-aliasing filter frequency response normalised to wanted sampling
frequency, F;. Red line: modelled approximation (after [57]).

The signal is now sampled by the ADC. Given the limited performance of the filters
ahead of the ADC, aliasing of the higher frequency components will occur. The ADC
chip is designed for audio applications with variable sampling rates. Since the anti-
aliasing filter needs to change with the required sampling rate, it has been
incorporated into the chip as the anti-aliasing ADC filter (Fig. 7.6). The actual signal
is then over-sampled, and passed through this filter, before the sampling rate is

reduced to that required by the process of decimation [57].

In the Locator, the actual sampling rate required, F;, is 2 kHz. So, the ADC filter cut-
off frequency is 1 kHz. This is sufficient to digitise the wanted 40 Hz baseband signal.
The over-sampling rate of the ADC is set to 256 kHz. (The R/C filter described above

is designed to reduce aliasing at this over-sampling frequency).

For simplicity, we model the ADC filter as the three parts shown by the red line in
Fig. 7.6: a pass-band that is flat; a roll-off represented by a 4"-order polynomial; and

a stop-band, with a single conservative value of 80 dB. Thus:

Iff e < 920Hz, G, =0dB
If920 < f,c <1260, G,, =—6187.96+25.17 f - —3.8424x107 7,

+2.6141x107° £, —6.7034x107 £},
Iff,,c> 12600Hz, G, =-80dB

(7.4)

where G, is the gain of the anti-aliasing filter, and f;pc is defined by Equation (7.5).
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Fig. 7.7 — Modelled ADC filter frequency response. Filter passband repeats every
256 kHz due to aliasing effects at oversampling rate.

Since the ADC is of the delta-sigma variety, any frequency components at integer
multiples of 256 kHz away from the tuned frequency will also penetrate the anti-
aliasing filter due to aliasing at the over-sampling rate [57]. The model needs to take

these effects into account by repeating the shape of the filter every 256 kHz:

Jape = Ifm |m0d 256 kHz

7.5)
Iff ne > 128 kHz, f ;. =256 kHz— f ;- (

where fipc is the difference between the baseband interferer frequency and the nearest
integer multiple of the over-sampling frequency, and f, is the difference between the

interferer frequency and the tuned frequency. Fig. 7.7 shows the modelled frequency

response of the anti-alias filter. Notice how the filter is mirrored around the multiples
of 256 kHz.

Power spactal donsry (48
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Fig. 7.8 - Frequency responses of software filters. Left: navigation signals. Right:
trigger/data signals.
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There are two forms of Software filter (Fig. 7.8): the navigation filter, and the
trigger/data filter [66, 67]. The navigation filter has a peak at 40 Hz. We again opt to
simplify its complex response, albeit conservatively, this time to the 8th-order
polynomial curve shown in red; above 920 Hz, a fixed value of -100 dB is used, as

follows:

Iff,, <920 Hz,
Gy =—19.267+1.0806 1, —1.8838x107 f7, +1.1626x10™* £,
~3.8011x107 £, +7.1786x107"° £, - 7.8571x107" £,

) ) (7.6)
+4.6276x107'° £7, —1.1346x10™° /%,

Iff,, > 920Hz, G, =—100dB

where Gy is the gain of the navigation filter, and f;4 is defined by Equation (7.8).

The trigger/data filter is much simpler. It is a non-causal filter designed to have the
negligible phase distortion required for the reception of the Quadrature Phase Shift
Keying (QPSK) data signal. It is modelled in three parts, each represented by a

polynomial curve:

Iff,, <110 Hz, G, =0 dB

If110 Hz < f,, <670 Hz,
Gpr =113.23-29169f,, +3.0927x107 /7 —1.7598x107* 7,
+5.6860x107 £, —1.0489x107 £}, +1.0286x107" £,

—4.1579%107' 17
Jaa (7.7)

Iff > 670 Hz,

Gor =—3.19x10° +3.4328x10° £, —1.6384x10* £,
+45.522 1, -8.1141x107 £, +9.6222x107 £,
~7.5915x107 £2, +3.8425% 107" ] —1.1323x107" £,
+1.4799x107" £7,

where Gpr is the gain of the trigger/data filter, and f, is defined by Equation (7.8).
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Fig. 7.9 - Modelled versions of the navigation software filter (top) and the
trigger/data software filter (bottom)

These filters work on signals sampled at 2 kHz. Now consider a signal 1.5 kHz from
the tuned frequency. The anti-aliasing ADC filter will have attenuated this signal by
80 dB. However, aliasing will still occur, and the signal will appear at 500 Hz. Here it
will be subjected to the same attenuation in the software filters as a signal that is
genuinely at 500 Hz. In effect, the software filter is ‘wrapped’ around integer
multiples of the sampling frequency. The effect is the same effect as that discussed

above concerning the over-sampling rate in the ADC. So,

= mod 2 kHz

fAA |fAf | (78)
Iff,,>1 kHz, f,, =2 kHz- f,,

where [ is the difference between the baseband interferer frequency and the nearest

integer multiple of the sampling frequency, and fj, is the difference between the

interferer frequency and the tuned frequency.

So, the frequency responses of the two software filters are shown in Fig. 7.9. Notice

how the peaks are repeated every 2 kHz, generating a ‘comb’ effect.

7.2,5 Overall Response

Now that each of the filters in the Mk4 Locator has been modelled, the overall
frequency response of the Locator can be determined by summing their attenuation
values at any signal frequency. We have seen that images of a signal will appear when

it mixes with odd-multiples of the LO frequency in the mixer. In this case, the image
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Frequency (kHz)

Fig. 7.10 - Overall frequency response of an Mk4 Locator whilst using the navigation
software filter. Inset: Frequency response around the tuned frequency.

with the highest amplitude is used, i.e. the signal path of least resistance. Let us now

tune the Locator to 140 kHz. The result, in Fig. 7.10, is both novel and interesting.

By definition, the receiver provides zero attenuation at the signal frequencies, + 40 Hz
from the tuned frequency (see inset of Fig. 7.10). The attenuation then increases
rapidly as the frequency moves away from the tuned frequency, reaching -100 dB at
1000 Hz difference. The comb effect, with its approximately 100 dB variation, is due
to the aliasing in the digital filters. The peaks standing above the main response are
due to the local oscillator harmonic products that fall into the pass-band of the anti-

aliasing filter. For example, the lowest-frequency peak (at 92 kHz) is due to the signal
mixing with the third harmonic of the LO, i.e. (3x140)+92 =512 kHz. The resulting

frequency is an integer multiple of the over-sampling frequency of the ADC
(2x256 kHz), and so falls into the pass-band of the anti-aliasing filter. Because this is
a third-harmonic effect, there is an attenuation of 9.5 dB compared to fundamental
effects; nevertheless, it is a significant peak, from which only the front-end filters

protect the receiver.

The other peaks can be explained in a similar manner:

116 kHz: 140+116 =256 kHz
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Fig. 7.11 - Overall frequency response of an Mk4 Locator whilst using the
trigger/data software filter. Inset: Frequency response around the tuned frequency.

164 kHz: (3x140)-164 =256 kHz

348 kHz:  (3x140)+348 =3x256 kHz

372 kHz: 140+372=2%x256 kHz
396 kHz: 140—396:(—l)x 256 kHz

420 kHz: (3x140)—420 =0 kHz (i.e. baseband)

Fig. 7.11 shows the frequency response of the Locator with the trigger/data software
filter selected. The overall response has a greater variation in gain than when the
Locator was using the navigation filter. The inset shows that the passband is centred

on the tuned frequency, as expected.

It is interesting to note that the Locator specifications (Appendix A) state that the
spurious response rejection is greater than 70 dB. Fig. 7.10 and 7.11 certainly shows

that this is the case, bar a couple of narrow spikes.

We now have the information we need to arrange for the model to calculate the degree

to which the receiver will attenuate the signals of any potential interferer.
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7.3 Blocking interference

Blocking interference occurs when a receiver is overloaded by very high field strength
signals, usually from a nearby transmitter. Almost no information was available from
Datatrak on the overload characteristics of the Mk4 Locator, so it was analysed to
identify which stages within it might become overloaded, and at what field strengths.

This information will then be incorporated into the model.

Overloading occurs in active components. Fig. 7.12 identifies likely candidates: the

antenna amplifier, front-end amplifier, mixer and ADC.

Datatrak engineers stated that they believed that the lowest field strength at which
overloading occurred was 85 dB-pV/m, at which level the mixer would go into
saturation. At those frequencies at which the antenna and front-end filters protect the
mixer adequately, the antenna amplifier would then overload at 105 dB-pV/m [68].
Fig. 7.13 summarises this information: the curve near the Datatrak frequency of

140 kHz mirrors the frequency response of the two pre-mixer filters.

If this curve is correct, the most-likely UK interferer, the 400 kW BBC Radio 4
transmitter on 198 kHz at Droitwich, England, (Fig. 7.14) should cause blocking
wherever its field strength exceeds 100 dB-pV/m. That would be everywhere within a

radius of 60 km [36]. In practice, Locators are known to operate correctly much closer
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Fig. 7.12 - Active stages in the Locator in which overloading is possible
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Fig. 7.13 - Locator blocking field strength as a function of interferer frequency -
initial information

to Droitwich than this. Clearly, Fig 7.13 cannot correctly describe the Locator’s

blocking characteristic.

It was decided to take measurements close to Droitwich with a Locator of the type
being modelled. Using the calibrated loop antenna and spectrum analyser described in
Appendix C, the radiated power of the station was confirmed as being within 1 dB of
its nominal 400 kW. The Locator’s performance became worse until approximately
1 km from the station when valid positions stopped being reported (Fig. 7.15). At this
range, the mixer output waveform could be seen on an oscilloscope to be saturated.

The field strength at this range was 136 dB-pV/m. The pre-mixer filters would have
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Fig. 7.14 - Location of the 400 kW BBC Radio 4 transmitter at
Droitwich
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Fig. 7.15 - Locator reported positions around Droitwich. Actual route taken is along
the A38.

attenuated the Droitwich signal by 15 dB. Thus, we conclude that the upper limit of
correct operation, as far as the mixer is concerned, is at field strength of
121 dB-pV/m. This would be the field strength limit at those frequencies at which

there is no filter protection.

Further measurements closer to Droitwich suggested that the antenna circuit
overloaded at about 141 dB pV/m. This would allow Locators to approach to within
approximately 400m range of the station. This reading confirmed Datatrak’s claim
that there is an approximately 20 dB difference between the lowest mixer-blocking
field strength and the field strength at which the antenna circuitry becomes overloaded
[68]). However, the blocking values measured are some 36 dB above those quoted by

Datatrak! These measured results have been translated into the amended blocking
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Fig. 7.16 - Revised Locator blocking field strength as a function of interferer
frequency.
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characteristic shown in Fig. 7.16.

The blocking field strength of 121 dB-puV/m is reached at just over 1 km range from a
UK Datatrak station that transmits the nominal radiated power of 40 W. However, a
Datatrak transmitter can only overload the Locator during its own transmission slot in
the time-multiplexed sequence. The other stations’ signals will be unaffected by the

blocking signal, and so the Locator continues to work.

The characteristic in Fig. 7.16 was confirmed by laboratory measurements, with a
field test used to calibrate the relationship between signal levels in the Locator and

Datatrak field strengths. See Appendix E for more details on the calibration method.

The laboratory measurement used a sine-wave signal at the UK Datatrak fi. frequency
of 146.495 kHz, injected into the antenna input; in Fig. 7.12, this is the point between
the antenna and front-end filters. Signal voltages were then measured and recorded at
the pre-mixer amplifier outputs and the mixer. The equivalent field strength was then
computed by adding the calibration factor, 93.5 dB, to the measured voltage at the

output of the pre-mixer amplifier.

Fig. 7.17 shows the amplitudes of the mixer’s input and output signals as a function of
the signal field strength. It clearly shows that the input voltage is rising linearly with
the field strength. However, the output voltage has begun to overload at field strength
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Fig. 7.17 - Mixer input and output voltage as a function of UK Datatrak f;, signal field
strength.
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of around 105 dB-uV/m. This is some 20 dB above the value quoted by Datatrak.
However, despite the apparent overload, the Locator is still capable of giving correct
measurements, as shown by the experiments at Droitwich. Finally, at a field strength
of 120 dB-uV/m (some 35 dB above the figure quoted by Datatrak), the output
voltage begins to drop, indicating that severe distortion is taking place. It is at this
field strength that the Locator finally gives up, and stops working reliably. Thus, we
conclude that Fig. 7.16 appears to correctly represents the blocking characteristics of
the Mk4 Locator.

The blocking characteristics of the Locator (Fig. 7.16) can now be implemented in the
model, and at any interferer frequency, the blocking field strength of the Locator can

be determined.

7.4 Conclusions
In this Chapter, we have investigated how the Locator deals with interference from
other radio sources. Two types of interference were defined: passband interference

and blocking. The Locator’s responses to each were investigated.

To model passband interference requires knowledge of the frequency response of the
Locator. This was not available from Datatrak, so it was constructed from analysis of
the individual frequency-dependant components of the Locator. The result is a novel,
highly sophisticated frequency response description of a Mk4 Locator using an

H-field antenna.

The blocking characteristics of the Locator were also largely unknown. An initial
estimate was produced from information provided by Datatrak. Through a process of
field and laboratory measurements, the blocking field strength was revised to more

realistic values.

In the next chapter, we will use the Locator models developed in this chapter to

determine how interference from other radio sources will affect the Locator.
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Chapter 8

Interference: Analysing Transmissions

8.1 Introduction

In the previous chapter, two forms of interference to the Locator, pass-band and
blocking, were analysed. In this chapter we will employ the results of that analysis to
determine the attenuation of each interfering signal by the receiver and so, eventually,
its effect on the Datatrak signal-to-interference ratio (SIR). Later in the chapter we
will identify those areas in which Locators will be unusable because of blocking

interference.

8.2 Finding potential interference sources

In order to determine whether any station has the potential to cause interference to
Datatrak reception and, if so, to what degree, the model needs to know its: location,
frequency, radiated power and the nature and bandwidth of any modulation.
Normally, the best source of such information is the ITU, who’s attempt to keep an
up-to-date record of frequency allocations world-wide in their Master International
Frequency Register [69]. Fortnightly updates are published in the Bureau des
Radiocommunications International Frequency Information Circular (Terrestrial
Services) (BR IFIC), also known as the International Frequency List (IFL). This list
contains comprehensive data on stations. However, we will see that unfortunately it
lists frequency allocations, rather than frequencies known to be in use. As a result,

many of its entries are allocations that have apparently not been taken up in practice.

An alternative source of information, based on observations of actual transmissions, is
the Klingenfuss 2001 Super Frequency List [70]. This commercially-available list was
compiled from measurement made by many contributors. However, the information
on each transmitter is limited to its frequency, name and operating country. Also, only
11 stations are listed across the whole of the VLF and LF frequency bands. Other
observation-based lists are available on the Internet, mostly published by radio

hobbyists [71], [72], and [73]. None was found to be as comprehensive as the IFL. So,
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the other lists are of value in helping confirm whether potential interferers to Datatrak
listed in the IFL actually exist. It was decided to employ the IFL, as by far the most
comprehensive list, available in electronically-readable format, with the authority of
the ITU, and then consult other lists to obtain further information on stations that

emerge from the analysis as likely interferers.

8.2.1 Limitations of the IFL

One concern about the IFL is that it lists the transmitter power of each station, which
may or may not be the same as its radiated power. Transmitter power is the power fed
to the antenna system; radiated power is the signal power launched from the antenna.
At LF and VLF, where antennas are generally short compared to the wavelength, and
so may be inefficient, the difference between the two powers can very be great [69].
In the absence of firm data on radiated power levels, it was decided to adopt the
conservative assumption that, in those cases where the radiated power is not stated,
antenna efficiency is 100%; that is, radiated power is the same as transmitter power.
Again, once likely interferers to Datatrak have been identified, further information on

their radiated powers can be sought.

There is also a concern that the IFL is not up-to-date. For example, the frequency
allocations for the British Decca Navigator stations are still listed, more than three
years after the transmitters were switched off [74]. But it is the best source of data we

have!

We now need a means to transfer data from the IFL into the Datatrak model, so that at
any time the model can use the latest information. The IFL files are designed to be
read using Microsoft Access. Working under the candidate’s direction, final-year
undergraduate student D.R. Hughes created Access software that converts the IFL into
a text file suitable for use in the Datatrak model [75]. This software also allows the
user to edit each updated version of the list as it is issued, correcting errors and

omissions discovered.
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8.3 Power Spectra of Interferers

To assess interference, we need to know not only the allocated frequency of each
transmission, but also the distribution of energy across its spectrum, since side-band
energy can interfere with Datatrak transmissions. This information is not listed
directly in the IFL, but it can be deduced from the information provided there on the

emission class of each transmission.

The emission class is shown as either a 3-character, or 5-character, alphanumeric
code, defined in the ITU Radio Regulations. It describes the modulation, content, and
(in some cases) purpose, of the transmission [76]. For example, an 414 emission is
“amplitude modulated, double side-band ... with a single channel containing
quantized or digital information without the use of a modulating sub-carrier... [and is

a] telegraphy [signal] for aural reception™; that is, usually a Morse code transmission
[76].

8.3.1 Modulation Types
Within the frequency range of interest, 50-550 kHz, some 45 different emission
classes can be identified. However, noting that only the first three characters of the
class descriptor affect the power spectrum lets us reduce this number to 33. When we
then analyse these 33 codes, we find that many describe transmissions with very
similar spectral shapes, each of can be approximated by one of the six spectral shapes
illustrated in Fig. 8.1:

e Double sideband (DSB) amplitude modulation (AM)

e Pulsed (e.g. Loran-C)

e Single sideband (SSB) with carrier

e Wide-band frequency modulation (FM)

e SSB suppressed carrier (SSB-SC)

e Carrier only (no sidebands)

Each of these spectra has been normalised to a total power of 1 W within the
published bandwidth; it is assumed that there is no power outside that bandwidth. For
example, the wideband FM transmission is approximated by a uniform power

spectrum with a power spectral density (PSD) of 1/b W/Hz. The power spectral
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Fig. 8.1 - Simplified power spectra used in the interference analysis; f; and b are the
centre frequency and bandwidth published in the IFL.

densities (PSDs) of the triangular-shaped power spectra are a little more complicated;

the normalised PSD at a frequency, f, within the bandwidth of the interferer is:

PSD(f):E—i(fr—f)\ W/Hz (8.1)

where f; is the published centre frequency of the interferer.

Those transmissions that have both carriers and sidebands are best represented by
considering the sidebands and carrier as separate components. We then need to
estimate the allocation of power between them. This depends on the type of
modulation and also the power measurement method employed by the ITU [77],

which is one of three possibilities:

e Peak Envelope Power (PEP): “the average power supplied to the antenna by
a transmitter during one radio frequency cycle at the crest of the modulation

envelope taken under normal operating conditions.”

e Mean Power: “the average power supplied to the antenna by a transmitter

during an interval of time sufficiently long compared with the lowest
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frequency encountered in the modulation taken under normal operating

conditions.”

e Carrier power: “the average power supplied to the antenna by a transmitter

during one radio frequency cycle taken under the condition of no modulation.”

In the IFL, a specific power measurement method is specified for each emission class;
for example, all “A2A” transmissions are measured using the mean power method.
We will choose, however, to use mean power in all calculations in the model, since it
can represent all modulation types, and should give fair, realistic, results. One can
convert to mean power from the other power measurement methods using techniques

set out in the ITU documents [78, 79, 80].

As an example, consider an “A3E” transmission. This emission class defines a
double-sideband (DSB) broadcast AM signal, transmitting audio (e.g., voice and
music) [76]. Clearly, this is an example of Spectrum 1 in Fig. 8.1, the DSB AM power
spectrum. It is centred on the transmission centre frequency, f., and has the
bandwidth, b, given in the IFL. The powers of all A3E transmissions are listed using
the PEP method. We calculate the ratio of mean power to PEP using the method set
out in [81], and then go on to compute the carrier power, making the necessary

assumption that the interferer is transmitting “smoothly read text” [81]:

Carrier Power
Carrier Power :[ PEP } _025 _ 0.95
Mean Power Mean Power 0.262

[ PEP :|

(8.2)

Thus, 95% of the power is in the carrier and the remaining 5% is in the sidebands.
Document [81] is based on measured values collected in ITU experiments, and

realistically represents AM double sideband transmission, as shown in Fig. 8.2.

The normalised power distributions of other emission classes have been dealt with in

a similar manner, full details being given in Appendix F.
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Fig. 8.2 - Power spectrum for an "A3E" emission class transmission. Here 95 % of
the total power is in the carrier, and 5 % is distributed across the sidebands, as
shown.

8.4 Calculating levels of interference

We can now describe the power spectrum of any interferer using the centre frequency,
bandwidth and emission class data from its IFL entry. Now we wish to employ the
frequency response of the Mk4 Locator derived in Chapter 7 to determine the degree
of rejection provided by the filters in the Locator. This frequency-dependent rejection
(FDR) is the ratio of the power of the signal after passing through the Locator’s filters
to the power of the signal in space. We will compute this separately for the carrier and
sidebands, then sum the results. The total interferer carrier power will be the carrier
power, attenuated according to the response of the Locator at the carrier frequency, f..
Similarly, the total sideband power will be the sideband power attenuated by the FDR
of the Locator when tuned to f; or /5. Since the total power is normalised to 1 W, the

FDR for the whole signal can then be written as:

HUf) FDRyy,
FDR{,B:IOIOgN[Rm_IerxlO e x10 © }dB (8.3)

sideband

where FDRp is the total frequency-dependent rejection the Locator will apply to the
interferer, Peoyier is the normalised power in the carrier (see Section 8.3.1 above), Pgige
is the normalised power in the sidebands (see Section 8.3.1 above), H(f:) is the
response in dB of the Locator at the frequency f; of the interferer (see Chapter 7), and
FDRgjq is the frequency-dependent rejection in dB of the sidebands by the Locator.

The only parameter in Equation (8.3) not known is FDR;;q, the frequency-dependent
rejection of the sidebands. This could be simplified by computing the amount of

energy in the sidebands falling into the Locator passband. However, almost half of the
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interferer list contains transmissions whose bandwidth is less than or equal to 500 Hz
(comparable to the Locator bandwidth of 160 Hz); so variations in the Locator
frequency response could be significant. For that reason, we follow the ITU-
recommended, more sophisticated, method of calculating FDR [82]. The aim is to be
able to calculate the FDR of an interferer sideband only, and apply the result to
Equation (8.3). From [82], FDR;ig is defined by:

[p(f)dr
FDR g

vide

=10log,,| = dB (8.4)

[PV (s + 7Y df

where p(f) is the power spectrum of the interfering signal at the equivalent
intermediate frequency (IF), H(f) is the frequency response of the receiver at

frequency f'(as defined in Chapter 7), and Af'is defined by Equation (8.5):

AN=Ff~F (8.5)
where f. is the “interferer tuned” (i.e. centre) frequency, and £, is the “receiver-tuned”

frequency (i.e. fi or f; in Datatrak’s case).

Let us simplify Equation (8.4) to:

jp( f)df
FDR,,;, =10log,,| —° dB (8.6)
[P @

where P(f) is the power spectrum of the interfering signal sideband in W/Hz.

We can further simplify this by normalising the interferer power. The numerator is
simply the total power of the interfering signal in space at the receiver’s location.
Thus:
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FDR,;, =10log,,| = 1 dB (8.7)

DIP,,(f)\H(f)IZ df

where P,(f) is the normalised interferer power spectrum as defined in Section 8.3.1.

To be included in the model, we have to convert this integral to a sum. We have
chosen a rectangle method, which provides a good approximation of the integral and
is computationally fast [83]. A step size of 10 Hz was selected. This value is sufficient
small to allow the rejection within the sharpest point of the Locator frequency
response (the pass-band of the navigation software filter) to be accurately represented.
Also, since all interfering energy is assumed to lie inside the interferer bandwidth,
there is no need to integrate at frequencies outside the interferer’s power spectrum.

So, the implementation of Equation (8.7) for use in the model is:

FDR

side

=10log,| — dB (8.8)

At this stage, the normalised power spectrum of an interferer is known, based on its
emission class, centre frequency, and bandwidth, as declared in the IFL. This can now
be used in Equation (8.8), together with the Locator’s frequency response, to calculate

the degree to which the Mk4 Locator will reject the interferer sidebands.

To illustrate this operation, consider the simple example shown in Fig. 8.3. The
interferer has a triangular power spectrum of 10 kHz bandwidth. The receiver is
assumed to have a perfectly-square pass-band filter, 10 kHz wide, and centred on
140 kHz. The chart shows the amount of rejection the receiver will provide as a

function of the interferer centre frequency.

If the interferer’s centre frequency is exactly the same as the receiver centre

frequency, all the interferer’s energy passes straight through the filter, and the
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Receiver frequency response:
f. 140 kHz

Interferer:

v

-20
130 132 134 136 138 140 142 144 146 148 180
Interferer Centre Frequency (1) (kHz)

Fig. 8.3 - Example interferer and receiver with the calculated FDR as a function of
interferer centre frequency

rejection would be zero (0 dB). However, as the interferer moves away from the
receiver centre frequency, the amount of rejection increases. When the interferer
centre frequency is 135 kHz, for instance, only half the energy is passed into the
receiver, and the rejection is then 3 dB. By 133.55 kHz, 6 dB, or three quarters of the
power, is rejected by the receiver; this is very close to 133.54 kHz obtained by theory
(see Appendix G). This simple test confirms that the algorithm for use in the model

works correctly.

So, FDR 4 can now be calculated for signals that contain carriers and sidebands using
Equation (8.3). Fig. 8.4 shows an example of interference rejection using the
Locator’s frequency response. The interferer in this case has an emission class of
“A3E”, and a bandwidth of 10 kHz. Its power is distributed as shown in Fig. 8.2. So,
if the interferer’s centre frequency is at, say, 160 kHz, the amount of interferer power
penetrating the receiver filters will be approximately 100 dB less than the power of
the signal in space. If the interferer’s centre frequency is at the tuned frequency
(140 kHz in this case), the rejection would be only 0.2 dB. Note that it would not be
exactly 0 dB because some of the energy in the sidebands would be rejected by the
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K 1 1 | 1 1 1 1 1 1
mﬂﬂﬁ 120 126 130 135 140 145 150 155 160 165
Interferer Centre Frequency (1) (khz)

Fig. 8.4 - The signal rejection of an "A3E" transmission in an Mk4 Locator (with
navigation software filter) as a function of interferer centre frequency

filters. The rounded shape of the plot near 140 kHz is repeated at 116 kHz and

164 kHz due to the aliasing of mixer products, as was seen in Fig. 7.10.

The amplitude scale of the frequency response created in Chapter 7, and used here, is
the amplitude relative to that of the Datatrak signal; that is, the amplifiers in the
Locator have no effect on the relative amplitudes of the Datatrak signal and the
interferer. When calculating the signal-to-interference ratio (SIR), it is only their
relative amplitudes that matter. If the receiver had no filtering, the SIR would simply
be the ratio between their field strengths. However, because of filtering, the power in
the interferer is reduced, and so the effective interferer field strength is the signal

power in space less the power removed within the receiver. Thus,

E,m =FE,+ FDR,; (8.9)
where E!q;- is the effective interferer field strength, £; the field strength of the

interferer in space, and FDR4p the rejection calculated using Equation (8.3) (always

negative).
Finally, the signal-to-interference ratio (SIR) can be computed by:

SIR=E E (8.10)

Datatrak ~— 1 o

where SIR is the signal-to-interference ratio (SIR), Epaanar 15 the Datatrak signal field
strength.
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So now, for the first time ever, the SIR of a Datatrak signal can be predicted using the

IFL list of potential interferers.

8.5 List Reduction

The IFL contains more than 22,000 potential interferers across the frequency range of
interest, 50-550 kHz [69]. In principle, we need to calculate the field strength of each
at the position of the Locator, taking both ground-wave and skywave propagation into
account. Then, for each transmission, we need to determine the rejection provided by
the filters in the Locator. This is a daunting task! Datatrak’s experience has shown
that the overwhelming majority of these transmissions will cause the Locator no
problem, because they will either be too distant geographically, or too far separated in
frequency from the Datatrak signal. So, we require a simple and quick method of
reducing the list from 22,000 entries to just those transmissions that matter. Taking
that approach should result in a much quicker analysis. We will consider the

frequency separation and geographical separation factors separately.

8.5.1 Frequency Separation

Frequency separation can be characterised by a single attribute: FDR. It is possible to
place limits on this attribute to determine whether an interfering transmission merits
further attention. Consider the dynamic range of the Locator. The lowest possible
Datatrak field strength that is of use to the Locator is set by the 15 dB minimum SNR
it requires, and its 5 dB-pV/m noise floor. Thus, the minimum signal is 20 dB-pV/m.
We use this lower noise floor value as specified by Datatrak (Section 6.5), because
there is scope for improvement in the H-field antenna amplifier circuitry; we wish to
produce an interferer list which contains too many stations, rather than too few. If an
interferer has an effective field strength less than this noise floor field strength it will

not be seen by the Locator, because it will be lost in the noise.

The upper end of the dynamic range is set by blocking interference (Section 7.3), of
which the lowest value was found to be 121 dB-uV/m. Consider an interferer at a
frequency at which the Locator provides 116 dB of rejection (Fig. 8.5). If the field

strength of the interferer is high enough to cause pass-band interference, the Locator
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Effective interferer Signal-in-space
field strength field strength
Noise FDRy;;=116dB i Locator
floor i blocked
5 dB-pV/im 121 dB-puV/m
—_—
Field strength

Fig. 8.5 - Effect of FDR on determining how an interferer will interact with the
Locator

will overload before the interferer signal is above the Locator noise floor. At any

lower field strength and the interferer will be lost in noise floor.

So, an interferer will be included in the reduced list if it satisfies the criterion:

|FDRIIB|<EI;.'ork (fr)—S (8.11)

where Eppei(fc) 1s the blocking field strength at the interferer’s centre frequency, f;

We now have a simple test. Equation (8.11) will be applied four times to each
interferer: at each of the two Datatrak signal centre frequencies, and using each of the
two software filters. If, for any such combination, Equation (8.11) is satisfied, the
interferer will be included in the reduced interferer list for further investigation. If not,

it will be eliminated from the list.

8.5.2 Geographical Separation

The geographical separation of each interferer from the Locator can now be
considered, this is more complex. We create a geographical rectangular window that
completely encompasses the area of operation of the network. We will attempt to
exclude from the list any interferer that cannot cause interference anywhere within

this window, via either groundwave or night skywave propagation.

8.5.2.1 Groundwave interference
Let us identify the strongest interferer in the IFL and estimate how far from the edge
of the window it would need to be before we could say that it could never cause

interference within the box. The most powerful station is one at Quargla, Algeria that
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transmits an ERP of 10 MW, at 198 kHz [69]. Unlike the Datatrak transmitters that
use omni-directional antennae, many interferers, including this one, use directional
antenna systems to ensure maximum signal strength in a certain direction, or to reduce
interference to other transmissions [42]. The effective radiated power (ERP) in this
favoured direction may be greater than the actual radiated power, and we will take this

factor into account [69].

We assume a worst case: that the whole of the groundwave path lies over sea-water.
The range at which the field strength of this station would fall to 5 dB-pV/m is
3800 km [36]. Thus, we can ignore groundwave interference from any station in the

IFL that is located further from any edge of the network window than this 3800 km.

So, the first test is to determine if the transmitter is within 3800 km of the edge of the
network window. If it is outside this boundary, it will be excluded from the reduced
list. Of course, if the interferer is actually within the network window, it will

automatically be included in the list.

We now further reduce the number of interferers in the list by eliminating from those
located within 3800 km of the window boundary interferers whose field strength at
the edge of the window is below 5 dB-uV/m. We again estimate groundwave field
strength over a seawater path. Fig. 8.6 shows the shortest path to the edge of the
network window based on the transmitter position relative to the window. For all
interferers we use the 150 kHz curve, for this reason: the lowest rejection of

interferers is always going to be at frequencies near the Datatrak frequency. So, we

Poift A | Due south to line AB Point B
’. ...........
A B
Due east to line AC Network Window Due west to line BD
c D
Point C Due north to line CD Point D

Fig. 8.6 - Method of finding closest point of network window edge to transmitter’s
location
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want the most accurate estimate of strength at those frequencies. For other
transmissions, the rejection provided by the Locator will always be high, even for
signals mixing to baseband by the third harmonic of the LO (see Fig. 7.10). So, only
interferers close in frequency and in range will cause interference and these are
accurately represented by the 150 kHz curve. In any case, since the radiated powers in
the IFL may be over-estimated by many dB, there is no point in being very accurate

(Section 8.2); it is more important to be conservative in excluding interferers.

So, an interferer is included in the reduced list if:

E, (d)+FDR, +10log,, (%SJ + A, >5 (8.12)

where E,..(d) is the attenuation of a signal at a great-circle range d from a transmitter
to the edge of the window, over seawater. Here, FDR,z is calculated as in
Equation (8.3), Pyaus is the radiated power of the interferer, and A, is the gain of the

interferer’s antenna system in the direction of the Locator.

Again is based on data given in the IFL, which lists the antenna gain at steps of 10° in
azimuth. For daytime interference analysis (groundwave only), the daytime azimuth
data is used. For night-time (groundwave and skywave), the night-time data is used.
The direction towards the Locator is calculated using the initial Great-Circle course

method [84]. Linear interpolation is used for angles between listed data points.

So, to summarise, let d be the shortest distance between edge of the network window

and the transmitter:

If d> 3800 km: Interferer always excluded from reduced list
If d <3800 km: Interferer included if Equation (8.12) is satisfied
If inside window: Interferer always included in reduced list.

8.5.2.2 Skywave interference

During the night, the skywave signal from a distant interferer can be much stronger
than its groundwave signal. All interferers that have been included in the list by virtue
of the strengths of their groundwaves will also be potential skywave interferers. In

addition, there may be transmissions that are potential interferers via skywave alone.
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Skywave field strength (dB-\/m)

108 10’ 10
Distance from Transmitter (km)

Fig. 8.7 - Skywave field strength, not exceeded 95% of the time, of 10 MW
transmitter, as a function of distance, at low geomagnetic latitude

Again considering the highest-powered transmitter in the list (10 MW), let us
calculate the strength of its skywave component, using the value not exceeded 95% of
the time. Equation (5.3) tells us that the highest field strengths occur at the
geomagnetic equator. Fig. 8.7 shows the skywave field strength of the 10 MW signal
at this geomagnetic latitude, calculated using the ITU method of Equation (5.1). It
exceeds the minimum 5 dB-uV/m for over 100,000 km, more than the circumference

of the earth [85]! So, irrespective of its location, this is a potential skywave interferer.

Let us now attempt to reduce the list of interferers by establishing whether their
skywaves too can cause a problem within the network window. Peak skywave field
strength occurs at about 170 km from transmitters, virtually independent of
geomagnetic latitude. If the skywave field strength at this peak is below 5 dB-uV/m,
the interferer will never be a problem by skywave and can be excluded. Using the
Great Circle path to the nearest point on the edge of the network window, and
assuming maximum sea gain, we calculate the annual night-time effective field

strength not exceeded 95% of the time at a range of 170 km along this path:

E,. =E, (170 km)+FDR,, +10log,, [lf(l%} + Ay, +845 (8.13)

where Eg (170 km) is the skywave field strength of a 1 kW transmitter at 170 km
range with maximum sea gain [Equation (5.1)], and the other terms are as defined
previously. Since skywave only appears during the night, 4g, is based on the night-

time antenna gain data from the ITU only (which can be different to daytime gain).
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For an interferer to be included in the reduced interferer list:

E,_>5dB-pV/m (8.14)

Hax

Thus, if the interferer is located within 170 km of the edge of the network window and
satisfies Equation (8.14), it will be included in the reduced interferer list. The field

strengths of interferers at greater ranges are estimated at the edge of the window:

E

edge gain

= E, (d)+ FDR,, +10]0g10(ﬁ’)V—”()’BJ+A +8.45. (8.15)

and each interferer is included in the reduced list only if it satisfies:

E

—_— dB-uV/m (8.16)
So, to summarise, let d be the shortest distance between the transmitter and the edge

of the network window:

If d <170 km: Interferer included if Equation (8.14) satisfied
Ifd>170 km: Interferer included if Equation (8.16) satisfied

8.5.3 Results of Interference List Reduction

The interferer list reduction process was tested, using the UK network with its
frequencies of 146.455 kHz and 133.2275 kHz, the window being bordered by 45°N,
65°N, 10°W and 15°E. It succeeded in reducing the number of interferers from the
22,000 of the IFL to just 160, a reduction of more than 99%.

8.6 Calculating the interference layers

As shown in Section 4.7, the model is based on layers, or arrays. We will now add an
interference layer to the Datatrak groundwave and skywave layers. This interference
layer will be bounded by the network window, will have the same resolution as other
layers, 0.1° x 0.1°, and will contain the effective field strength of the interference at

each location.
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We need to consider the 8 possible combinations of: day and night propagation; the f;
and f> centre frequencies; and both trigger/data and navigation software filters. So, we
will in fact compute eight layers, the appropriate one being used when calculating
coverage. Pre-computing the layers saves time, and speeds up the computation of

coverage. However, whenever the IFL changes, all 8 layers must be re-computed.

In computing the layers, each interferer in the reduced list is examined in turn. During
the list reduction process, the FDRs for both Datatrak centre frequencies with both
software filters are stored together with other information on the interferer. They are
now used to calculate the effective field strengths. We compute and store groundwave
and skywave field strength for each interferer, using Ey..(d) and Egy,(d), respectively,
with d being set to the Great Circle distance from the interferer to the array point. The
analysis takes into account the radiated power and antenna gain of the interferer and
of the relevant Locator FDR at the interferer’s frequency. At each array point, we

store the effective field strength of the strongest interferer there.

When the interference analysis is run for the first time, it is not known which
transmitters are going to be the main sources of interference. Once these have been
identified, an attenuation array can be generated using Millington’s method for
groundwave signals (as in Chapter 4), or the ITU method for the skywave signals (as
in Chapter 5). Re-running the interference analysis will include these arrays for more
accurate interference prediction. It can be considered an iterative process; identifying
the main sources of interference, and refining the model. Of course, attenuation arrays
can be built for every single transmitter in the IFL. But, with over 22,000 potential
interferers in the list, this was considered far too time-consuming, and largely

unnecessary.

The result is shown in Fig. 8.8: the first-ever plot of interference to the UK Datatrak
system. This figure is for daytime propagation, the £ frequency (146.455 kHz), and
the trigger/data software filter. The colours represent the effective interferer field

strength; the clear parts are areas where any such field strength is below the minimum

5 dB-uV/m.
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Fig. 8.8 - Interference layer for the Datatrak f; signal during the day, using the
trigger/data software filter. The colours represent the effective field strength of the
strongest interferer.

Happily, we predict that very little significant interference will be received during the
day in the UK. This result confirms observations by Datatrak engineers over many

years.

8.6.1 Rogue Transmissions

The blue patch of interference to the south-east of the UK is dominated by a
Romanian AM broadcast station on 153 kHz, called “Brasov I”. Its carrier frequency
is separated from the Datatrak f; frequency by 6.545 kHz, so we would expect its
lower sideband to be the culprit. Here we have a curiosity: according to the IFL, this
station’s bandwidth is 20 kHz, i.e. £10 kHz! This seems very improbable, since the
ITU Radio Regulations set the bandwidths (and channel spacing) of broadcast stations
in the band from 148.5-255 kHz at 9 kHz across ITU Region 1, which includes

Romania, [76]. So, its lower sideband should not be a problem.

It was decided to measure the bandwidth of “Brasov 1” using a spectrum analyser and
calibrated loop antenna, by receiving its night skywave signal in Bangor
(Appendix C). The spectrum analyser’s averaging function was used to smooth out
the fluctuating skywave field strength. The result is shown in Fig. 8.9. The Datatrak f;
and “Brasov 1” signals are clearly to be seen, as is “Allouis” in France on the AM
channel above, at 162 kHz. It is clear that the two broadcast signals have similar
bandwidths, of 9 kHz, as indeed they must if they are not to interfere with one
another. The conclusion is that the bandwidth given for “Brasov 1” in the IFL is

incorrect.
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Fig. 8.9 - Spectrum of "Brasov 1" signal received via skywave at Bangor

Replacing the 20 kHz bandwidth by 9 kHz in the list of interferers results in the
updated interference layer shown in Fig. 8.10. The large area of blue has now
disappeared, leaving just local interference very close to the transmitters at Droitwich,

Pinneberg, Brest, “S Assise” and Bad Vilbel.

This experience with “Brasov 1” shows the importance of exploring carefully any
cases of potential interference that are revealed by the use of the model. That way,
errors in the IFL that actually affect the Datatrak results can be discovered and
corrected without wasting time on stations that can have no effect on the Datatrak
system. This approach revealed another error. The IFL lists a weather facsimile
service on 134.2 kHz, transmitting from Mainflingen, Germany. The model showed

that this station might cause interference to the Datatrak /> signal on 133.2275 kHz.

&
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\\\ . g
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457 V s e S
L"; Assise"_‘ Bad vu@

Fig. 8.10 - Revised interference layer following the change to "Brasov 1" bandwidth
record. The remaining interference areas have been highlighted with the name of
the culprit transmitter.
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Fig. 8.11 — The last fax transmitted from Mainflingen on 31 May 1996
(after [86])

This Mainflingen signal could not be received in Bangor, where it should have been
strong at night. An Internet search revealed that it had been switched off on 31 May
1996, more than 6 years before the publication of the then-current IFL; indeed, the
last farewell fax is shown there as evidence (Fig. 8.11) [86]! This transmission was

removed from the database in the Datatrak model.

With these corrections made, the interference model now gives results that appear
realistic, in that they agree with the observation that there is no significant
interference to the UK Datatrak system by day or night. The model forms a powerful
tool for exploring the potential for interference of new Datatrak systems and guiding

the search for suitable operating frequencies.

8.6.2 Signal-to-interference ratio

Now we know the field strengths of the Datatrak signal and of the interference at each
array point, we can compute the signal-to-interference ratio (SIR) there and compare
it with a maximum SIR limit. Since pass-band interference appears to the Locator as
similar to random noise, with both causing uncertainly in phase measurements, it is
reasonable to adopt the same SNR limit of 15 dB as was used for noise in Chapter 6.

This has been done for the first time in Fig. 8.12.
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Fig. 8.12 - Field strength plot of the Stratford-upon-Avon transmitter. Left: Boundary
limited by 15 dB signal-to-interference ratio, and 5 dB-uyV/m Locator noise floor.
Right: Boundary limited by 15 dB signal-to-noise ratio, and 5 dB-yzV/m Locator noise
floor only.

This figure is almost identical to Fig. 4.6 (reproduced in Fig. 8.12 on RHS) in which
the SNR is set by the original value Locator noise floor value of 5 dB-pV/m. This is
to be expected since (as we have seen) interference is in general weaker than
5 dB-uV/m. However, a hole has now appeared in North Germany surrounding the
1.5 kW interferer at Pinneberg, near Hamburg, on 147.3 kHz. This narrow-band
Morse transmission is very effectively filtered in the Locator, leaving a problem area

immediately surrounding the station — and well outside the UK Datatrak service area.

8.7 Locator blocking

The other form of interference analysed in Chapter 7 that we wish to build into the
model is Locator blocking. It is much easier to establish which interferers will give
blocking interference than pass-band interference. Again, we will create a reduced list
of potential interferers, which will include as a start all the stations in the reduced list

of pass-band interferers.

8.7.1 Reducing the list

Blocking cannot, in practice, be caused by skywaves since even the highest skywave
field strength of the strongest, 10 MW, station (Fig. 8.7) is some 20 dB below the
lowest blocking field strength. Even taking the stochastic nature of skywave strength
into account, we calculate (assuming a Gaussian distribution) that the probability of

this 10 MW station’s skywaves ever reaching the blocking strength is 0.0000006 %!
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The maximum range at which the 10 MW station’s groundwave can reach the
minimum blocking field strength of 121 dB-uV/m via a sea-water groundwave path is
28 km. So, we can first remove from the reduced list any station further than 28 km
from any the window edge. This can still leave many potential interferers, especially
to Datatrak networks in land-locked countries such as Austria. We can introduce a
minimum blocking range to reduce the number of potential blockers to those that
really maiter. Also, we must consider the resolution of the prediction model, which is
0.1° x 0.1° (approximately 11 km by 7 km in the UK). As we are using the ground
propagation curves (which begin at 1 km from the transmitter) to calculate the field
strength of a potential blocker, it is convenient to assign a conservative minimum

blocking range of 1 km [36].

So, for each interferer in the IFL that lies inside, or within 28 km of, the network
window, we check the field strength at 1 km range in the direction of maximum
antenna gain. If it is greater than the blocking field strength of the Locator at the
interferer’s centre frequency, the interferer is included in the blocking list. This
process identified 32 potential blockers of the UK Locator, which were added to the

reduced blocker list.

8.7.2 Using the reduced blocker list

Armed with the reduced blocker list, the model analyses each interferer in turn. It then
uses the groundwave attenuation array for that interferer, or computes the field
strength using the seawater propagation curve for 150 kHz, as previously. The model
is able to identify those points in the interference layer that lie within 28 km of the
transmitter, and check whether the Locator will be blocked at any of them. If it will,
then the calculation point will be marked as “blocked” by entering very high field
strength (9999 dB-pV/m) into the array there. The coverage model subsequently
detects this, and excludes those points from coverage, producing a hole in the
coverage plot. An example of this is shown in Fig. 8.13: note the hole within which

the Droitwich station overloads the Locator (as observed in Chapter 7).

Note, too, that the loss of coverage due to certain blockers will not appear on these
coverage plots. This is because the arrays are produced with a latitude and longitude

resolution of 0.1°. In the UK, this corresponds to approximately 11 km x 7 km. If the
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Field Strength (dB-uvim)

Fig. 8.13 - Field strength of Stratford transmitter around Droitwich interferer. The
white 'hole' in the plot is where the Droitwich station overloads the Locator.

blocking radius of an interferer is less than 3.5 km, it might not affect any individual
array point. For this reason, a text list showing the locations of blockers is produced
during the interference analysis (Fig. 8.14). This can be used to locate all potential

blockers.

8.8 Overall signal coverage

We now have all we need to plot the coverage of the Datatrak timing/data signal, by
day or night. The field strength of the wanted Datatrak groundwave signal is
calculated using Millington’s method (Chapter 4). Its night skywave signal and the
resulting degree of fading are determined as in Chapter 5. Atmospheric and vehicle
noise are known from Chapter 6. And now we have interference, both pass-band and

blocking.

For the first time, Fig. 8.15 shows the night-time coverage of the Stratford f

4. SAARLOUIS (075000032) GSB-
Power (Night} : 2000000 W (2000000 W)
Frequency : 180 kHz
Lat : 49.2833; Long : 6.68333

5. DROITWICH (075000056) GSB-
Power (Night) : 399990 W (3995990 W)
Frequency : 198 kHz
Lat : 52.3; Long : -2.1

6. JUNGLINSTER (075000103) GSB-
Power (Night) : 2000000 W (2000000 W)
Frequency : 234 kHz
Lat : 49.6667; Long : 6.31667

Fig. 8.14 - Blockers list produced during the interference analysis. Details include
name, location, and power of each blocker.
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Fig. 8.15 - Night-time coverage of Stratford transmitter f; trigger/data signal,
radiating 85 W, limited by own-skywave interference, atmospheric noise, vehicle
noise, and interference via groundwave and skywave propagation.

timing/data signal, guaranteed for 95 % of the time. It represents the area within
which the SNR and SIR are both greater than 15 dB and the field strength (shown as a
colour contour) exceeds 20 dB-pV/m. The Locator noise floor is 28 dB-uV/m as

determined in Chapter 6.

We see that most of England and Wales lies within the night-time coverage of this
transmitter, although the signal falls short of the coverage criteria in Cornwall and
other parts of the south-west peninsula. This is due to its failing to meet the SNR
criterion because of the lower ground conductivity in the area and therefore an
increase in the rate of groundwave attenuation. Notice also the hole to the north-west

of the Stratford transmitter in which Droitwich overloads the Locator.

Fig. 8.15 thus takes into account all signals and noise sources that determine
timing/data coverage and the model is now complete in respect of this function of the
Datatrak system. In the next chapter we will move on to consider the effect of the
SNRs and SIRs of the individual stations on the repeatable accuracy of the navigation

function.

8.9 Conclusions
The subject of interference is very interesting, but highly complex. The effect of
interference on a receiver depends mainly on the design of the receiver itself and the

frequencies used by the Datatrak system. With this in mind, the Mk4 Locator and
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H-field antenna set-up was analysed with the intention of allowing us to calculate the
effect of interference on the Datatrak signal being received. The result was the

frequency response and blocking field strength characteristics in the previous chapter.

In this chapter, the Locator’s frequency response is used to determine the level of
pass-band interference that passes through the its filters and appears as noise on the
Datatrak signal. The result is a model that can predict whether the level of interference

causes the Locator to become unreliable, and ‘out of coverage’.

The blocking model is used to check whether a Locator can be used near an interferer.
The model shows on the coverage plot those areas in which the Locator will fail due
to overloading. This is backed up by a text report listing the specific transmitters that
will block the Locator.

This analysis requires a list of potential interferers. The main list used in the model is
the ITU International Frequency List (IFL). It contains the more than 22,000
transmitters throughout the world, within the defined frequency band. A method was
developed of reducing the list to just those transmitters that are likely to cause
interference. It excluded all interferers too distant geographically, or in frequency,
from the Datatrak network to affect it. Both pass-band interference and blocking

interference were considered.

The result of the interference analysis is 8 interference arrays, for different times-of-
day, Datatrak frequencies and software filters. These arrays cover the area of the
Datatrak network. By selecting the appropriate layer, the coverage of a Datatrak
signal, limited by SIR, can now be plotted. Once this has been done, stations in the
IFL that can potentially cause Datatrak interference stand out. They can then be

individually investigated and any errors corrected.

The results confirm that, for the UK network with its well-chosen frequencies, levels
of interference are below the noise floor of the Locator. For the first time this model,
allows engineers to set up a computer simulation of a Datatrak network and so
establish the best frequencies on which to operate it, minimising interference from the

many other radio services with which it must share the frequency spectrum.
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Also for the first time, we can now predict the coverage of the trigger/data signal,
taking into account Datatrak transmitter power, groundwave attenuation due to ground
conductivity, own-skywave and its interaction with the groundwave signal,
atmospheric and vehicle noise, and interference from other radio services in the

Datatrak frequency band.
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Chapter 9

Repeatable Accuracy

9.1 Introduction

The coverage model developed so far has dealt primarily with the timing/data signal
being received by the Mk4 Locator. Now we consider the effect of the same noise and
interference sources on the navigation performance of the Locator. The objective is
to develop a technique that will let us plot the repeatable accuracy of the Datatrak

network.

9.2 Defining Repeatable Accuracy
Repeatable accuracy is defined by [16] as: “the accuracy with which a user can return
to a position whose coordinates have been measured at a previous time with the same

navigation system”. Essentially, it defines the variability of the position fix.

In Section 3.4.2, we learned that the Datatrak Locator measures the phases of the
signal received from each station at the four frequencies, fi+, fi., 2+ and f;., against an
on-board clock. From these measurements, it establishes its pseudorange from each
station and, knowing the stations’ locations, computes lines of position, and from
these, its own location. Ideally, the Locator <ns1:XMLFault xmlns:ns1="http://cxf.apache.org/bindings/xformat"><ns1:faultstring xmlns:ns1="http://cxf.apache.org/bindings/xformat">java.lang.OutOfMemoryError: Java heap space</ns1:faultstring></ns1:XMLFault>