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Tiivistelmä 

Tämä tutkielma replikoi Vassalou ja Xingin (2004) empiirisen tutkimuksen, jonka mukaan 
korkea konkurssiriski selittää pienten ja aliarvostettujen yritysten poikkeavan korkeat 
osaketuotot, jotka on tunnistettu jo 1980-luvulta saakka. Käyttämällä konkurssiriskimallia 
Yhdysvaltojen osakemarkkinoilla vuosien 1971-1999 välillä tutkimuksessa tunnistettiin 
korkeiden osaketuottojen olevan kompensaatiota konkurssiriskin kantamisesta, jota ei voi 
vähentää hajauttamisella. Replikoin heidän tutkimuksensa käyttämällä samaa 
konkurssiriskimallia Yhdysvaltojen osakemarkkinoilla pienemmällä otannalla vuosilta 2006–
2020 ja pienillä datan muokkauksilla. Tuloksista selviää, että pienillä yrityksillä on odotetusti 
korkeammat osaketuotot, mutta aliarvostetuilla yrityksillä on yllättävästi alemmat tuotot, 
vaikkakin jälkimmäinen havainto on epätarkempi. Tuloksista ei myöskään löydy mitään 
merkkiä siitä, että kyseiset havainnot tapahtuisivat vain korkean konkurssiriskin omaavissa 
yrityksissä tai että korkean konkurssiriskin yrityksillä olisi yleisesti korkeammat osaketuotot, 
mikä oli keskeinen tulos Vassalou ja Xingin (2004) tutkimuksessa.  
Replikoitavan tutkimuksen julkaisun jälkeen rahoituksen alan tutkimuksessa sekä 
laajemmassa akateemisessa kirjallisuudessa on tunnistettu monien tutkimustulosten olevan 
mahdollisesti datan liiallisesta louhinnasta johtuvia. Koska Vassalou ja Xing (2004) käyttävät 
metodeja, joiden on tunnistettu ylikorostavan tämän tutkimusaiheen tuloksia ja he suorittavat 
useita tilastollisia testejä ilman että korjaavat luottamusvälejä sen mukaisesti on 
todennäköistä, että heidän tuloksensa eivät ole yhtä vakaita kuin he väittävät. Muita 
mahdollisia syitä miksi konkurssiriskin vaikutusta tuottoihin ei havaita tässä tutkimuksessa 
voi olla pienimpien yritysten rajautuminen otannan ulkopuolelle, koska niiden on havaittu 
ylikorostavan tuloksia osaketuottopoikkeamien analyysissa. Aihepiirin 
tutkimuskirjallisuudessa on myös löydetty näille ylituotoille useita klassiselle 
riskiperusteisuudelle vaihtoehtoisia selittäviä tekijöitä, joiden voidaan olettaa vaikuttaneen 
sekä replikoitavaan alkuperäiseen tutkimukseen että myös tähän. Johtopäätelmänä joko 
konkurssiriski ei ole selittävä tekijä suurempien yritysten korkeissa osaketuotoissa tai 
tutkimuksessa käytetty riskimalli pystyy mittaamaan tätä riskiä vain pienemmissä yrityksissä. 
Tämän tutkimuksen tuloksissa ainoa selittävä piirre korkeille osaketuotoille lähes jokaisessa 
testissä ja tiukemmilla tarkkuuskriteereillä on yrityksen suhteellisen pieni koko. 
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1 Introduction 

This thesis is in the area of financial anomaly research which investigates sources of 

consistently higher or lower returns in stock market by looking at common firm 

characteristics that are observable and quantifiable. In this thesis I replicate a study that 

claims to have found such characteristic which could explain why smaller and undervalued 

firms have had historically higher stock returns - financial distress risk, also termed default 

risk. Several empirical studies have given puzzling results of risky firms providing 

historically lower returns opposed to what the theory would suggest and the study that I 

replicate stands out from this almost unanimous crowd of studies by suggesting that 

distress risk does reward investors and that it can explain other anomalies as well. 

The replicated study by Vassalou and Xing (2004) uses Merton’s (1974) 

distance to default model to identify which firms are in risk of defaulting and by 

comparing portfolio returns and risk levels they find significantly higher returns in firms 

that the model considers the riskiest. Their results give both a measuring tool for firm level 

risk in the stock market but also evidence of a positive relationship between risk and 

reward. The model used in their study, at the time, was the first one to combine data both 

from the quarterly financial reports and the forward-looking daily data from the stock 

market to which Vassalou and Xing (2004) credit their more accurate estimates of financial 

distress. High stock returns have been generally found among small or undervalued 

companies but from their data Vassalou and Xing (2004) show that both of these anomalies 

could be explained with their model as well. Riskiest firms still give the highest returns 

even when cross-inspected within small or undervalued subsets of portfolios. Their results 

show that financial distress is a risk which cannot be reduced with diversification, and thus 

provides a premium for investors that carry this risk, and historically carrying the risk 

would have been a profitable investment strategy.  

Replication of the selected study with a slightly newer dataset is mainly 

motivated by Vassalou and Xing’s (2004) strong yet controversial results compared to 

many similar empirical studies, but also to test the historical experience of anomalies 

disappearing right after they get published. The broad use of the distance to default model 

after the study of Vassalou and Xing (2004) (Garlappi, Shu and Yan (2008), Campbell et 

al. (2008), George and Hwang (2009), Chava and Purnanandam (2010), Eisdorfer et al. 

(2018), Gao et al. (2018) and Andreou, Lambertides and Panayides (2021)) has also shown 

it to be a relevant tool in exploring financial distress even today. The dataset used in this 
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replication does not overlap with the one used by Vassalou and Xing (2004) as it spans 

from January 2005 to December 2020 so this study can be characterized as a follow-up 

study with a limitation in this new data of not having the smallest firms included. The 

methodology used in this thesis is as close to theirs as possible, including some possibly 

erroneous properties discussed later. There were no initial hypotheses set before this study 

as there is empirical evidence of both negative and positive default risk premium and if the 

general experience of anomalies disappearing after publication holds also in this case, then 

we could also expect a null result.  

The area of anomaly research has broadened over time, and it has shown 

several other signals to have consistent return patterns which investors could use as part of 

their investment strategies as well. Although financial distress is one of the earliest of such 

signals, together with firm size and market valuation, there still is not consensus whether 

these anomalies are spurious, interconnected, or separate phenomena. The three anomalies, 

size, value and distress, nevertheless are inspected together in studies more often than the 

other anomalies. Some of these studies have found correlations between the factors but 

have not drawn strong conclusions. However, the results of Vassalou and Xing (2004) at 

first sight seem to provide a unifying answer to the causal question of the matter. Financial 

distress appears to be the source single source of at least size and value anomalies and with 

high statistical precision.  

Relying on results from a single study would give a narrow aspect to the 

topic, especially when several similar studies are available for comparison. To understand 

both the prevalence of the distress anomaly in the literature, and whether other studies that 

investigate it have seen size and value anomalies resulting from financial distress as well, 

requires inspecting these studies from one aspect at time. In the literature review of this 

thesis, I review empirical studies similar to Vassalou and Xing (2004) first from the aspect 

of distress anomaly independently, then together with size and value anomalies, to see if 

other studies have also found evidence of causality or if the connection is merely 

correlational or non-existent.  

The existence or absence of a firm characteristic that systematically signals 

higher or lower stock returns has far larger implications to the theory than being just a 

basis for lucrative investment strategy. To appreciate how financial distress is connected to 

the core of the classical risk and reward framework and the mystery of systemic risk I also 

review the development of asset pricing theory and the role of default risk in it before 

reviewing the empirical studies. The empirical studies have also provided explanations for 
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the anomalies that are connected to financial distress but are not within the theoretical 

framework. Explanations such as investor mispricing of distressed firms, biased analyst 

forecasts or incorrect handling of delisted firms in the data are gathered to a separate 

section in the literature review. Evaluating both the results of Vassalou and Xing (2004) 

and the replication in this thesis with insights drawn from the literature review raises some 

issues in the methodology but also offers explanations for the differing results in the 

replication. 

The results of this study show that if one had followed the methodology 

proposed by Vassalou and Xing (2004) among large and mid-cap segments of the US 

market and invested on risky firms and betted against the less risky ones then one would 

not have gained any excess returns with the strategy as the average returns are almost the 

same along the whole risk spectrum. The difference in monthly returns between the riskiest 

quintile of firms and the least risky ones was 0.041 percent but the standard error is a large 

0.556 percent which means that the return difference varied strongly between positive and 

negative during the time period.  

Although in this study financial distress did not explain excess returns, small 

firms did produce 1.2 percent higher monthly returns compared to large firms and this 

positive difference seems persistent as the standard error is much lower at 0.4 percent. This 

size anomaly is well documented in earlier literature, but Vassalou and Xing (2004) found 

it to be an outcome of higher distress risk. This connection to distress risk seems to have 

either disappeared over time or it is observable only among the smallest of firms that were 

excluded from this study.  

Undervalued firms have also produced abnormally high returns but in this 

study, I find this effect to have reversed and similarly as with size anomaly there was no 

connection to financial distress. Undervalued firms have a negative difference of 0.7 

percent in returns compared to highly valued firms, but the accuracy of this result is 

somewhere between the two previous ones with a standard error of 0.4 percent, which 

implies that the possibility of this difference being zero cannot be excluded at the 

confidence level of 95 percent. 

A more detailed cross inspection of portfolio returns and Fama Macbeth 

regressions confirm the same results that small size or high valuation are the strongest 

indicators of higher returns and the return differences between risky and less risky firm 

never differ statistically significantly from zero, even among smaller subgroups of firms 

and time periods, which seems to be a repeating result of this study.  



 

8 
 

The results are not entirely comparable to those of Vassalou and Xing (2004) 

since smallest firms are excluded from this sample. This exclusion however might have 

benefitted us in avoiding a problem identified by Hou et al. (2020) that the smallest firms 

known as microcaps tend to inflate the size effect if they are used in combination with 

equally weighted portfolios which were used both in this study and in Vassalou and Xing 

(2004). The choice of focusing on equally weighted portfolios in their study, as well as in 

this one, was due to previous literature also using it as main weighing method. The 

alternative method of using value weighted portfolios was only briefly used in their study 

and with it their initial results turned statistically insignificant. Similar effect was observed 

already by Fama (1998) who showed that many anomalous results turn insignificant with 

value weighting. The idea of equal weighting is also sometimes hard to implement to real 

markets as institutional investors cannot diversify equally large sums to small firms 

without ending up as a major shareholder in them and their stocks could be less liquid as 

well compared to larger firms. Although the whole process of testing multiple times with 

roughly the same dataset of US market is dubious, Vassalou and Xing (2004) did present 

impressively accurate and robust results to argue in favor of positive default risk premium. 

The same tests in our study however give equally consistent, but statistically insignificant 

results. Either the anomaly was arbitraged away after the publication of their study or the 

model performs well only if you have the whole market, with microcaps included, in your 

data.  

This thesis is structured so that sections 2-3 are part of a literature review 

where I provide background information both from common risk factors in general and 

what empirical studies say about them, but also of the model and methods of analysis used 

by Vassalou and Xing (2004) and from section 4 onward I describe the data and both the 

steps and results of my own analysis.  

 

 

 

 

 

 

 

 

 



 

9 
 

2 Risk, reward and default risk  

Understanding the full implications of the results Vassalou and Xing (2004) presented 

requires backtracking to the core ideas of asset pricing literature. Risk and reward are often 

mentioned together but the idea of higher risk producing consistently higher rewards is not 

self-evident. And measuring risk is another topic which at further examination proves to be 

quite a dilemma. How to measure the risk if we can only observe one of the outcomes? 

These two topics intertwine when default risk models are utilized in the stock markets and 

hence, I review next the development of default risk models and asset pricing literature 

before reviewing studies utilizing these models in section 3. 

2.1 Risk in asset pricing 

Although data from the financial markets is plentiful, frequently updating and one of the 

most trusted mood indicators of the expectations in economy, one of the main components 

of investing is still hard to observe in it – the level of risk. Controlling this risk sometimes 

means preparing for unpredictable economy-wide shocks but measuring risks in the short 

run on a more granular scale instead could prove more profitable.  

From an economist’s point of view a risk neutral player in the stock market 

has very few optimal choices for a portfolio if he has perfect information and is a profit 

maximizer, but real markets with their imperfections make it difficult for investors to 

adjust the amount of risk they take and to observe whether the payoff was in line with the 

risk taken at the time. Maintaining optimal risk and return level is simple in theory but 

adding information asymmetry turns it into a continuous balancing act.  

Modern portfolio theory developed by Markowitz (1952) states that systemic 

risk affects every firm similarly, but each firm has idiosyncratic risks that you can diversify 

away with a large enough portfolio. Diversification allows investors to easily reach optimal 

risk level with given information, but if one has more information than others about firm 

specific risks the opportunity arises to sweep the bad risks out of portfolio and invest more 

on the good ones, yielding higher returns than the market average. This variation in 

information is one of the main reasons why the theory and empirics are still tangled up in 

the basic principles.  

Accepting that after sufficient diversification the outcome of a stock portfolio 

is virtually left to the probabilities seems to be even in the present day a hard pill to 

swallow in some parts of the academia although the idea is one of the most fundamental 

ones in financial theory. New possibilities to separate winners from losers emerge steadily 
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in financial literature but these anomalies seem to disappear from the markets as soon as 

they appear in publications (Schwert (2003), Shanaev and Ghimire (2021)). Although 

anomalies might be short living phenomena, and the studies pinpointing them might tell 

more about the data itself than of the theoretical principles of finance, compiling their 

insights reveals interesting peculiarities in the financial markets similarly as behavioral 

economics does in the field of economics. This branch of literature also pushes its 

consumers closer to the image of the theoretical investor as it gives more tools to measure 

risk more accurately as several studies eagerly introduce new models, both simple and 

complex ones, which can be used to make more sound decisions regarding risk.  

In a wholly deterministic universe where all parties have complete 

information there is no risk as everything has a measurable cause and effect. But in our 

reality the outcomes which decisionmakers weigh are usually subject to probabilities. 

Similarly, the signals of a defaulting firm are rarely clear and deterministic, especially if 

you want to observe them early on, and thus the outcomes can become probabilistic. Firms 

can face difficulties both on the demand or supply side and exogenous events can have 

unpredictable consequences to the markets. A company that teeters on the brink of collapse 

can be propped up artificially with emergency funding or recoverable companies can be 

tactically slid into bankruptcy. Subjectivity and human decision are part of the default 

process. 

Default and bankruptcies are clearly devastating for a company and its 

shareholders but for investors who have diversified her investments well, the effect of 

bankruptcy might not be that large. With sufficient diversification it might even make 

sense to carry this risk. Classical way to approach risk is the division to systemic and 

idiosyncratic risk as in the CAPM (Sharpe (1964) and Lintner (1965)) where you 

distinguish between the risks by whether they can be reduced with diversification 

(idiosyncratic) or not (systemic). Studies which investigate distress risk have been trying to 

identify whether distress risk is systemic and if carrying this undiversifiable risk yields a 

premium as a compensation. This hypothesis that default risk would be systemic fits well 

to theory and is also intuitive as changes in the market environment can trigger default 

waves but on the other hand a large company defaulting can also have ripple effects on 

other companies, potentially causing them to default as well. Even though the systematic 

risk and thus higher stock returns would be logical to connect to financial distress a share 

of studies have found financially distressed firms to have lower returns instead, hence the 

term ‘distress puzzle’.    
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From the viewpoint of an investor the risk of default is therefore a 

challenging thing to measure and for this reason there are different types of default risk 

models focusing either on a narrower aspect of the problem or using proxies to reduce the 

dimensionality of the problem. To understand the current status of the company one would 

need to have an insider’s view to the company’s operations and to get ahead of the curve 

one needs to also predict the development of the global markets. Default risk is therefore a 

difficult phenomenon to model but to understand how the models approach differently this 

problem financial distress needs to be dissected a bit more. 

 

2.2 Financial distress and the risk-based explanation  

Financial distress is the more commonly used term for the trigger of default process but 

compared to the easily observed binary event of bankruptcy, financial distress can vary in 

its intensity over time, and it is influenced by several factors. To clarify this broad 

definition Davydenko (2012) separates economic distress (caused by deterioration of 

market asset values) from financial distress (caused by liquidity shortages) and claims that 

either one can push a firm into default but usually years after the distress is observed. 

Economic distress is more connected to the stock markets in which changes in 

macroeconomy or the firm’s area of business affect the valuation of company’s asset, 

whereas financial distress can be more firm-specific as firms choose with their leverage 

how much they expose themselves to the debt side of the market. Davydenko (2012) also 

underlines that firms that eventually default show characteristics of both distress types.  

Economic and financial distress can be seen parallel to the systemic and 

idiosyncratic risks in CAPM, and several studies have tested for the systematic nature of 

default risk in different ways. Some studies such as Shumway (1996) and Dichev (1998) 

hypothesize that excess returns in itself would be evidence of the risk being systemic as it 

is priced in returns, but these studies found results that contradict each other, Dichev 

(1998) finds negative and Shumway (1996) positive returns. Considering also that 

following studies have not shown steady results of positive or negative returns, but also 

null results, then the assumption of the risk type being inferable only from the returns 

seems too simplistic.  

Rather than observing the outcome of the risk and return some studies 

explore the causes of distress instead. Denis and Denis (1995) investigated the reasons why 

a large share of levered firms encountered financial distress in the 1990s and the 1980s and 

concluded that firm level characteristics did not explain the different outcomes as much as 
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the macroeconomic changes, which spoke for cyclical and systemic nature of distress risk. 

An important factor to consider here is that Denis and Denis (1995) observed the 

importance of macroeconomic changes only among highly levered firms, but Opler and 

Tittman (1994) see that the vulnerability to macroeconomic changes is strongly connected 

to firm’s capital structure decisions - higher leverage means higher macroeconomic risk, 

and thus the systemic risk is not entirely disconnected from firm characteristics. Firm level 

capital structure choices become an important factor also in the detailed analysis of 

bankruptcies by Asquith, Gertner and Sharfstein (1994) who argue that firm’s ability to 

maneuver through financial distress with actions such as asset sales and debt restructuring 

are limited if the firm is highly levered.  

Capital structure choices then seem to be tied to financial distress, but the 

idea of leverage amplifying economic risk is not new. Modigliani and Miller (1958) with 

their classical theorem showed that equity risk should be increasing in leverage and with 

their assumptions one should observe higher returns in firms that are highly levered and/or 

distressed but the empirical literature has instead produced many puzzling results of lower 

returns in such firms. This puzzle does not seem to fit into the framework without a 

relaxation of the assumptions in Modigliani and Miller (1958) and one example how it 

could be done is by adding costs to financial distress. George and Hwang (2009) 

hypothesize that if some firms know financial distress to be costly to them and they choose 

lower leverage to avoid these costs, then it would be rational for their operational 

profitability and stock returns to be impacted harder than firms with lesser distress costs 

that choose higher leverage. With these new assumptions the expected returns would 

invert, and the puzzling results would then have a risk-based explanation. Tampering with 

the framework has been less popular choice to explain the puzzle, but what makes George 

and Hwang (2009) an exception is that they mainly measured financial distress through 

leverage, a variable that has a clear definition and is measurable. If instead an empirically 

motivated default risk model were used in this type of analysis, then the model itself would 

become an easy target for criticism and thus raises the threshold of modifying basic 

frameworks.  

Part of this continuous evaluation of empirical models has been also 

connected to the investigation of systemic risk. For example, Das et al. (2006), using the 

probability of default measures from Moody’s, finds distress risk levels to be correlated 

between different types of firms and systematically dependent on the business cycle. The 

dependency on the business cycle is also observed by Garlappi, Shu and Yan (2008) and 
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Vassalou and Xing (2004) who see distress indicators peaking during economic downturns. 

In addition, Vassalou and Xing (2004) mainly argue default risk to be systematic as it has 

more explanatory power to stock returns than size and value effects even though they 

acknowledge the discrepancies in earlier literature (Asquith, Gertner and Sharfstein (1994), 

Opler and Tittman (1994) and Denis and Denis (1995)). All these results, however, are 

dependent on the model used to measure financial distress which again leaves room for 

speculation and replication.  

The discussion of what is financial distress, how to measure distress risk and 

is the risk systemic has taken many directions but overall, the literature suggests that there 

are several good arguments for labeling the risk systemic. Distress risk levels given by the 

current models covary and are dependent on the macroeconomic changes but there are 

some idiosyncratic components as well that are mainly linked to the capital structures of 

firms. Leverage has recently appeared more often in this topic area perhaps due to its better 

measurability since the fitting of empirical models into the framework of current portfolio 

theory has proved to be puzzling. The accuracy of predictive models could probably be 

increased with methods such as neural nets but if the model is not derived from theory, it is 

hard to see any resolution to these questions that would be agreed upon by academics.  

 

 

 

2.3 Default risk models    

Distress risk measures are mainly used in the world of credit management but, similarly as 

in the asset pricing literature, the models have also transited to the equity market mainly to 

be used in the allocation of stocks into risk categories. Credit rating firms have had special 

access to a large and detailed datasets of firms and from this data they have developed 

proprietary models to create measures of creditworthiness such as the probability of the 

firm migrating from one credit class to another or the probability of default and 

bankruptcy. The details of these models or the data are usually not publicly available but 

simpler models with lesser data requirements, such as Altman (1968) Z-score, Ohlson 

(1980) O-score and Piotroski (2000) F-score, have been published by academics. All of 

them are very simple to calculate with few financial multiples gathered from financial 

statements, but the features of the data, such as sparse update intervals or differing 

reporting practices between countries, are not optimal if you need new information of risks 

on weekly or monthly basis to manage your portfolio actively. The backward looking and 
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cross-sectional nature of financial reporting has been the main reason why more frequently 

updating elements from the stock market have been added to some of the models.  

Since liquid markets are expected to price assets effectively then the prices 

can be assumed to contain informational value of the underlying assets. This has been the 

advantage in models that, in addition to financial statement information, use data from 

stock or bond market. This allows the model to output estimates more frequently and those 

estimates can take into account changes in future expectations before they become 

materialized in the financial statement. Variables such as the measure of market sentiment 

distress risk can also be proxied from several single sources, such as prices of corporate 

bond spreads or credit default swaps, but in this study models that utilize a combination of 

signals are mainly inspected.  

The earliest model of distress risk is the Z-score of Altman (1968) who used 

multiple discriminant analysis to assign weights to five different financial ratios based on 

66 companies out of which half did go bankrupt during a certain period. The model 

reached an accuracy level of 95% when using the latest financial statement analysis data 

prior bankruptcy but the accuracy decreases with longer prediction horizons. Ohlson 

(1980) criticized how the division to bankrupt and non-bankrupt firms is too crude a way 

to investigate financial distress and he also presented concerns whether using multiple 

discriminant analysis was the proper choice in case of bankruptcy predictions as there are 

several assumptions that need to be fulfilled when matching firms in the data and selecting 

the variables to be used in the resulting model. To overcome these problems Ohlson (1980) 

used conditional logit analysis and ends up with a model that utilizes seven different 

financial ratios and outputs the probability of bankruptcy instead of a score without an 

intuitive scale. Latest of the score type models is the F-score of Piotroski (2000) who based 

on previous research selected nine different binary signals which are calculable from 

financial statements to create a score by which one can rank firms to financially strong or 

weak ones. The F-score is rarely seen in other studies perhaps because ranking and sorting 

firms evenly is inconvenient with a model that outputs only 9 different labels, but perhaps 

also because the model was used by Piotroski (2000) to separate stocks only in the 

subpopulation of high book-to-market ratio firms and not in the stock market in general.  

The score-models were popular in the 20th century but in the early 2000s the 

models were enrichened with more frequent data from the markets. A white paper of a 

credit analysis tool used in a firm named KMV was released by Crosbie and Bohn (2003) 

and soon after, the model was utilized in studies such as Vassalou and Xing (2004). The 
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model most likely had been used in some form already as it is built on Merton (1974) who 

applied the classical option pricing model to corporate default prediction. The core idea of 

Merton (1974) was that by making some assumptions regarding bankruptcy and stock price 

movement one can use the famed option pricing formulas of Black and Scholes (1973) to 

infer the risk of company’s asset value dropping below its short-term liabilities or in 

essence defaulting on its loans. A more formalized description of the model is covered in 

section 4.1 of this thesis, but the main difference is that the Merton model and its variations 

use daily data from the stock market in addition to the quarterly updating financial 

statement data which the score-models relied only on.  

As different types of distress risk models were available the comparison of 

them became a topic of interest. Tinoco and Wilson (2013) refer to two comparative 

studies of distress risk models to show that ranking the models is not easy. Hillegeist et al. 

(2004) see Merton model more accurate than O-score or Z-score, whereas Agarwal and 

Taffler (2008) see these model types almost equally accurate. Which type of model is 

better might be eventually the wrong question as Hillegeist et al. (2004) also note that the 

less accurate Z-score, O-score and a few additional market variables can add to the 

explanatory power of the Merton model. Das et al. (2009) also compare the accuracy of 

score models to the Merton model and find them on par with each other in terms of 

accuracy and note that the information from the market and accounting metrics are 

complementary in this purpose.  

Evaluating the accuracy of Merton model only in terms of default prediction 

has also yielded interesting results. Hillegeist et al. (2004) evaluate that by itself the 

Merton model is not sufficient for assessing the real probabilities of bankruptcy and this is 

agreed by Bharath and Shumway (2008) who additionally see that a reduced form of the 

model can perform equally well. Vassalou and Xing (2004) similarly in their own test of 

Merton model accuracy see the model to be accurate enough for the purpose of ranking 

firms rather than assessing the real probabilities. They see the default risk estimates to be 

more accurate than regular volatility measures in terms of distinguishing delisting firms 

and that the average default risk level rises sharply few years prior the delisting for 

defaulting firms and remains flat for firms that do not default. The model appears to be a 

helpful indicator of distress even with simplifying modifications, but if the model is 

required to estimate real probabilities, then a more accurate model would be preferrable.  

An alternative for the option pricing models are hazard models which also 

employ variables both from financial statements and the markets. The hazard models 
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assume a logistic distribution for the marginal probability of bankruptcies and are based on 

logit regression. According to Bhararath and Shumway (2008) when comparing the 

predictions of logit model and Merton model in the highest quintile of default probability 

the models appear to be equally accurate. Campbell et al. (2008) who use a hazard model 

to investigate the distress risk anomaly do not specifically characterize Merton model as an 

equal to their model, but argue that adding the estimates of Merton model to their hazard 

model adds only relatively little information to it. 

The Merton models have nevertheless been favored in studies of distress risk. 

Studies which either use precalculated estimated default frequencies (EDF) from KMV or 

any variation of the original distance to default model include Vassalou and Xing (2004), 

Garlappi, Shu and Yan (2008), Campbell et al (2008), George and Hwang (2009), Chava 

and Purnanandam (2010), Eisdorfer et al. (2018), Gao et al. (2018) and Andreou, 

Lambertides and Panayides (2021). Not all authors however use this model as their main 

approach, Campbell et al. (2008) and Aretz et al. (2019) for example use the distance to 

default model merely as a benchmark to the hazard model and Chava and Purnanandam 

(2010) equally test their hypothesis both with the distance to default model and similar 

hazard model as Campbell et al. (2008).  

The way of utilizing the models also varies slightly between studies. 

Andreou, Andreou and Lambertides (2021) shows with a logit regression that if you use 

changes in the level of default probability instead of the absolute levels given by the 

Merton model, one can quite accurately predict stock price crashes. Sudden changes in risk 

level appear to be better indicators than the risk level itself. Andreou, Andreou and 

Lambertides (2021) however do not test whether using the 3-month change transfers to 

portfolio returns, but they give an example how the output of the model can be utilized in 

different ways. 

The older score-models have not been entirely replaced by market-based 

models even though integrating the daily market information with sentiment and 

expectations in it is a significant leap. Default, however, seems like a tough phenomenon 

to predict and none of the models can provide sufficiently accurate predictions for it as the 

studies show. The empirical studies of anomalies have nevertheless used these models 

more than a few times and shown that even if default prediction is a difficult task the 

models can still find differences in stock returns. The question remains how far the models 

might be allowed to deviate from the requirements of financial theory for this purpose. 

Tinoco and Wilson (2013), for example, use a neural network as a comparison for model 
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accuracy and even though deep learning can bring us better accuracy than structural 

models, developing theory with them is much harder. As default risk has been split into 

different parts in theory perhaps an ensemble model that would consist of structural models 

accounting for these different aspects could be the next step. If we follow Davydenko 

(2012) in separating economic distress from financial distress, then Merton model and 

hazard models with macroeconomic variables could capture the risk of economic distress 

whereas models that focus on firm level accounting variables could capture the financial 

distress.  

Next, I reconcile how these default risk models have performed in finding 

differences in stock returns and how controlling for the distress risk has affected the 

previous known anomalies size and value effect. The original hypothesis was that distress 

risk should be at the root of both these anomalies, so we should not observe size or value 

effect if we control for distress and the risk should be systemic. Stocks ranked high in 

distress should provide excess returns in the long run.  
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3 Distress, size and value anomalies 
 

In this section I review both how the anomalies are related to the broader asset pricing 

literature and what empirical studies have to say about the three anomalies that are 

inspected in the paper of Vassalou and Xing (2004). The anomalies are a central driver in 

the development of asset pricing literature as they propose for testing new aspects that the 

financial theory cannot explain. Default risk is one of the anomalies which has had several 

attempts to explain the puzzling results that it has produced but the effects are usually hard 

to single out. For that reason I review same studies similar to Vassalou and Xing (2004) 

separately from the aspect of these three anomalies; size, value and distress.  

3.1 Anomalies in asset pricing literature 

Asset pricing is divided into two main categories, debt and equity, both which try to 

estimate the current price of an asset. On equity side the main task is to find a reliable 

estimate of the value for firms and if they are found to be under- or overvalued in the 

market then there is an opportunity for profit by buying or selling the stocks of those firms. 

This pricing process is not static, since the current value of a firm also includes the 

expected sum of all future earnings and as expectations do change continuously, so does 

the price. Debt side of asset pricing is similarly concerned with the future of the firm, but 

more important than the expected amount of earnings is the risk that at some point earnings 

would sink below the level of due payments and the firm defaults on its debt. This default 

risk and the models that try to capture it have transitioned over time from the credit side of 

asset pricing literature to the equity side.  

Evaluation of creditworthiness has always required tools such as financial 

ratios and rules of thumb, but during the 1960s when researchers started to distinguish 

which indicators were the most effective signals of corporate failure (for example Beaver 

(1966)) early versions of default risk models started to appear in academic literature. Early 

models such as Z-score of Altman (1968) were not immediately adopted to asset pricing 

theory until the anomalies were identified in the 1980s. In between those times a large part 

of the research regarding bankruptcy prediction and default risk was motivated primarily 

by bond pricing (e.g. Yawitz et al. (1985), Rodriquez (1988) and Duffee (1999)), since the 

payoff of the bond is directly connected to solvency of the company, whereas asset pricing 

theory instead focused on measuring the riskiness of the stock market mainly from 
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historical stock price movement and some macroeconomic variables (see Sharpe (1964), 

Lintner (1965) and Ross (1976)).  

Examination of several anomalies started to appear in the asset pricing 

literature during the 1980s when the current framework that was mainly dominated by 

models such as CAPM failed to explain why some observable characteristics of a 

company, such as small market capitalization (Banz (1981)) or relatively low market value 

compared to company’s assets (Rosenberg, Reid, Lanstein (1984)) produced consistent and 

abnormally high stock returns when they were used as a basis of portfolio formation. These 

anomalies guided the asset pricing theory to a multifactorial approach of identifying which 

source of risk produces high returns instead of the classical division between systemic and 

idiosyncratic risk. 

Large part of modern asset pricing research still derives from the ideas of 

Fama and French (1993) who incorporated these anomalies in their multifactor model of 

portfolio returns and suggested that there is an underlying source of risk that drives all of 

them – financial distress. Although Fama and French were not the first ones presenting this 

idea (for example Chan et al. (1985) and Chan and Chen (1991) found a strong connection 

between size effect and indicators of financial distress such as leverage and bond spreads) 

their contribution gave both a more concise methodology for measuring sources of 

portfolio returns and at the same time accounted for the recent anomalies. With these 

developments the asset pricing literature transited to the theory of common risk factors that 

persists to this day, but it is still under debate what these common risk factors actually are.  

Fama and French (1993) left open the mechanism how financial distress 

transmits into the observed size and value anomalies, and this was partly due to the opaque 

nature of firms’ true financial status which requires a model to identify and quantify it. 

This gap created by the missing mechanism produced a surge in empirical studies using 

differing models of financial distress to test the hypothesis that firms in danger of 

defaulting yield greater compensation for their stockholders for carrying undiversifiable 

risk. Meanwhile the broader asset pricing literature continued to diverge to new form of 

anomalies, such as the momentum which is observed from the trend in recent stock price 

movement (Jegadeesh and Tittman (1993)), instead of pure firm characteristic.   

Although there is the possibility of financial distress being at the root of these 

anomalies, hardly any of the studies that investigate default risk and the stock market have 

produced results that would have moved asset pricing literature closer to a more simplistic 

answer. Instead, they have yielded a larger variety of explanations, such as the behavior of 
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investors or information asymmetry, all which have raised doubts if distress risk is just 

another spurious effect, such as size and value were claimed to be, or if the proxies for 

distress used in these studies are merely inaccurate. Even though these empirical anomaly 

studies can be overall characterized ‘mixed and inconclusive’ as Ali and Bashir (2021) put 

it in their review, reconciled results show interesting dynamics between the anomalies and 

presents notable criticism or adjustments to the framework in which we examine risk and 

return.  

 

3.2 Empirical studies of anomalies 

This section focuses on three anomalies that are observed directly from firm 

characteristics. Size and value anomalies, and how they relate to the anomaly of main 

interest in this study, the distress risk puzzle. Size and value are one of the earliest 

anomalies in the literature and one reason why they are referred to more often than 

anomalies that followed (e.g., momentum or low volatility) could be that size and value are 

the parameters of the famed three-factor model of Fama and French (1993). Although 

momentum factor was added as the fourth factor to the model by Carhart (1997) 

momentum is not connected similarly to firm characteristics and thus harder to connect to 

the risk-based explanation the investigators of distress anomaly are working with. The 

momentum factor was also replaced more recently by two firm characteristics that can be 

directly observed, the return spreads between profitable and unprofitable companies 

(RMW) and conservative and aggressively investing companies (CMA) in the five-factor 

model by Fama and French (2015) but as majority of the distress anomaly studies covered 

in this study had been conducted before its introduction the three factors have determined 

the scope of most studies.  

The next sections focus on studies that are done mainly from the aspect of 

distress puzzle but also cross-inspect size and/or value anomalies. The reason for this is 

that there are already meta studies for single anomalies (see for example Van Dijk (2011) 

for size effect) and several studies usually review the literature only from the aspect of 

maximum two anomalies based on what their research question is. Composing results from 

all three aspects (size, value and distress anomaly) seems necessary since many studies 

show these factors to be correlated but the question of causality remains ambiguous. I 

review studies that have used one or more default risk model in their analysis and 

inspected at least two of these anomalies. Most relevant studies of default risk should fit to 

this categorization as the research of these anomalies is heavily interconnected and the 
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measurement of default risk always requires some sort of model. Early studies that proxy 

financial distress with tools from the debt market, such as bond spreads and credit ratings, 

are excluded, but as the current literature has moved to use information from the equity 

market and macroeconomy, examining the results from studies using debt market proxies 

can be excluded. 

 First, we focus on the prevalence of distress anomaly in the data, the 

direction of the default effect, but also the models used to determine whether the results are 

dependent of the model. Same studies are then inspected from the aspect of size and value 

anomalies with the focus being in whether the anomalies persist or disappear when 

financial distress is included.   

 

3.2.1. Default anomaly and default risk models 

The first connection between distress risk and stock returns using a distress risk model was 

found by Dichev (1998) and Piotroski (2000) whose results showed that riskier firms 

produced lower returns if the risk was measured by score-models based on accounting 

variables (F-, O- and Z-score). Although the negative returns were puzzling, following 

studies credited these results more to the value anomaly rather than financial distress. 

Piotroski (2000) found the negative returns only among value firms with high book-to-

market-ratio and Griffin and Lemmon (2002) argued that the proxy measure of financial 

distress used by Dichev (1998) is possibly driven by value anomaly. Griffin and Lemmon 

(2002) themselves did not find consistently higher or lower stock returns in distressed 

firms and thus favored value anomaly as a better explanation. The models based on 

accounting variables thus introduced puzzling results that did not fit into the risk-based 

explanation of distress.  

The puzzle soon received countering evidence as Vassalou and Xing (2004) 

made a bold claim that financial distress explains both size and value anomalies, as 

suggested by Fama and French (1993), since their study produced strong results of both 

anomalies appearing only among distressed firms. Garlappi. Shu and Yan (2008) used a 

similar distance to default model to Vassalou and Xing (2004), which utilizes frequent 

market data, but did not find supporting evidence of positive returns for distressed firms in 

general, but lower returns instead. They also extended the framework to consider 

shareholder renegotiation with which their negative result, and possibly earlier puzzling 

results as well, could be fitted to the theoretical framework. The intuition is that some 

companies have a better stance than others to renegotiate with debt holders and to make a 
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recovery after defaulting on their loans. The shareholders in the latter type of firms are in 

real danger of losing their equity and should be rewarded for higher risk than the 

shareholders in companies that are likely to recover. Their empirical results were intuitive 

but as the renegotiation ability creates another layer that is hard to measure on top of 

financial distress, they do not draw strong conclusions from their results.  

After Garlappi, Shu and Yan (2008) had presented the potential missing piece 

of the framework, newer models, but also concerns of potential biases both in the data and 

the methods, were presented. Campbell et al. (2008) found similar results of negative 

distress risk premium with a new hazard model that they claimed to be equally accurate as 

the distance to default model, but they also found distress risk as independent from value 

and size factors. The negative relationship between distress risk and returns is indeed a 

more common empiric result, but the results can depend also on whether we are comparing 

expected returns or realized returns. Chava and Purnanandam (2010) using the same 

models and following Campbell et al. (2008) do similarly find negative realized returns 

among distressed companies in their data, but they argue that the expected returns for that 

time period were actually positive and that in the long run the realized returns would have 

also turned positive. They underline the abnormally low returns in 1980s that might have 

been caused by both the large number of bankruptcies filed in mid-1980s and changes in 

bankruptcy laws in the late 1970s which caused institutional investors to avoid risky 

stocks. This observation is supported by George and Hwang (2009) who do not find excess 

returns for distressed firms prior to 1980 but a strong negative premium thereafter by using 

a more classical risk measure, leverage, in their model. Their choice of using leverage is 

linked to their argument that leverage amplifies the firm’s systemic risks through cost of 

capital and thus is a valid proxy for distress risk. In theory capital structure choices should 

not affect asset risk but by extending the framework with market frictions George and 

Hwang (2009) can fit the puzzling results into it.    

As majority of the studies use data from the US market between 1960-2000, 

the results are, to some level, affected by these surprisingly negative returns of 1980s and 

especially in studies, such as Dichev (1998), where majority of the data is from the 1980s 

the observations made by Chava and Purnanandam (2010) and George and Hwang (2009) 

should especially be considered when reviewing their results. Studies with post 1980s data 

tend to have a more international aspect, sometimes motivated by another hypothesis 

presented by Chava and Purnanandam (2010) that distress anomaly exists only within US 

markets. Gao et al. (2018) and Eisdorfer et al. (2018) by using the distance to default 
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model find some support for the hypothesis as the anomaly is most persistent in the US, 

but they would also add western European countries to markets where a negative distress 

risk premium is present as they find abnormally low returns in these countries as well. 

Aretz et al. (2019) focuses on these same developed countries (US excluded) and although 

they confirm the existence of the anomaly in these countries using the reduced from model 

of Campbell et al. (2008), they find an opposite effect as they observe positive distress risk 

premium from the same time period. The latest studies mainly agree that earlier literature 

has formed a consensus that distress anomaly is most likely driven by mispricing. Gao et 

al. (2018) for example also draws similar conclusion from their result and Andreou, 

Lambertides and Panayides (2021) who is first to use a direct measure of mispricing also 

finds the negative distress risk premium only among mispriced stocks.   

To conclude, the studies that examine the default anomaly have presented 

plenty of evidence of the distress premium being negative and the results do not seem to be 

dependent on the model. Only lately the studies have examined data outside the US market 

in which the tumultuous period of 1980s might have played role in exaggerating the 

anomaly in the data. But even in other countries the negative premium is observable 

although many studies conclude it to be most likely due to mispricing. A surprising result 

is that the anomaly, although a puzzling one, does not seem to have disappeared after its 

publication. In the next section we cover shortly the history of size effect and review the 

results with focus on what has been learned of size effect aside the distress puzzle. 

 

3.2.2 Size anomaly and default risk 

Size anomaly was identified first by Banz (1981) and the strength of this anomaly in 

explaining cross-sectional returns was so powerful that studies such as Lakonishok and 

Shapiro (1985) concluded that size overrules traditional measures of risk in portfolios, 

including default risk. Many studies afterwards noted that size anomaly seemed to 

disappear from US data after 1980s right after its publication (see Schwert (2003), Dichev 

(1998) and Fama and French (1992)) or observed that it has reversed in some countries 

(Dimson and Marsh (1999)). Size effect might also be connected to systemic risk as Chan 

et al. (1985) found macroeconomic variables to have a better explanatory power of the 

high returns in small firms and Kim and Burnie (2002) found the size effect manifesting 

primarily during good economic conditions and reversing during recessions. Asthakov et 

al. (2017) also report in their meta-analysis of size effect a significant publication bias, but 

both the bias and the magnitude of the size effect has decreased over time. Their best 
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estimate of the annual return difference between smallest and largest quintiles in terms of 

company size is a positive 1.72%. Although size effect was labeled dead, the topic did not 

disappear from academic research but remains to this day in a smaller role as a 

complementary factor to other risk measures. 

Dichev (1998) was one of the first researchers to compare size and default 

risk, but before the disappearance of the anomaly from the data his measure of default risk 

was not a potential explainer of size effect. Soon after Piotroski (2000) observed that the 

excess returns from the strategy of focusing on strong firms with lower distress risk 

concentrated on smaller firms, but the results of Piotroski (2000) are hard to generalize as 

he studies only undervalued firms. His original argument that one can find higher returns 

by separating stocks even further from just value anomaly-based strategy could have, in the 

absence of the default risk model, been argued as well to be achieved by using firm size as 

the criterion. Not soon after Griffin and Lemmon (2002) used O-score as a measure of 

distress and although they focused more on value than size effect in their study, from their 

results can be seen that in every risk category small firms generated higher returns. But 

even if high risk firms tend to be the small ones there was no clear difference in returns 

between small firms whether they are high or low risk. Campbell et al. (2008) using a 

hazard model see small firms generally riskier as they have higher chances of defaulting, a 

view also agreed by Chava and Purnanandam (2010) and George and Hwang (2009), and 

this connection becomes more robust on longer horizons and especially after the 1980s 

when small risky firms have a pattern of low returns and high volatility.  

Some studies, such as Chava and Purnanandam (2010) and George and 

Hwang (2009) control for size and value effects in their regressions but refrain from 

commenting interaction of size and value with default risk. Few studies comment them 

briefly but without much discussion. Aretz et al. (2019) for example see that including size 

and value effect does dilute the positive distress premium by a third but the premium 

remains statistically significant whereas Andreou, Lambertides and Panayides (2021) only 

comments the size effect to have the expected negative sign and that it is statistically 

significant when included as a control variable. Gao et al. (2018) using a global dataset see 

the negative distress risk premium to be the strongest among small firms, but they do not 

report separately the estimates for size and value factors in their regressions so evaluating 

how the factors interact is not possible. Interestingly, Eisdorfer et al. (2018) do not discuss 

why in their regression results size effect in the US has reversed and is highly statistically 
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significant whereas in emerging countries, where distress anomaly seems to be absent, the 

size effect appears not to have inverted.  

To conclude, small firm size and risk of default are correlated and studies 

which report their results both with and without firm size as control variable seem to show 

that firm size often dilutes the explanation power of distress risk. The notion that size 

effect would have disappeared after its publication seems like something that might have 

been too hastily determined if you inspect it through the studies of distress puzzle. Van 

Dijk (2011) in his meta-analysis of size effect also concludes that although the size effect 

has clearly weakened after 1980s, we do not have enough data to declare the anomaly 

missing.  

 

3.2.3 Value anomaly and default risk 

The second major anomaly is the value anomaly which is based on the return difference 

between value and growth stocks. Distinction between value and growth is made based on 

how much the market expects the firm to grow in future so growth stocks generally have a 

market valuation multiple times higher than their current amount of assets and value stocks 

are valued close to their current asset base. Zhang (2005) refers to a popular rationalization 

by Grinblatt and Titman (2001) why the high returns of value stocks are anomalous. Since 

future expectations have uncertainty embedded in them then with rational expectations 

investors that invest in growth stocks should be rewarded with a premium as they are 

subject to more systematic risk. Economic shocks could downgrade the growth outlooks 

and drive down the valuations based on growth greatly. Value stocks on the other hand 

would not have the same downside as their valuation is close to their assets and since the 

value of assets is considered redeemable then there should not be a risk premium.   

Zhang (2005), however, challenges this view and argues that value anomaly 

can be fitted into the neoclassical framework if one considers that it is more costly to 

reduce firm capital than expand it, meaning that value firms actually carry more risk 

especially in bad times when heavy disinvestment is required whereas growth firms adjust 

their future plans downward instead of their capital. Whether the theoretical excess returns 

are considered nowadays anomalous or not, empiric results show that market valuation has 

been a significant indicator of stock performance and similarly as with firm size there is a 

link to default risk. The value anomaly has early on been hypothesized to be a result of 

systematic bias in the valuations. Lakonishok, Shleifer and Vishny (1994) suggest that 

value stocks tend to have pessimistic expectations and hence are undervalued and although 
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this mispricing argument was presented specifically to value stocks, it concerns both size 

and distress anomalies as well. 

The discovery of the value anomaly is harder to pinpoint as several metrics 

can be used to separate growth and value stocks. Basu (1977) and Basu (1983) observed 

the anomaly using earnings-to-price ratio whereas Rosenberg et al. (1985) used book-to-

market ratio, which later became the most used indicator of value stocks. Similarly, as with 

size anomaly, the work of Fama and French (1993) and their three-factor model spurred 

further research on the value effect especially because they underlined value to be more 

important in explaining stock returns compared to firm size. As with size effect the value 

anomaly seemed to initially disappear from the data after publication (Schwert (2003)). 

Out of the studies that used default risk models, Dichev (1998), was again the 

first to challenge the connection between distress and value anomaly. Although risky firms 

generally could be categorized as value stocks in his data, the riskiest tail of the spectrum 

that you would expect to be the most undervalued firms were instead stocks with high 

valuations. The high returns in value stocks could not be explained with distress risk from 

the data before or after the disappearance of the anomaly. Piotroski (2000) approached next 

the value anomaly by hypothesizing that the exploitation of value anomaly could be driven 

even further if you shed distressed firms from the portfolio. Their approach was more 

motivated by information gained from a fundamental analysis to separate weak and strong 

firms better than the market rather than by the risk-based explanation. As they expected, 

the returns indeed were higher for less distressed firms, which might be seen as a 

contradictory evidence of distress risk premium, but since they only investigated the 

returns differences within value stocks and excluded growth stocks, it is hard to deduct 

anything of the overall connection between value anomaly and distress risk.   

Griffin and Lemmon (2002) flipped the design of Piotroski (2000) and 

inspected the value effect within portfolios of different risk levels and they find the 

strength of value (and size) effect to be increasing with the level of distress risk. Although 

Griffin and Lemmon (2002) were first to document a connection between distress risk and 

value effect, Vassalou and Xing (2004) soon presented a more confident hypothesis that 

distress risk alone could explain both size and value effects, since with their model and 

data these effects only appeared among the riskiest firms. Garlappi, Shu and Yan (2008) 

instead saw some dynamic between value and distress in both ends of the spectrum as they 

saw that among growth stocks higher risk meant lower returns but in value stocks this 

distress effect reversed. Noteworthy is that although Garlappi, Shu and Yan (2008) report 
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the results as they had inspected the risk levels within value or growth stocks (similarly as 

in Piotroski (2000)) they actually inspected value effect within different risk groups 

similarly to Griffin and Lemmon (2002) and from this aspect their results were similar. 

The effect this type of two-variable sorting has on empirical results is discussed more in 

section 3.3.2. 

As the connection between distress and valuation was now established, also 

in empirical studies, Campbell et al. (2008) in their investigation of company failures also 

saw market valuation and bankruptcy being interconnected, as value stocks in general were 

more likely to delist due to bankruptcy, but they didn’t find evidence that this risk would 

transmit to higher stock returns and conclude that value effect can’t be the outcome of a 

financial distress. George and Hwang (2009) saw negative returns for high distress risk and 

although their main point was that capital structure (leverage) can potentially explain 

financial distress better than default risk models, they didn’t see it explaining the value 

effect, and concluded that these are two different types of risk that leverage and book-to-

market ratio measure. To further separate the problem into three components Garlappi and 

Yan (2011) show that leverage (risk) does amplify value effect, but the relationship of 

value effect and probability of default (distress) is hump-shaped, so that the value effect 

diminishes among the most distressed firms.  

To conclude, similarly to the size effect, the value effect seems to become 

inconsistent when you add financial distress into the equation and perhaps for this reason 

some studies such as Chava and Purnanandam (2010), Eisdorfer et al. (2018) and Andreou, 

Lambertides and Panayides (2021) merely use it as a control variable but refrain from 

commenting how default risk and the value effect interact. The absence examining the 

value effect is a bit surprising as from the results of these same studies one can see a 

positive (Eisdorfer et al. (2018) and Andreou, Lambertides and Panayides (2021)) or 

negative (Chava and Purnanadam (2010)) value effect and especially the international 

study of Eisdorfer et al. (2018) they show that the value anomaly is not exclusive to US 

markets, but a global phenomenon.  

Another layer in this branch of literature are all the other possible factors 

outside the theoretical risk and reward framework, such as market inefficiencies or 

irrational behavior, that are presented as potential creators of these anomalies. Single 

studies generally link these potential explanations to a single anomaly, but when inspected 

as a group the factors that reappear in other studies can be seen to affect not just one but 

many of these anomalies. As authors such as Hou et al (2020) also present critique of the 
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general methods used in this form of analysis, that might have led to finding these 

anomalies it is more sensible to inspect them as alternative explanations for anomalies.   

 

3.3 Alternative explanations for anomalies  

In this section, I review how studies investigating distress anomaly have identified and 

accounted for factors outside the theoretical framework of efficient markets, such as 

market frictions and behavioral aspects, which might be alternative sources of the 

anomalies. I also inspect whether these factors have influenced the results when they have 

been controlled for and similarly, I review how studies have identified general methods of 

analysis used in this research area which might have biased the results more widely.  

Since behavioral factors, such as the prospect theory of Kahneman and 

Tversky (1979), were early on known to affect the functioning of financial markets, it was 

a common hypothesis that behavioral elements might be significant factors in studies 

regarding size, value and distress anomalies. In a more recent meta study, Barberis (2021) 

shows that this indeed was a valid concern since when the effect of prior losses and gains 

is accounted for, as in prospect theory, they can explain slightly more than half of the total 

23 observed anomalies, even though value and size anomalies are not included in them. 

Even without involving the behavioral aspect, frictions in the market that interfere with 

efficient trading are generally known to skew the outcomes the theory would predict. Many 

studies have later identified that these inefficiencies have been in some cases left 

unaccounted for, but they also have found flaws in the more specific methods of analysis 

used in those prior studies in this area. A more general concern of publication bias in the 

academia burdens also this area of literature since at least the results of size anomaly has 

been identified to have suffered from this bias (Asthakov et al. (2017)). The literature 

regarding anomalies balances between trying to find explanations within the framework 

but actively investigates the flaws in it as well.  

We inspect these factors in two categories. First, we review results from 

behavioral and informational factors such as analyst bias and mispricing and in the second 

section we review more technical factors such as the sorting method of portfolio analysis, 

data adjustments and statistical noise in the data which can affect the results.  
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3.3.1 Market inefficiencies, mispricing and behavioral factors 

The most common test among studies of distress or value anomaly is to test for mispricing, 

a systematic under- or overvaluation of certain types of stocks, but the results are mixed 

even though several studies have found some sort of connection to mispricing with 

different types of proxies. 

 

Investor mispricing 

Lakonishok, Shleifer, and Vishny (1994) and La Porta (1996) presented critique early on to 

the argument of Fama and French (1992) that size and value can be fitted in to the rational 

asset pricing model by showing that either typical mistakes of naïve investors (Lakonishok, 

Shleifer and Vishny (1994)) or too extreme expectations of analysts (La Porta (1996)) can 

explain the value anomaly. Together, the authors also specified that at the times of earnings 

announcements the value stocks repeatedly outperform the market expectations (Porta, 

Lakonishok,Shleifer and Vishny (1997)). Following these arguments Dichev (1998) in his 

study of distress risk tested if distressed firms experience a correction to returns after new 

information of bankruptcy risk is available. He observes a slow adjustment over a long 

period which implies mispricing to be more credible reason for low returns than systematic 

risk.  

Griffin and Lemmon (2002) also use earnings announcements and they 

strongly claim that value anomaly is the result of mispricing caused by information 

asymmetry from low analyst coverage. They also find mispricing to be strongest in the 

group of most distressed firms during earnings announcement. Griffin and Lemmon (2002) 

hypothesize that investors expect these distressed firms to catch-up with comparable firms 

with healthier financial status but are systematically disappointed. Gao et al (2018) 

similarly find support for mispricing as investors seem to underreact when firms receive 

negative news. Compared to a group of firms that receive no news at all, this 

underperformance shows that there is temporary overpricing involved. Gao et al (2018) 

also see negative distress risk premium to be connected to country level measures of 

overconfidence and to times of bull market. Campbell et al. (2008), on the contrary, find 

opposite results to this overoptimism of distressed firms as they see distressed firms to 

outperform others around the time of earnings announcement.  Their hypothesis is that 

announcing earnings at all is a positive sign for a firm that is near bankruptcy. Andreou, 

Lambertides and Panayides (2021), who find negative returns in distressed firms, actually 

pinpoints the earnings announcements of distressed firms as the possible main culprit of 
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investor disappointment to distressed firms as he finds evidence that distressed firms adjust 

their earnings to display more optimistic view than the reality of their business. Distress 

anomaly also appears only in the most mispriced selection of firms and after controlling for 

it with a more direct measure of mispricing than in previous studies they see the anomaly 

disappearing. Investigating the mispricing argument has thus become very common in 

latest studies. 

 

Analyst bias and illiquidity 

Mispricing by investors can also be a derivative of bias in the forecasts of analysts as La 

Porta (1996) suggested but fewer studies inspect mispricing from this aspect. Chava and 

Purnanadam (2010), whose results are reliant on the fact that analysts are not 

systematically biased to forecast distressed firms' performance upwards, test for this bias 

by using both the most pessimistic and most optimistic forecasts. The idea is to see if 

investors automatically discount the forecasts downwards, but they do not see this 

explaining their results of a positive risk premium.  

The absence of analyst forecasts can also complicate the valuation of a firm 

especially if the firm is in distress. Griffin and Lemmon (2002) do see a correlation with 

low analyst coverage and their measure of high financial distress, but although they are 

generally in favor of the mispricing argument, they don’t see low analyst coverage being 

significant enough to explain it completely. The results of George and Hwang (2009) give 

suggestive evidence to the same direction as they test for mispricing only through analyst 

coverage, but they do not see it explaining their results as well. Additional factors to 

consider could be dispersion of analyst forecasts or illiquidity of stocks, both which 

Garlappi, Shu and Yan (2008) use as proxies for mispricing. Although dispersion in 

forecasts is an indicator of information asymmetry and illiquidity of stocks is a market 

friction rather than systematic biases, Garlappi, Shu and Yan (2008) do not see either one 

of them explaining their results. The illiquidity argument, however, has received 

supporting evidence later, as Gao et al. (2018) see distress anomaly particularly strong 

among stocks that are very liquid.  

 

3.3.2 Analysis methods, measurement errors and data adjustments 

Through development in research methods, a few methodological problems that can distort 

the results and potentially inflate them as well have been retrospectively identified. One of 

the core methods when comparing returns of different portfolios is to sort firms based on 
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one or two variables of interest, for example market value (size) and probability of default 

(distress), and then compare the returns of sub-portfolios. In his meta-analysis of size 

effect Van Dijk (2011) refers to the results of Berk (2000) who presents valid concern of 

this two-way sorting method.  

 

Sorting and statistical noise 

The problem, according to Berk (2000), is that when stocks are first grouped by a variable, 

such as firm size, that is known to have explanatory power in stock returns then the 

variation in stock returns in each group will be smaller than in the whole sample, but 

because measurement error is usually independent of these variables and unaffected by 

sorting, the variation of stock returns gets closer and closer to the level of noise in the data 

and eventually becomes indistinguishable from it.  

This of course leads to more null results when two-way sorting is used, but if 

the sorting variable is correlated with noise, then we can observe seemingly significant 

results which are instead made of noise. Lo and Mackinlay (1990) demonstrated this in 

their seminal work of data-snooping and Arnott et al. (2015) also show that small stocks 

and value stocks tend to be undervalued because of the negatively skewed noise in their 

price data and they claim that moderate amount of this noise can indeed create size and 

value effects. The effect of noise in the results of distress risk papers examined in this 

thesis is hard to evaluate, but if it is related to mispricing, which studies such as Griffin and 

Lemmon (2002) has found to be connected to distressed firms, then noise could transmit to 

the end results as well. 

 

Portfolio weighting 

Some methods are known to inflate results instead of diluting them. After sorting stocks by 

a risk factor the next step is to form portfolios from them with equal weighting or value 

weighting. Equal weighting in theory seems like the rational choice if one wants to 

diversify into two different stocks with different market prices. With equal weighting, even 

though the stocks have different prices, one would invest the same amount of money in 

them and therefore they would have the same weight in the portfolio. With value weighting 

the more expensive stock has a larger weight in the portfolio proportional to the difference 

in prices.  

Difference in the weighting method can have substantial effects on portfolio 

returns and there are couple of known factors that together with value weighting can inflate 
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returns of certain stock types. Hou et al. (2020) show that by excluding from their data 

firms that are smaller than the 20th percentile of NYSE market roughly two thirds of more 

than 400 anomalies yield insignificant results. Although they underline the microcaps as 

the main contributor to skewed results, they also emphasize that both equal weighting and 

the Fama-Macbeth regression together inflate the problem of microcaps. These problems 

however have not completely been left unaccounted for in earlier literature. Hou et al. 

(2020) refer to an earlier observation of Fama (1998) that by using value weighting 

anomalies seem to disappear. The possibility of data snooping was already addressed in 

early studies such as Piotroski (2000) and Griffin and Lemmon (2002) and many studies 

test their main results with both value weighting and equal weighting (Griffin and Lemmon 

(2002), Garlappi, Shu and Yan (2008), Garlappi and Yan (2011) and  Aretz et al. (2019)) 

or use mainly value weighting (Campbell et al. (2008), Chava and Purnanandam (2010), 

Gao et al. (2018) and Andreou, Lambertides and Panayides (2021)).   

Studies that rely only on equal weighting include Dichev (1998) and 

Piotroski (2000), who do not comment on the choice, and Vassalou and Xing (2004) who 

argue their use of equal weighting to report the results to be consistent with previous 

studies regarding size and value effect, but in a small section of their paper where they 

compare equal and value weighted results, their results are significantly smaller in 

magnitude with value weighting. Similar dilution is generally seen in studies that report 

both weighting methods. As exceptions George and Hwang (2009) perform their 

regressions on a stock level returns, not portfolio returns, so their results do not require 

weighting method and Eisdorfer et al. (2019) who use mainly value weighting. As they use 

international data and they don’t want large countries with many companies to dominate 

the portfolios, they use selectively equal weighting in their inference.  

 

Microcaps 

The exclusion of microcaps is not a common practice and although the removal of small 

stocks might seem like a small factor, the effects might be surprisingly large. Fama and 

French (2008) report microcaps to account for 60% of individual stocks in the three largest 

stock exchanges of the US, but the monetary value of these firms is only roughly 3% 

which leads to an extremely skewed distribution. Campbell et al. (2008) and Chava and 

Purnanandam (2010) remove stocks valued below 1$, Garlappi, Shu and Yan (2005) 

remove stocks below 2$, George and Hwang (2009), Garlappi and Yan (2011) and Gao et 

al. (2018) remove stock below 5$, Aretz et al. (2019) removes stocks below the 5th 
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percentile and studies that do not remove any stocks based on their price include Dichev 

(1998), Piotroski (2000), Griffin and Lemmon (2002), Vassalou and Xing (2004) and 

Andreou, Lambertides and Panayides (2021).  

The robustness of the results is hard to evaluate in studies that do not exclude 

microcaps. Some information can be deduced from the results of Garlappi, Shu and Yan 

(2008) who report that exclusion of the microcaps affects the equal-weighted results 

whereas value-weighted results are unaffected. Garlappi and Yan (2011) observe that 

stocks under the price of 5$ are the ones with highest distress risk levels, which might have 

implications to earlier empirical results of distress anomaly as well.  

 

 

Negative book-to-market ratio 

Another data adjustment method which is unexplored in the literature but might possibly 

bias the results as well is the inclusion of firms with negative book-to-market ratio. Dichev 

(1998) specifically mentions that as his measure of distress (Ohlson (1980) O-score) uses 

book-to-market ratio as an input, the exclusion of firms with negative ratio might bias the 

results. However. after testing both with and without said firms in the data the results 

appear not to be affected by it. Griffin and Lemmon (2002) use the same measure of 

distress, but they instead exclude negative bm-ratio firms without justification as do 

Vassalou and Xing (2004), Garlappi, Shu and Yan (2008) and Garlappi and Yan (2011).  

Campbell et al. (2007) on the other hand adjust downwards extremely high values of book-

to-market ratio and replace negative values with small positive values. Rest of the studies 

(Piotroski (2000), Chava and Purnanandam (2010), Gao et al. (2018), Eisdorfer et al. 

(2018), Aretz et al. (2019) and Andreou, Lambertides and Panayides (2021)) do not 

comment the negative book-to-market ratios at all so it is assumable that they are included 

in the data.    

 

Delisting returns 

An important factor as we are inspecting the stock returns of distressed companies is how 

one should account for delisting returns when companies either are taken to private 

ownership, or they are delisted for performance related issues such as bankruptcy. In the 

former case shares can be bought out or swapped into shares of the acquirer and in the 

latter case the stock might lose its value. Shumway and Warther (1999), for example, show 

evidence that size effect disappears completely in an often-used NASDAQ dataset when 
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stock returns are corrected to reflect the real losses from delisting firms. Some of the 

studies that investigate distress risk have accounted for this delisting bias by using the 

average loss rates of -30 or -55 percent which were estimated by Shumway (1997). These 

include Griffin and Lemmon (2002), Garlappi, Shu and Yan (2008), and Garlappi and Yan 

(2011).  

Some studies rely directly on the delisting returns that data providers, such as 

CRSP, include in their stock database or they have accounted for delisting in some other 

form. Dichev (1997), for example, comments only that delisting returns are included in the 

monthly returns and Campbell et al. (2008) seem to admit that in some cases the returns of 

portfolios consisting of distressed firms can have an upward bias as they assume stocks are 

always sold at the end of the month preceding the delisting.  Chava and Purnandam (2010) 

state that their procedure of handling delisting returns is the same as in Campbell et al. 

(2008) and Gao et al. (2018) note that they are missing delisting returns in their global data 

outside of United States so results in these countries are biased upward. Piotroski (2000) 

on the other hand has a perhaps too optimistic assumption that in case of delisting the 

return is zero, with no losses. Vassalou and Xing (2004) employ more drastic assumption 

that in case the delisting results to bankruptcy, then the whole capital is lost (-100 percent 

return) but they do not comment on if they adjust the returns for other types of delisting’s. 

Studies such as Eisdorfer et al. (2019), Aretz et al. (2019) and Andreou, Lambertides and 

Panayides (2021) do not specify how delisting returns are handled. The monthly delisting 

returns can affect portfolio returns and for future tests of anomalies Beaver et al. (2007) 

suggest doing a robustness check by excluding delisting years from the data. 

This research area has experienced continuous improvements which on the 

other hand is desirable but as almost every study seems to have found a new aspect that 

was overlooked by its predecessors it is hard to put these studies on the same line and 

compare their results equally. These studies however haven’t been able to show nullifying 

results for the distress puzzle and it seems unlikely that they will provide a binary answer 

to its existence in the future. The results can definitely be utilized by those interested in 

either predicting the markets or participate in them. The takeaways of how to take distress 

risk into account properly are divided based on whether one is interested in a broad range 

of firms or a selected few.  In general, the consensus seems to be that distress risk cannot 

explain size and value anomalies or vice versa, but there is clearly a correlation between 

the factors and the most probable factor that might connect them could be mispricing. 

Distressed firms seem to have, on average, lower stock returns across different countries, 
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but this might change if you observe distressed firms in subsamples such as within 

undervalued firms.  

 

4 Replication of Vassalou and Xing (2004)  

In this section I walk through both the analysis method used in the study of Vassalou and 

Xing (2004) and inspect in more detail the default risk model used in it. Then I review the 

data and how it compares to the data both in Vassalou and Xing (2004) and similar studies 

and summarize if there are any discrepancies that might affect the expected results of this 

replication. Then I construct the portfolios, test for differences in average returns and 

perform regression analysis to isolate the effects of each factor. In the end of this section, I 

perform a few robustness checks and summarize the results.  

 

4.1 Analysis method and the distance to default model 

Vassalou and Xing (2004) have three main asset pricing tests. First, they inspect size, 

value, and distress anomalies independently by sorting all firms by one of these variables 

and creating five portfolios based on the ranking. Then the monthly returns are calculated 

for each portfolio and the difference between the returns of portfolios at both ends of the 

ranking is tested to see if there is a statistically significant difference and thus an 

opportunity to utilize a long-short strategy of investing to the more profitable end of the 

spectrum and betting against firms on the other end.  

The second test is to sort each of these portfolios by a second factor and to 

see if observed patterns in the first test hold if we control for one of the factors. Portfolios 

that were first sorted by distress risk are then sorted by either value or size and portfolios 

sorted by size or value are then sorted by distress risk. The comparison of return 

differences is done similarly as in the first test but now one of the factors is always 

controlled for.  

The third test is to use a regression model created by Nijman, Swinkels and 

Verbeek (2004) which assigns dummy variables for each unique type of portfolio from the 

previous tests and by having the portfolios constructed both with dual combinations of the 

factors and only single factors the method allows to extract the effects of each factor level 

independently as well as their joint effect. As the data is in panel format and observations 

are grouped in portfolios, Vassalou and Xing (2004) use Fama-Macbeth regression which 

usually refers to a two-step process of calculating first the factor loadings of each stock and 
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then the risk premiums for each factor by regressing the portfolio returns for each fixed 

period. In this case only the second step is employed as we are not using factor loadings 

but dummy-variables of each portfolio type as independent variables. Fama-Macbeth 

regression outputs the average estimates of all cross-sectional regressions which are run at 

each point of time. The standard errors produced by this method are not corrected for 

autocorrelation or heteroskedasticity which according to Fama and French (1988) is a 

problem in time series data with longer holding periods. To correct for this the Vassalou 

and Xing (2004) use common Newey West-estimator to report corrected standard 

deviations and t-stats. 

A central piece in this analysis is constructing the default risk model. The are 

several variations to the model that originates from the work of Merton (1974) and the 

option pricing formula of Black and Scholes (1973) and often authors have then used 

slightly differing terms to distinguish them. The most common ways are to either use 

precalculated expected default frequency (EDF) values provided by Moody’s (Garlappi, 

Shu and Yan (2008) and Gao et al. (2018)) or use the practitioners version of the Moody’s 

KMV model outlined in Crosbie and Bohn (2003) (Vassalou and Xing (2004), Campbell et 

al. (2008), Eisdorfer et al (2018) and Aretz et al. (2019)) usually referred as Mertons 

distance to default (DD/MDD) values. Only known study to use the precalculated values 

from another empiric study is George and Hwang (2009) who are able to use the EDF 

values calculated by Vassalou and Xing (2004) as they use the same dataset. Bharath and 

Shumway (2008), in their evaluative study of distance to default, test both the structural 

form of the model as in Crosbie and Bohn (2003) but also a simplified version with which 

one can avoid computationally heavy iterative process included in the structural form by 

using empirically motivated fixed values instead. As Bharath and Shumway (2008) see the 

naïve version to be roughly equal in accuracy to the structural model Andreou, 

Lambertides and Panayides (2021) relies only on the naïve version but Chava and 

Purnanadam (2010) test their results with both versions. Hillegeist et al. (2004) have also 

modified the system of equations in the structural model slightly, for example by not using 

firm level stock returns as expected returns, similarly as Vassalou and Xing (2004) does, 

but using return on assets instead. Campbell et al (2008) who follow the method of 

Hillegeist et al. (2004) have also modified the same expected return term to a constant 6% 

as an empirical proxy instead of a firm specific value so there is small variability in the 

models even if studies at first glance seem to use the same structural model.  
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The model used here is the structural model similar as in Vassalou and Xing 

(2004) but as the authors have not released their code with which they have calculated 

distance to default measures, but only precalculated values, we closely follow the 

specifications given by Vassalou and Xing (2004) for the inputs of the model. The 

calculations presented here follow primarily the notation of Vassalou and Xing (2004). 

Distance to default model is an application of an option pricing model and 

hence comes with several assumptions the target of application must satisfy. The main idea 

why option pricing process would be equivalent to bankruptcy prediction is that in both 

cases the goal is to infer the probability that the price of an underlying asset drops below a 

set level by assuming that this probability is already priced in the current market price and 

past volatility. In case of option pricing the underlying price is the price of the stock that is 

traded in the market, and the derivative price is the strike price determined arbitrarily by 

the participants of option trading. In case of call options, the option itself is valuable if the 

price of the underlying stock remains above the strike price before or at the expiration. The 

owner of the buy option can earn by exercising the option to buy the stock at a lower price 

and selling it immediately at higher market price, but if the stock price had dropped below 

the strike price, then the option becomes worthless. A situation analogous to this would be 

if the stock price were the value of firm assets and the strike price is replaced with debt 

liabilities that are due in time T, then a shareholder could be in a similar position as the 

option trader. If the value of firm’s assets drops below the amount of short-term liabilities, 

then the debtors are entitled to redeem all the remaining assets of the firm and the value of 

the stock has become worthless. The probability of this happening should therefore 

determine the value of a share similarly as the value of the buy options is determined by 

the probability of the underlying stock price dropping below the strike price. A shortened 

description of the model is the following.  

 

If the asset value of a firm follows geometric Brownian motion: 

 

(1)                             𝑑𝑉𝐴 = 𝜇𝑉𝐴𝑑𝑡 + 𝜎𝐴𝑉𝐴𝑑𝑊 

 

then the change in the value of firm assets 𝑉𝐴 over time t consists of the change given by 

the drift 𝜇 (expected return to assets) and asset volatility 𝜎𝐴. The direction of this change 

due to volatility is determined by the standard Wiener process W (random walk).  
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If the price of a call option is replaced with the value of equity 𝑉𝐸 , then the Black and 

Scholes (1973) call option formula transforms into  

 

(2)                              VE=VAN(𝑑1) - 𝐷𝑡𝑒−𝑟𝑇N(𝑑2)  

 

Where N is cumulative density function of the standard normal distribution and  

 

(3)                                     𝑑1 =
𝑙𝑛(

VA
𝐷𝑡

)+(𝑟+
1

2
𝜎𝐴

2)𝑇

𝜎𝐴√𝑇
       

(4)                       and         𝑑2= 𝑑1 − 𝜎𝐴√𝑇 

 

where 𝐷𝑡 denotes the face value of the debt observable from the market, r the risk-free rate 

of debt and VE the value of equity calculated by multiplying the share price by the number 

of shares. What we cannot observe and for which we must utilize the iterative process are 

the market value of all assets VA and the volatility of these assets 𝜎𝐴.  

The iterative process begins by inputting calculated volatility of the stock 

price 𝜎𝐸 as a starting value for 𝜎𝐴, solving for VA, calculating volatility 𝜎𝐴 from new daily 

values of VA and with the new volatility solving again for VA and so forth until 𝜎𝐴 

converges. Vassalou & Xing (2004) after obtaining final estimates for VA and 𝜎𝐴 calculate 

the drift 𝜇 from mean change of 𝑙𝑛(V𝐴), but in the packaged functions of Christoffersen 

(2020) the estimation of drift is done in every iteration similarly from change in log returns 

and the iterations stop only after both 𝜎𝐴 and 𝜇 have converged.  

After converging we have the final estimates for VA, 𝜎𝐴, 𝜇 and by adding the 

level of debt 𝐷𝑡 observed directly from the financial statement we can calculate the 

distance to default estimate from  

𝐷𝐷𝑡 =
𝑙𝑛 (

VA

𝐷𝑡
) + (𝜇 +

1
2 𝜎𝐴

2) 𝑇

𝜎𝐴√𝑇
       

 

where prediction horizon T is one year, level of debt 𝐷𝑡 is short-term debt plus half of the 

long-term debt with daily adjustments, the risk-free rate r is the monthly US treasury 

constant rate and equity volatility 𝜎𝐸 is calculated with common Close-to-Close volatility 

formula (standard deviation of prices divided by mean price) that is implied to be the 

method in Vassalou and Xing (2004) although they do not specify it. As a robustness 
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check, volatility was calculated using three different time periods, 12 months prior, 3 

months prior and last month. The end results remained similar with all variations.  

 

4.2 Data summary and adjustments 

The data in this study is acquired through Standard and Poor’s Capital IQ platform and 

represents Morgan Stanley Capital International (MSCI) USA index from January 2005 to 

December 2020. At the end of 2020 there were 620 constituents in the index, but as 

companies might have more than one class of shares and they enter and exit the index, the 

number of stocks in the index is higher and varies. The stocks that are removed from the 

index but are still listed in the exchange remain in this dataset. Delisting can happen 

through a merger, an acquisition or if the company files for chapter 11, a bankruptcy 

restructuring. The index covers a large 85% share of the market capitalization in US 

market as most of the large- and mid-cap companies are included. However, this also 

means that large amount of small companies are excluded. Both the timespan and the time 

period of this dataset is closer to the international studies of distress anomaly (Eisdorfer et 

al. (2018), Gao et al. (2018) and Aretz et al. (2019)) who have data from less than twenty 

years whereas majority of studies that investigate the distress anomaly in US have data 

roughly from 1965 to 2000. Figure 1 presents descriptive statistics of the data. 

Figure 1 
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The data includes daily closing prices of stocks, debt, book-to-market-ratio (BM-ratio), 

monthly number of shares. I use the monthly US treasury constant rate as the risk-free rate 

similarly as Vassalou and Xing (2004). The BM-ratio is calculated by comparing the 

annual book value of equity to daily market value whereas Vassalou and Xing uses semi-

annual book values. For debt, similarly as Vassalou and Xing I use annual levels of short-

term debt plus half of the long-term debt with daily adjustments.  

Vassalou and Xing (2004) have omitted firms with negative BM-ratio, which 

can occur if the book value of equity is negative due to losses, but the firm is still valued in 

the market, possibly due to future expectations of returns. Vassalou and Xing do not justify 

this choice or discuss how large this group is in their sample, but in our sample, there are 

207 stocks out of 1205 that receive negative BM-ratios during the whole time period, out 

of which 120 have negative ratios in at least 12 different months and 87 in at least 24 

different months. The model uses market values, not book values, of equity so the 

calculations should not be affected even if these firms are included, only the ranking of 

stocks in different portfolios. However, Griffin and Lemmon (2002) also use only 

nonnegative equity values to calculate the BM-ratio for which reason I also exclude the 

negative book-to-price-ratio firms in the main analysis. Similarly, as with microcap firms 

as a robustness check I run the regressions both with and without negative BM-ratio firms.  

Vassalou and Xing (2004) also have data of defaults, and in case a firm has 

defaulted, they assume that investors lose their capital even if some companies still could 

emerge from bankruptcy. In my analysis no data of defaults is included, but as 391 

companies out of 1205 delist before the end of 2020 it is crucial to attempt to identify 

which of these are due to reasons other than default or bankruptcy.  I used public data 

available on search engines to find out that 25 of these delistings were due to bankruptcies 

and for almost all other cases the reason for delisting was due to acquisition, merger or 

renaming of the company. For the firms that delisted due to bankruptcy I similarly 

assumed that the invested capital was lost, and for those that were privatized the latest 

closing price was carried to calculate the monthly return. In case of acquisitions which 

usually are exercised at a price higher than the current stock price, this choice of carrying 

the latest price should not, on average, inflate the returns calculated in this analysis. There 

were less than five cases with no information available and for those cases I similarly 

assumed lost capital as in bankruptcies.  
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4.3 Single factor portfolios 

As a first step I calculate distance to default (DTD) for each firm at the first day of each 

month and at the same time I assign each firm to a quintile based on three factors: market 

capitalization (size), BM-ratio (value) and DTD (default risk). The characteristics of 

portfolios that are formed based on a single factor are listed in Table 1.  Vassalou and Xing 

(2004) only report mean values, not medians, and I follow this choice to make the results 

comparable. The t-statistics have been calculated from standard errors corrected for 

heteroskedasticity and autocorrelation by using the Newey-West estimator. According to 

Lazarus et al. (2018) the standard approach used by Vassalou and Xing (2004) in selecting 

the lag parameter of the Newey-West estimator has been shown to reduce power of the 

estimator and thus we follow their recommended general rule and set the lag parameter 

1.3𝑇½. This sets autocorrelation after 18 months to be ignored in our data. I also added 

leverage-ratio to Table 1 as it has been shown in latest studies to be closely related to 

financial distress.  

Portfolios sorted by distress risk in Panel A have miniscule dispersion in 

average monthly returns and the average difference between the returns of firms in highest 

and lowest quintiles is only 0.041 percent with a very high standard error so the effect 

might go both ways or be zero on average. Vassalou and Xing (2004) observe the opposite 

as they find at 95 percent level a statistically significant difference of 0.53 percent between 

high- and low-risk firms when the stocks are equally weighted but with value weighting 

the difference dilutes to 0.14 percent with a low t-value of 0.46.  

Looking at the characteristics of each quintile in Panel A, size and BM-ratio 

seem to have similar trends as Vassalou and Xing and other authors have observed, smaller 

firms and firms with high BM-ratio tend to have higher distress risk levels. The BM-ratios 

also are roughly in the same range as in the sample of Vassalou and Xing, where low-risk 

firms have a mean BM-ratio of 0.64 and high-risk firms a 1.64. The risk indicator seems to 

be correlated with the amount of leverage as expected. The difference in the average size 

of the firms in this sample becomes evident from Panel A as in this sample the average 

market capitalization ranges from 11.31 to 34.27 billion dollars whereas in the sample of 

Vassalou and Xing the corresponding values are 2.56 to 5.59 billion. This is most likely a 

result of this sample excluding the smallest firms. 

Next in Panels B and C, firms are sorted by size or BM-ratio to assess their 

characteristics and whether we can observe the size and value effects. Panel B shows that 
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the size effect seems to be present as there is a 1.227 percent difference between small and 

large firms with a t-value of 2.961. The point estimate is 0.33 percent higher what 

Vassalou and Xing observed. Small firms clearly have higher BM- and leverage-ratios and 

higher level of distress risk measured by our indicator. Although leverage is very high in 

the smallest quintile, it does not seem to be correlated in other quintiles with size as much 

as with value or distress risk. We also see that now size varies between quintiles more 

sharply, which suggests that the risk indicator is not entirely selecting firms based on size.  
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Panel C shows puzzling results. The value effect seems to be negative 

although with a t-stat of -1.586 the possibility of a null result is fairly large. Earlier 

literature covered in this study has not produced a negative value effect before. Vassalou 

and Xing, on the other hand, observed value effect to have a higher estimated return 

difference than size effect (1.14 percent) and a higher t-stat of 4.588 as well.  

Overall, the largest difference in these results is that by comparing the least 

and most distressed firms in Panel A we did not find any significant difference in returns. 

This is contrary to the main argument of Vassalou and Xing (2004), that distress risk 

would be the primary source of risk. Their argument was credible as distress risk 

consistently seemed to be connected to higher returns on every level in their results, both in 

aggregate and in smaller sub-portfolios. Regarding distress risk, it is not credible to 

observe a null result in aggregate and then try to find significant results from subsamples 

so the expectation for next tests is to try to confirm this null result instead. The only 

matching result we have, both in terms of magnitude and accuracy, is the size effect. This 

is somewhat puzzling as well since this sample excludes the smallest firms and Vassalou 

and Xing (2004) found especially among them high returns of 2.12 percent per month 

whereas all other size quintiles had average returns varying between 1.16 and 1.28 percent 

per month. It was expected that all size quintiles in our sample would have had average 

returns set around that interval but instead they varied from 0.71 to 1.93 percent per month 

and consistently decreased with firm size. Whether size effect is a significant factor 

independent of the distress risk depends on whether it is observed in following tests as 

well. 

 

4.4 Dual factor portfolios  

Next, I control for each factor by using two-way sorting and try to separate the effects. 

First, I control for default effect and inspect both size and value effects in each risk 

quintile. Then I control for both size and value effect to inspect default effect in size and 

BM-ratio quintiles.  To keep the number of stocks in each portfolio balanced we use 

sequential sorting similarly as Vassalou and Xing (2004) and first sort the firms based on 

their distress risk level and then either on size or BM-ratio after which the order is 

reversed. This sequential sorting also prevents clustering in some of the factors, for 

example if only the smallest firms tend to have the highest BM-ratios. The results from 

independent sorting are not reported here as the returns of portfolios were almost identical 

to these of sequential sorting. Only difference was that small firms and high BM-ratio 
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firms tended to cluster into high-risk quintiles and large and low BM-ratio firms to low-

risk quintiles.  

Table 2 shows again contradicting results to Vassalou and Xing (2004) who 

saw a large size effect of 3.82 percent per month with a high t-stat of 9.6 in the high-risk 

category. In all other risk categories the size effect was insignificant and close to zero. In 

these results there is statistically significant positive return differences between small and 

large firms in every risk category decreasing from 1.42 to 0.77 percent per month. 

Opposed to their results the least accurate estimate in our sample is in the high-risk 

category.  
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When Vassalou and Xing (2004) reverse the sorting order and inspect 

distress risk in size quintiles they see similarly a high distress premium of 2.23 percent per 

month with a high t-stat of 5.94. Again, their results are insignificant in all other size 

quintiles. Our results of distress premium are all insignificant and with negative sign which 

at least confirms our null result from the first test. 

Overall, the default effect seems to be opposite as expected, but the size effect seems to be 

present in all risk quintiles no matter to which direction we control the effects. Portfolios 

with smallest firms always seem to outperform the comparison portfolio with all sizes 

included.  

Table 3 shows again that default effect is not significantly different from zero 

when controlling for value effect and although some of the point estimates have a positive 

sign they remain quite low in magnitude. The inverse value effect we observed in the 

whole sample is seen also within each risk category and majority of them have absolute t-

stats of over 2 and the rest only around 1.35, but the magnitudes vary between -0.37 and -

0.82 percent per month whereas Vassalou and Xing (2004) similarly produced a high 2.55 

percent per month positive difference with a t-stat of 9.9 for undervalued stocks in the 

high-risk category with vastly smaller and less accurate differences in other risk categories 

almost identical to their size effect. From the correlation matrix we see very large 

correlations between DTD and size measures, which suggests that to high default risk 

category has been selection of small firms and large firms into low-risk categories so the 

differences between high and low risk quintiles might actually be caused by size effect.  

Reconciling both the single and dual factor portfolios has given us four main 

results. First, there is no evidence of general default effect in this sample as sorting firms 

only by the level of distress risk does not show statistically significant differences in 

returns. We cannot observe it in smaller subsamples either when controlling for market 

capitalization and BM-ratio. Second, size effect seems to be observable both in general, as 

smaller firms have on average 1.23 percent higher returns than large firms, but also within 

different risk quintiles. Third, we observe also value effect, but to the opposite direction 

and with lower precision, highly valued firms have higher stock returns than less valued 

ones. The strength of this effect seems to be slightly dependent on the level of distress risk, 

but it is hard to determine if this dependency also works the other way around.  Fourth, 

reversing the order by which firms are sorted into portfolios or using independent sorting 

does not seem to affect portfolio returns by much which was also observed in the data of 

Vassalou and Xing (2004). 
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4.5 Decomposition of returns 

Comparing average returns of different portfolios gives us a good view on how the returns 

are associated with the three factors. To further examine whether these conclusions persist 

when we try to further isolate the effects and their interaction, I use portfolio regression 

analysis method developed by Nijman, Swinkels and Verbeek (2004). Each portfolio type 

is assigned a dummy variable and then a Fama-Macbeth regression is used to extract the 

joint and independent effect of each factor level. For the reference portfolios I use the same 

ones as Vassalou and Xing (2004), low-risk and large size portfolio for the size effect-

regression and low BM-ratio and low risk portfolio for the value effect-regression. I also 

add a third regression where portfolios are sorted by BM-ratio and size to inspect their 

interaction. The reference portfolio of this regression contains large firms with high BM-

ratio. Instead of using tertiles as Vassalou and Xing, I continue to sort firms into quintiles, 

which brings more explanatory variables to report and thus I only visualize the results here 

with full regression summary tables in appendix. The choice of using tertiles was done to 

save space in the study of Vassalou and Xing but according to them using quintiles gave 

similar results as tertiles. As the data does not include firms with negative BM-ratio, I also 

report as a robustness check the independent effects with the whole data and with microcap 

firms excluded.. To evaluate the aspect of systematic risk I also report both independent 

and interaction effects in different business cycles and through the whole observation 

period. To save space I do not report the interaction effects for the robustness checks. In 

total, thirty-five portfolios are formed in each regression, five of each of the two factors 

included in the regression and twenty-five combination portfolios of those two factors.  

The results are listed in Figures 2-4 and to calculate the return of a 

combination portfolio I add the point estimates of both factor effects independently and 

then the joint effect to the return of the reference portfolio similarly to Vassalou and Xing 

(2004). In this case as the results are quite imprecise, instead of reporting only the point 

estimates, I report the estimated 95%-confidence intervals and approximate the total 

returns of the portfolio based on these confidence intervals.    
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Figure 2 
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From the independent effects in Figure 2 we see that generally, there isn’t 

much difference whether we exclude microcap firms or include every firm in the index, but 

between business cycles there is a large difference in the variance of returns, which is 

expected. Both the shorter length and the higher volatility of recession periods can explain 

this. Notable is that the only attribute which adds positive returns in any part of the 

business cycle is small size and in recession the returns seem to be even larger. Earlier 

recession periods and size effect were investigated by Kim and Burnie (2002) and their 

conclusion was that size effect has not entirely disappeared, but it reverses during 

downturn. This might have been a phenomenon in years preceding our sample or a 

phenomenon that is dependent on microcaps. Different risk levels do not seem have an 

effect to returns and although one would expect high risk firms to have produced lower 

returns during recession periods Eisdorfer et al. (2020) for example argue that there is no 

underperformance in distressed stocks during downturns if the economic shock affects the 

entire economy instead of a specific industry. Both the financial crisis and the Covid-19 

crisis included in our sample could be considered to have affected the whole US economy 

which might support their argument. On the other hand, our reference portfolio which 

consists of large firms with low risk show clear difference between business cycles as they 

bring positive returns in recovery periods but in downturn the variance increases greatly 

and both over- and underperformance is possible.  

Interaction effects in Panel B show increased variance during recession periods but across 

the whole observation period all the point estimates are quite close to zero, so these 

observations are not supportive of the idea of distress risk premium. The only statistically 

significant interaction is between high risk and small firm size and this combination lowers 

slightly average returns. Based on these two factors a portfolio consisting of firms in 

smallest quintile and lowest level of risk would be the one with highest returns in this time 

period with expected monthly returns between 0.87 and 3.03 percent using the 95% 

confidence level.   

From Figure 3 we see again that in value/risk-portfolios there are no large 

differences between excluding microcaps or firms with negative BM-ratio. Regarding high 

risk and high BM-ratio interestingly changing one of them seems to bring highly positive 

returns in recession periods. The reference portfolio had low BM-ratio and low risk firms 

so either a combination of low risk and high BM-ratio or high risk and low BM-ratio are 

the best performing portfolios in a downturn based on this analysis. 
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Panel B shows that a combination of high BM-ratio and medium to high risk 

affects negatively to portfolio returns during a downturn with a large magnitude and 

precision. High risk has positive interaction effects with higher BM-ratio, but as the 

independent effects of these changes are negative, these effects most likely cancel each 

other out. The portfolio with highest returns with regards to BM-ratio and distress risk has 

firms with low BM-ratio but semi-high to high distress risk level with approximate 

monthly returns of 0.75 to 2.67 percent.  

In Figure 4 we have the third regression results from size/value-portfolios 

which were not included in Vassalou and Xing (2004) but as this study is less centered on 

distress risk, and gives more room for size and value effects as potential explanations of 

anomalous returns, inspecting only these two variables seems relevant. From the figure we 

observe that if I had used the whole dataset without excluding firms with negative BM-

ratio these results would have been skewed by the few large positive outliers in our data 

which in this case would have been part of our reference portfolio. This is seen in the large 

positive estimate of the reference portfolio and large negative independent effects with 

wide confidence intervals. This could have been avoided with similar outlier handling as in 

Campbell et al. (2008) but as I followed the specifications of Vassalou and Xing (2004) we 

have to inspect the results with this in mind. Otherwise, we see the same pattern observed 

in Figure 3: small size and low BM-ratio are the characteristics that drive higher returns in 

portfolios. From Panel B we see that there are hardly negative interaction effects when one 

considers the whole sample. This suggests that any other portfolio than high BM-ratio and 

large size is better. The highest returns are in portfolio with small size and low BM-ratio 

firms with returns between 1.40 and 3.99 monthly returns.  
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Figure 3 
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Figure 4 
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5 Conclusions 

This thesis replicated the study of Vassalou and Xing (2004) with data from MSCI USA 

index from end of 2005 to end of 2020 and opposed to what Vassalou and Xing found, I 

did not see evidence of size and value effect being the result of financial distress. We did 

observe that the smallest fifth of firms earned on average 1.2 percent higher returns per 

month compared to large firms and that low book-to-market-ratio firms had average excess 

thidifference was found between low-risk and high-risk firms. The differences between 

portfolios of different distress risk level varied slightly whereas Vassalou and Xing found 

large, precise and positive 3.7 percent difference in the size effect and 2.1 percent 

difference in value effect, which suggested that distress risk is the primary cause for both 

effects.  

To summarize the multiple tests, Figure 5 presents all our primary estimates 

of size, value and default effect both with regular 95% confidence interval and a stricter 

interval of three standard errors. The absence of default effect is evident and a possible 

explanation for it can be that this sample, which consists of only actively traded large and 

mid-cap firms with low leverage, has different dynamics than the US stock market overall 

and default effect can only be observed within smaller companies that are not included in 

our index. This is supported by the findings of Hou et al. (2020), who find that microcap 

firms inflate majority of the results in this area of return anomaly research in combination 

with equally weighted portfolios and use of Fama-Macbeth regressions, all which are 

present in the study of Vassalou and Xing (2004). Although I did not test whether the 

default effect would have emerged if microcap firms had been added to the sample, I can 

conclude that at least the effect is not present in larger firms, or our distress risk indicator is 

suited only for small and undervalued firms. This would explain why Vassalou and Xing 

observed the effect only among these firm types.  

Another limitation compared to the study of Vassalou and Xing (2004) in 

addition to the missing microcap firms is the lack of a dataset on defaults. This prevented 

testing the accuracy of distance to default model in default prediction and although studies 

such Bharath and Shumway (2008) have concluded that the model and its simplified 

variations are sufficient estimates for relative distress between companies, these tests are 

usually performed on datasets with microcaps included in them. Knowing whether distance 

to default offers sufficient estimates among large and mid-cap segments of firms, as in this 

data, would have given more insight to whether the model captures the characteristics of 
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small firms instead of actual financial distress. Missing data on defaults also produces 

another limitation to how delisting firms are handled. I followed the same assumption as 

Vassalou and Xing (2004) on handling firms that were delisted due to a default but there 

were five firms to which I could not find information for the reason of delisting. I assumed 

that they were also delisted due to default and the invested capital was lost, which could 

slightly bias our results downwards in some portfolios but nevertheless the effect is 

probably not large. Considering that the literature that followed suggests very different 

methods to handling delistings, Vassalou and Xings (2004) assumption of losing all 

invested capital seems rather radical in hindsight and is probably not the right choice for 

further studies. The missing default data also required an assumption for firms that were 

delisted for other purposes than default and there is very little f  

The only effect that is consistently positive in all our tests is the size effect. 

The reappearance of size effect is surprising especially in our sample as Knez and Ready 

(1997) found it to switch direction if you did not include the smallest 1 percent of the 

firms. Size effect with an average monthly return difference of 1.2 percent also seems 

surprisingly large if they are compounded to annual percentages since Asthakov et al. 

(2017) in their meta-analysis estimate annual difference only to 1.7 percent. Studies in this 

area have often found distressed firms to be overrepresented among small firms and we did 

observe it in our study as well but the causal link between these two effects seems weak. 

Either both effects are results of another factor, such as mispricing, or they are independent 

effects. 
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Figure 5 

 

Recommendations and insights based on this study focus thus more on the factors outside 

the original distress risk premium concept. Both the literature review and our empirical 

replication show that there are no consistent results, the models used vary significantly and 

can produce very different estimates. There is also a high number of alternative 

explanations why earlier studies and our replication could have produced the results they 

have. Replicating all distress anomaly studies with the proper handling of delisting, 

mispricing and portfolio weighting would be one step that seems yet to be done but the 

difficult choice of which default risk model to use in the replication can be a choice that 

requires taking a stance. If one would prefer as accurate model as possible, deep learning 
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with neural nets would be the obvious choice. This would, however, require abandoning 

some theoretical frameworks in the process. On the other hand, models based on the 

theoretical framework might fail to capture the reality of financial distress for as long we 

don’t have unbiased and frequent accounting data from within the firm instead of quarterly 

reported values. The market proxies have brought the economic distress aspect of the 

problem available for us and leverage can tell us of the vulnerability to these economic 

shocks. However, based on the literature review capturing idiosyncratic financial distress is 

still difficult. If one would adopt the aspect of a reductionist physicist and expect more 

fundamental laws to be found on a smaller scale, then one should probably approach this 

question of financial distress by focusing on a more detailed analysis of a firm instead of 

adding the macro scale of economy and markets into play, as the research has done so far. 

For an investor practical default risk models are definitely useful, but for research purposes 

this path might lead nowhere. The literature review revealed also that biases and 

methodological errors have played a large role in this branch of research and most likely 

not all of them have been found yet. One thing that has been missing from these studies 

covered here are the transaction costs. Although in this study all companies are part of an 

index, and thus most likely traded actively with relatively low trading costs, the costs of 

smaller firms can be expected to be relatively higher. This would probably decrease the 

size effect.   

The answer to the question whether distress risk is the source of size and 

value anomalies based on this study and similar ones is a sturdy no and for an investor, 

who is investing in large and mid-cap firms in US market, distance to default is not a good 

indicator of excess returns. One should target relatively small firms with low book-to-

market-ratio, which in this case provided monthly returns between 1.4 and 4 percent.  
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