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Abstract—In this paper, we present the computation-efficient
resource allocation (RA) schemes for millimeter-wave mobile edge
computing (mmWave-MEC) system with the aid of reconfigurable
intelligent surface (RIS), which is used to assist the uplink
communication from the users to the base station (BS). By means
of the theoretical analysis, the achievable rate and computation
efficiency (CE) are derived. Then, the optimization problem for
the CE maximization under the constraints of the minimum
rate, maximum power consumption and local CPU frequency
is formulated, where the joint design of the hybrid beamforming
at the BS and the passive beamforming at the RIS as well
as the local resource allocation of each user is carried out.
An effective iterative algorithm based on the penalized inexact
block coordinate descent (BCD) method is proposed to obtain
the computation-efficient RA scheme. Next, a low-complexity
suboptimal RA scheme based on the BCD method is proposed,
and corresponding algorithm is presented. Simulation results
show that the proposed schemes are effective, and high CE can
be attained. Moreover, the second scheme can achieve the CE
performance close to the first scheme but with lower complexity.
Besides, it is effective to deploy the RIS scheme in mmWave-
MEC system, which can strike a balance between the CE and
energy consumption when compared to the conventional relay
schemes.

Index Terms—Millimeter-wave communication, mobile edge
computing, reconfigurable intelligent surface, computation effi-
ciency, hybrid beamforming.

I. INTRODUCTION

MOBILE edge computing (MEC) is considered as a
potential key technology in the future wireless commu-

nication, and it can improve the performance of edge network
and meet the requirements of different computing services.
Moreover, as one candidate of the next generation spectrum
technology, millimeter-wave (mmWave) communication has
the advantages of broadband and high speed, which can
support various kinds of networks, e.g., Internet of Things
[1]- [2]. The mmWave communication is also suitable for
integrating into MEC system due to its higher capacity [3]-
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[4]. In [3] and [4], the delay optimization for multi-user and
single-user mmWave-MEC systems were addressed, and the
advantages of combining MEC and mmWave communication
were presented. However, the mmWave channel is vulnerable
to the blockage and subjected to high propagation loss. This
issue may be addressed by deploying the reconfigurable intel-
ligent surface (RIS) in the system. The RIS uses a number of
low-cost passive reflectors to improve the system performance
in wireless propagation environment, and has been regarded
as a promising technology for the next generation wireless
communication systems [5]–[7].

By studying the physical structure and electromagnetic
properties of RIS, the authors in [8] established the free
space path loss model of wireless communication assisted
by RIS in different scenarios, and the experimental results
verified the accuracy of the proposed model, which laid a
foundation for theoretical research and practical application of
RIS-assisted wireless communication. In [9], the optimization
scheme for the energy efficiency of the multi-user downlink
communication system based on RIS was studied, and the
simulation results indicated that the energy efficiency of the
proposed RIS scheme was much higher than that of the
conventional multi-antenna relay scheme with amplify-and-
forward protocol. By jointly optimizing the precoding matrix
of the base station (BS) and the reflection coefficient of
RIS, the optimization scheme of spectral efficiency in the
multicast communication system was addressed in [10], and
the simulation results showed the performance gain of RIS
deployment in the system. In order to bypass the obstacles, the
multiple RISs were introduced in [11] to improve the coverage
of mmWave signals, and the received signal power can be
maximized by jointly optimizing the transmit precoding of the
BS and reflection coefficients of the RIS. The results verified
the advantages of the proposed optimization scheme and
showed that RIS can help mmWave communication improve
the robustness to the blocking problems. In [12], the joint
design of hybrid beamforming (BF) of BS and the reflection
coefficients of RIS in multiuser mmWave communication
system with RIS was addressed. The gradient projection
method was used to minimize the mean square error between
the received symbols and transmitted symbols. To increase
the computational performance, the authors in [13] and [14]
studied the application of RIS in MEC system. The impact
of an RIS on the computational performance of MEC system
was analyzed in [13]. By maximizing the sum computational
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bits, an iterative algorithm based on the Lagrange dual method
and Karush-Kuhn-Tucker conditions and bisection method
was proposed to enhance the system performance. In [14],
by minimizing the computational latency of IRS-aided MEC
systems, the iterative sophisticated algorithms were presented
for optimizing both the computing and communications, and
superior performance is attained. The results of both papers
showed that the RIS can help achieve obvious performance
improvement in MEC system.
Recently, the integration of MEC and other emerging mo-

bile communication technologies has become one of research
trends. However, there were few works to address the opti-
mization design of RIS-assisted mmWave-MEC system due
to the challenge in the optimization. To our best knowledge,
the computation efficiency (CE) optimization for mmWave-
MEC with RIS is not yet available in the literature. The CE,
defined as the ratio of the computation bits (CBs) to the energy
consumption [15], can be used to evaluate the efficiency of
performing computation and communication per joule in MEC
system. Motivated by the above reason, we study the CE
optimization for RIS-assisted mmWave-MEC in this paper,
and present two computationally efficient resource allocation
schemes for the RIS-assisted mmWave-MEC to improve CE
and ensure the user fairness. The main contributions of this
paper are summarized as follows:
1) The RIS-assisted mmWave-MEC (RIS-mmWave-MEC)

is presented and the RIS is used to assist the uplink commu-
nication from the users to the BS to improve the performance.
With the theoretical analysis, the achievable rate and CE are
firstly deduced for performance evaluation and optimization.
Then, according to the max-min fairness criterion, an opti-
mization problem for CE maximization is formulated subject
to the constraints of the minimum computation-bit rate and
maximum power consumption of the user and local CPU
frequency. For this problem, the hybrid BF (HBF) of the BS
and the passive BF (PBF) of RIS as well as the local resource
allocation of each user are jointly optimized to increase the
CE.
2) To tackle the optimization of CE maximization, the

penalty function is firstly used to transform the original
problem into the penalty form. Then, the inexact block coor-
dinate descending (BCD) method is employed to decompose
the penalty problem into several subproblems, which can be
solved by means of the Riemannian manifold optimization
(RMO), alternating optimization (AO), and successive convex
approximation (SCA) methods. With these results, an effective
iteration algorithm based on the penalty function and inexact
BCD (IBCD) method is proposed to obtain the computation-
efficient resource allocation scheme for the RIS-mmWave-
MEC system.
3) Considering that the above scheme has high complexity,

another low-complexity suboptimal scheme based on the BCD
method is presented. By introducing HBF vectors, the origi-
nal problem is transformed into four subproblems on power
allocation (PA), PBF, CPU frequency and HBF. Firstly, given
PA, PBF and CPU frequency, the closed-form HBF vectors are
attained. Then given PBF, CPU frequency and HBF, closed-
form PA is derived, and given CPU frequency, PBF and HBF,

closed-form CPU frequency is deduced. After that, given PA,
HBF and CPU frequency, using the penalty function as well
as the BCD and AO methods, the suboptimal PBF is derived,
and resultant closed-form PBF is obtained for each iteration.
With the obtained HBF, the analog BF (ABF) and digital BF
(DBF) are respectively derived by using the RMO method.
Based on these results, a joint optimization algorithm with the
BCD method is proposed to obtain the suboptimal PA, CPU
frequency, PBF, ABF and DBF.

4) Simulation results present the effectiveness of the pro-
posed CE optimization frameworks for the RIS-mmWave-
MEC system. It is shown that the CE can be greatly increased
by the proposed resource allocation schemes. Moreover, the
RIS can improve the efficiency of offloading computing in
mmWave communications. Furthermore, compared with the
conventional relay schemes, the RIS scheme may obtain the
tradeoff between the CE and energy consumption.

Notations: Vectors and matrices are respectively represented
by boldface lower and upper case symbols, In is an identity
matrix with n rows and n columns. (·)∗, (·)T and (·)H stand
for the complex conjugate, the transpose and conjugate trans-
pose, respectively. (·)† denotes the pseudo inverse. |·| and ∥·∥
represent the absolute value and 2-norm, respectively. Re{·}
means taking the real part. ⊙ denotes Hadamard product.
O(·) stands for the big-O notation. CN (0,R) denotes the
complex Gaussian distribution with zero-mean and covariance
matrix R, and U[a, b] represents the uniform distribution in
the interval [a, b]. diag{a} is a diagonal matrix with elements
of a on its main diagonal.

II. SYSTEM MODEL AND PROBLEM FORMULATION

A. System model

We consider a RIS-assisted mmWave-MEC system, as
shown in Fig. 1, where there is K single-antenna users, a
RIS including the reflecting element array and controller and
an mmWave BS that connects to a high-performance MEC
server. Due to low computation capacity, each user can offload
the tasks to the MEC server for collaborative computation, and
the RIS can be used for assisting the offloading from the users
to the BS. The BS calculates the reflection coefficients of RIS,
and then feed back to the RIS controller via the dedicated
link. It is noted that the signals reflected by the RIS more
than once are ignored. The BS adopts the fully-connected
HBF architecture and is equipped with N antennas, NRF

radio frequency (RF) chains, N low-noise amplifiers (LNAs)
and NRFN phase shifters, where each antenna connects to
all the RF chains through a low-noise amplifier (LNA) and
NRF phase shifters. The HBF architecture of the BS consists
of the ABF matrix A ∈ CN×NRF and the DBF matrix
D ∈ CNRF×Ns , where Ns is the number of data streams.
We define the sets K , {1, ..,K}, N , {1, ..., N} and
NRF , {1, .., NRF}. In particular, A needs to meet the
constant modulus (CM) constraint, i.e., |[A]i,j | = 1/

√
N(∀i ∈

N , j ∈ NRF). To ensure the spatial multiplexing gain of the
users, it is assumed that K = Ns ≤ NRF. As a result, D can
be divided into D = [d1, ..,dK ], where dk ∈ CNRF×1(∀k ∈
K). Besides, RIS has M ideal passive reflection elements,
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and the vector of reflection coefficients is denoted as θ =
[exp(jθ1), ..., exp(jθM )]T , where the amplitude of reflection
coefficients is set as one to maximize the signal reflection
for simplicity [5], [11], [14], [16], [17]. Correspondingly, the
PBF matrix is given by Θ = diag {θ} ∈ CM×M , where
θm ∈ [0, 2π](∀m ∈ M) is the phase shift of reflection
coefficients, and the set M , {1, ..,M} is defined. The BS
and RIS both employ a uniform linear array. It is supposed
that the perfect channel state information can be available at
the BS, which is typically assumed in [4], [11], [12], [16],
[17].

Fig. 1. RIS-assisted mmWave-MEC system.

Considering the uniform linear array, the mmWave channel
H ∈ CN×M between the BS and RIS can be modeled as

H = λBλI

√
MN
LB

LB−1∑
l=0

αlaB(N,ψ
(AoA)
l )aHI (M,ϕ

(AoD)
l ),

(1)
where λB and λI are the receive antenna gain of the BS and
the reflection gain of the RIS elements, respectively, LB is
the number of mmWave channel paths between the RIS and
the BS, αl, ψ

(AoA)
l and ϕ(AoD)

l represent the complex gain,
the angle of arrival at the BS and the angle of department at
the RIS of the l-th path, respectively, and ψ(AoA)

l ∼ U[0, 2π],
ϕ
(AoD)
l ∼ U[0, 2π]. aB(N,ψ

(AoA)
l ) and aI(M,ϕ

(AoD)
l ) de-

note the array steering vector of the BS and RIS, respectively,
in which a(N,ϑ) = 1√

N
[1, exp(jπ sinϑ), ..., exp(jπ(N −

1) sinϑ)]T , and ϑ ∼ U[0, 2π].
The mmWave channel hk ∈ CM×1 between the k-th user

Uk and the RIS can be modeled as

hk = λIλU
√

M
Lk,I

Lk,I−1∑
l=0

βk,laI(M,ϕ
(AoA)
k,l ), (2)

where λU is the transmit antenna gain. Lk,I denotes the
number of mmWave channel paths between Uk and the RIS,
βk,l and ϕ

(AoA)
k,l ∼ U[0, 2π] represent the complex gain

coefficient, the angle of arrival at the RIS of the l-th path,
respectively. Similarly, the mmWave channel hd,k ∈ CN×1

between the k-th user Uk and the BS can be modeled as

hd,k = λBλU
√

N
Lk,B

Lk,B∑
l=1

∆k,laB(N,φ
(AoA)
k,l ), (3)

where Lk,B denotes the number of mmWave channel paths
between Uk and the BS, ∆k,l and φ

(AoA)
k,l ∼ U[0, 2π] represent

the complex gain coefficient, the angle of arrival at the BS of
the l-th path, respectively. Specifically, in (1), (2) and (3), l = 0

denotes the light-of-sight (LOS) path, while l > 0 denotes the
non-light-of-sight (NLOS) path.

Taking the partial offloading mode into account, the length
of each frame in the system is set as T [18]. For local
computing of Uk, the number of computation bits Lloc

k and
the energy consumption Eloc

k are respectively given by

Lloc
k = Tfk/Ck, E

loc
k = Tξkf

3
k + TPk,c, (4)

where Ck, fk, ξk and Pk,c denote the number of CPU cycles
per bit, CPU frequency, CPU chip coefficient and the fixed
circuit power consumption, respectively.

B. Problem formulation

In this subsection, we give the derivation of the achievable
rate and present the CE optimization scheme. Firstly, the
achievable rate for the computation offloading of Uk is derived.
Then, the CE optimization problem is formulated. At the BS,
the detected signal of Uk after the processing of HBF can be
expressed as

yk = (Adk)
H
∑K
i=1 (HΘhi + hd,i)

√
pixi + (Adk)

Hn

= dHk AH
∑K
i=1 (Giθ + hd,i)

√
pixi + dHk AHn,

(5)
where xi ∼ CN (0, 1) is the transmit signal of Ui(∀i ∈ K), pi
is the transmit power, Gi = Hdiag {hi} ∈ CN×M is the
cascaded mmWave channel, nk ∈ CN×1 ∼ CN (0, σ2IN )
is the Gaussian white noise and σ2 = n0B, in which
n0 is the single-side power spectral density and B is the
system bandwidth. With (5), the signal-to-interference-plus-
noise-ratio (SINR) of Uk is derived as

SINRk =
pk|dH

k AH(Gkθ+hd,k)|2∑K
j=1,̸=k pj|dH

k AH(Gjθ+hd,j)|2+∥Adk∥2σ2
. (6)

Accordingly, the achievable rate can be written as

R̄k = B log2(1 + SINRk). (7)

Similar to [18] and [19], the computation time and the
time of results feedback are neglected since the MEC server
has a strong computation capability compared with users and
the number of the bits related to the computation results
is relatively smaller. Hence, for the computation offloading
of Uk, the number of computation bits Loff

k and the energy
consumption Eoff

k can be respectively given by

Loff
k = TR̄k, and Eoff

k = Tζkpk, (8)

where ζk is the LNA coefficient.
Hence, with (4) and (8), the CE of Uk can be expressed as

ηk =
Lloc

k +Loff
k

Eloc
k +Eoff

k

= R̄k+fk/Ck

ζkpk+ξkf3
k+Pk,c

. (9)

Substituting (6) and (7) into (9) yields

ηk = B log2(1+SINRk)+fk/Ck

ζkpk+ξkf3
k+Pk,c

. (10)

In order to enhance the CE of the system and ensure the
fairness of all users, the CE optimization problem based on the
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max-min fairness criterion for the RIS-mmWave-MEC system
can be formulated as

(P0) : max
{D,A,θ,pk,fk}

min
k∈K

{ηk}

s.t. C1 : |[Ai,j ]| = 1/
√
N, ∀i ∈ N , j ∈ NRF ,

C2 : |[θ]m| = 1, ∀m ∈ M,
C3 : R̄k + fk/Ck ≥ Rmin

k , ∀k ∈ K,
C4 : ζkpk + ξkf

3
k + Pk,c ≤ Pmax

k , ∀k ∈ K,
C5 : 0 ≤ fk ≤ fmax

k , ∀k ∈ K,
C6 : Pmin

k ≤ pk ≤ Pmax
k , ∀k ∈ K,

(11)

where C1 and C2 denote the CM constraints of A and θ,
respectively, the constraint C3 denotes the minimum rate
constraint of each user, Rmin

k is the the minimum rate of Uk,
the constraint C4 denotes the power consumption constraint of
each user, Pmax

k is the maximum power consumption of Uk,
the constraint C5 denotes the local CPU frequency constraint
of each user, fmax

k is the maximum local CPU frequency
of Uk, and the constraint C6 denotes the transmit power
constraint of each user, and Pmin

k is the minimum power
consumption of Uk that can take the value close to zero.

III. RESOURCE ALLOCATION SCHEME FOR CE
OPTIMIZATION

In this section, we develop a resource allocation scheme to
improve the CE by solving the optimization problem (P0).
Since the problem (P0) is non-convex and difficult to solve
directly, we present an equivalent form of problem (P0) in the
following Theorem 1.
Theorem 1: By introducing auxiliary variables{
wk, uk,k̃, qk, γk, zk, Rk, Pk, η

}
(∀k, k̃ ∈ K), the problem

(P0) can be transformed equivalently as

(P̃0) : max
{D,A,θ,V,η}

η

s.t. C1, C2, C5,

C̃3,a : q−1
k |uk,k|2 ≥ γ−1

k , ∀k ∈ K,
C̃3,b :

∑K
j ̸=k q

−1
j |uk,j |2 + ∥wk∥2 σ2 ≤ zk, ∀k ∈ K,

C̄3,c : log2(1 + γ−1
k z−1

k ) + fk
BCk

≥ Rk

B , ∀k ∈ K,
C̃4,a : ζkq

−1
k + ξkf

3
k + Pk,c ≤ Pk, ∀k ∈ K,

C̃4,b : Pk ≤ Pmax
k , ∀k ∈ K,

C̃6 : 1/Pmax
k ≤ qk ≤ 1/Pmin

k , ∀k ∈ K,
C7 : wk = Adk, ∀k ∈ K,
C8 : uk,k̃ = wH

k (Gk̃θ + hd,k̃), ∀k, k̃ ∈ K,
C9 : Rk ≥ Rmin

k , ∀k ∈ K,
C10 : Rk ≥ ηPk, ∀k ∈ K,

(12)
where V ,

{
wk, uk,k̃, qk, fk, γk, zk, Rk, Pk

}
(∀k, k̃ ∈ K).

Proof : Please see Appendix I.
Therefore, problem (P0) is equivalent to problem (P̃0). To

tackle the equality constraints {C7, C8}, we use the penalty
function method to reformulate the problem (P̃0) as (13),
which is shown at the top of next page. where ϱ(l−1) > 0 is the
penalty parameter at the (l− 1)-th iteration, which is updated
by ϱ(l) = ϖϱ(l−1)(ϖ > 1) and ϖ is the penalty increasing
factor. Considering that the optimized variables in problem
(P̂0) have block structure, we can decompose the problem (P̂0)

into four subproblems {P1, P2, P3, P4} by using the IBCD
method.

By setting the value of {D,A,θ,V, η} at the
(r − 1)-th iteration of IBCD method as {D(r−1),
A(r−1),θ(r−1),V(r−1), η(r−1)}, where V(r−1)={
w

(r−1)
k ,u

(r−1)

k,k̃
,q

(r−1)
k ,f

(r−1)
k ,γ

(r−1)
k ,z

(r−1)
k ,R

(r−1)
k ,P

(r−1)
k

}
(∀k,k̃∈K),

we need to perform the following steps at the r-th iteration
of IBCD method:

1) Solve the subproblem (P1) w.r.t D for the fixed
{A,θ,V, η}.

The subproblem w.r.t D is

(P1) : min
D

∑K
k=1 ∥wk −Adk∥2. (14)

This problem can be divided into K independent subprob-
lems, and the k-th (k ∈ K) subproblem can be given by

(P1.1) : min
dk

∥wk −Adk∥2 . (15)

For the problem (P1.1), the optimal solution is dopt
k =(

AHA
)†

AHwk. Thus, D(r) is updated by

D(r) =
[
dopt
1 , ...,dopt

K

]
. (16)

2) Solve the subproblem (P2) w.r.t A for the fixed
{D, θ,V , η}.

The subproblem w.r.t A is

(P2) : min
A

∑K
k=1 ∥wk −Adk∥2

s.t. | [A]i,j | =
1√
N
, ∀i ∈ N , j ∈ NRF .

(17)

We can employ the RMO method [20] [21] to solve the
problem (P2). Let Ã =

√
NA, then the problem (P2) can be

changed to

(P2.1) : min
Ã

f(Ã) =
∑K
k=1 ||wk − Ãdk/

√
N ||2

s.t. Ã ∈ R,
(18)

where R , {Ã ∈ CN×NRF
∣∣|[Ã]i,j | = 1, ∀i ∈ N , j ∈ NRF }.

With (P2.1), the Euclidean gradient of f(Ã) is given by

∇Ef(Ã) =
∑K
k=1 (−2wkd

H
k /

√
N + 2Ãdkd

H
k /N). (19)

Based on (19), according to [20], the Riemannian gradient
of f(Ã) is written as

∇Rf(Ã) = ∇Ef(Ã)− Re{∇Ef(Ã)⊙Ã} ⊙ Ã. (20)

At the v-th iteration of RMO algorithm, Ã is updated by

Ã(v) = Ret(ϕ(v−1);∇Rf(Ã
(v−1))), (21)

where Ã(v−1) is the value of Ã at the (v − 1)-th iteration,
ϕ(v−1) is the Armijo step size at the v-th iteration, and the
function Ret(ϕ;∇Rf(Ã)) w.r.t {ϕ, Ã} is given by

Ret(ϕ;∇Rf(Ã)) , (Ã− ϕ∇Rf(Ã))⊙ |Ã− ϕ∇Rf(Ã)|−1
.

(22)
Therefore, the RMO algorithm for solving the subproblem

(P2) is summarized as the following Algorithm 1.
3) Solve the subproblem (P3) w.r.t θ for the fixed

{A,D,V, η}.
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(P̂0) : max
{D,A,θ,V,η}

η − 1
2ϱ

(l−1)
{∑K

k=1 ∥wk −Adk∥2 +
∑K
k=1

∑K
k̃=1 |uk,k̃ −wH

k (Gk̃θ + hd,k̃)|2
}

s.t. C1, C2, C̃3,a, C̃3,b, C̄3,c, C̃4,a, C̃4,b, C5, C̃6, C9, C10,
(13)

Algorithm 1 RMO Algorithm for solving subproblem (P2)
1: Initialize: tolerance ε > 0, the iteration number v = 0, maximum

iteration vmax and initial point Ã(v) =
√
NA(r−1), ϕ̄ > 0,

0 < µ < 1, 0 < ϑ < 1;
2: repeat
3: v = v + 1;
4: Compute the Armijo step size ϕ(v−1) = ϕ̄µZ ,

where Z is the smallest integer satisfying
f(Ã(v−1)) − f

(
Ret

(
ϕ̄µZ ;∇Rf(Ã(v−1))

))
≥

−ϑϕ̄µZRe
{
tr
(
∇H

E f(Ã(v−1))∇Rf(Ã(v−1))
)}

;

5: Ã(v) = Ret
(
ϕ(v−1);∇Rf(Ã(v−1))

)
;

6: until |f(Ã(v))− f(Ã(v−1))| < ε or v > vmax;
7: Output: A(r) = Ã(v)/

√
N .

The subproblem w.r.t θ is

(P3) : min
θ

∑K
k=1

∑K
k̃=1 |uk,k̃ −wH

k

(
Gk̃θ + hd,k̃

)
|2

s.t. |[θ]m| = 1, ∀m ∈ M.
(23)

Let ũk,k̃ = uk,k̃ − wH
k hd̃,k, then the subproblem can be

transformed into

(P3.1) : min
θ

∑K
k=1

∑K
k̃=1 |ũk,k̃ −wH

k Gk̃θ|2

s.t. |[θ]m| = 1, ∀m ∈ M.
(24)

Since |ũk,k̃ − wH
k Gk̃θ|2 = θH(GH

k̃
wkw

H
k Gk̃)θ −

2Re{θH(GH
k̃
wkũk,k̃)} + |ũk,k̃|2, the problem (P3.1) can be

rewritten as
(P3.2) : min

θ
θHVθ − 2Re

{
θH ṽ

}
+ v̄

s.t. |[θ]m| = 1, ∀m ∈ M,
(25)

where V =
∑K
k=1

∑K
k̃=1 G

H
k̃
wkw

H
k Gk̃, ṽ =∑K

k=1

∑K
k̃=1 G

H
k̃
wkũk,k̃, v̄ =

∑K
k=1

∑K
k̃=1 |ũk,k̃|2.

Considering V = VH , we have:

θHVθ = [V]m,m|[θ]m|2 +
M∑

i=1, ̸=m

M∑
j=1, ̸=m

[θ]∗i [V]i,j [θ]j

+2Re{[θ]∗m
∑M
j=1,̸=m [V]m,j [θ]j},

θH ṽ = [θ]
∗
m [ṽ]m +

∑M
i=1, ̸=m [θ]

∗
i [ṽ]i.

(26)
Substituting (26) into (25), the problem (P3.2) can be

reformulated as the problem (P3.3), which is shown at the
top of next page.
With the aid of AO algorithm in [22], the problem (P3.3)

can be divided into M subproblems to be solved iteratively,
namely, we can solve one of the elements of θ given that
others are fixed. Based on this, the subproblems for solving
[θ]m are shown as

(P3.4) : max
[θ]m

Re
{
[θ]∗m([ṽ]m −

∑M
j=1, ̸=m [V]m,j [θ]j)

}
s.t. |[θ]m| = 1, ∀m ∈ M.

(28)

The problem (P3.4) can be rewritten as

(P3.5) : max
θm

cos(κm − θm) s.t. 0 ≤ θm ≤ 2π, (29)

where κm and θm are the phases of [ṽ]m−
M∑
j ̸=m

[V]m,j [θ]j and

[θ]m, respectively. Obviously, the optimal solution of (P3.5)
is

([θ]m)
opt

= exp (jκm) . (30)

Therefore, the AO algorithm for solving subproblem (P3)
is summarized as Algorithm 2.

Algorithm 2 AO Algorithm for solving subproblem (P3)
1: Initialize: tolerance ε1 > 0, iteration number t=0, maximum

iteration tmax and initial point θ̃(t) = θ̃(r−1);
2: repeat
3: t = t+ 1.
4: for m = 1 : M do
5: Update [θ̃(t)]m according to (30);
6: end for
7: until

∥∥∥θ̃(t) − θ̃(t−1)
∥∥∥ < ε1 or t > tmax;

8: Output: θ̃(r) = θ̃(t).

4) Solve the subproblem (P4) w.r.t {V, η} for the fixed
{A,D, θ}.

The subproblem w.r.t {V , η} is given by (P4), which is
shown at the top of next page.

We next use the SCA method to solve the problem above.
Firstly, the following two lemmas are introduced to provide
suitable convex set to approximate the non-convex constraints
C̃3,a, C̃3,c, C10. i.e.,

Lemma 1: For a convex function f(x) whose domain of
definition is x ∈ Ω, under given x0 ∈ Ω, we have [23]:

f(x) ≥ f(x0) +∇f(x0)
T (x− x0), ∀x ∈ Ω. (32)

Lemma 2: For given x̃, ỹ > 0, we can obtain [24]:

xy ≤ ỹ
2x̃x

2 + x̃
2ỹy

2, ∀x, y > 0. (33)

According to Lemma 1, for the non-convex constraint C̃3,a,
q−1
k |uk,k|2 is a convex function w.r.t {qk, uk,k}, thus we have:

q−1
k |uk,k|2 ≥ 2Re{(u(r−1)

k,k )∗uk,k}/q(r−1)
k

−|u(r−1)
k,k |2qk/(q(r−1)

k )2.
(34)

Thus, C̃3,a can be approximated as

C̄3,a : 2Re{(u(r−1)
k,k )∗uk,k}/q(r−1)

k

−|u(r−1)
k,k |2qk/(q(r−1)

k )2 ≥ γ−1
k .

(35)



6

(P3.3) : min
θ

[V]m,m +
M∑
i̸=m

M∑
j ̸=m

[θ]
∗
i [V]i,j [θ]j + 2Re{[θ]∗m (

M∑
j ̸=m

[V]m,j [θ]j − [ṽ]m)−
M∑
i̸=m

[θ]
∗
i [ṽ]i}

s.t. |[θ]m| = 1, ∀m ∈ M.

(27)

(P4) : max
{V,η}

η − 1
2ϱ

(l−1)

{
K∑
k=1

∥wk −Adk∥2 +
K∑
k=1

K∑̃
k=1

∣∣∣uk,k̃ −wH
k

(
Gk̃θ + hd,k̃

)∣∣∣2}
s.t. C̃3,a, C̃3,b, C̄3,c, C̃4,a, C̃4,b, C5, C̃6, C9, C10.

(31)

Similarly, the non-convex constraint C̄3,c can be approxi-
mated as

Ĉ3,c : log2(1 + (γ
(r−1)
k z

(r−1)
k )−1)− γk−γ(r−1)

k

γ
(r−1)
k

(
γ
(r−1)
k z

(r−1)
k +1

)
ln 2

− zk−z(r−1)
k

z
(r−1)
k

(
γ
(r−1)
k z

(r−1)
k +1

)
ln 2

+ fk
BCk

≥ Rk

B .

(36)
Then, by applying Lemma 2, the non-convex constraint C10

can be approximated as

C̃10 : Rk ≥ η(r−1)

2P
(r−1)
k

P 2
k +

P
(r−1)
k

2η(r−1) η
2. (37)

Based on the above results, the problem P4 can be trans-
formed approximately into the convex optimization problem
(P4.1), which is shown at the top of next page.
For the above convex optimization problem, we can use

the standard convex optimization tools to obtain the optimal
solution. Let {Vopt, ηopt} be the optimal solution of problem
P4.1, then

{
V(r), η(r)

}
can be updated by

V(r) = Vopt, η(r) = ηopt. (39)

According to the analysis above, an effective iterative al-
gorithm for CE optimization based on the penalty function
and the IBCD method is proposed to solve the original
problem (P̃0), i.e, the penalized IBCD (PIBCD) algorithm.
Correspondingly, the algorithm realization is summarized as
Algorithm 3.
For comparison, “MaxMinCE”, “MaxMinCB” and “Max-

SumCE” are used to refer to maximizing the minimum CE
among all users, the minimum computation bits among all
users, and the sum of CE of all users, respectively. Although
Algorithm 3 is designed for the MaxMinCE scheme, it can
also be applied to the MaxMinCB and MaxSumCE schemes.
For the MaxMinCB scheme, the optimization objective is
maxmin{Rk}, where we can introduce the auxiliary variable
R̃ (such that min{Rk} ≥ R̃) so as to apply the framework of
Algorithm 3. While for the MaxSumCE scheme, the optimiza-
tion objective is max

∑K
k=1Rk/Pk, where we can introduce

the auxiliary variable η̃ (such that Rk ≥ η̃Pk) so as to apply
the framework of Algorithm 3.

IV. LOW-COMPLEXITY SUBOPTIMAL RESOURCE
ALLOCATION SCHEME

In this section, we present the low-complexity suboptimal
scheme for solving the problem (P0) based on the BCD
method.

Algorithm 3 PIBCD-based algorithm for solving problem
(P̃0)
1: Initialize: outer tolerance ϵ1 > 0, number of outer iterations l=0,

maximum outer iteration lmax, outer convergence flag flag =0,
inter tolerance ϵ2 > 0, number of inter iterations r, maximum
inter iteration rmax , penalty parameters {ϱ(0) > 0, ϖ > 1},
constraint violation Ξ(0) = +∞;

2: repeat
3: l = l + 1;
4: initial point {D(0),A(0),θ(0),V(0), η(0)}, the value of objec-

tive function Γ(0) = 0, and r = 0;
5: repeat
6: r = r + 1;
7: Update D(r) for fixed {A(r−1),θ(r−1),V(r−1), η(r−1)}

according to (16);
8: Update A(r) for fixed {D(r),θ(r−1),V(r−1), η(r−1)} ac-

cording to Algorithm 1;
9: Update θ(r) for fixed {D(r),A(r),V(r−1), η(r−1)} accord-

ing to Algorithm 2;
10: Update {V(r), η(r)} for fixed {D(r),A(r),θ(r)} according

to (39);
11: Calculate Γ(r) according to (40);
12: until

∣∣∣Γ(r) − Γ(r−1)
∣∣∣ < ϵ2 or r > rmax

13: Calculate Ξ(r) according to (40);
14: if Ξ(r) ≤ ϵ1 then
15: flag = 1;
16: else
17: ϱ(l) = ϖϱ(l−1);
18: end if
19: until flag = 1 or l > lmax

20: Output: A suboptimal solution {D(r),A(r),θ(r),V(r), η(r)} of
problem (P̃0).

By introducing the HBF vectors wk = Adk, the SINR in
(6) can be rewritten as

S̃INRk =
pk|wH

k (Gkθ+hd,k)|2∑K
j=1,̸=k pj|wH

k (Gjθ+hd,j)|2+∥wk∥2σ2
. (41)

Based on this, the problem (P0) can be transformed into

(P0) : max
{θ,wk,pk,fk}

min
k∈K

{
B log2(1+S̃INRk)+fk/Ck

ζkpk+ξkf3
k+Pk,c

}
s.t. C1, C2, C4, C5, C6

Ĉ3 : log2(1 + S̃INRk) +
fk
BCk

≥ Rmin
k

B , ∀k ∈ K.
(42)

Thus, the original problem is divided into the problem P0,
and the subproblem w.r.t A and dk based on the obtained
wk (which can be solved by Algorithm 1 and (16)). In the
following, we firstly solve the problem P0. Considering that
the optimized variables {wk, pk, fk,θ} in P0 have block
structure, we can use the BCD method to decompose the P0
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(P4.1) : max
{V,η}

η − 1
2ϱ

(l−1)

{
K∑
k=1

∥wk −Adk∥2 +
K∑
k=1

K∑̃
k=1

∣∣∣uk,k̃ −wH
k

(
Gk̃θ + hd,k̃

)∣∣∣2}
s.t. C2, C̄3,a, C̃3,b, Ĉ3,c, C̃4,a, C̃4,b, C5, C̃6, C9, C̃10.

(38)

Γ(r) = η(r) − 1
2ϱ

(l−1)

(
K∑
k=1

∥w(r)
k −A(r)d

(r)
k ∥2 +

K∑
k=1

K∑̃
k=1

|u(r)
k,k̃

− (w
(r)
k )H(Gk̃θ

(r) + hd,k̃)|2
)
,

Ξ(r) = max

{
max
k∈K

{
∥w(r)

k −A(r)d
(r)
k ∥∞

}
, max
k,k̃∈K

{
|u(r)
k,k̃

− (w
(r)
k )H(Gk̃θ

(r) + hd,k̃)|
}}

.

(40)

into four subproblems {P1,P2,P3,P4} as follows, and the
following steps are performed for solving the subproblems at
the t-th iteration of BCD method:
1) Solve the subproblem (P1) w.r.t wk for the fixed

{pk, fk,θ}
Given {pk, fk,θ}, the problem (P1) w.r.t wk is equivalent

to
(P1) : max

wk

J1 = S̃INRk =
wH

k Rkwk

wH
k Rswk

(43)

where Rk = pk (Gkθ + hd,k) (Gkθ + hd,k)
H and Rs =∑K

j ̸=k pj (Gjθ + hd,j) (Gjθ + hd,j)
H

+ INσ
2. J1 is a gen-

eralized Rayleigh quotient, so the optimal solution of the
problem (P1) can be given by

wo
k = R−1

s
√
pk (Gkθ + hd,k) . (44)

2) Solve the subproblem (P2) w.r.t pk for the fixed
{wk, fk,θ}
Given {wk, fk,θ}, the problem (P2) w.r.t pk is

(P2) : max
{pk}

min
k∈K

{
ηk = B log2(1+pkTk)+fk/Ck

ζkpk+ξkf3
k+Pk,c

}
s.t. Ĉ3, C4, C6,

(45)

where Tk =
|wH

k (Gkθ+hd,k)|2∑K
j ̸=k pj|wH

k (Gjθ+hd,j)|2+∥wk∥2σ2
. Based on

the BCD method, the problem (P2) can be divided into
K subproblems, and we can alternately solve pk for given
pj , ∀j ∈ K, j ̸= k. Thus, the (P2) is changed to

(P2.1) : max
pk

J2 = B log2(1+pkTk)+fk/Ck

ζkpk+ξkf3
k+Pk,c

s.t. C4, C6, Č3 : pk ≥ P̂min
k ,

(46)

where P̂min
k = 1

Tk
(2(R

min
k −fkC−1

k )/B−1). Since the numerator
of J2 is a concave function on pk, and the denominator of J2 is
an affine function, the objective J2 is strictly pseudo-concave.
Based on this, considering that the constraints are linear, the
optimization problem P2.1 is strictly pseudo-convex, and it
has a global solution. By evaluating ∂J2/∂pk = 0, we can
obtain the optimal closed-form solution of pk as

pok = exp{W (bea)−a}−1
Tk

, (47)

where a = fkC
−1
k B−1 ln 2−1, b = Tkζ

−1
k

(
ξkf

3
k + Pk,c

)
−1,

W (·) is the Lambert W function [25]. Considering the con-
straints C4 and C6 , we have:

pok = min{max{pok, P̂min
k , Pmin

k }, P̂max
k , Pmax

k }. (48)

where P̂max
k =

(
Pmax
k − Pk,c − ξkf

3
k

)
ζ−1
k . Based on the

obtained pk, following the above calculation method, we
update the PA calculations of other users {pj} until the PA
coefficients of all users are computed.

3) Solve the subproblem (P3) w.r.t fk for the fixed
{θ, pk,wk}

Given {θ, pk,wk}, the problem (P3) w.r.t fk is formulated
as

(P3) : max
{fk}

min
k∈K

{
ηk = B log2(1+S̃INRk)+fk/Ck

ζkpk+ξkf3
k+Pk,c

}
s.t. Ĉ3, C4, C5.

(49)
The above problem is equivalent to

(P̃3) : max
fk

J3 = B log2(1+S̃INRk)+fk/Ck

ζkpk+ξkf3
k+Pk,c

s.t. Ĉ3, C5, Ĉ4 : fk ≤ f̂max
k ,

(50)

where f̂max
k = 3

√
(Pmax
k − Pc,k − ζkpk) /ξk is from the

constraint C4. Since the numerator of J3 is a linear function
on fk, and the denominator of J2 is a convex function,
the objective J3 is strictly pseudo-concave. Based on this,
considering that the constraints are linear, the optimization
problem P̃3 is strictly pseudo-convex, and it has a global
solution. By calculating ∂J3/∂pk = 0, we can obtain:

2ξkf
3
k + 3ξkCk(B log2(1 + S̃INRk))f

2
k− (ζkpk + Pk,c) = 0.

(51)
Equation (51) is a cubic equation w.r.t fk, and it is

shown that this equation has only positive real-valued solution.
Hence, we can employ the Cardan formula to obtain the
optimal solution of fk, i.e., fok . Considering the constraints
Ĉ3, C5, we have:

fok = min{fmax
k , f̂max

k ,max{fok , fmin
k , 0}}, (52)

where fmin
k = Ck[R

min
k −B log2(1 + S̃INRk)].

4) Solve the subproblem (P4) w.r.t θ for the fixed
{wk, pk, fk}

Given {wk, pk, fk}, the problem (P4) w.r.t θ is formulated
as

(P4) : max
θ

min
k∈K

{
ηk = B log2(1+S̃INRk)+fk/Ck

Pk

}
s.t. C2, Ĉ3,

(53)
where Pk = ζkpk + ξkf

3
k + Pk,c.
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By introducing the variable η = min{ηk} and uk,k̃ =

wH
k

(
Gk̃θ + hd,k̃

)
, ∀k, k̃ ∈ K, the problem (P4) is equiv-

alently transformed into

(P̃4) : max
{θ,η,{uk,k̃}}

η

s.t. C2,
C̄3 : η ≥ max

{
Rmin
k /Pk

}
, ∀k ∈ K,

C̄4 : ηk =

B log2(1+
pk|uk,k|2∑K

j=1,̸=k
pj|uk,j|2+∥wk∥2σ2

)+fkC
−1
k

Pk
≥ η,

C5 : uk,k̃ = wH
k

(
Gk̃θ + hd,k̃

)
, ∀k, k̃ ∈ K.

(54)
Then we use the penalty function method to deal with

the constraint C5, and correspondingly, the problem (P̃4) is
decomposed into the subproblem P̂4, which is shown at the
top of next page, and the subproblem w.r.t θ based on obtained
{uk,k̃}, where ψk(η) = 2(Pkη−fkC−1

k )/B−1, σ2
k = ∥wk∥2 σ2,

and [U]k,k̃ = uk,k̃. µk is the Lagrange multiplier, the value of
θ is from the previous iteration, and ρ(l−1) > 0 is the penalty
parameter at the (l − 1)-th iteration.
Considering that the optimized variables in (P̂4) have block

structure, we employ the BCD method to solve the problem
(P̂4), that is, optimize U for given η and optimize η for given
U.
Firstly, given η, we evaluate U. With (55), we can calculate

∂J4/∂u
∗
k,k and ∂J4/∂u∗k,j as

∂J
∂u∗

k,k
= − 1

2ρ
(l−1)uk,k +

1
2ρ

(l−1)wH
k (Gkθ + hd,k)

+µkpkuk,k,
∂J
∂u∗

k,j
= − 1

2ρ
(l−1)uk,j +

1
2ρ

(l−1)wH
k (Gjθ + hd,j)

−ψk(η)µkpjuk,j .

(56)

With (56), we can obtain that ∂2J4
∂u∗

k,k∂uk,k
and ∂2J4

∂u∗
k,j∂uk,j

are

negative, and ∂2J4
∂u∗

k,k∂uk,j
and ∂2J4

∂u∗
k,j∂uk,k

(k ̸= j) are zero.
Hence, given η, the optimization problem w.r.t {uk,k̃} is
convex, and thus we can obtain the optimal solution of uk,k
and uk,j by setting ∂J4/∂u∗k,k=0 and ∂J4/∂u∗k,j=0, i.e.,

uok,k =
1
2ρ

(l−1)wH
k (Gkθ+hd,k)

1
2ρ

(l−1)−µkpk
, uok,j =

1
2ρ

(l−1)wH
k (Gjθ+hd,j)

1
2ρ

(l−1)+ψk(η)µkpj
.

(57)
Next, we solve η given U. Under this case, using (55), we

can calculate ∂J4/∂η as

∂J4
∂η = 1− ln 2

K∑
k=1

µk2
Pkη−fkC

−1
k

B
Pk

B (
K∑
j ̸=k

pj |uk,j |2 + σ2
k).

(58)
With (58), it is shown that ∂2J4/∂η2 is negative. Thus, we

can obtain that the optimal solution ηo by solving ∂J4/∂η = 0,
which can be realized by the bisection method. Considering
the constraints C̄3 and C̄4, ηo is updated as

ηo = min
{
max

{
ηo, η(lo)

}
, η(up)

}
. (59)

where η(lo)=max {Rmin,k/Pk} is from C̄3, and

η(up)=min

{
B log2(1+S̃INRk)+fkC

−1
k

Pk

}
is from C̄4.

With the obtained η and U, the multiplier µk is updated by
the sub-gradient method [23] as

µ
(q+1)
k =

[
µ
(q)
k − v(q)(pk |uk,k|2 − ψ(η)(

K∑
j ̸=k

pj |uk,j |2 + σ2
k))

]+
,

(60)
where µ(q)

k is q-th iteration of µk, and v(q) is small positive
step size for the q-th iteration.

Based on the obtained U, we can solve the θ, and corre-
sponding optimization problem is

(P4.2) : min
θ

∑K
k=1

∑K
k̃=1 |uk,k̃ −wH

k

(
Gk̃θ + hd,k̃

)
|2

s.t. C2.
(61)

It is the same as problem (P3), so that problem (P4.2)
can be solved by Algorithm 2, and resultant optimized θ
is attained. Based on the analysis above, the algorithm for
solving the problem (P4) can be summarized as Algorithm 4.

Algorithm 4 Penalty BCD-based algorithm for solving prob-
lem (P4)

1: Initialize: tolerance ϵ3, ϵ4, the iteration number l, q=0, the max-
imum iteration lmax, qmax, the convergence flag flag =0 and the
penalty parameters {ϱ(0) > 0, ϖ > 1};

2: repeat
3: l = l + 1;
4: initial point {U(0), η(0)} and q = 0;
5: repeat
6: q = q + 1;
7: Update U(q) for fixed η(q−1) according to (57);
8: Update η(q) for fixed U(q) according to (58) and (59);
9: Update µk

(q) according to (60);
10: until |µ(q)

k − µ
(q−1)
k | < ϵ4 or q > qmax

11: Calculate Ξ
(q)
1 = max

k,k̃∈K
{|u(q)

k,k̃
− (w

(t)
k )H(Gk̃θ + hd,k̃)|} ;

12: if Ξ(q)
1 ≤ ϵ3 then

13: flag = 1;
14: else
15: ϱ(l) = ϖϱ(l−1);
16: end if
17: until flag = 1 or l > lmax

18: Update θ for the obtained {U(q)} according to Algorithm 2;
19: Output: A suboptimal solution θ of problem (P4).

In conclusion, the above procedure for obtaining the joint
resource allocations is summarized in Algorithm 5. The Algo-
rithm 5 can achieve the CE close to that of the Algorithm 3,
but it has lower complexity than the latter since the standard
optimization tool is not used.

V. CONVERGENCE AND COMPLEXITY ANALYSIS

In this section, we firstly analyze the convergence behaviour
of Algorithm 3 and Algorithm 5, and then give the complexity
analysis of these two algorithms.

For Algorithm 3, considering η ≤ min
k∈K

{Rk/Pk} and limited

power, the objective function of the problem (P̃0) is upper-

This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final 
publication. Citation information: DOI10.1109/TCOMM.2022.3181673, IEEE Transactions on Communications
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(P̂4) : max
{U,η}

J4 = η − 1
2ρ

(l−1)
(∑K

k=1

∑K
j=1

∣∣uk,j −wH
k (Gjθ + hd,j)

∣∣2)
+
∑K
k=1 µk

{
pk |uk,k|2 − ψk(η)

(∑K
j ̸=k pj |uk,j |

2
+ σ2

k

)}
s.t. C̄3, C̄4

(55)

Algorithm 5 BCD-based algorithm for solving problem (P0)

1: Initialize: tolerance ϵ5, ϵ6, initial point
{f (0)

k , p
(0)
k ,A(0),D(0),θ(0)}, the value of objective function

Γ
(0)
2 = 0, and the iteration number t, t

′
=0, the maximum

iteration tmax, t
′
max.

2: repeat
3: t = t+ 1;
4: Update {w(t)

k } for fixed {f (t−1)
k , p

(t−1)
k ,θ(t−1), k ∈ K}

according to (44);
5: Update {p(t)k } for fixed {w(t)

k , f
(t)
k ,θ(t−1), k ∈ K} according

to (48);
6: Update {f (t)

k } for fixed {w(t)
k , p

(t−1)
k ,θ(t−1), k ∈ K} accord-

ing to (52);
7: Update θ(t) for fixed {w(t)

k , f
(t)
k , p

(t)
k } according to Algorithm

4;

8: Calculate Γ
(t)
2 =

B log2(1+S̃INR
(t)

k )+f
(t)
k

/Ck

ζkp
(t)
k

+ξk

(
f
(t)
k

)3
+Pk,c

;

9: until |Γ(t)
2 − Γ

(t−1)
2 | < ϵ5 or t > tmax

10: repeat
11: t

′
= t

′
+ 1;

12: Update A(t
′
) for fixed D(t

′
−1) according to Algorithm 1;

13: Update D(t
′
) for fixed A(t

′
) according to (16);

14: until max
k∈K

{∥w(t)
k −A(t

′
)d

(t
′
)

k ∥∞} < ϵ6 or t
′
> t

′
max

15: Output: A suboptimal solution
{θ(t), f

(t)
k , p

(t)
k ,A(t

′
),D(t

′
),w

(t)
k } of problem (P0).

bounded. Moreover, for given ϱ(l−1), it can be concluded that

Υ1 : f
(
D(r),A(r−1),θ(r−1),V(r−1), η(r−1)

)
≥ f

(
D(r−1),A(r−1),θ(r−1),V(r−1), η(r−1)

)
,

Υ2 : f
(
D(r),A(r),θ(r−1),V(r−1), η(r−1)

)
≥ f

(
D(r),A(r−1),θ(r−1),V(r−1), η(r−1)

)
,

Υ3 : f
(
D(r),A(r),θ(r),V(r−1), η(r−1)

)
≥ f

(
D(r),A(r),θ(r−1),V(r−1), η(r−1)

)
,

Υ4 : f
(
D(r),A(r),θ(r),V(r), η(r)

)
≥ f

(
D(r),A(r),θ(r),V(r−1), η(r−1)

)
,

(62)
where Υ1 holds because (16) is the optimal solution of the
subproblem (P1), Υ2 holds for the convergence of the RMO
algorithm [21], Υ3 holds for the convergence of the AO
algorithm [22], and Υ4 holds for the convergence of the SCA
algorithm. If the feasible region of the problem (P̃0) is not
empty, Algorithm 3 can converge to a local optimal solution
of the problem (P̃0).
In what follows, the complexity of Algorithm 3 is analyzed.

For Algorithm 3, its complexity mainly comes from Steps 7
to 10. In Step 7, the complexity of the inverse calculation of
AHA is O

(
N3

RF

)
. In Step 8, the complexity of Algorithm

1 is O (I1KNNRF), where I1 is the iterative number of
Algorithm 1. In Step 9, the complexity of Algorithm 2 is
O (I2M), where I2 is the iterative number of Algorithm 2.
In Step 10, the standard convex optimization tools based on

the interior point method (e.g. CVX in [26]) is employed
to solve the problem (P4.1). Because the number of real
optimization variables in (P4.1) is 2NK+2K2+6K+1, the
complexity of the interior point method can be approximated
as O((2NK + 2K2 + 6K + 1)3.5 ln(1/δ)), where δ is the
solution accuracy. Therefore, the complexity of Algorithm 3
is approximated as O(I3I4(KN

3
RF + I1KNNRF + I2M +

(2NK + 2K2 + 6K + 1)3.5 ln(1/δ))), where I3 and I4 are
the numbers of outer and inter iterations of Algorithm 3,
respectively.

For Algorithm 5, it can be concluded in the t-th iteration
that

Υ̃1 : f
(
W(t), p(t−1), f(t−1),θ(t−1)

)
≥ f

(
W(t−1), p(t−1), f(t−1),θ(t−1)

)
,

Υ̃2 : f
(
W(t), p(t), f(t−1),θ(t−1)

)
≥ f

(
W(t), p(t−1), f(t−1),θ(t−1)

)
,

Υ̃3 : f
(
W(t), p(t), f(t),θ(t−1)

)
≥ f

(
W(t), p(t), f(t−1),θ(t−1)

)
,

Υ̃4 : f
(
W(t), p(t), f(t),θ(t)

)
≥ f

(
W(t), p(t), f(t),θ(t−1)

)
,

(63)

where p = [p1, ..., pK ]T , f = [f1, ..., fK ]T , and W =
[w1, ...,wK ]. Υ̃1, Υ̃2 and Υ̃3 hold because (44), (48) and
(52) are the optimal solutions of the subproblems. Υ̃4 holds
because the convergence of Algorithm 4 and Algorithm 2,
whose convergence analysis is shown as follows. Given ϱ(l−1),
it can be concluded that

Ῡ1 : f
(
U(q), η(q−1)

)
≥ f

(
U(q−1), η(q−1)

)
,

Ῡ2 : f
(
U(q), η(q)

)
≥ f

(
U(q), η(q−1)

)
,

(64)

where Ῡ1 and Ῡ2 hold because (57) and (59) are the optimal
solutions.

The above results show that the objective value is increasing
after each iteration. Moreover, because of the limited power
supply, the rate is also limited. Thus, the objective value is
upper-bounded. Hence, the Algorithm 5 can be guaranteed to
converge.

Regarding the Algorithm 5, the calculation burden mainly
comes from Steps 4-7 and 12-13. In Step 4 of Algorithm 5,
the complexity of the inverse calculation of Rs is O

(
N3
)
. In

Step 5, the complexity is O (K). In Step 6, the complexity
is O (K). In Step 7, Algorithm 4 is used. For Algorithm
4, its complexity involves the penalty BCD and Algorithm
2. The complexity of Algorithm 2 is O(MĨ1), where Ĩ1 is
the iterative number of Algorithm 2. The penalty BCD has
two loops, including the inner BCD iteration Ĩ2 and outer
iteration of the penalty function method Ĩ3. Correspondingly,
its complexity is O

(
MĨ1 + (K2 +K)Ĩ2Ĩ3

)
. Besides, the

complexity for solving {A,D} is O
(
Ĩ4KNNRF +KN3

RF

)
,
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where Ĩ4 is the iterative number of Algorithm 1. Based on the
above analysis, the complexity of Algorithm 5 is approximated
as O((KN3+2K+MĨ1+(K2+K)Ĩ2Ĩ3)Ĩ5+(Ĩ4KNNRF+
KN3

RF)Ĩ6), where Ĩ5 and Ĩ6 are the outer BCD iteration of
Steps 4-7 and BCD iteration of Steps 12-13, respectively.

VI. SIMULATION RESULTS

In this section, we evaluate the CE performance of the
proposed resource allocation schemes for RIS-mmWave-MEC
system by simulations. For the simulation setup, it is assumed
that the BS and RIS are located at (0m, 0m) and (80m, 5m),
respectively, and all users are uniformly distributed in the
circular area with (150m, 0m) as the center and the radius
of 5m. Correspondingly, the central distance of users to the
BS dc=150m. Besides, λU = 0 dBi and λB = 9.82 dBi,
and the relative gain of the RIS is ν = λI√

λBλU
= 10 dB

[27] [17]. The carrier frequency is 28 GHz, LB = Lk,I =
Lk,B = 4(∀k ∈ K), and n0 = −174 dBm. Based on the [28]
and [11], the complex gains αl follows a complex Gaussian
distribution, i.e., αl ∼ CN (0, 10−0.1µl(d)) and so are βk,l and
∆k,l, where µl(d) = a+10b log10(d)+ξ dB, d is the distance
in meters between the transmitter and receiver and defined as√
(xt − xr)2 + (yt − yr)2, where (xt, yt) and (xr, yr) are the

locations of transmitter and receiver, respectively. The values
of a, b and ξ are set to as a = 61.4, b = 2, ξ = 5.8 dB for LOS
path and a = 72, b = 2.92, ξ = 8.7 dB for NLOS path [28].
Unless otherwise specified, other main parameters are listed in
Table I, which are based on [15], [18], [29]. Simulation results
are shown in Figs. 2-11, where ‘MaxMinCE’, ‘MaxMinCB’,
and ‘MaxSumCE’ are defined in Section III, and the proposed
two suboptimal schemes are referred as ‘sub-scheme1’ and
‘sub-scheme2’, respectively.

TABLE I
SIMULATION PARAMETERS FOR RIS-ASSISTED MMWAVE-MEC

Parameter Value Parameter Value
K 3 M 100
N 16 ζk 1/0.38

NRF 3 ξk 10−28

B 2 MHz Ck 103 cycles/bit
Pmax
k Pmax Rmin

k 104 bits/s
Pk,c 50 mW fmax

k 1 GHz
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Fig. 2. The convergence of Algorithm 3.

Fig. 2 shows the convergence behaviour of Algorithm 3,
where Fig. 2 (a) and (b) respectively illustrate the iterative
process of the objective function value and constraint violation
Ξ(l) of problem (P̃0) in Algorithm 3 under the partial offload-
ing mode, where Pmax = 0.052W. As it can be seen from
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160

Fig. 3. CE of the system with different RIS configurations under the partial
offloading mode.

Fig. 2, on the one hand, the objective function of the problem
(P̃0) increases gradually to a stable value with the increase
of the number of iterations. On the other hand, after some
iterations, the constraint violation Ξ(l) tends to be smaller and
finally decreases to a predefined acceptable level, 10−5, which
means that the solution obtained by this algorithm is a feasible
solution of the problem (P̃0). The above results verify the
convergence of Algorithm 3.

Fig. 3 gives the CE comparison of the system with the sub-
scheme1 for two different RIS configurations (i.e., Optimized-
RIS and Random-RIS) under the partial offloading mode,
where MaxMinCE and MaxMinCB schemes are considered,
and Optimized-RIS and Random-RIS mean that RIS employs
the reflection phase vector obtained by Algorithm 3 and RIS
uses the random reflection phase vector, respectively. From
Fig. 3, it is observed that the MaxMinCE and MaxMinCB
schemes have almost the same CE when Pmax is small, and in-
crease as Pmax increases. However, when Pmax becomes large,
the CE of the MaxMinCB scheme start to decrease. This is
because in the MaxMinCB scheme, the number of computation
bits increases as Pmax increases, but the power consumption
increases even more. As a result, the CE keeps decreasing. In
contrast, the CE of the MaxMinCE scheme tends to be stable
when Pmax is large. Besides, it is obvious that the system with
Optimized-RIS can achieve higher CE than that with Random-
RIS since the former employs the optimized reflection phase
vector, which is attained by optimizing the CE, while the
reflection phase vector in the latter is randomly produced.
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Fig. 4. CE of the system with different computing modes.

Fig. 4 illustrates the CE of the system with the sub-scheme1
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for different computing modes, where the local computing, the
partial offloading and the full offloading modes are compared.
The optimal resource allocation scheme for the local comput-
ing mode can be found from [30], while the resource allocation
schemes for the partial offloading and the full offloading
modes are attained by using the framework of Algorithm 3. As
shown in Fig. 4, the system with partial offloading mode has
the highest CE, and the CE of the system with full offloading
mode is obviously higher than that with local computing mode.
These results above indicate that RIS can be well applied to the
mmWave-MEC system to improve the efficiency of offloading
computing, and help to solve the propagation loss problem in
mmWave communications.

Worst CE Average CE Best CE
0

50

100

150

200

250

Fig. 5. User fairness comparison of MaxMinCE scheme and MaxSumCE
scheme under partial offloading mode.

Fig. 5 displays the user fairness of MaxMinCE and Max-
SumCE schemes under partial offloading mode, where “Worst
CE”, “Average CE” and “Best CE” refer to the worst CE,
average CE and best CE of all users respectively, and Pmax =
0.06W. It is found that the advantage of MaxMinCE scheme
is that it can guarantee the CE of the worst user, but it
may sacrifice the CE of other users. In contrast, MaxSumCE
scheme can improve the overall CE of all users, especially the
Best CE, but it can not guarantee the CE of the worst user.
The above results reflect the advantage and disadvantage of
MaxMinCE scheme and MaxSumCE scheme in the aspect of
user fairness. Hence, how to choose these two schemes depend
on the actual situation and user fairness requirements.
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Fig. 6. CE of the system with different numbers of RIS reflection elements
under partial offloading mode.

Fig. 6 gives the CE of the system with different numbers
of RIS reflection elements under partial offloading mode,

where the sub-scheme1 and sub-scheme2 are compared, and
M ∈ {0, 50, 100, 150}. From Fig. 6, it is found that the sub-
scheme2 can achieve the CE performance close to that of the
sub-scheme1, but the former has lower complexity than the
latter because the latter needs to use the complicated CVX,
which can also be seen from the complexity analysis in section
V and iteration comparison in the following figures, that is, the
former only needs less iteration. Besides, the CE is increased
as the number of reflection elements increases. Specifically, the
system withM=150 has higher CE than that withM=100, and
the system with M=100 has higher CE than that with M=50.
This is because the design of RIS reflection phase provides
the PBF gain of RIS, and increasing the number of RIS
reflection elements can bring higher PBF gain. Furthermore,
the system without RIS has the worst performance, and its CE
is obviously lower than that with RIS, which shows that RIS
can effectively improve the CE.
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Fig. 7. CE comparison of mmWave-MEC systems with RIS and conventional
relay schemes.

In Fig. 7, we compare the CE of mmWave-MEC systems
with RIS scheme and and conventional relay schemes (i.e.,
FD-Relay and HD-Relay), where FD-Relay and HD-Relay
refer to the ideal full-duplex amplify-and-forward (AF) relay
and half-duplex AF relay, respectively. For RIS scheme, sub-
scheme1 and sub-scheme2 are considered. Besides, for FD-
Relay and HD-Relay, the number of antennas is the same as
the number of reflection elements in RIS, and the location is
the same as RIS [9]. As shown in Fig. 7, the sub-scheme2
still obtains slightly lower CE than the sub-scheme1 due to
better approximation. It can be observed that the CE of RIS is
obviously higher than that of HD-Relay since RIS works on
the full-duplex mode. Furthermore, the CE of RIS is slightly
lower than that of FD-relay. This is mainly because RIS is
passive and lacks the RF chain compared to FD-relay. In
general, however, the energy consumption of RIS is low and
the number of reflection elements is more than the antenna
number of the BS, while the energy consumption of the
conventional relay schemes is high and the antenna number
is less than that of the BS [31]. Therefore, compared with the
convectional relay schemes, the RIS scheme may obtain the
effective tradeoff between the CE and energy consumption.

Fig. 8 shows the CE of mmWave-MEC systems with sub-
scheme1 and sub-scheme2 under different numbers of antenna
and RFC, where N=16, 32, and NRF=3, 4. With the increase
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Fig. 8. CE of mmWave-MEC systems with different antenna numbers and
RFC numbers.

of N and/or NRF, the system CE can be effectively improved.
Namely, the system with N=32 has higher CE than that
with N=16 for the same NRF, and the system with NRF=4
has higher CE than that with NRF=3 for the same N . The
reason is that with the increase of the number of antennas,
mmWave-MEC system can obtain higher spatial diversity gain.
Moreover, more array gain can be exploited by increasing
the number of RFCs. As a result, the CE performance of the
system is increased, as expected. Besides, the proposed two
schemes are still valid and have near performance.
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Fig. 9. Convergence behavior of Algorithms 3 and 5 for different M .

Fig. 9 illustrates the convergence performance of Algorithm
3 and Algorithm 5 with different number of RIS reflection
elements, where M=50, 100, and Pmax = 0.1W. From Fig.
9, it is found that the CE is gradually increasing and finally
saturated as the iteration increases. Namely, these two al-
gorithms can converge to their respective stable points after
some iterations. Thus, the convergence of Algorithm 1 and
Algorithm 3 are guaranteed for different M . However, their
required iterative numbers are different, the Algorithm 3 needs
about 25 iterations to converge, while the Algorithm 5 only
needs about 5 iterations. Thus, the latter has lower complexity.
Moreover, with M increasing, the CE is obviously increased.
Besides, in Fig. 10, we give the convergence behaviors of
Algorithm 3 and Algorithm 5 with different numbers of
antennas, where N = 16, 32, Pmax = 0.1W. From Fig. 10,
we can observe the results similar to those in Fig. 9. Namely,
for different numbers of antennas, Algorithms 3 and 5 can
still converge to their respective optimized values after some
numbers of iteration, and the Algorithm 5 needs less iteration
than the Algorithm 3. Moreover, the CE with N = 32 is higher
that with N = 16 after convergence, as expected. The results
above further confirm that the proposed two algorithms can

converge well under different system parameters.
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Fig. 10. Convergence behavior of Algorithms 3 and 5 for different N .

In Fig. 11, we evaluate the impact of the distance of the
users to BS on the CE performance of the system with and
without RIS, where the CE versus the dc are provided, and
Pmax = 0.1W. As shown in Fig. 11, with the increase of
the distance dc, the CE performance of the system without
RIS rapidly decreases because of the increasing large path
loss. While for the system with RIS, its CE decreases slowly
due to the assistance of RIS, and it can obtain much higher
CE than the system without RIS. Especially as dc grows big,
their CE gap becomes large. Moreover, when the dc is close
to the 80m (i.e., in the proximity of the RIS), the signals
can experience less path loss and the CE performance can
be improved. However, when the distance dc is increased to
about 160m, the performance gain brought by RIS is no longer
increased significantly and starts to become stable. This is
because the users are far away from the RIS and the path loss
becomes severe, and the corresponding advantage brought by
RIS is not very significant. Based on the above analysis, the
application of RIS can improve the performance greatly by
providing the PBF gain. Furthermore, the RIS can assist the
users in offloading the tasks to the MEC server to increase
the CE when direct link is weak or not available due to the
obstacles. Besides, the RIS may be deployed near the users to
improve the CE performance.
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Fig. 11. Performance of CE versus the distance dc.

VII. CONCLUSIONS

We have addressed the computation-efficient resource allo-
cation scheme design for RIS-aided mmWave-MEC systems.
Considering the HBF, the achievable rate and CE of the system
are derived. In terms of the max-min fairness criterion, and
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under the constraints of the minimum rate and maximum
power consumption of the users, the optimization problem
of jointly optimizing the HBF of BS and the passive BF of
RIS as well as the transmit power and local CPU frequency
of each user is formulated to maximize the CE. By means
of theoretical analysis and mathematical transformation, an
effective iterative algorithm based on the PIBCD method
has been proposed to solve the optimization problem, and
obtain the suboptimal resource allocation scheme. Then, the
suboptimal scheme with low complexity is also presented
based on the BCD method, and it has the CE performance
near to that of the first suboptimal scheme. The convergence
and complexity of two schemes are also analyzed. Simulation
results verify the effectiveness of the proposed two resource
allocation schemes, and show that RIS is feasible and valid
when it is used in mmWave-MEC systems.

APPENDIX I
PROOF OF THEOREM 1

In this appendix, we give the proof of Theorem 1. Let X opt

denote the optimal value of variable X , where X represents
the arbitrary optimization variable appearing in the proof of
Theorem 1.
Firstly, by introducing wk = Adk, uk,k̃ =

wH
k

(
Gk̃θ + hd,k̃

)
, and qk = p−1

k (∀k, k̃ ∈ K), (6) can
be rewritten as

SINRk =
q−1
k |uk,k|2∑K

j ̸=k
q−1
j |uk,j |2+∥wk∥2σ2

. (65)

Thus, the problem (P0) can be equivalently transformed into

max
{D,A,θ,wk,uk,k̃,qk,fk}

min
k∈K

{
B log2(1+SINRk)+fk/Ck

ζkq
−1
k +ξkf3

k+Pk,c

}
s.t. C1, C2, C5,

C̃3 : log2
(
1 + SINRk

)
+ fk

BCk
≥ Rmin

k

B , ∀k ∈ K,
C̃4 : ζkq

−1
k + ξkf

3
k + Pk,c ≤ Pmax

k , ∀k ∈ K,
C̃6 : 1/Pmax

k ≤ qk ≤ 1/Pmin
k , ∀k ∈ K,

C7 : wk = Adk, ∀k ∈ K,
C8 : uk,k̃ = wH

k (Gk̃θ + hd,k̃), ∀k, k̃ ∈ K.
(66)

Secondly, by introducing the auxiliary variables
{γk, zk} (∀k ∈ K), we have the following constraints:

C̃3,a : q−1
k |uk,k|2 ≥ γ−1

k , ∀k ∈ K,
C̃3,b :

∑K
j=1, ̸=k q

−1
j |uk,j |2 + ∥wk∥2 σ2 ≤ zk, ∀k ∈ K.

(67)
Correspondingly, the problem (66) is equivalently trans-

formed into

max
{D,A,θ,wk,uk,k̃,qk,fk,γk,zk}

min
k∈K

{
B log2(1+γ

−1
k z−1

k )+fk/Ck

ζkq
−1
k +ξkf3

k+Pk,c

}
s.t. C1, C2, C̃3,a, C̃3,b, C̃4, C5, C̃6, C7, C8,

C̃3,c : log2
(
1 + γ−1

k z−1
k

)
+ fk

BCk
≥ Rmin

k

B , ∀k ∈ K.
(68)

Since the objective function of problem (68) is monotoni-
cally increasing w.r.t γ−1

k and monotonically decreasing w.r.t

zk, it is concluded from the constraints C̃3,a and C̃3,b in (67)
that (

γoptk

)−1
=
(
qoptk

)−1
∣∣∣uoptk,k

∣∣∣2 , ∀k ∈ K,

zoptk =
K∑

j=1,̸=k

q−1
j

∣∣∣uoptk,j

∣∣∣2 + ∥∥wopt
k

∥∥2 σ2, ∀k ∈ K.
(69)

Substituting (69) into (68), it is easily obtained that the
problem (68) is equivalent to (66).

Thirdly, by introducing the auxiliary variables Rk and
Pk(∀k ∈ K), we can obtain the transformed constraints as

C̄3,c : log2
(
1 + γ−1

k z−1
k

)
+ fk

BCk
≥ Rk

B , ∀k ∈ K,
C̃4,a : ζkq

−1
k + ξkf

3
k + Pk,c ≤ Pk, ∀k ∈ K,

C̃4,b : Pk ≤ Pmax
k , ∀k ∈ K,

C9 : Rk ≥ Rmin
k , ∀k ∈ K.

(70)

Hence, the problem (68) can be further transformed into

max
{D,A,θ,wk,uk,k̃,qk,fk,γk,zk,Rk,Pk}

min
k∈K

{Rk/Pk}

s.t. C1, C2, C̃3,a, C̃3,b, C̄3,c, C̃4,a, C̃4,b,

C5, C̃6, C7, C8, C9.
(71)

Since the objective function of problem (71) is monotoni-
cally increasing w.r.t Rk and monotonically decreasing w.r.t
Pk, it can be concluded from the constraints C̄3,c and C̃4,a

that

Ropt
k = B log2

(
1 +

(
γoptk zoptk

)−1
)
+

fopt
k

Ck
, ∀k ∈ K,

P opt
k = ζk

(
qoptk

)−1
+ ξk

(
foptk

)3
+ Pk,c, ∀k ∈ K.

(72)
With (71) and (72), the problem (71) will be equivalent to

the problem (68).
Finally, by introducing the auxiliary variable η, the problem

(71) will be transformed equivalently into

max
{D,A,θ,wk,uk,k̃,qk,fk,γk,zk,Rk,Pk,η}

η

s.t. C1, C2, C̃3,a, C̃3,b, C̄3,c, C̃4,a, C̃4,b, C5, C̃6, C7, C8, C9, C10.
(73)

According to the analysis above, the problem (73) is equiv-
alent to the original problem (11). Namely, the problem (12)
is equivalent to the problem (11).
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