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Abstract

A direct numerical simulation (DNS) with finite rate chemistry was performed to evaluate the main influences
on carbon monoxide (CO) emissions in gas turbine combustion. A lean methane/air mixture is burned in fully
turbulent jet flames in a domain enclosed by isothermal walls. The formation of CO is found to be affected by the
mean strain rate of the turbulent flow, the flame-wall interaction (FWI), and the interactions of the flame with the
recirculation zones of the flow. The CO production and consumption in the turbulent flame differ strongly from
the reaction rates in a freely propagating flame. In the upstream part of the domain, the mean strain rate of the
turbulent flow mainly affects the CO formation, while wall heat loss influences the CO oxidation process towards
the end of the domain, where the strain rate decreases. In an optimal estimator analysis, the relevant parameters
that dominate the formation and consumption of CO are identified as the local CO mass fraction YCO, the wall
heat loss, described by the enthalpy defect ∆h, and the mass fraction of the OH radical YOH. The heat loss is
particularly influential close to the wall while the effects far from the wall are negligible. Using the local CO
mass fraction as parameter describes the late-stage oxidation of CO well in the entire domain. In particular, YCO

should not be neglected at the wall. YOH is well suited to describe the processes involved in CO oxidation, as it
both parameterizes the turbulent strain and is the main reaction partner for CO oxidation. The combination of YCO

and ∆h was able to improve the domain-averaged irreducible error by almost half compared to only a progress
variable. Adding YOH to the parameter set further reduced the error to 25% of the original error.

Keywords: Direct Numerical Simulation; Flame-Wall Interaction; CO Emissions; Gas Turbine Combustion
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1. Introduction

Gas turbines can play an important role as a bridge
technology towards reduced carbon emissions and a
cleaner energy sector. Their carbon dioxide (CO2)
emissions are significantly lower than most conven-
tional power plants and their start-up times are com-
parably low. This makes gas turbines predestined
to load-balance an electrical grid with decentralized,
fluctuating, renewable energy contributions. How-
ever, the load flexibility of gas turbines is limited by
an increase of carbon monoxide (CO) emissions at
low load conditions [1, 2]. Optimizing gas turbine
designs to enable lower load limits requires a compre-
hensive assessment of various influences on the for-
mation of CO emissions. In this paper, we investigate
the effects of flame-wall interactions (FWI) and the
mean strain rate in a turbulent flow on CO, its oxida-
tion, and possible emissions.

The impact of FWI on flame dynamics and com-
bustion chemistry has been studied in various config-
urations [3]. Here, we want to focus on CO emis-
sions resulting from FWI. The effect of FWI on CO
chemistry in premixed methane/air flames has been
studied both experimentally and numerically [4–9].
Mann et al. [4] investigated 1D head on quenching
(HOQ) flames experimentally and found increased
CO concentrations close to the cold wall. They fur-
ther found that the CO increase is more pronounced
for leaner flames. Jainski et al. [5] reported a shift of
peak CO concentration towards the wall as the flame
approaches the wall in an experimental laminar side
wall quenching (SWQ) setup. These findings were
confirmed by a numerical investigation by Ganter et
al. [6] who attributed the increased CO concentration
at the wall to transport, originating far away from the
wall. Palulli et al. [9] investigated a 2D laminar flame
with velocity fluctuations and showed that CO con-
centrations are influenced by the flame surface orien-
tation close to the wall. They reported that both con-
vective and diffusive transport is present and that the
respective contributions vary with the velocity fluctu-
ations. Very recently, Jiang et al. [10] and Palulli et
al. [11] investigated FWI in turbulent channels with
V-shaped flames. Jiang et al. found that an ensemble
of 1D flamelets with various initial temperatures and
strain rates was able to capture CO behavior, except
close to the wall and suggest that a species transport
budget might be needed. Further research is necessary
to understand the transport budget in the full range of
velocity scales present in turbulent combustion.

Two of the prevalent approaches in the literature
to model CO emissions are flamelet progress vari-
able (FPV) models or flamelet generated manifolds
(FGM). One focus of the current research is the im-
provement of these models by increasing the dimen-
sionality of the tabulation and the complexity of the
1D flames used to create the tables/manifolds [12,
13]. Kosaka et al. [12] demonstrated that 1D flamelets
with an enthalpy defect term improve CO predictions
over an adiabatic model, except in the wall quench-

ing region. Efimov et al. [13] modeled FWI with a
3D flamelet generated manifold (FGM) of 1D HOQ
flames using a progress variable, enthalpy, and the
wall heat loss rate as parameters.

The prediction of CO is challenging not only in the
scope of FWI. Because the chemical timescales of CO
are long, transport processes influence the oxidation
of CO in unconstrained flows as well [14]. A promis-
ing approach is the solution of an additional transport
equation for CO. Such an approach for slow chemi-
cal species for has been proposed and investigated by
Ihme & Pitsch [15] for nitric oxide (NO). Trisjono et
al. [16] implemented a transport equation for NO with
an enthalpy defect to account for heat loss. In recent
years, this idea has been extended to CO chemistry by
Han et al. [17] and Popp et al. [14]. Han et al. com-
pared results from finite rate chemistry to strained and
unstrained flamelets and found that a table of several
differently strained flamelets was necessary to accu-
rately capture the flame structure.

In this investigation, we study CO emissions in
the context of turbulent premixed jet flames that are
bounded by isothermal walls. We have a high wall
temperature, elevated inlet temperature and pressure,
and low equivalence ratio, representing gas turbine
conditions. As the effects of strain rate and FWI are
shown to be important, the present DNS case features
strong contributions of both phenomena to investigate
the individual contributions and possible joint inter-
actions. The aim is to understand and quantify the
contributions of the different physical phenomena.

The simulation setup and numerical methods are
presented in section 2, results and discussion are
found in section 3, and section 4 offers a summary
and conclusions.

2. Configuration and numerical methods

The simulation domain is set up to capture most
relevant effects in gas turbine combustion including
high strain rates due to the turbulent flow, large areas
of strong FWI, and two distinct recirculation regions,
where cooled, burnt gas interacts with the flame. As
shown in Fig 1, the inlet consists of two parallel tur-
bulent slot jets, separated by a laminar pilot. Isother-
mal, no-slip walls enclose the domain in the cross-
wise direction; periodic boundary conditions are im-
plemented in the spanwise direction.

The bulk inlet velocity of the jets is uj = 73.5 m/s
and the jet width is hj = 1.2 mm resulting in a
jet Reynolds number (Rej = ujhj/ν) of 5500, with
the kinematic viscosity of the reactants ν. The un-
burnt mixture consists of premixed methane/air with
an equivalence ratio of ϕ = 0.5 and an unburnt
temperature of 673 K. The jets’ inlet velocity fields
are obtained from two statistically independent aux-
iliary simulations of fully developed turbulent chan-
nel flows. The laminar pilot has an inlet velocity of
up = 20 m/s and consists of burnt gas corresponding
to the jet inlet conditions. The pilot inlet parameters
were chosen to create a jet to pilot fuel ratio of 9/1
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Fig. 1: Sketch of the simulation domain. Color indicates the
temperature field. The inflow consists of two turbulent jets
with a pilot in the center.

matching typical gas turbine values. The pressure is
set to 4 bar and the wall temperatures of the cross-
wise boundaries are fixed at Tw = 1000 K. The
wall temperature is set relatively high, between the
unburnt and burnt temperatures of the fluid to mimic
typical conditions in gas turbine combustors. The
domain extends to 100hj in streamwise direction, x,
12hj and 6hj in cross- and spanwise directions, y and
z. The streamwise and spanwise spatial resolutions
∆ are 20 µm; in crosswise direction, ∆ is reduced
to 10 µm to adequately resolve the flow towards the
wall, yielding a y+ value below unity at all locations.
The thermal flame thickness of the unstretched lami-
nar flame is lF = 205 µm and thus resolved with 10
gridpoints. The resolution is chosen such that the Kol-
mogorov length scale η is well resolved (∆/η < 2)
at all times and all spatial positions [18]. η is com-
puted as η = (ν3/ε̃)1/4, where ε̃ is the density-
weighted ensemble-averaged dissipation rate and ν
is the ensemble-averaged viscosity [18]. Additional
grid convergence results are available in the supple-
mentary material. The resulting simulation grid con-
tains 3.1 billion cells. The reactive, unsteady Navier-
Stokes equations are solved in the low-Mach limit us-
ing the in-house finite-differences solver CIAO [19].
All transport coefficients are determined with unity
Lewis number. This assumption was made to remove
interactions of differential diffusion effects and tur-
bulence, and instead provide a dataset in which the
effects of wall heat losses on the CO formation can be
isolated and rigorously studied. This allows us to un-
derstand and develop models for CO emissions with-
out the additional complexity of differential diffusion.
Furthermore, the chemical states produced by assum-
ing unity Lewis numbers might be closer to those en-
countered in realistic high Reynolds number combus-
tion processes where mixing is more governed by tur-
bulence than by molecular transport. The simulations
include finite rate chemistry. A reduced mechanism
for lean methane combustion with 25 species and 155
reactions was derived from the full mechanism devel-
oped by Cai et al. [20]. All relevant parameters of the
simulation setup are collected in table 1.

Table 1: Simulation parameters, initial and boundary condi-
tions. The Kolmogorov lengthscale and the Karlovitz num-
ber are evaluated on the flame surface, defined by maximum
heat release (C = 0.1236).

Lx × Ly × Lz (hj) 100× 12× 6
∆x ×∆y ×∆z (µm) 20× 10× 20
ϕ 0.5
p (bar) 4
Tu (K) 673

T b (K) 1782
Tw (K) 1000
uj (m/s) 73.5
hj (mm) 1.2
Rej 5500
sL (cm/s) 27.37
lF (µm) 205
τF (µs) 749
η (µm) 11
Ka 45− 192

3. Results and discussion

3.1. Overview of the simulation

The simulation results are introduced in Fig. 2,
where the temporally and spatially averaged velocity,
temperature, CO mass fraction, and CO source term
are shown. The streamwise velocity shows the av-
erage flow field in the domain. Because there is no
co-flow above and below the turbulent jets, vortical
structures develop in the top and bottom left corners
of the domain and cause the jets to spread out towards
the walls. With the main momentum flowing along
the walls, a second recirculation area develops in the
center of the domain before the two jets converge af-
ter 60hj and the flow field transitions into a channel-
type flow. The flame shape is strongly influenced by
the velocity field, as is visible from the temperature
field. After 10hj, the two jet flames are entirely at-
tached to the combustor walls, featuring strong FWI
and flame quenching at the wall. This slows the con-
sumption of methane and lengthens the flames; the
flame length is 55hj. CO is mainly formed in a narrow
band along the inside of the flame length and rapidly
oxidized creating a sharp peak of high CO concentra-
tion. The width of this peak increases along the flame
length and forms a large area of high CO at the flame
tip. This widening is linked to the decrease of strain
along the flame length and will be discussed in the
following sections.

3.2. Mass fraction fluxes

Average streamwise fluxes of methane and CO
mass fractions are presented in Fig. 3 along with the
Favre-averaged temperature T̃ along the streamwise
axis. The average mass fraction fluxes are calculated
as the crosswise and spanwise integral, with the den-
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Fig. 2: Temporally and spatially averaged fields of the streamwise velocity component U , temperature T , CO mass fraction
YCO, and CO source term ω̇CO.

sity ρ and the streamwise velocity component U :

Yα =

∫ ∫
ρ · U · Yα dy dz∫ ∫
ρ · U dy dz , α = CO, CH4 (1)

Methane is slowly but consistently consumed along
the flame length and is completely depleted at x ≈
65hj, well before the end of the domain. After an
initial steep increase, the CO concentration reaches a
plateau region not typically seen in unconstrained jet
flames. After the methane is completely consumed,
most CO is oxidized quickly in this area of high tem-
perature. However, a significant portion remains and
oxidation slows as the temperature is reduced down-
stream. The CO concentration remains significantly
higher than the equilibrium value that corresponds to
the local temperature, throughout the domain. Using
the outlet temperature to predict CO emissions leads
to an underprediction of more than 50%.

To describe the combustion process, we chose a
linear combination of species mass fraction as the
progress variable as

C = YH2 + YH2O + YCO + YCO2 . (2)

In Fig. 4, the average CO mass fraction in the DNS
is compared to the simple flamelet progress variable
(FPV) model, where the CO mass fraction is re-
trieved from an unstretched premixed flamelet based
on the previously defined progress variable. The local
progress variable is calculated from the DNS data ac-
cording to Eq. 2, the corresponding CO mass fraction
is retrieved from the unstretched flamelet and mapped
to the DNS field in an a-priori manner. Then, the lo-
cal CO values (from FPV) are temporally and spa-
tially averaged. This is a very simplistic approach, but

0 20 40 60 80 100

10−5

10−3

10−1

x/hj

Y α CO DNS
CH4 DNS
CO equilibrium

1200

1400

1600

1800

T̃

T DNS
T adiabatic

Fig. 3: Average streamwise flux of the methane and CO
mass fractions and average temperature. Included are the
CO equilibrium and the adiabatic flame temperature.

it serves to highlight possible errors. More accurate
representations are investigated later. Two regions of
different behavior are apparent: first, the FPV model
overestimates the initial CO production and second,
the FPV model does not account for the slow, contin-
uous oxidation of CO in the post flame region. Instead
of the gradual oxidation seen in the DNS data, the CO
concentration remains almost constant in the last part
of the domain. This discrepancy in the post-flame re-
gion, in particular, highlights the need for more accu-
rate models that account for the physical phenomena
occurring in complex flames.
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Fig. 4: Average CO flux in the domain compared to the CO
flux calculated from the FPV model.

3.3. Effects of strain

First, we focus on the CO overestimation in the
first third of the domain, where the average CO flux
is lower than that obtained from the FPV model. The
turbulent flow in this region leads to strain effects in-
fluencing the flame [21]. Fig. 5(a) shows the joint
probability density function (jPDF) of YCO and T at
a streamwise location of 10hj. Included are an un-
strained flamelet and strained flamelets with strain
rates between a = 5000 s−1 and 30 000 s−1. The
tangential strain in a turbulent flame may be calcu-
lated from the velocity and progress variable fields as
a = ∇ · u − n · ∇u · n, where u is the velocity
vector and n = −∇C/|∇C| is the normal vector to
the progress variable surface pointing towards the re-
actants [22]. The tangential strain in the DNS at 10hj
is in a range between a = 5000 s−1 and 40 000 s−1.
The range of strain rates of the 1D flamelets corre-
sponds well to the strain rates found in the DNS. An
ensemble of several strained flamelets is best able to
capture the distribution of YCO and T . In this first
section of the domain, strain is the main influence on
combustion. This is in part because the flame does not
interact directly with the wall, but is separated from
the wall by a layer of unburnt gas. While enthalpy
loss leads to lower CO concentrations, the enthalpy
loss necessary to account for the low CO concen-
trations is significantly higher than the enthalpy loss
seen in the data. A figure comparing the DNS data
to flamelets with reduced enthalpy is included in the
supplementary material to illustrate this point. Knud-
sen et al. [23] investigated H and OH radicals as pa-
rameterizations for strain in turbulent combustion and
found both to be well suited due to their uniqueness
and high sensitivity to strain. They recommended H
due to its low Lewis number and its consequent abil-
ity to account for differential diffusion effects. In this
investigation we chose OH, because it is more rele-
vant to CO oxidation and transport is consider with
unity Lewis number.

Further downstream, the flame comes into closer
contact with the wall and heat losses become rele-
vant. Fig. 5(b) again shows the jPDF of YCO and
T , but close to the flame tip (50hj). Here, also the
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Fig. 5: Joint distribution of CO and T at 10hj (a) and at
50hj (b). The scatter plot shows the jPDF of the DNS data.
Unstrained ( ) and several increasingly strained ( )
flamelets are shown as comparison.

unstrained flamelet reproduces the CO concentration
well and the scatter of the DNS data is reduced. The
area of high CO concentration at low temperature can
be directly linked to the reduction in enthalpy. Fig. 6
shows the evolution of the enthalpy defect, defined as
∆h = hDNS−hadiabatic and the Karlovitz number over
the streamwise location. Both quantities are surface-
averaged on the progress variable surface correspond-
ing to the maximum heat release in the unstretched
flamelet (C = 0.1236). The Karlovitz number is the
ratio between the timescales of the flame τF and the
Kolmogorov timescale τη defined as Ka = τF/τη [24]
and used here as a measure of the local strain. Luca
et al. [22] found that strain in turbulent premixed
flames normalized by the Kolmogorov timescale is
approximately constant (a · τη ≈ 0.23) independent
of the Reynolds number. Apart from a short increase
at x/hj = 10 due to the spreading of the jets, the
Karlovitz number decreases along the flame length,
thus confirming that the flame becomes less strained
downstream. The behavior of the enthalpy is more
complex. After an initial drop due to the recircula-
tion of cold burnt products in the corners of the do-
main, the enthalpy begins increasing slightly as the
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Fig. 7: Average CO flux in the domain compared to CO flux
calculated from the unstrained (U-FPV) and the strained (S-
FPV) models.

unburnt gas (Tu < Tw) flows along the wall and is
heated. This heat flux is reversed abruptly at the flame
tip when the hot flame interacts with the wall.

The surface-averaged strain on the flame surface
is a = 15 000 s−1. We use the FlameMaster pro-
gram [25] to calculate a 1D strained flamelet in a
fresh-to-burnt counterflow configuration matching the
conditions in the DNS [21]. The FPV model with the
strained flamelet matches the DNS data better than
the unstrained FPV model in the first half of the do-
main (Fig. 7) indicating the importance of the effects
of strain rate on the formation of CO. Some deviations
between the FPV model are expected, as an ensemble
of flamelets is needed for an accurate prediction [17].

3.4. CO oxidation

In this section, the discrepancy of the FPV mod-
els and the DNS towards the end of the combustor are
discussed. The timescale associated with CO oxida-
tion is larger than the reaction rates of progress vari-
able and the production of CO, so the introduced FPV
models cannot adequately represent the oxidation of
CO. Thus, the production and consumption of CO are
analyzed in detail and the suitability of several param-
eters to describe CO oxidation is investigated. The
optimal estimator analysis [26] has proven to be a use-

ful tool in this process. It quantitatively assesses the
capability of a set of parametersψ, e.g. ψ = [C, YCO],
to parameterize ω̇CO by means of the irreducible er-
ror. The latter describes the fluctuations of ω̇CO with
respect to the conditional mean 〈ω̇CO|ψ〉, which rep-
resents the best possible representation given the cho-
sen set of parameters. Hence, small irreducible errors
indicate a good parameterization of ω̇CO.

Concerning the accuracy of the numerical methods
employed to compute the irreducible error: In a low-
dimensional setting, with only one or two parameters
used to compute the conditional mean (e.g. 〈ω̇CO|C〉),
the error is easily obtained using binning and his-
tograms. However, it has been shown that an artifi-
cial neural network (ANN) produces more accurate
results than a histogram technique once more than
two input parameters are involved. A comparison be-
tween histogram and ANN is included in the supple-
mentary material. A shallow ANN (one hidden layer)
is used to compute conditional means in several di-
mensions. It should be pointed out that the ANN is
not used in any modeling sense, but instead as a tool
for data analysis. Further details on the optimal esti-
mator are found in Berger et al. [26].

In addition to the progress variable C, the local
CO mass fraction YCO, the enthalpy defect ∆h, and
the OH mass fraction YOH are considered. The CO
mass fraction is included because the consumption
of CO scales with the CO concentration: Assum-
ing a general reaction A + B 
 CO + D, the
change in CO concentration is given by the equation
∂CCO/∂t = kfCACB − kbCCOCD . Splitting the
source term into a production term ω̇+

CO = kfCACB
and a consumption term ω̇−

CO = kbCCOCD , it be-
comes clear that the production of CO is independent
of the local concentration, while the consumption is
linearly dependent on the CO concentration. The en-
thalpy defect accounts for wall heat loss. Including
the OH radical in the parameter space has two ad-
vantages. First, Knudsen et al. [23] have shown that
OH is a unique and well-resolved parameterization of
strain. Second, the OH radical is expected to be well
correlated with the CO source term because OH is the
reaction partner in the main CO oxidation reaction,

CO + OH 
 CO2 + H . (3)

Table 2 lists all parameter sets and the domain-
averaged irreducible errors for each location and each
parameter set. The errors are normalized with the er-
ror in the full domain using only a progress variable
and indicate the improvement achievable with the var-
ious parameters.

Fig. 8 shows the irreducible errors conditionally
averaged w.r.t. the progress variable and normal-
ized by the maximum CO source term from the un-
stretched flamelet. Four locations in the domain are
investigated, two crosswise locations and two stream-
wise locations: (a) far from the wall in the center of
the domain; (b) at the wall within one jet width of the
wall; (c) x/hj = 10 close to the inlet; (d) x/hj = 50
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Table 2: Domain-averaged irreducible errors for several parameter sets at different locations, normalized by the error for the full
domain with only C.

full domain far from the wall at the wall inlet flame tip
C 1 0.238 1.020 0.807 1.169
C, YCO 0.722 0.155 0.701 0.466 0.886
C,∆h 0.878 0.203 0.505 0.659 0.833
C, YCO,∆h 0.563 0.149 0.345 0.427 0.678
C, YOH 0.455 0.103 0.398 0.295 0.518
C, YCO,∆h, YOH 0.256 0.084 0.155 0.221 0.314
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Fig. 8: Irreducible errors of the CO source term (a) far from the wall, (b) at the wall, (c) at x = 10hj, and (d) at x = 50hj, when
using various parameter sets. The surface of peak heat release is indicated by the vertical dotted line.

close to the flame tip. The flame surface (defined by
the peak heat release) is indicated by the vertical dot-
ted line in the figure. In Fig 8(a), the error far from
the wall is shown. In the domain center, where com-
bustion is not greatly disturbed by the walls, the er-
rors occur late in the combustion progress. Includ-
ing YCO reduces the domain-averaged error by 1/3 and
the peak local error by 1/2 compared to the prediction
with only the progress variable. Enthalpy has very lit-
tle effect far from the wall, confirming that the com-
bustion is not affected by heat losses in this region.
The addition of YOH further improves the correlation
with ω̇CO, especially towards the very end of the com-
bustion. Fig. 8(b) shows the irreducible error close
to the wall. The errors are larger and occur earlier in
the combustion progress. Including YCO has a simi-
lar effect as it does far from the wall: 30% reduction
of the domain-averaged error and 50% reduction of
the peak local error. Close to the wall, the heat loss
influences the combustion more strongly. Adding en-
thalpy to the parameter set reduces both the average
error and the peak local error by another 50% (2/3 re-

duction vs. single progress variable). The largest rel-
ative improvement is achieved by the full parameter
set close to the wall, indicating that the physics in this
region are particularly complex. In the upstream part
of the domain (Fig. 8(c)), the source term is best pa-
rameterized by YOH, which confirms the findings that
strain is especially important in this region. YCO has
a stronger influence than ∆h, while at the flame tip
(Fig. 8(d)), this correlation is reversed and the effect
of YOH is reduced. This demonstrates that the inter-
actions between strain, enthalpy, and CO oxidation
evolve throughout the domain.

The irreducible error calculated for the entire do-
main is shown in Fig. 9. Clearly, the error is a combi-
nation of the errors from the separate locations. The
areas of strong influence of YCO and ∆h are split be-
tween the center and the wall and by the combustion
progress. The wall heat loss has a stronger influence
in the unburnt, while the CO transport becomes more
important in the burnt region. A similar split is ob-
served between streamwise locations: Early in the do-
main ω̇CO correlates better with YCO, but as the FWI
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Fig. 9: Irreducible error of the CO source term in the whole
domain when using various parameter sets. The surface of
peak heat release is indicated by the vertical dotted line.

increases downstream, ∆h becomes more important.
YOH describes ω̇CO well throughout the domain. The
two regions where the influence is largest are the up-
stream part of the domain with high strain rates and
close to the wall, where the availability of OH is re-
duced because of lower temperatures. In most do-
mains and applications, YCO and ∆h must both be
taken into account when investigating CO emissions;
very good results can be achieved with the addition of
the OH radical.

4. Conclusion

We performed a DNS of premixed, turbulent
methane-air jets in a domain enclosed by isothermal
walls. The domain was designed to replicate condi-
tions relevant to stationary gas turbine combustors.
Strong interactions occur between the flame and the
wall, recirculation regions develop, and the flame is
strongly strained at the edges of the jets. All of
these phenomena affect CO production and consump-
tion. Strain effects are present mostly in the upstream
part of the domain. FWI and wall heat losses have
the strongest influence close to the wall and further
downstream, while the long chemical timescales of
CO compared to the FPV delay the oxidation of CO
in the whole domain. We introduced and analyzed
a dataset combining several difficulties faced in the
modeling of CO emissions. The OH radical plays a
particularly important role in a system with strained
flames and CO emissions. On the one hand it is used
to parameterize strain, on the other hand it the the
main reaction partner for CO oxidation. However, de-
spite the unquestionable advantages in parameterizing
some of the important effects, the usefulness of solv-
ing a transport equation for this radical and using an
even larger chemistry table need to be explored in a-
posteriori tests. It was shown that the combination of
these parameters was able to improve the irreducible
error.

One possible modeling approach is a 2D tabula-
tion, using the progress variable C and the enthalpy

defect ∆h. The table is combined with a transport
equation for the CO mass fraction YCO, where the CO
source term ω̇CO is retrieved from the table and scaled
with the local CO mass fraction. However, this ap-
proach ignores the influence of the OH radical on CO
oxidation and the influence of strain. Thus, the model
may need to be extended to a 3D chemistry table with
flamelets at various strain rates. The third dimension
is parameterized by the OH mass fraction YOH, which
in turn necessitates a transport equation for OH, anal-
ogous to the CO transport equation. The OH source
term ω̇OH is retrieved from the table and may also
benefit from scaling. The total additional cost of this
approach is a 3D chemistry table and two transport
equations. Another option that we will investigate
in future work is the parameterization of enthalpy by
the OH radical with a subsequent energy correction,
since the concentration of OH is sensitive to high
cooling rates [27]. This may help reduce the dimen-
sionality of the tabulation. Another method to avoid
high-dimensional tables may be a hybrid modeling
approach with individual, lower-dimensional tables,
conditioned on different flow regions. The obvious
advantage of this approach is the reduction in tabula-
tion effort and more rapid access to the tabulated val-
ues. On the other hand, this approach requires more
detailed a-priori knowledge of the flow field. Further-
more, discontinuities at the boundaries between flow
regions must be considered, and the blending proce-
dure between two tables requires a detailed analysis.
Which specific model provides the most accurate pre-
diction may additionally be case dependent. A gen-
eral difficulty of CO modeling comes from the very
low emission limits prescribed by legal regulations,
since the equilibrium concentrations are in the same
order of magnitude as the emissions limits. Presum-
ably, complex models and/or high-dimensional tables
are necessary for the desired accuracy. Future work
will focus on formalizing models to account for the
physical phenomena discussed here.

Acknowledgments

Generous support of the Deutsche Forschungsge-
meinschaft (DFG) under grant number PI 368/25-1
and the Research Association for Combustion En-
gines (FVV) under grant number 6013970 is grate-
fully acknowledged. The authors gratefully ac-
knowledge the Gauss Centre for Supercomputing
e.V. (www.gauss-centre.eu) for funding this project
by providing computing time on the GCS Super-
computer SuperMUC-NG at Leibniz Supercomputing
Centre (www.lrz.de).

References
[1] A. Andreini, B. Facchini, Gas turbines design and off-

design performance analysis with emissions evalua-
tion, J. Eng. Gas Turbines Power 126 (1) (2004) 83–
91. doi:10.1115/1.1619427.

[2] M. Lipperheide, M. Gassner, F. Weidner, S. Bernero,
M. Wirsum, Long-term carbon monoxide emission be-
havior of heavy-duty gas turbines: An approach for

8

www.gauss-centre.eu
www.lrz.de
https://doi.org/10.1115/1.1619427


model-based monitoring and diagnostics, Int. J. Spray
Combust. Dyn. 11 (2019) 1–14. doi:10.1177/
1756827718791921.

[3] A. Dreizler, B. Böhm, Advanced laser diagnostics for
an improved understanding of premixed flame-wall in-
teractions, Proc. Combust. Inst. 35 (1) (2015) 37–64.
doi:10.1016/j.proci.2014.08.014.

[4] M. Mann, C. Jainski, M. Euler, B. Böhm, A. Dreizler,
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