
 

 

 
 

 

Edinburgh Research Explorer 
 
 

 
 

 
 

 
 

 

 
 

 
 

 
 

 
 

 
 

 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Head impacts in non-helmeted sports: Measuring and locating
the impact force

Citation for published version:
Sohail, J, Teixeira-Dias, F & Merriman, S 2022, 'Head impacts in non-helmeted sports: Measuring and
locating the impact force', Proceedings of the Institution of Mechanical Engineers, Part P: Journal of Sports
Engineering and Technology. https://doi.org/10.1177/17543371221130894

Digital Object Identifier (DOI):
10.1177/17543371221130894

Link:
Link to publication record in Edinburgh Research Explorer

Document Version:
Publisher's PDF, also known as Version of record

Published In:
Proceedings of the Institution of Mechanical Engineers, Part P: Journal of Sports Engineering and Technology

General rights
Copyright for the publications made accessible via the Edinburgh Research Explorer is retained by the author(s)
and / or other copyright owners and it is a condition of accessing these publications that users recognise and
abide by the legal requirements associated with these rights.

Take down policy
The University of Edinburgh has made every reasonable effort to ensure that Edinburgh Research Explorer
content complies with UK legislation. If you believe that the public display of this file breaches copyright please
contact openaccess@ed.ac.uk providing details, and we will remove access to the work immediately and
investigate your claim.

Download date: 20. Nov. 2022

https://doi.org/10.1177/17543371221130894
https://doi.org/10.1177/17543371221130894
https://www.research.ed.ac.uk/en/publications/0ce7fde7-be7e-4faf-b8e7-df4753f477dc


Original Article

Proc IMechE Part P:
J Sports Engineering and Technology
1–12
� IMechE 2022

Article reuse guidelines:

sagepub.com/journals-permissions

DOI: 10.1177/17543371221130894

journals.sagepub.com/home/pip

Head impacts in non-helmeted sports:
Measuring and locating the impact
force

Jazim Sohail1, Filipe Teixeira-Dias1 and Susan Merriman2

Abstract
Mild traumatic brain injury within contact sports is a growing concern due to the serious risk of injury and concussion.
Extensive research is being conducted looking into head kinematics during impacts in non-helmeted contact sports utiliz-
ing instrumented mouthguards, allowing researchers to record accelerations and velocities of the head during and after
an impact. This does not, however, allow the location of the impact on the head, and its magnitude and orientation, to
be determined. This research proposes and validates an algorithm using rigid body dynamics that approximates the
impact force and determines its location and orientation from instrumented mouthguard kinematic data. Impact data
captured from an experimental laboratory test using an instrumented mouthguard and five finite element simulations are
used to validate the algorithm. The obtained results from both validation methods highlight the effectiveness of the pro-
posed impact magnitude and location algorithm as impact locations were calculated within 12 mm of the impact center
for all conducted tests. Additionally, components of force unit vectors (direction cosines) obtained from the algorithm
were within 60.03, which equates to less than 11% of the components of applied force unit vectors, highlighting the
accuracy of impact direction vector established from the algorithm. This algorithm has the potential to significantly aid
researchers conducting field tests within non-helmeted sports by reducing the time required to analyze and determine
head impact locations.
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Introduction

Non-helmeted contact sports are popular worldwide in
a number of different forms, one of the most popular
being Rugby Union which has a registered player base
of 9.6million and a fan base of 405million worldwide.1

The popularity within the sport arises due to it providing
a combination of physical, mental, and skill challenges
to the competitors that take part. The physical nature of
rugby, however, does bring with it the potential for inju-
ries, the most serious being mild Traumatic Brain Injury
(mTBI).2 mTBI is caused by a sudden blow or jolt to the
head, a situation that occurs frequently within non-
helmeted sports during games.3,4 Head-to-head impacts
are common within these sports, with head injuries
accounting for 17% of injuries within Rugby Union.5

Prien et al.6 and Pfister et al.7 conducted systematic
reviews to analyze the number of concussive events seen
within different sports at both professional and youth
level. Their results showed concussion rates within rugby
to be the highest, with 3 and 4.3 concussions recorded

per 1000 Athletic Exposures (AE) within professional
and youth level rugby match play, respectively.

These statistics highlight the importance in under-
standing the nature of impacts sustained by players in
non-helmeted sports. Currently, understanding head
kinematics during and after an impact, predominantly
the linear and rotational acceleration of the head, is
being extensively researched. Different methods have
been proposed and used in the past to understand the
kinematics of the human head during and after an
impact, with video footage being the only source of data
available at the early stages of this area of research.
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McIntosh et al.8 used video recordings of impacts to
estimate the head impact velocity in two dimensions,
allowing the estimation of the energy transfer to the
head from an impact. This method, however, proved
not to be an accurate way of understanding head kine-
matics due to the impact velocity being approximated as
well as a number of parameters required for the calcula-
tions being estimated.

Wearable sensors housing accelerometers and gyro-
scopes were therefore utilized to provide head kinematic
data to establish head impact trends within contact
sports. For helmeted sports, head mounted sensors
placed within helmets were utilized to quantify impacts.
Researchers predominantly used the Head Impact
Telemetry system which incorporated six single-axis lin-
ear accelerometers embedded in the padding of the hel-
met for studies in helmeted sports.9–12 The accuracy of
the kinematic data obtained from HIT and helmet
mounted sensors was rigorously studied, with researchers
establishing more than 15% error in resultant peak linear
accelerations.13–15 For non-helmeted sports, the skin
patch was developed which is a skin mounted wireless
sensor placed behind the ear of the player. It records and
calculates key data when an impact occurs, such as linear
acceleration and rotational velocity components of the
head.16 This technology was used extensively by King
et al.,17 Hecimovich et al.,18 and Willmott et al.19 within
different levels of Australian Rules Football, from youth
to sub-elite, and in amateur Rugby League. These
authors were also able to establish head acceleration
trends from impacts. However, studies have highlighted
measurement error for peak resultant acceleration to be
as high as 50% from the skin patch due to skin dynamics
and lack of skull coupling.13,20

Further technological advancements saw the devel-
opment of instrumented mouthguards,21–25 such as the
one shown in Figure 1, which house a sensor strip that
captures kinematic data via a gyroscope and linear
accelerometer. This is currently being used by different
researchers as it allows more accurate data recording in

comparison to the skin-mounted sensors. Wu et al.26

established that mouthguards showed tighter skull cou-
plings than skin mounted sensors, providing more
accurate kinematic results. This technology has predo-
minantly been used for research purposes within hel-
meted sports such as American football,21–24 with only
a small number of research projects focusing on non-
helmeted sports. King et al.27 conducted a preliminary
study with an instrumented mouthguard, quantifying
head impacts within amateur Rugby Union players.
These authors were able to determine trends regarding
the magnitudes of accelerations felt by players in differ-
ent positions during a full season of matches.

The main aim of the research presented here is to
propose and develop a method, algorithm and numeri-
cal tool that will allow researchers to analyze kinematic
data from instrumented mouthguards. The data col-
lected from the sensors is in the form of tri-axial accel-
eration and velocity components. The proposed
method determines the location and orientation of the
impact on the head, based in this recorded data. Little
research has been conducted to propose a robust
method to determine the impact locations from sensor
data. In most reported cases, peak linear acceleration
components are used to approximate the direction of
impact and hence an impact location region (back, side,
front).28 Video footage is often utilized alongside to ver-
ify impact location regions, as PLA component based
regions have shown inaccuracies.23 In most cases, how-
ever, this is an extremely costly and time-consuming
process. Crisco et al.29 developed an algorithm that
allows the location of an impact to be calculated. This
algorithm is based on data collected from several single
axis non-orthogonal accelerometers and was found to
be an effective method for helmeted sports, where mul-
tiple accelerometers can be placed within the helmet.
For instrumented mouthguards with a tri-axial linear
accelerometer and gyroscope, Bartsch et al.22 and Kuo
et al.23 proposed methodologies to approximate the
location of the impact. Bartsch et al. utilized rigid body
dynamics with assumptions, to simplify the problem to
determine an approximated impact location whereas
Kuo et al. utilized integrated linear and rotational posi-
tion values to determine an impact region. The metho-
dology proposed by Kuo et al., however, was only able
to classify 37% of impacts to the correct impact region,
highlighting the need for a methodology to improve
upon the accuracy of impact location classification. The
following section describes a proposed method, which
builds on the work published by Bartsch et al.,22 utiliz-
ing rigid body dynamics and a multi-degree of freedom
(MDOF) lumped-mass system replicating the head and
neck, to determine the orientation, magnitude, and
location of an impact force from instrumented mouth-
guard data. Unlike the approaches by Bartsch et al. and
Kuo et al., the following method aims to determine the
impact location rather than a region of the head where
the impact occurs. The accuracy of the impact location
determined by the proposed method is established by

Figure 1. Instrumented mouthguard developed by Force
Impact Technologies (FIT), used in this research.
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an author-defined metric as described in the following
section. It is hypothesized, with the extensive data col-
lection push expected in the near future, knowing where
on the head the impact occurs will be very useful, as dif-
ferent areas of the same region (back/side/front) could
be more or less susceptible to concussions, making the
following methodology extremely useful in research in
the battle against mTBI.

Methodology

The method proposed to determine the magnitude,
orientation, and location of an impact based on mouth-
guard linear acceleration and rotational velocity com-
ponents is based on rigid body dynamics. The main
steps in the Impact Magnitude and Location Algorithm
(IMLA) developed in this work can be summarized as:

1. Calculation of the components of the moment,
from Euler’s equations.

2. Estimation of the magnitude of the impact force
with a multi-degree of freedom (MDOF) system.
This is achieved with modal analysis to establish
the mechanical response of the system in three lin-
ear directions.

3. Moment matching between Euler’s and torque
equations to determine the location of the impact.

Impact moment calculation

The moment experienced by the head because of the
impact is first calculated using Euler’s equations, where
the Cartesian components of the moment vector T are

T=
Tx

Ty

Tz

8<
:

9=
;=

Ixx _vx � (Iyy � Izz)vyvz

Iyy _vy � (Izz � Ixx)vzvx

Izz _vz � (Ixx � Iyy)vxvy

8<
:

9=
; ð1Þ

where Iij, with i, j= x, y, z as shown in Figure 2, are the
second moments of area about the head/C1 vertebrae
joint, _vi are the rotational acceleration components of
the head, and vi are the rotational velocity components
of the head. The head/C1 vertebrae joint is used as the
main rotation point to replicate realistic head motion.
The parallel axis theorem is used to determine the sec-
ond moment of area about the rotation point from the
center of gravity.

Impact force magnitude

A three-dimensional mass-spring MDOF system is
used to estimate the magnitude and direction of the
impact force on the head. This 4-mass system replicates
the human head and neck with the springs replicating
the stiffness of the intervertebral joints. m1 is the mass
of the head and m2, m3, and m4 are the masses of the
cervical vertebrae pairs C1-C2, C3-C4, and C5-C6,
respectively, as defined by Luo and Goldsmith.30 The
equations of motion of the system are

M€x+Kx=F ð2Þ

where M and K are the inertia and stiffness matrices,
and F is the vector of external forces acting on the sys-
tem. Damping is not considered in the MDOF model
as in the short impact times that are characteristic of
head impacts in sports, there are no significant energy
dissipation mechanisms and the response of the system
is dominated by stiffness.

The stiffnesses of the intervertebral disks were deter-
mined by Luo and Goldsmith30 using stiffness data pre-
viously reported by Deng and Goldsmith31 and
Panjabi,32 considering that the stiffness of each individ-
ual joint is proportional to the cross-sectional area of
the corresponding disk. These authors calculated a
stiffness matrix for the C2/C3 joint and a proportional-
ity factor for the remaining ones, allowing stiffness
matrix calculations for any intervertebral joint. The
(636) C2/C3 joint stiffness matrix supplied by Luo and
Goldsmith30 incorporates all six degrees of freedom,
three linear and three rotational. As the MDOF system
is a linear three-dimensional system, the stiffness matrix
provided by Luo and Goldsmith30 becomes

k=

122 0 0

0 390 25

0 25 140

2
64

3
753103 ½N=m� ð3Þ

The individual springs ki =ak (i=1, . . . , 4) are the
(333) stiffness matrices for each joint, which replicate
the head/C1, C2/C3, C4/C5, and C6/C7 intervertebral
joints and a is the proportionality factor. The global
stiffness matrix K then becomes

K=

k1 �k1 0 0

�k1 k1 + k2 �k2 0

0 �k2 k2 + k3 �k3
0 0 �k3 k3 + k4

2
6664

3
7775 ð4Þ

Figure 2. Global axis orientations. xy plane representing the
coronal plane, yz plane representing the sagittal plane, and xz
plane representing the transverse plane.
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The global inertia matrix compiles the four individ-
ual mass matrices as

M=

m1 0 0 0
0 m2 0 0
0 0 m3 0
0 0 0 m4

2
664

3
775 with mi=

mi 0 0
0 mi 0
0 0 mi

2
4

3
5

ð5Þ

The inertia of the individual vertebrae couples and head
are also taken from Lou and Goldsmith.30

The external force vector is the (1231) matrix

F=

Fx

Fy

Fz

0
..
.

0

8>>>>>><
>>>>>>:

9>>>>>>=
>>>>>>;

ð6Þ

where Fx, Fy, and Fz are the unknowns of the problem.
Note that, as the proposed method models head
impacts, the only non-zero external forces are associ-
ated with m1.

Modal analysis is used to calculate the natural fre-
quencies and mode shapes of the MDOF system, which
are in turn used to determine the mechanical response
of the system when a force is applied.33 The equation
of motion, equation (2), can then be rewritten as

KM�1
� �

Xi =w2
iXi ð7Þ

where Xi i=1, . . . , 12ð Þ are the system’s mode shape
vectors and wi are the corresponding natural frequen-
cies. The modal force vector Q can then be calculated as

Q=XTF ð8Þ

where X is the modal shape matrix. In order to deter-
mine the unknowns within the modal force, the follow-
ing displacement equation is solved

x=Xq ð9Þ

where x is the displacement vector of the system, con-
sisting linear displacements for all four masses, and q is
the vector with components

qi =
1

wi

Qi

wi
1� cos (wit)ð Þ

� �
ð10Þ

The linear acceleration components of the head are
obtained directly from mouthguard data and then con-
verted to linear acceleration components at the center
of gravity (CoG) of the head with

aCoG= aM + _v3d+v3v3d ð11Þ

where aM are the linear accelerations recorded at the
mouthguard, _v and v are the rotational accelerations
and velocities of the head, and d is the position vector
of the CoG relative to the mouthguard. For the pur-
pose of the IMLA, d was calculated by determining the
distance from a selected node in the mouth of the
Hybrid III Dummy head to the corresponding center
of gravity.

Integrating aCoG twice allows the displacement of
the head to be calculated. By solving equation (9), the
unknown components of the impact force within the
modal force, equation (8), and unknown displacement
components for the system can be calculated.

Impact location

The impact location was determined by matching the
moments calculated with equation (1) and the torque
equation

Tt = r3Ft ð12Þ

where r is the position vector from the axis of rotation,
as defined in the impact moment calculation section, to
a point on the surface of the skull. Ft is the force vector
consisting of force components on the head as calcu-
lated from the MDOF system in equation (9).

For the purpose of the IMLA, the moments are cal-
culated for coordinates on the surface of a head using
equation (12). Coordinates can be established by uti-
lizing nodes from a generic FE model or from MRI
scans for specific players. Obtaining an MRI scan for
every player within a team could be very impractical
therefore the authors proposed that a generic FE
model approach to be used with the IMLA. A three
stage process is implemented to determine the location
of the impact. Initially, the algorithm matches moment
signs, eliminating nodes with position vector r that
produce differentiating Tt component signs to T.
Secondly, moments values Tt not within T6100% are
eliminated leaving a small cluster of nodes, providing
an estimation of the impact location. For this algo-
rithm a broad tolerance of 6100% established good
results in identifying approximated impact regions.
Finally, the tolerance is incrementally reduced until
only one node is remaining, which is determined as the
best fitting node (BFN) and the location of the impact
on the surface of the head. For the purpose of this
research, where coordinates were established from a
Hybrid III Dummy model, The impact location calcu-
lated by the algorithm is deemed accurate and fit for
purpose if the BFN matches the node of the impact
center or is a neighboring node to the impact center.
This equates to the calculated BFN being within 14
mm of the impact center, due to the mesh size of the
Hybrid III Dummy head.
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Validation

The IMLA was validated by obtaining head impact
kinematic data by two methods. The primary method
used a head-neck finite element Hybrid III Dummy
model simulating impacts on the dummy head. Impact
simulations were conducted on different locations of
the head, and the kinematic responses were used to
validate the IMLA. Additionally, kinematic impact
data was obtained in a laboratory test from an instru-
mented mouthguard similar to the one in Figure 1. The
two methods complement each other to provide a vali-
dation of the proposed IMLA. The Hybrid III finite
element (FE) simulations allow control over key impact
parameters such as head dimensions, minimizing errors
when testing the IMLA. Additionally, the simulations
provide a method to test the developed algorithm
against impacts of varying magnitudes and locations
with ease. The observations from the experimental test
ensure the IMLA is accurate and can be used to deter-
mine the location of live impacts when using instru-
mented mouthguards.

Numerical modeling

Five models were developed using a validated LS-
DYNA Hybrid III Dummy head/neck model, consist-
ing of 50,698 elements, 63,500 nodes with 176,682
degrees of freedom, created with hexahedral constant
stress solid finite elements.34,35

Simulations were conducted to replicate impacts on
different locations of the head as shown in Figure 3(a) to

(d). Side, left-upper-side-frontal, right-upper-side-fron-
tal, and lower-side-frontal locations were selected for
impacts for the FE simulations with the laboratory test
providing a frontal impact. Tests 1 and 4 were conducted
from the same ‘‘Side’’ location with differing initial velo-
city components to test the IMLA with different impact
levels at the same location. Boundary conditions were
applied to the base of the shoulder piece to fix movement
in all rotational and linear directions. Additionally, the
simulation duration was set to 30ms, with a data output
time-step of 1ms to replicate the instrumented mouth-
guard’s operating frequency of 1000Hz.

The material properties and initial conditions selected
for the impactor were chosen to provide impact magni-
tudes and durations that closely reflect on-field impacts
within rugby.27 A cylindrical impactor with a diameter
of 100mm and a thickness of 40mm was created with
hexahedral solid reduced integration constant stress
finite elements. The impactor consisted of 4329 nodes,
3680 elements with 12,987 degrees of freedom and a
mesh size of 3:5mm with Table 1 listing the impactor
mass, density, and initial conditions for each test.

A hyper-elastic rubber constitutive law was used for
the impactor (MAT 077 H on LS-DYNA) defined as

W(J1, J2, J)=
Xn

p, q=0

Cpq(J1 � 3)p(J2 � 3)q +Wh(J)

where Wh is the hydrostatic work and the required Cpq

constants are C10 =1:07, C01 =0:99, C11=0:99,
C20 =10, C02 =0, and C30 =10MPa. These constants

Figure 3. Finite Element (FE) simulation setups in LS-DYNA: (a) Test 1 and Test 4 replicating a side impact with impactor initial
velocity in the x direction, (b) Test 2 replicating a left-front-side-upper impact with impactor initial velocity in the x and negative z
direction, (c) Test 3 replicating a front-side-lower impact with impactor initial velocity in the x, y, and negative z direction, and
(d) Test 5 replicating a right-front-side-upper impact with impactor initial velocity in the negative x and negative z direction.
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describe the strain energy functional, which is a func-
tion of the relative volume J and models hyper-elastic
rubber behavior with J1 = I1I

�1=3
3 , J2 = I2I

�2=3
3 .36

Experimental tests

The experimental impact tests were done with a
Biokinetics medium-velocity head impact simulator,
shown in Figure 4,37 instrumented with a mouthguard
developed by Force Impact Technologies (FIT), similar
to the one in Figure 1. A dental impression is taken of
the dentition of the test head which is used to mold a
custom fitted mouthguard that affixes securely to the
dentition. The same process that is used to make a cus-
tom fitted mouthguard for a human athlete is used to
mold the instrumented mouthguard for the test head.
This mouthguard incorporates a sensor strip anterior to
the upper incisors, similar to the one that is being imple-
mented in instrumented mouthguards worldwide.23–25

The sensors include a tri-axial linear accelerometer (ST
H3LIS331DL) and a gyroscope (ST LSM6DS3H) pro-
viding linear acceleration (6200g @ 1000Hz) and rota-
tional velocity (62000dps @ 1666Hz) data. The
sensors are used in combination to implement an iner-
tial measurement unit with data recorded over a 40ms
window. The test setup used to provide kinematic data
to test the IMLA was a right-frontal impact with a 14
kg impactor at 5m/s. The instrumented mouthguard
was positioned over the upper dentition of the test
head, replicating the location of an instrumented
mouthguard during live impacts.

Results

Kinematic data

Kinematic data obtained from the experimental test
measurements and finite element simulations are shown
in Figure 5 and Table 2. The linear acceleration data in
Figure 5 is collected from the instrumented mouth-
guard that shows the impact occurring at around 6ms
with a noticeable peak linear acceleration of �8g, 77g,
and �46g in the x, y, and z directions, respectively, at
approximately 11ms. The rotational velocity calculated
from the lab test shows a constant increase after the
impact in the negative x and positive z directions, as
expected from a right-frontal impact. Rotational velo-
city values reached �15 and 14 rad/s in the x and z
directions, respectively. From the obtained kinematic
data, the impact duration of the lab test was found to
be in the 8–12ms range. The linear acceleration in the y
direction approaches 0 at around 1:4ms whereas in the
z direction this happens at around 1:8ms.

The kinematic response of the FE models shows
similarities to the laboratory test with regards to the
duration and magnitude of the impacts. The impactor
material properties were selected to ensure the FE simu-
lations that utilized a validated Hybrid III Dummy
head model, provided acceleration magnitudes that
replicated head impacts within non-helmeted sports.
The impact durations for all FE simulations are within
a 8–12ms range as seen in Table 2. Impact durations
were established by analyzing the contact data between
the head and impactor, as well as the kinematic output

Table 1. Impactor setup and material properties.

Test 1 Test 2 Test 3 Test 4 Test 5

Mass (kg) 12.5 12.5 12.5 12.5 12.5
Density (kg/m3) 40,000 40,000 40,000 40,000 40,000
Initial v (m/s)

x 2.5 1.5 1.5 1.0 21.75
y 0.0 0.0 0.5 0.0 0.0
z 0.0 21.5 21.0 0.0 21.75

Figure 4. Biokinetics medium-velocity head impact laboratory simulator used to conduct the experimental lab tests: (a) showcasing
the linear impactor, target table, head-form and (b) highlighting the position of the mouthguard within the head-form.
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as described for the lab test. Additionally, Peak linear
acceleration (PLA) as seen in Table 2, were 100:6g, 52g,
51:8g, 29:2g, and 63:3g for Tests 1–5 respectively.
Finally, the angular velocity obtained with the FE
model were of similar magnitude to the lab test. Table 2
highlights the rotational velocity (v) components for
all tests during the PLA phase of the impacts.

Impact location and direction

The IMLA was used for all validation simulations to
establish the location of the impact. Figures 6 and 7
show the direct output from the IMLA, which gener-
ates all the analyzed coordinates on the surface of the
head and highlights the BFN as the calculated location
of the impacts. The experimental test was a right fron-
tal impact, replicated by the algorithm, as shown in
Figure 6(e). Additionally, for the Hybrid Dummy III
finite element simulations, the BFNs calculated by the
IMLA for all impacts correlated to nodes that were
struck by the impactor in the simulations.This can be
seen when comparing Figure 3 with the IMLA output
in Figures 6 and 7. As the impactor strikes more than
one node, the distance from the BFN to the impact epi-
center, which was defined as the initial point of contact
between the impactor and the Hybrid III head, was cal-
culated to quantify the accuracy of the impact location.

The BFN for Tests 4 and 5 replicated the same node as
the epicenter of the impact however, for Tests 1–3, the
calculated BFN was found to be a neighboring node
with the impact epicenter being a distance of 10:8, 9:9,
and 11:6mm away respectively.

Furthermore, Figure 7 highlights the impact location
process for Test 3, as described in the methodology sec-
tion. The initial stage of the process matches moment
directions which eliminates the majority of the nodes as
shown in Figure 7(a). Further nodes are eliminated by
the addition of tolerances while matching moments and
ensuring the impact vector can physically target the
node, leaving a cluster of nodes in the cheek/jaw region,
as seen in Figure 7(b). At this stage, a good approxima-
tion of the impact location can be determined, however
the BFN can be established by reducing tolerances for
each direction as highlighted in Figure 7(c).

Moreover, components of T established from equa-
tion (1) for the peak acceleration phase of each impact,
components of Tt from equation (12) for the BFN and
the tolerance (d) components required for the algorithm
to establish the BFN for all conducted tests can be seen
in Table 3. The d components are established relative to
components of T using

d=100
T� Tt

T

� �
ð13Þ

Table 2. Kinematic results from LS-DYNA simulations.

PLA (g) v at PLA (rads�1) Duration (ms)

ax ay az a vx vy vz v

Test 1 100 210 25 100.6 21 20.2 213 13 9
Test 2 50 22 214 52 0.5 13 24 13.6 8
Test 3 45 24 29 51.8 0.8 5.2 9.6 10.9 10.6
Test 4 29 22.8 21.6 29.2 20.38 20.7 25.5 5.6 11.8
Test 5 248 10 240 63.3 20.3 210 4 10.8 8

Figure 5. Kinematic response of the head during the lab test collected via FIT instrumented mouthguard in the x ( ), y ( ),
and z ( ) directions: rotational velocity (left) and linear acceleration (right).
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Figure 6. Impact location, highlighted in black, on the xy and yz planes for: (a) Test 1, (b) Test 2, (c) Test 4, (d) Test 5, and
(e) experimental test as determined by the IMLA.

Figure 7. Impact location process for Test 3 on the xy and yz planes: (a) matching T and T t signs, (b) matching T6100% and T t

values, and (c) reducing tolerances to find the BFN.

Table 3. Moment values as calculated from Euler’s and torque equations.

T (Nm) T t (Nm) d (%)

Tx Ty Tz Ttx Tty Ttz dx dy dz

Test 1 23.1 29.8 283.3 23.8 26.9 282.5 22.5 9.7 1.0
Test 2 24.0 81.0 230.0 23.9 81.8 229.9 0.3 1.0 1.0
Test 3 24.6 41.9 22.7 27.0 30.0 23.3 52.2 28.4 2.6
Test 4 21.0 8.4 222.8 20.8 7.7 223.7 20.0 8.3 3.9
Test 5 219.9 251.6 23.9 224.0 246.1 17.0 20.6 10.7 28.9
Lab 214.5 22.5 17.3 217.2 22.0 4.5 18.6 20.0 74.0
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Additionally, Table 4 lists the approximated force, Ft,
established from the MDOF and the corresponding
unit vector (F̂t), as well as the unit vector of the applied
force in the simulation (F̂s) to determine the accuracy
of the impact directions as calculated by the IMLA. As
seen in Table 4, the difference between components of
F̂s and F̂t are within 60:03 with the %D relative to F̂s

being less that 11% for all conducted tests, highlighting
the accuracy at which the IMLA calculates impact
direction.

Discussion

The proposed algorithm utilizes rigid body motion
dynamics to establish impact locations, building upon
the work of Bartsch et al.22 However, unlike the
assumption that the head rotates about the CoG made
by Bartsch et al., the IMLA establishes rotations about
the head/C1 joint and uses an additional MDOF sys-
tem to replicate the kinematics of the head and neck to
determine the impact direction, rather than assuming it
is a free body. Furthermore, the IMLA determines
position vectors and inertias from a Hybrid III Dummy
model, incorporating the non-spherical shape of the
human head, as opposed to using a simpler spherical
geometry. Finally, the moment matching technique
allows nodes to be eliminated till the BFN is found,
rather than determining the position vector, as stated
by Bartsch et al. Rather than approximating an impact
region, this technique provides the ability to pinpoint
the impact location to within 14mm of the impact cen-
ter, as highlighted in the Results section.

Tables 3 and 4 highlight the numerical output from
the algorithm with regards to Eulers moments, Torque

moments, approximated force magnitude, and impact
direction. The approximated force components calcu-
lated by the MDOF is underestimated, however the
impact direction vector is unaffected, with components
of F̂t being within 60:03 of the components of F̂s, as
can be seen in Table 4, due to the components of the
force all being underestimated by the same fraction.
Despite the underestimated nature of the approximated
force magnitude, the components of Tt listed in Table 3
for the BFN closely reflect the components of T estab-
lished by equation (1). This observation is potentially
due to the head and neck acting as a two pivot point
system as described by Van Drunen,38 resulting in only
a fraction of the total impact force rotating the head
about the head/C1 joint. The approximated nature of
the impact force magnitude causing rotations about the
head/C1 joint is hypothesized as the primary reason for
the difference between the components of T and Tt

listed in Table 3 for all impacts.
Moreover, the difference seen in Table 3 for the

experimental test was larger than that of the FE simu-
lations with dz being as high as 74%. One potential rea-
son for this could be due to the FIT instrumented
mouthguard gyroscope and linear accelerometers oper-
ating at different frequencies, as stated in the validation
section. For the purpose of the IMLA, rotational velo-
city components were established for the timestamp
with the lowest delta to the linear acceleration compo-
nents. This results in rotational velocity components
utilized in equation (1), and linear acceleration compo-
nents in equation (11) being for differing time stamps
which in turn means T and Tt values are obtained for
differing timestamps. Some leading mouthguards in use
currently house an accelerometer and gyroscope that
operate at the same frequency. However, like the FIT
mouthguard, some mouthguards house sensors that
operate at differing frequencies, and therefore will
induce small errors as kinematic data required for the
IMLA will be obtained for differing timestamps.39

Furthermore, the experimental test replicated a live
impact to validate the IMLA with variables that would
be unknown to researchers utilizing instrumented
mouthguards. Player heads vary in size and shape and
it is not possible to accurately measure head dimen-
sions when analyzing impacts which in turn will incur
errors within variables such as r and d that require
accurate distances. For the experimental test, the head
shape utilized differed from the Hybrid III however,
the coordinates required to establish r in equation (12)
were obtained from the nodes on the surface of the
Hybrid III Dummy FE model and the head/C1 rota-
tion point of the Hybrid III. Additionally, d was also
determined from the Hybrid III which will incur errors
within the algorithm. A detailed sensitivity analysis was
conducted to establish how sensitive aCoG and Tt are to
changes in d and r. The observations listed in Table 5
show that a change in d by 1% results in a change of
0:15%, 0:11%, and 0:07% in aCoGx, aCoGy, aCoGz,
respectively, meaning that inaccuracies within d do not

Table 4. Magnitude of the impact force as measured by the
MDOF model (Ft) and comparison between the orientations of
the applied force (direction cosines) as obtained by the
numerical model (F̂s) and the IMLA (F̂t). The relative difference
between the two approaches is also listed (D).

Test Component Ft½N� F̂s F̂t D (%)

Test 1 x 1230 0.99 0.99 0.13
y 2150 20.12 20.12 2.52
z 2102 20.07 20.08 6.94

Test 2 x 900 0.92 0.93 0.75
y 281 20.09 20.08 8.13
z 2333 20.37 20.35 4.14

Test 3 x 550 0.91 0.91 0.23
y 230 20.36 20.38 4.67
z 2110 20.21 20.18 10.68

Test 4 x 400 0.99 0.99 0.60
y 246 20.1 20.11 6.86
z 227 20.06 20.06 4.76

Test 5 x 2834 20.75 20.75 0.43
y 177 20.15 20.16 5.26
z 2710 20.66 20.64 2.42

Lab x 2118 – 20.16 –
y 250 – 0.35 –
z 2660 – 20.92 –
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alter the IMLA’s output significantly. Inaccuracies
within d are expected as the position vector from the
CoG to the mouthguard would be estimated for live
impacts as it is not possible to calculate the distance accu-
rately in humans. Changes in r, however, were found to
be proportional to changes in components of Tt, high-
lighting the sensitive nature of components of Tt to
changes in r as can be seen in Table 6. The sensitive
nature of r could result in the IMLA returning an impact
location out with the 14mm tolerance, if the shape of the
head differs significantly from that of the FE head model.
The test conducted in the laboratory, however, high-
lighted that head shape differing to the FE model still
provided correct impact locations, with higher tolerances
required to establish the BFN.

Moreover, inertia values used in equation (1) are estab-
lished from the Hybrid III, which will result in small
errors due to the shape of the Hybrid III Dummy differ-
ing from the head-form used in the experimental test.

The algorithm is, nonetheless, efficient in determining
the location of the impact by eliminating nodes until only
one remains, meaning the moments difference between T
and Tt due to the discrepancies stated above does not
hinder the algorithm’s ability to provide an accurate
impact location. However, further testing is required with
live impact data collected from instrumented mouth-
guards to establish if the supplied methodology is able to
provide accurate impact locations for varying scenarios
seen within non-helmeted contact sports.

Conclusion

An algorithm to determine the impact magnitude and
location of an impact on the head was developed to aid
ongoing research regarding head impacts in non-helmeted

contact sport. The algorithm utilizes a combination of
rigid body dynamics and a multi degree of freedom
(MDOF) system, and is validated with kinematic data
from Hybrid III Dummy FE simulations and labora-
tory testing with an instrumented mouthguard. The
five FE simulations and the laboratory test replicated
impacts of varying magnitudes and locations to test
the performance of the proposed algorithm (IMLA).
The output from the algorithm correctly determines
the impact locations for the simulations as the best fit-
ting node (BFN) calculated by the IMLA is within 14
mm of the impact center for all conducted tests, meet-
ing the criteria for an accurate impact location.
Additionally, the mean percentage difference in
moments values established from Euler’s equation and
the torque equation for FE Tests 1–5 were calculated
to be 11%, 0:7%, 27:7%, 10:7%, and 20%. As
expected, however, the mean percentage difference for
the laboratory test was 37:7% and therefore higher
tolerances than the FE simulations were required to
determine impact locations due to the uncertainty in
head dimensions. Further testing with live on field
impacts is required to test the methodology however
the IMLA has the potential to significantly aid
researchers conducting field tests within non-helmeted
sports with instrumented mouthguards by reducing
the time required to analyze kinematic data and deter-
mine head impact locations.
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Appendix

Notation

a Linear acceleration vector (numerical)
aCog Linear acceleration vector at centre of

gravity
aM Linear acceleration vector at mouthguard
d Distance vector from mouth to centre of

gravity
k Local stiffness matrix
m Local inertia matrix
r Distance vector from centre of gravity to

surface of head
t Time
v Velocity vector
w Natural frequency
€x Acceleration vector

x Displacement vector
Cpq Hyper-elastic rubber constants
F External force vector
F̂s Applied force unit vector (numerical)
Ft Approximated force vector
F̂t Approximated force unit vector
J Relative volume
K Global stiffness matrix
M Global inertia matrix
Q Modal force vector
T Euler’s moment vector
Tt Moment vector (from torque equation)
W Work from hyper-elastic constitutive law
Wh Hydrostatic work
X Modal shape matrix
d Tolerance vector
_v Rotational acceleration vector

v Rotational velocity vector
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