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Abstract—Day-ahead load forecasting plays an increasingly 

important role for the operation of networks and generation 

dispatch. The accuracy of the forecasting depends on many 

factors, including the quality and size of historical data, selected 

forecasting model and available information on influential factors 

(e.g., weather data). This paper compares three state-of-the-art 

models in terms of their ability to capture complex variations in 

load profiles and provide accurate day-ahead load forecasting: 

multilayer perceptron (MLP), gradient boosting regression trees 

(GBRT) and stacked bidirectional long short-term memory (SB-

LSTM). The models are implemented on one dataset from China 

and another from Scotland. The performance is evaluated using 

mean absolute error (MAE), mean absolute percentage error 

(MAPE) and other energy based indices. The presented results 

show that GBRT outperforms MLP with the same expert 

extracted load characteristics as additional inputs, but SB-LSTM 

provides the most accurate forecasting results, without extracting 

any artificial data feature from the two considered demand 

datasets.  

Index Terms--Day-ahead load forecasting, deep learning, 

multilayer perceptron, recurrent neural network, regression tree 

ensemble.  

I.   INTRODUCTION 

Load forecasting aims to provide an accurate estimation of 

energy consumption based on historical demand recordings 

and other relevant data, providing important information for 

the development of modern electricity networks. Long-term 

forecasting is important for power system planning, while 

short-term forecasting, especially day-ahead forecasting, is 

essential for operational studies [1].  

Typical load profiles exhibit periodicity, but also feature 

strong hourly, daily, weekly and seasonal variations. Weather 

(meteorological) factors, such as temperature, precipitation, 

solar irradiation, etc., as well as socio-behavioral factors, all 

have impact on variations of demands, increasing uncertainty 

and complexity of load modeling problem. There are many 

load forecasting approaches in existing literature, including 

time series analysis [2], Gaussian process [3], neural network 

[1], [4], fuzzy regression [5], tree-based model [6] and support 

vector regression [7]. Regardless of the technique used to 

model load profiles and provide predictions, model selection is 

an important step, which relies on understanding of the inherent 

features and characteristics of different models.  

Compared to traditional machine learning models (e.g., 

artificial neural network with only one hidden layer), deep 

learning models usually have a cascade of multiple layers, in 

order to transform the data and extract their features more 

efficiently. In simple problems, or if there are limited data, 

deep learning methods may not even be as accurate as classic 

machine learning methods. However, their performance is 

much stronger in complex problems requiring processing of 

large amounts of data. In particular, long short-term memory 

(LSTM) method, [8], which is a type of recurrent neural 

network (RNN) under deep learning framework, is well-suited 

for the classification and regression of time series data.   

In addition to deep learning methods, regression tree 

ensemble models are also gaining popularity, as their 

hyperparameters can be easily tuned and their training is 

suitable for parallelization. Furthermore, they are not sensitive 

to the size of datasets, which makes them attractive when there 

are not enough data [9].  

This paper analyses three state-of-the-art methods for a day-

ahead load forecasting and compares their performance on two 

actually recorded demand datasets. Section II presents 

multilayer perceptron (MLP), gradient boosting regression 

trees (GBRT) and stacked bidirectional LSTM (SB-LSTM) 

methods. Section III compares day-ahead load forecasting 

results, while Section IV gives main conclusions.  

II. THREE CONSIDERED MODELS 

This section presents three models for load forecasting 

based on: classical artificial feedforward neural network; 

regression tree and ensemble learning; and recurrent neural 

network. Regression analysis aims to estimate relationships 

between variables, where inputs and outputs are defined as 

predictor and response variables. Regression analysis can be 

used for forecasting, if variables of past and current states are 

set as predictor variables, while variables in the future state are 

set as response variables. Neural network-based methods are 

widely used in classification problems as supervised learning 

approaches, and they can also be implemented for regression 

analysis and load forecasting by setting their outputs as 

response variables instead of categories.   

 



A.  Multilayer perceptron  

MLP is a classical feedforward artificial neural network 
architecture consisting of at least three layers: an input layer, 
an output layer and a hidden layer, Figure 1. Hidden layer 
typically uses a nonlinear activation function to map the 
weighted inputs to its outputs; For extremely complex 
problems, the depth of the network should usually increase by 
adding more hidden layers, but a deeper MLP is more likely to 
have overfitting issue. To resolve that, (random) droppingout 
of hidden and visible neurons in a certain layer has been 
presented as an efficient regularization technique [10]. L2 
regularization can also improve the accuracy by adding the 
squared values of weight coefficients to the loss function as 
penalty factors [11].   

In classical MLP, layers are fully-connected (also known as 
“dense layers”), which means the outputs of all neurons in the 
previous layer are connected to every neuron in the next layer. 
In the training process, MLP learns through changing weights 
of all neurons in the steepest direction that reduces the error 
between the network outputs and the actual outputs, which is 
known as gradient descent.  

B. Gradient Boosting Regression Trees  

Unlike neural network models, tree-based models are white 
box models, rather than black box models. A regression tree 
can be grown through an iterative process that recursively 
divides data into partitions, which is inherently a statistical 
method based on conditional probabilities in features’ class 
space. Since the splitting allocates the data to small groups 
according to the given predictors, regression trees are usually 
well explainable.  

A typical regression tree is a top-down structure, where at 
each step constructing algorithm chooses a variable that can 
most efficiently split the dataset; efficiency can be evaluated 
by various metrics, e.g. information gain and variance [12]. A 
fully-grown regression tree is very likely to suffer overfitting 
issues (shallow tree) and generally cannot perform well on any 
other datasets, except the training set.   

Ensemble learning can improve flexibility of regression 
tree model by growing multiple regression trees to obtain better 
prediction, instead of relying only on one shallow tree [13]. 
Gradient boosting can be used for creating accurate ensembles 
that are typically formed of tree-based models. At each 
boosting stage, the algorithm will try to identify weak 
regression trees that have the maximum predicting errors and 
then improve these learners by adding extra estimators fitted to 
residuals. At the next boosting stage, the new regression trees 
will attempt to reduce the errors of their predecessors. As 
residuals are negative gradients of the squared errors, gradient 
boosting is actually a gradient reduce algorithm [14].   

C. Stacked Bidirectional Long Short-term Memory  

RNN is a class of neuron network models specialized for 
sequence data and is widely used in natural language 
processing (NLP), speech recognition, machine translation and 
so on. Unlike feedforward neural networks (e.g. MLP), RNN 
is designed to memorize sequence data. Figure 2 shows the 
typical architecture of a traditional RNN. It can be seen that 
each RNN cell uses both the previous internal state ht-1 and its 
current input xt to predict yt, with internal state ht also updated 
and passed to the next step.  

  
Figure 1.  Typical MLP architecture  

  
Figure 2.  Typical traditional RNN architecture  

  
Figure 3.  LSTM cell architecture (solid arrows represent weighed vectors, dot 

arrows represent unweighted vectors)  

  
Figure 4.  SB-LSTM architecture: (f) - “forward” and (b) - “backward”  

 
 
 



When processing long time series data, traditional RNN 

method tends to have gradient exploding/vanishing issues [15]. 

To deal with that, long short-term memory (LSTM) is 

developed, which is relatively insensitive to gaps of duration 

between important sequence events [8]. Every cell of LSTM 

has added three gates to control whether to remember or forget 

certain information and whether to output at a specific point. 

The architecture of LSTM cell is illustrated in Figure 3, where 

st is the current input and yt is its output. Like traditional RNN, 

LSTM can also pass the internal states, but an LSTM cell has 

two different states: c is the cell state that changes extremely 

slow, thus in most case, it is very similar to the previous cell 

state; h stands for the hidden state, which varies a lot from 

nodes to nodes and usually depends on the current input, as 

well as on the previous hidden state. Three gate signals are 

generated by applying activation function to weighted matrix 

concatenating the current input and the previous hidden state:  

Forget gate: Decides which part of the cell state 

information ought to be forgotten; uses ht-1 and st as inputs and 

it is activated by sigmoid activation function σ:  

 𝑓𝑡 = 𝜎(𝑊𝑓 ∙ [ℎ𝑡−1, 𝑠𝑡] + 𝑏𝑓)  (1) 

Remember gate: Controls which part of the input and 

hidden state to remember; signal i is activated by sigmoid 

activation function and another candidate vector z is activated 

by tanh function:  

{

𝑖𝑡 = 𝜎(𝑊𝑖 ∙ [ℎ𝑡−1, 𝑠𝑡] + 𝑏𝑖)

𝑧𝑡 = tanh(𝑊𝑧 ∙ [ℎ𝑡−1, 𝑠𝑡] + 𝑏𝑧)

𝑐𝑡 = 𝑓𝑡⨀ 𝑐𝑡−1 + 𝑖𝑡⨀𝑧𝑡

 (2) 

Output gate: Decides which part of the information to 

output; the output information is again activated by tanh 

activation function:  

{
𝑜𝑡 = 𝜎(𝑊𝑜 ∙ [ℎ𝑡−1, 𝑠𝑡] + 𝑏𝑜)

ℎ𝑡 = 𝑜𝑡⨀ tanh(𝑐𝑡)
 (3) 

In (1)-(3), Wf, Wi, Wz, Wo, and bf, bi, bz and bo are weight 

and bias parameters of each gate. These three gates enable 

LSTM to remember important information and forget the 

irrelevant one over a long sequence. This significantly 

increases magnitudes of hyperparameters, which makes LSTM 

hard to tune and train. Like MLP, all the parameters of weights 

and biases in LSTM are also learned by minimizing differences 

between the network outputs and the ground truth.  

The original LSTM has only one hidden layer of one 

direction, which may not perform well for deep information 

mining. The stacked bidirectional LSTM (SB-LSTM) has 

multiple hidden bidirectional LSTM layers, each containing 

two hidden layers of opposite directions to the same outputs, 

Figure 4. The bidirectional structure is introduced in [16] and 

it allows the outputs to have both forward and backward 

information. The stacked structure also allows the network 

model to be deeper, therefore it could learn more accurately on 

more challenging problems [17]. However, too many layers 

make the training time longer and the model may also have 

higher probability of overfitting.  

III.  MODEL IMPLEMENTATION AND COMPARISON OF 

RESULTS 

Two datasets are used for analysis of MLP, GBRT and SB-

LSTM models. The first is five-year measurements of average 

15-minute active power demands from a city in China and 

synchronous daily minimum (Tmin) and maximum (Tmax) 

temperature recordings in the same area. Because of different 

temporal resolutions from load data, temperature data are 

firstly up-sampled to 96 values per day using spline 

interpolation method [18], assuming that Tmin and Tmax occur 

around 5 am and 2 pm, respectively [19]. The second dataset is 

from a substation in a town in Scotland, containing five-year 

average 30-minute active power demands and 60-minute 

meteorological/weather data: temperature (T), solar irradiation 

(S), rainfall (R) and wind speed (WS). Again, meteorological 

data (T, S, R, WS) are all up-sampled to 30-minute resolution 

to be synchronous with demand datasets.   

Each of five-year dataset is divided into training set, 

validation set and test set, where minimum demand week and 

maximum demand week in year 5 are selected for testing and 

contiguous 4-year-length data exactly before the test week are 

used as training/validation set. The training set and validation 

set are obtained by splitting the 4-year-length data by the ratio 

of 80:20 in contiguous blocks in every 100 days. The dataset 

should not be divided randomly, because the recordings are 

sequence data which have significant temporal dependencies.   

A. Calendar Variables  

Load recordings have strong autocorrelations and 

periodicities, and the demand at specific time of a day has the 

strongest correlations with demands at the identical time of 

other days. Since recordings have high temporal dependencies 

and they are strongly driven by time, standard calendar 

variables, i.e., year, month, day, hour and day of the week (YY, 

MM, DD, HH, DW), as well as holiday indicator (HLD) and 

British summer time indicator (BST) are selected. In addition, 

solar analemma (Sun azimuth angle SA and elevation angle SE) 

can precisely represent time and season variations and are 

calculated as in [20]. Moon’s rotation also has impacts on Earth 

and human behaviors [21], and moon phase (MP) is taken into 

consideration as an additional variable [22].  

B. Generalization of MLP Model  

In MLP model, to forecast the day-ahead load profile, 

multiple load values at all moments in the next day (i.e., 96 

values for China dataset and 48 points for Scotland dataset) are 

predicted separately. For every forecasted load value, the 

model uses following inputs: 1) Calendar variables (YY, MM, 

DD, HH, DW, HLD, BST, SA, SE and MP); 2) Meteorological 

data: for China dataset, only temperature (T), while full 

meteorological data (T, S, R, WS) for Scotland dataset. 3) Load 

recordings at the identical moment from the past 28 days. The 

model output is predicted load value at the forecasted moment, 

where full day-ahead forecast is obtained by applying the 

model multiple times for all moments the next day.  
Calendar variables, excluding analemma and moon phase 

data, are firstly encoded by one hot encoder, as they are 
categorical features and the accuracy can be improved by 
feeding neurons with encoded data [23]. Analemma, moon 
phase, meteorological and load recordings are scaled and 



mapped into the range [-1, 1] using min-max normalizations. 
The minimum and maximum values are assumed to be the 
minimum and maximum recordings in the training/validation 
set. Z-score standardization method is not used. Three hidden 
layers and three dropout layers are implemented in MLP model 
(each hidden layer consists of 256 neurons). Leaky rectified 
linear units (LReLU) is selected as activation function 
following each hidden layer, due to its good performance in 
deep learning and advantages over normal ReLU in handling 
negative values [24]. L2 regularization is added to prevent 
overfitting and Adam optimizer algorithm is used [25]. 
Objective is to minimize mean absolute error (MAE) between 
model and recordings [26].  

C. Generalization of GBRT Model  

The GBRT model uses the same inputs and outputs as the 

MLP model, but it does not need to use one hot encoder, or 

min-max normalization to preprocess the data before feeding 

the model, because they can be regarded as individual features 

with specific physical meanings in the tree-based model. There 

are 512 learners implemented in the GBRT and the minimum 

leaf size is set as 5, which means there should be at least 5 

responses of each leaf node. Least-square boosting (LSBoost) 

algorithm is adopted to fit the regression [27].  

D. Generalization of SB-LSTM Model  

One advantage of SB-LSTM is that the characteristics of 

the load series need not to be artificially extracted, so this class 

of model can process sequence data and learn its deep features 

directly. Therefore, there will be no need to forecast different 

moments separately. In SB-LSTM model, the inputs are the full 

sequence of load measurements from the previous 28 days, the 

meteorological data in the forecasted day and the calendar 

variables in the forecasted day. The output is the load profile in

 the forecasted day. Like the MLP model, one hot encoder and 

min-max normalization are used to preprocess the data before 

model generalization. The SB-LSTM model is implemented 

with three bidirectional LSTM layers and three dropout layers, 

while L2 regularization and Adam optimizer are again used to 

minimize MAE.   

E. Comparisons of Results  

The examples of forecasting results of day-ahead load 

profiles are shown in Figures 5 and 6 for China dataset and 

Scotland dataset, respectively. They are both day-by-day (one 

day after another) day-ahead forecasting results for Monday to 

Sunday in the same weeks. Tables I to Table IV provides 

numerical results for quantifying the benefits of different 

models, which should be evident through the comparisons of 

MAE and mean absolute percentage error (MAPE) [26]. The 

absolute and percentage errors in the total, over-estimated and 

under-estimated energy consumptions (denoted as ET, EO and 

EU respectively) are also compared with the actual demands, 

assuming that the mean load values are demanded over each 

averaging window (15 minutes for China dataset, and  

30 minutes for Scotland dataset).   

The variations of load profiles on different days may be 

caused by a lot of factors, such as weather changes and dayof-

the-week effects [28]. All models have appreciated the impacts 

of meteorological factors and different days of the week, and 

they all can capture the main shapes and trends of load profiles. 

The errors of GBRT and SB-LSTM methods are both lower 

than MLP method errors, both regarding MAE and MAPE 

results. From the presented results, SB-LSTM method can 

provide the most accurate predictions in the two datasets, and 

is more flexible capturing actually deep dependencies and 

features of sequenced load data.  
 

  
 (a)  (b)  

Figure 5.  Examples of day-ahead load forecastings in China dataset: (a) the minimum demand week and (b) the maximum demand week.  

 TABLE I.   COMPARISON OF MODEL RESULTS AND ACTUAL MEASUREMENTS IN CHINA DATASET (FOR 7 DAYS IN FIGURE 5A)  

Minimum Load  MAE (MW)  MAPE (%)  EO (GWh)  EO (%)  EU (GWh)  EU (%)  ET (GWh)  ET (%)  Total Demand (GWh)  

MLP  370.174  6.751  1.733  2.738  -60.456  -6.718  -58.723  -6.096  963.262  

GBRT  151.039  2.575  16.762  2.785  -8.613  -2.383  8.149  0.846  963.262  

SB-LSTM  107.915  2.027  10.973  2.014  -7.157  -1.711  3.817  0.396  963.262  
 TABLE II.   COMPARISON OF MODEL RESULTS AND ACTUAL MEASUREMENTS IN CHINA DATASET (FOR 7 DAYS IN FIGURE 5B)  

Maximum Load  MAE (MW)  MAPE (%)  EO (GWh)  EO (%)  EU (GWh)  EU (%)  ET (GWh)  ET (%)  Total Demand (GWh)  

MLP  299.849  3.548  35.189  4.049  -15.185  -2.561  20.004  1.368  1462.043  

GBRT  222.017  2.543  22.031  3.550  -15.268  -1.815  6.763  0.463  1462.043  

SB-LSTM  165.530  1.864  8.757  1.817  -19.052  -1.944  -10.296  -0.704  1462.043  
 

 
 (a)  (b)  
Figure 6.  Examples of day-ahead load forecastings in Scotland dataset: (a) the minimum demand week and (b) the maximum demand week.  

  

  



 TABLE III.   COMPARISON OF MODEL RESULTS AND ACTUAL MEASUREMENTS IN SCOTLAND DATASET (FOR 7 DAYS IN FIGURE 6A)  

Minimum Load  MAE (MW)  MAPE (%)  EO (MWh)  EO (%)  EU (MWh)  EU (%)  ET (MWh)  ET (%)  Total Demand (MWh)  

MLP  1.145  6.125  178.218  6.371  -14.191  -2.760  164.026  4.953  3311.580  

GBRT  0.647  3.223  63.895  3.652  -44.728  -2.864  19.167  0.579  3311.580  

SB-LSTM  0.448  2.296  45.073  2.402  -30.143  -2.100  14.930  0.451  3311.580  

 TABLE IV.   COMPARISON OF MODEL RESULTS AND ACTUAL MEASUREMENTS IN SCOTLAND DATASET (FOR 7 DAYS IN FIGURE 6B)  

Maximum Load  MAE (MW)  MAPE (%)  EO (MWh)  EO (%)  EU (MWh)  EU (%)  ET (MWh)  ET (%)  Total Demand (MWh)  

MLP  1.215  4.080  23.567  1.859  -180.554  -4.325  -156.987  -2.884  5442.538  

GBRT  0.551  1.763  37.532  1.584  -55.046  -1.791  -17.514  -0.322  5442.538  

SB-LSTM  0.525  1.660  44.182  1.553  -44.028  -1.695  0.154  0.003  5442.538  

 IV.  CONCLUSIONS  

This paper presents analysis and comparison of day-ahead 
load forecasting with MLP, GBRT and SB-LSTM methods, 
based on historical load recordings and meteorological 
(weather) data. MLP is a relatively straightforward and naïve 
model, in which input signals can only travel in one direction 
to the output layer with no feedback and memory structure. It 
is suitable for modeling nonlinear relationship between its 
input and output, but selections of input features are crucial 
and pattern extraction is difficult in complex problems; in 
presented load forecasting study MLP did not capture the full 
temporal correlations and changes in the daily load profiles.   

GBRT is an ensemble model, which combines many 
regression trees to learn the characteristics of load profiles. 
Although every individual regression tree is weak and shallow, 
together they provide more accurate predictions. Another 
reason why GBRT is better than MLP is that it can handle 
categorical features naturally and there is no need to use one 
hot encoder, or data normalization. Since the inputs of GBRT 
are also artificial extracted features (i.e., recordings at separate 
moments), so many hidden but important patterns may be lost, 
its performance is lower than SB-LSTM method.  

In SB-LSTM, it is not necessary to transfer the dynamic 
sequence modeling problem to the static correlation modeling 
problem. Therefore, its input can naturally preserve the full 
temporal correlation information. For load profile modeling, 
SB-LSTM not only considers load data at the same moment of 
past days, but analyzes all load recordings at all moments and 
their hidden correlations and deep patterns. Therefore, it is the 
most robust and promising model among all three models.  

There are days where MLP, GBRT and SB-LSTM all fail 
to have more accurate predictions, because load profiles in 
these days are inherently and significantly different from other 
days learned by the models. This may be due to more complex 
factors, planned/unplanned network maintenance and possibly 
demand-side-management actions, especially during the hot 
summer days, when temperatures are very high in Chinese 
dataset. These all bring higher uncertainty to the network 
operating conditions and make the forecasting less accurate.   
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