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Collisional effects and attosecond diagnostics in
laser-generated plasmas
ANDRÉAS SUNDSTRÖM
Department of Physics
Chalmers University of Technology

Abstract
When matter is radiated by laser light of extreme intensity, it is rapidly
ionized, thereby forming a plasma. Such laser-generated plasmas can
be used as sources of energetic particles and radiation, or to study as-
trophysically relevant phenomena in the laboratory and the behavior of
matter under extreme conditions. This thesis considers the dynamics and
diagnosis of laser-induced plasmas, with focus on the effect of Coulomb
collisions on electrostatic shocks and laser-energy absorption, as well as
ultra-rapid plasma diagnostics using attosecond pulses.

Electrostatic shocks in plasmas have the potential to accelerate ions
with a very narrow energy spread. First, collisional effects on electro-
static shocks are studied in two regimes of low and high collisionality. In
the former, we show that even rare collisions can significantly affect the
structure of the electrostatic shock over long time scales due to an accu-
mulation of trapped ions. The high-collisionality case was studied using
particle-in-cell simulations of laser foil targets. Effective ion acceleration
by electrostatic shocks relies on a high electron temperature. Heating
of the upstream ions, through collisions with the shock-accelerated ions,
creates a self-amplifying process that increases the fraction of accelerated
ions. However, this unstable condition rapidly depletes the energy of the
shock, which transitions into a blast wave, unable to accelerate ions.

An additional study of the same laser–solid interaction shows that,
unlike the commonly held knowledge, collisions may dominate the energy
absorption of ultraintense laser pulses through inverse bremsstrahlung,
and also causing rapid thermalization of the target electrons.

Finally, two diagnostic methods for the electron density utilizing atto-
second extreme-ultraviolet pulses, are presented. The first method is
based on the dispersion of a probe pulse, which can be used to infer
information about the peak density and line-integrated density of the
probed plasma. The second method is based on stimulated Raman scat-
tering, which uses two pulses, and can give a localized reading of the
electron density in the interaction regions where the two pulses meet.

Keywords: plasma physics, laser-plasmas, electrostatic shocks, Coulomb
collisions, attosecond pulses, extreme-ultraviolet, plasma diagnostics
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Je n’ai fait celle-ci plus longue que parce que
je n’ai pas eu le loisir de la faire plus courte.

I have made this longer only because I have
not had time to make it shorter.

Blaise Pascal (1657)

Chapter 1

Introduction

Broadly speaking, physics is the study of matter and energy, how they
interact and behave in relation to time and space. Our knowledge of
physics has been a fundamental cornerstone in the advancements of tech-
nology made throughout human history – from the quantum mechanical
effects that govern the behavior of the semi-conductors in our computers,
to Newton’s and Maxwell’s laws which let us understand the “ordinary”
world around us, like the behavior of mechanical structures under load or
the transmission of radio waves. The perhaps greatest manifestation of
this knowledge lies in the predictive power of mathematical modeling of
physical systems. However, while precise and accurate modeling may be
very powerful, a physicist must also master a second very powerful tool:
the approximation. When there are more variables than we can control
or even be aware of, knowing what level of detail in the modeling is “good
enough” becomes crucial. Likewise, knowing the limitations of a model
based on approximations – which all models and physical laws are – is
just as essential as the predictions of the model itself. Another, related,
powerful tool for the physicist is the generalization – in the prejudicious
sense of the word – to bunch together similar systems under one class.
We can then develop laws and intuitions for each class of systems.

One such class of physical systems is the plasma state of matter. In
the progression from solid, to liquid, to gaseous, the atoms and molecules
become less and less bound to each other, from being bound in a lattice
when solid to flying around more or less freely in a gas. In the plasma
state – the next step on the ladder – the electrons are no longer bound
to their atomic nuclei. The fact that the negatively charged electrons
and positively charged ions are separated from each other in a plasma,
means that each individual charged particle contributes and responds to
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1. Introduction

the electromagnetic fields present. A plasma, therefore, reacts to exter-
nal and internal electromagnetic fields in a way which is fundamentally
different to the behavior the other states of matter.

In order to reach a plasma state, the matter must either have suffi-
ciently high internal energy (have high enough temperature) or be sub-
jected to an electric field that can overcome the atomic binding potential
that keeps the electrons bound to the atomic nuclei, so that the atoms
can be ionized. In the latter, with a sufficiently strong field, ionization
can occur on sub-femtosecond (<10−15 s) timescales, faster than the elec-
tromagnetic oscillations of visible light. It is therefore not surprising that
intense light can be used to create plasmas. In practice, high-power laser
pulses are used in laser-plasma experiments every day across the globe.
The laser pulses are focused to a few micrometer sized spots, reaching
the extremely high intensities required to ionize the target – similar to if
all the sunlight that hits Earth was focused down to a few centimeters.

These laser-plasma experiments are performed with a broad range
of applications in mind. Among others, laser plasmas can be used to
accelerate electrons (Tajima, Yan & Ebisuzaki, 2020) or ions (Daido,
Nishiuchi & Pirozhkov, 2012; Macchi, Borghesi & Passoni, 2013), both
of which in setups much more compact than conventional radio-frequency
particle accelerators. Laser-generated plasmas can also provide compact
radiation sources spanning a wide band of frequencies, from terahertz
pulses (Liao & Li, 2019; Thiele et al., 2018; Yi & Fülöp, 2019) in the very
low frequency range, via extreme ultra violet (XUV) radiation from high-
harmonic generation (HHG) from gaseous (Ferray et al., 1988; Hentschel
et al., 2001; Paul et al., 2001) or solid (Gibbon, 1996; Gordienko et al.,
2004; an der Brügge et al., 2012) laser targets, all the way into the x-ray
regime from betatron radiation (Rousse et al., 2004; Ferri et al., 2018;
Horný et al., 2020). We shall come back to some of these subjects later
on, especially ion acceleration and HHG.

Besides the above applications, where the goal is to make the laser
plasma emit either particles or radiation of certain energies, laser plasmas
are also gaining interest for the possibility to study the conditions and
processes inside them. In various laboratory-astrophysics experiments,
intense laser pulses can be used to recreate astrophysical phenomena
and plasma conditions (Remington et al., 1999; Remington, 2005; Tak-
abe & Kuramitsu, 2021). These conditions include the interiors of plan-
ets (Ross, 1981; Knudson, Desjarlais & Dolan, 2008) and stars (Bailey
et al., 2007; Casey et al., 2017), black-hole accretion disks (Fujioka et al.,
2009; Law et al., 2020), supernovae explosions (Gremillet & Lemoine,
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1.1. Laser-based particle acceleration

2020; Fiuza et al., 2020), as well as magnetic-field generation (Tzefer-
acos et al., 2018; Bott et al., 2021) and reconnection events in solar
flares (Nilson et al., 2006; Zhong et al., 2010; Yi et al., 2018).

For some of the above applications, it is crucial that the laser target
is heated rapidly, before it has time to expand due to its extremely high
pressures (>Mbar). If such isochoric heating is achieved, the resulting
high-energy-density (HED) sate of matter can be used for experimental
verification of HED atomic-physics models (Hoarty et al., 2013a; Faus-
surier & Blancard, 2019) or equations of state (Renaudin et al., 2003;
Nettelmann et al., 2008; Dyer et al., 2008), i.e. how temperature and
pressure are related under these extreme conditions. Fast heating and
compression by ultra-intense laser irradiation is also the base of inertial
confinement fusion (Le Pape et al., 2018; Drake, 2018; Zylstra et al.,
2022), the goal of which is to reach temperatures and pressures similar
to stellar interiors so that the atomic nuclei will fuse and release large
amounts of energy. The work in this thesis also touches upon the subject
of isochoric heating, which we will discuss further in following chapters.

Beside the experimental effort and advances presented above, con-
siderable theoretical work has also been put into developing mathemat-
ical models as well as developing and running simulation software for
laser plasmas – all with the goal to aid our understanding of the laser–
plasma interactions. This thesis contains aspects of all three of the above-
mentioned kinds of theoretical work. It is, however, very important for
the theoretical and experimental works to interact and supplement each
other. In order to do that, we must be able to diagnose the laser-plasma
experiment, which will be the closing topic of this thesis. We will explore
the use of XUV pulses to diagnose the electron density of laser plasmas.

1.1 Laser-based particle acceleration

Since the invention of the laser in 1960 by Maiman, the laser technology
has advanced rapidly, with increasing intensities and decreasing laser-
pulse durations. Early on, the invention of Q-switching (McClung &
Hellwarth, 1962) and mode locking (Hargrove, Fork & Pollack, 1964)
paved the way for several orders of magnitude increase in laser power.
Not long after, Treacy (1968) found that the pulses produced from mode-
locked lasers had a positive frequency chirp – the carrier frequency of
the pulses increased with time – which results in rather long pulses
of nanosecond duration. This chirp could, however, be counteracted
via a clever arrangement of optical gratings, in order to produce sub-
picosecond pulses.

3



1. Introduction

After these rapid developments in the 60’s, improvements stagnated
around a focused laser intensity of∼1014 W/cm2. The intensities reached
inside the laser systems were starting to damage the optical amplifica-
tion stages, so that the only viable option for higher laser power was to
spread out the light transversally with larger and larger apertures – and
then focus the light. These devices became increasing complex and sen-
sitive due to their large sizes. It was not until 1985, when Strickland &
Mourou – with inspiration from radar technology (Brookner, 1985) –
had the idea to use the temporal stretching of the chirped pulse to their
advantage. By first inducing, or accentuating, the chirp in the carrier
wave, the pulse can be spread out longitudinally, and the peak intensity
is lowered below the damage threshold of the optical amplifiers. Then,
the amplified pulse can be compressed back to its original duration using
the same technique as Treacy (1968). This scheme is called chirped pulse
amplification (CPA) and it paved the way for a new era of laser develop-
ment. For this achievement, Strickland & Mourou were recognized with
the 2018 Nobel prize in physics.

Long before the invention of CPA, but inspired by the rapid devel-
opments in the 60’s, the possibility of using lasers to accelerate electrons
were discussed in various configurations by, e.g. Chan (1971) and Palmer
(1972). Almost a decade later, Tajima & Dawson (1979) put forth the,
to this day, most successful and prevalent electron-acceleration scheme,
laser-wakefield acceleration (LWFA). When a strong laser pulse passes
through a plasma, the electrons in its path are pushed away, but quickly
rush back behind the laser pulse – similar to the wake behind a boat
making way∗. And like a surfer on a boat wake, if some electrons are
injected into the laser wake at the right position and with the right mo-
mentum, the electron can be accelerated to the speed of the laser pulse
as it passes trough the plasma (close to the speed of light in vacuum).
Although it would take another two decades of laser development, in-
cluding CPA, before LWFA could first be experimentally demonstrated
by Amiranoff et al. (1998), based on simulations by Joshi et al. (1984).

In addition to electrons, intense lasers have also been used to ac-
celerate ions. Indeed, already the year after Q-switching was invented,
Linlor (1963) reported energetic ions from metal-foil targets were. Up

∗The boat analogy can be taken further by considering the length of the laser
pulse or boat, which is important for an efficient wake formation. In the case of a
boat it is the ratio between boat speed and length, the Froude number, that governs
the wake (Rabaud & Moisy, 2013), while in the plasma it is the ratio between pulse
length and plasma-oscillation wavelength that is important.
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1.1. Laser-based particle acceleration

until the invention of CPA, accelerated ion energies had reached the
MeV level (Gitomer et al., 1986), although requiring the use of relatively
long-duration (nanosecond) laser pulses. With the rapid developments
in laser technology and the understanding of various ion acceleration
mechanisms, more recent experiments by Kim et al. (2016) and Higgin-
son et al. (2018) reported maximum proton energies close to 100 MeV.

What makes laser-based accelerators attractive is the potential for
high-intensity lasers to deliver large amounts of energy to a small volume
in very short times. In the right conditions accelerating field strengths
in the GV/m to TV/m regime can be achieved (Higginson et al., 2018;
Tajima, Yan & Ebisuzaki, 2020). Because the laser-based acceleration
occurs inside a plasma, the collective effects of the charged particles
help build these enormous field strengths, significantly higher than the
.100 MV/m level that can be reached before damage occurs in conven-
tional, non-plasma accelerators. With the higher field strengths achieved
with laser-plasma accelerators, particles can be accelerated in a much
shorter distance than in conventional, potentially reducing the cost and
real estate required for particle accelerators.

Besides the practical advantages of being more compact, laser-based
particle accelerators possess other unique features such as a high num-
ber of accelerated particles in very short-duration bunches (Cowan et al.,
2004; Lundh et al., 2011; Zhang et al., 2017a). Potential applications of
these kinds of bunches include imaging of transient electromagnetic fields
in other plasmas (Borghesi et al., 2002; Romagnani et al., 2005), useful
for diagnostic purposes, or to generate warm dense matter (Patel et al.,
2003; Dyer et al., 2008; Mančić et al., 2010; Malko et al., 2022), using fast
ions. Wakefield-accelerated electrons can also be used as intense sources
of electromagnetic radiation in a broad range of frequencies (Albert &
Thomas, 2016), which may be used in medical and imaging applications.
Laser-accelerated protons could also be used in nuclear reactions to pro-
duce neutrons (Roth et al., 2013; Martinez et al., 2022); these neutron
bunches would be of similar duration and intensity as the proton bunches,
something which is not achievable otherwise by conventional means.

In terms of medical applications, laser-based accelerators has received
significant attention due to their potential to provide small-scale and low-
cost alternatives to conventional accelerators (Giulietti & Tajima, 2016).
While laser-accelerated electrons gather some interest due to the relative
maturity of the LWFA scheme (Richter et al., 2011), electron-radiation
therapy is limited to tumors on or near the surface of the skin due to the
low penetration depth of electron beams (Hogstrom & Almond, 2006).

5



1. Introduction

Fast ions, on the other hand, can penetrate deeper into the tissue; fur-
thermore, high-energy ions deposit a large fraction of their energy at
a well-defined depth – at the so called Bragg peak – which makes ion-
beam radiotherapy extremely interesting since deep-seated tumors can
be targeted with little damage in front of or behind the cancerous tis-
sue (Bulanov et al., 2002; Linz & Alonso, 2007; Hoskin & Bhattacharya,
2014; Karsch et al., 2017). However, laser-based ion accelerators are not
yet mature enough for such applications; ion energies of several hundred
MeV per nucleon with very narrow energy spread and excellent repeata-
bility are the minimum requirements before they can be used medically.

The first part of the work in this thesis covers electrostatic shocks;
such shocks feature one of the above requirements: accelerating ions with
low energy spread. These shock waves are also often called collisionless
because they are governed by kinetic rather than fluid effects – meaning
that the plasma dynamics is not dominated by the effects of particle col-
lisions. The collisionless epithet might, however, be somewhat deceiving;
as we shall see in paper A, even a very low rate of collisions can signifi-
cantly impact the evolution of the shock. Next, in paper C, the behavior
and evolution of electrostatic shocks are studied in a high-collisionality
regime – at the intersection of kinetic and fluid plasma physics.

The mechanism by which electrostatic shocks accelerate ions was
first described by Moiseev & Sagdeev (1963), and later numerically in-
vestigated by Forslund & Shonk (1970). The shock wave consists of a
supersonic wave structure with a steep rise in ion density, with an ac-
companying equally steep rise in electrostatic potential due to the charge
imbalance set up by the high ion density. Because the high-density struc-
ture moves faster than the so called ion-acoustic wave, which governs the
speed at which the ion population reacts to subsonic perturbations, the
ions do not have time to react to the strong fields of the shock wave.
Therefore, most ions are simply swept up by the shock wave, thus con-
tributing to the high ion density behind the shock front. However, a
fraction of the upstream ions are instead reflected, to twice the velocity
of the shock wave, by the steep electrostatic potential barrier – similar to
how rubber ball hitting the front of a high-speed train would be bounced
off the train with double the velocity of the train. Since all the shock-
reflected ions will have a speed very close to twice the shock velocity, the
energy spread of these accelerated ions can be very small.

Following the interest high-intensity lasers enabled by CPA, the use
of lasers for initiating the shock waves was investigated in a variety of
conditions via numerical simulations (Denavit, 1992; Silva et al., 2004;
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1.2. High energy density and plasma heating

Fiuza et al., 2012, and many more), showing the feasibility of laser-
induced electrostatic shock waves. The shock is formed when the laser
pulse hits the front of the plasma surface, which pushes it into the bulk
plasma – in what is referred to as a laser piston (Macchi et al., 2005).
If the piston velocity is supersonic, an electrostatic shock wave can be
driven by the laser. These kind of shocks were observed in experiments
by Romagnani et al. (2008). Soon after, the narrow energy spread of
the accelerated ions were reported by Haberberger et al. (2012), and
in recent experiments by Zhang et al. (2017a), Pak et al. (2018) and
Puyuelo-Valdes et al. (2019).

While the low energy spread of shock accelerated ions can be at-
tractive, the top energies reach only around .50 MeV for protons (An-
tici et al., 2017). Meanwhile, there are other ion-acceleration mecha-
nisms, such as target normal sheath acceleration (TNSA) first described
by Wilks et al. (2001) and radiation pressure acceleration proposed by
Esirkepov et al. (2004), which are both capable of producing protons
with top energies around twice that of shock acceleration (Kim et al.,
2016; Wagner et al., 2016; Higginson et al., 2018). However, the energy
spectra of ions accelerated employing these techniques are very broad,
so they would require some form of spectral filtering if low energy spread
is required.

1.2 High energy density and plasma heating

As we have seen, the capability of modern high-intensity lasers to quickly
deliver relatively large amounts of energy to a small volume of target
material have opened up the possibility for new and compact particle
accelerators, but that same laser energy can also be used to heat up the
target to extreme temperatures. In our every-day experience, matter
expands when heated. So too will the laser targets when they are irra-
diated by extreme-intensity light. However, because the energy can be
delivered tot he laser target within tens of femtoseconds, the inertia of
the ions prevent the newly-formed plasma from expanding significantly
when heated, to up to millions of degrees. This process is named iso-
choric heating, i.e. heating at constant volume.

Once heated, the target plasma is in a state of high energy density
(HED), characterized by high temperatures and densities at the same
time – resulting in extremely high pressures. Such conditions can be
found in planetary and stellar cores (Paquette et al., 1986; Guillot, 1999;
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Remington, 2005; Casey et al., 2017) and inertial-confinement-fusion
plasmas (Le Pape et al., 2018; Zylstra et al., 2022). Laser-plasma experi-
ments could therefore be used to further our knowledge of this HED state
of matter, such as understanding atomic physics (Hoarty et al., 2013a;
Faussurier & Blancard, 2019) or the relation between density, pressure
and temperature (Renaudin et al., 2003; Nettelmann et al., 2008; Dyer
et al., 2008) under these conditions. Indeed, over the years, several such
experiments have been performed on very high-power (petawatt) laser
systems (Evans et al., 2005; Gregori et al., 2005; Nilson et al., 2009;
Brown et al., 2011; Hoarty et al., 2013b; Matsuo et al., 2020), as well as
smaller scale lasers with the use of nano-structured targets to increase
the absorption efficiency (Purvis et al., 2013; Bargsten et al., 2017).

The importance of efficient coupling of laser energy to the plasma is
not limited to isochoric heating applications. For instance, the efficiency
of ion acceleration mechanisms, such as TNSA or electrostatic-shock ac-
celeration, also greatly depends on the ability to heat up the electrons
in the plasma. However, there is a problem here in that high-density
plasmas block optical-wavelength light, thus limiting the potential for
laser–plasma interaction. The laser pulse will only be able to penetrate
a few skin depths into the plasma – normally only a few tens of nanome-
ters – as it is reflected by the plasma. In that region, energy must be
transferred from the laser to the electrons, which may later heat the
rest of the plasma. Over the years, various such laser-plasma heating
mechanisms have been proposed in different interaction regimes; some
of these mechanisms are described in § 3.2. In paper B, we revisit the
so called inverse bremsstrahlung heating mechanism, which is based on
laser-energy absorption through collisional friction.

1.3 High-harmonic generation and plasma optics

As CPA technology developed, the laser power has increased and the
pulse duration has decreased, both by several orders of magnitude. There
are currently university-lab laser systems that can generate pulses that
are several tens of terawatts in power for tens of femtoseconds – result-
ing a pulse energy of a couple of joules. The fastest such systems can
reach as short pulses as a few femtoseconds (Rivas et al., 2017), which
amounts to only a couple of oscillations of the electromagnetic field at
optical frequencies. We are therefore now reaching the limit of how short
pulses that can be made in the optical spectrum. If we want to use sub-
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femtosecond pulses, then we must go to shorter wavelengths. There are,
however, no readily available high-power laser technologies that can di-
rectly generate laser pulses with wavelengths below ∼100 nm – in the
extreme ultraviolet (XUV) spectral range of radiation.

Instead of generating XUV light directly, it is possible to convert
high-intensity optical light, from a pump laser pulse, through a process
called high-order harmonic generation (HHG), to generate XUV pulses.
There are two main branches of HHG. The first is based on rapid ion-
ization and recombination in noble gas targets (Ferray et al., 1988; Paul
et al., 2001; Calegari et al., 2016). In gas HHG, the pump laser has suf-
ficiently high intensity that the target atoms can be ionized during the
peaks of the electric field oscillation, but the electrons recombine within
half a laser cycle, thus emitting high-energy (XUV) photons. The second
method, is based on the relativistic Doppler effect, where the pump pulse
is reflected from a plasma surface that oscillates back and forth due to
the varying radiation pressure as the laser field oscillates. As the plasma
surface moves towards the incoming laser pulse, the reflected light is
Doppler shifted to XUV frequencies (Gibbon, 1996; an der Brügge et al.,
2012; Gonoskov et al., 2011; Yi, 2021).

As the name suggests, both mechanisms generate discrete high-order
harmonics of the original pump-laser frequency. Therefore, the generated
radiation normally has the form of a train of attosecond XUV pulses, with
the current record duration being 43 attoseconds, reported by Gaumnitz
et al. (2017). Through various pumping and filtering techniques it is pos-
sible to generate continuous-spectrum isolated attosecond pulses, both
with gas HHG (Christov, Murnane & Kapteyn, 1997; Hentschel et al.,
2001; Itatani et al., 2002; Xue et al., 2020) and solid HHG (Wheeler et al.,
2012; Hammond et al., 2016). However, the conversion efficiency, from
the pump laser to the XUV pulses, is very low with attosecond-pulse
energies in the range of tens of nanojoules with gas HHG (Manschwetus
et al., 2016) and millijoules with relativistic mirrors (Zepf, 2011) – com-
pared to the joule level pulses that the optical pump laser has.

One possibility, that is explored in paper E, to obtain XUV pulses
with higher intensity is to amplify them. Because of the high photon
energies, normal optical amplification would not work – the amplifying
elements would be ionized and destroyed. However, as with the strong-
field acceleration, a plasma is already ionized and will not suffer from
ionization damage. This use of plasma optics to amplify laser pulses was
demonstrated already in 1966 by Maier, Kaiser & Giordmaine, through a
process called stimulated Raman scattering (SRS). Since then, SRS has
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gathered attention for its potential to significantly amplify short laser
pulses to very high energies (Ping et al., 2000; Ren et al., 2007; Trines
et al., 2011a,b), especially in the non-linear regime (Cheng et al., 2005;
Trines et al., 2020). The SRS mechanism is based on the stimulated en-
ergy transfer from a pump laser pulse to a seed laser pulse, via scattering
off induced electron waves in the plasma. In our paper (E), we investi-
gate the efficacy of using attosecond XUV pulse trains as the pump and
an isolated attosecond pulse as the seed, which may provide a pathway to
higher-intensity XUV pulses. It is especially interesting to amplify iso-
lated attosecond pulses, since they generally have lower intensity than
their pulse-train counterparts.

1.4 Simulating and diagnosing laser plasmas

The next, and final, part of this thesis touches upon how to diagnose
a laser plasma. None of the above-mentioned applications would be
possible if we do not have any information about the outcome of the
experiments. The first step in understanding some aspect of a laser-
plasma experiment – often taken before the experiment itself – is to
consult mathematical models and numerical simulations. These models
are based on experience and fundamental principles of physics, but the
behavior of plasmas can very complex and often require extensive non-
linear modeling to portray accurately. Analytically solving the non-linear
integro-differential Vlasov–Maxwell equations that govern the distribu-
tion function – which represent the phase-space density of each particle
species in both configuration (“normal”) and momentum (or velocity)
space – in kinetic plasma physics is in the vast majority of cases impos-
sible without extensive simplifications.

The other option at hand is to find numerical solutions to the gov-
erning equations. In laser-plasma situations, the most commonly used
numerical tool are the so called particle-in-cell (PIC) codes. The PIC
method is based on the dynamics of individual charged particles – how
they interact with and affect the electromagnetic fields. By simulating
a large number of macroparticles, representing the electrons and ions
in the plasma, most laser–plasma interactions can be fairly accurately
captured. Another method to simulate the plasma is to discretize the
distribution function on a fixed grid and numerically solving the Vlasov–
Maxwell equations on that grid. The latter represents an Eulerian de-
scription of the flow phase-space fluid, across the phase-space cells at
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fixed phase-space locations, specified by the discretized grid. The PIC
method, on the other hand, represents a Lagrangian description of the
phase-space flows, where “fluid packets” are followed along their phase-
space trajectories.

The PIC method can also be thought of as a Monte-Carlo sampling
of phase space, which may significantly reduce the computation cost
compared to resolving all of phase space – that can be up to six dimen-
sional – in the Eulerian specification. The drawback is, however, a sig-
nificant level of numerical noise due to the limited number of macropar-
ticles, which might even lead to unphysical behavior (Juno et al., 2020).
However, the most important advantage of PIC algorithm is that its
simplicity lends itself well for including special relativity in its particle
dynamics, which is much more complicated to implement in Eulerian
continuum Vlasov–Maxwell solvers. Since the field strengths involved
with modern high-intensity lasers readily accelerates electrons to rela-
tivistic energies, it would be impossible to accurately describe such a
laser–plasma interaction in a non-relativistic framework. The simplicity
of the PIC algorithm also makes it easier to implement other physi-
cal phenomena, not captured by the Vlasov–Maxwell equations, such
as Coulomb collisions (Nanbu, 1997; Nanbu & Yonemura, 1998; Pérez
et al., 2010), ionization from collisions (Pérez et al., 2010) or strong
fields (Nuter et al., 2011), as well as various quantum electrodynamical
effects (Di Piazza et al., 2012; Lobet et al., 2016).

Of course, in the end, it is not feasible nor possible to include every
physical phenomenon in your simulation, and some educated exclusions
must be made. Because of this limitation, combined with numerical
artifacts such as noise – or simply because of errors in the models or their
implementation – the results of the simulations tools must in some way
be compared with and verified by real-life experimental results. Toward
this end, there are many different diagnostics techniques that can be used
on laser plasmas. If the plasma density is sufficiently low, e.g. in LWFA
plasmas, optical probing methods, such as shadowgraphy, have been used
to image these plasmas in high detail (Evans et al., 1996; Schwab et al.,
2013; Sävert et al., 2015; Siminos et al., 2016). If, on the other hand,
the plasma density is above the critical density of optical wavelengths,
i.e. that these frequencies cannot propagate through the plasma, other
types of probing beams must be used, such as beams of high-energy
ions (Borghesi et al., 2002; Romagnani et al., 2008) or electrons (Zhang
et al., 2017b), but also x-rays (Kluge et al., 2018; Allen et al., 2022).
Besides the active probing methods above, it is, of course, also possible
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to passively utilize particles (Neely et al., 2006; Nürnberg et al., 2009) or
x-ray radiation (Renner & Rosmej, 2019; Sawada et al., 2019) emitted
by the plasma itself to diagnose high-density plasmas.

Common for the methods mentioned above, is that the probing or
emitted beams are able to penetrate through the plasma. For electro-
magnetic radiation, the criterion for propagation is that the frequency
of the radiation is higher than the plasma frequency – determined by
the electron density. That means, in principle, that you could probe a
high-density plasma with a sufficiently high-frequency electromagnetic
wave, such as x-rays; just below that in frequency, we find XUV radi-
ation, that can be generated through HHG, which is able to penetrate
some solid-density plasmas (Koliyadu et al., 2017).

The penultimate paper of this thesis, paper D, details a scheme for
diagnosing laser plasmas using the dispersion of attosecond XUV pulses.
Because the duration of the pulse is only a few oscillations of the electro-
magnetic fields, its spectrum will be broad. The pulse is therefore sus-
ceptible to dispersion, which in a plasma depends on the density profile.
In the paper, we develop such a scheme for generating synthetic disper-
sion diagnostics, based on PIC simulations, but, importantly, there are
also experimental methods available to perform the same dispersion diag-
nostics as in the paper – the RABBIT† (“Reconstruction of Attosecond
Beating By Interference of Two-photon transitions”; Paul et al., 2001)
and attosecond streak camera (Itatani et al., 2002) methods.

The idea of using XUV pulses in diagnostic purposes has, however,
been explored to some degree before. Early on, several groups demon-
strated spectral interference techniques to measure electron densities,
where small relative shifts and dispersion of individual pulses in a pulse
train can greatly affect the spectrum of the train (Salières et al., 1999;
Descamps et al., 2000; Merdji et al., 2000; Hergott et al., 2003). It is
also possible to gauge the electron density by the relative transmission
of the high harmonics (Hergott et al., 2001; Dobosz et al., 2005), or by
measuring the XUV refractive index (Williams et al., 2013). With the
proposed technique in paper D, it is possible to probe the density and,
to some degree, the shape of the density profile along the line of flight of
the XUV probe pulse.

We continue our exploration of how XUV pulses and pulse trains can
be used to diagnose plasmas in the final paper of this thesis, paper E,
where we also investigate the diagnostic possibilities of SRS with XUV

†Note that the alternative abbreviation RABITT is also used sometimes.
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pulses and pulse trains. As an XUV pulse propagates through a plasma,
it is not only dispersed by the plasma, the pulse can also affect the
plasma. In particular, if two counterpropagating laser pulses – the pump
and seed pulses – meet in the plasma, they can induce waves in the
electron density, which in turn can cause scattering of the pump pulse
in the so called SRS process. More details of SRS will be laid out in
§ 4.2, but for the moment, one important feature is that the frequency
of the scattered light is downshifted by an amount equal to the plasma
frequency. It is therefore possible to gauge the electron density, based
on a spectral comparison of the original and scattered light, as has,
indeed, been proposed by Jang et al. (2008) and later experimentally
demonstrated by Vieux et al. (2013).

Our contribution in paper E is that we explore the use of an XUV
pulse-train as the SRS pump. For diagnostic purposes, not only does
XUV pulses allow for probing plasmas of higher densities, but they also
increase the spatiotemporal resolution compared to using optical wave-
lengths. Furthermore, by using a train of XUV pulses as the pump, which
has a spectrum consisting of fairly distinct individual peaks, the accuracy
of the density measurement may be as good as a few percent. Lastly, un-
like the other density-probing methods, this SRS-based diagnostic gives
a density measurement at a certain depth instead of a line-of-sight av-
eraged reading. Because SRS only occurs in the region where the pump
and seed pulses interact, the density values that the SRS provides is that
of the interaction region only, which can be as small as a few microns
when using XUV pulses.
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The ionized gas contains ions and electrons in
about equal numbers so that the resultant space
charge is very small. We shall use the name
plasma to describe this region containing
balanced charges of ions and electrons.

Irving Langmuir (1928)

Chapter 2

Basics of plasma physics

The papers in this thesis all connect to laser-plasma physics, and specifi-
cally to the behavior of the plasma in the laser–plasma interaction. The
concept of plasmas encompasses many different physical systems – from
the extremely hot and dense stellar cores, to cold and partially ionized
plasmas at atmospheric pressure, via hot and low density magnetic-fusion
plasmas, and many more – all of which have their differences which re-
quire separate theoretical treatment. Yet, they still fall under the um-
brella term of “plasma” because they all share the fact that they contain
free charged particles. The important difference between a plasma and a
neutral gas is that the charged particles in the plasma experience long-
range interaction via electric and magnetic fields in the plasma – hence
giving rise to the collective behavior of the particles – while the neu-
tral gas particles only interact with each other in close-range collisions.
In this chapter, we will focus on some of the more general aspects of
plasmas, how to theoretically model them and their behaviors.

2.1 Kinetic theory – from many particles to one
distribution

Plasmas, like most other forms of matter, consist of a very large number
of individual particles. These particles canbe described more or less
classically, depending on parameters such as density and temperature.
In what follows, we will therefore, unless stated otherwise, treat the
problem of modeling plasmas classically. Because quantum effects are
ignored, we can develop a statistical theory of plasma physics based on
the classical – albeit relativistic – equations of motion. In this theory, the
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plasma is described by the statistical distribution of particles in phase
space – consisting of the normal configuration space and momentum
space. This distribution describes the number of particles with a certain
momentum, at a certain point in configuration space. The theory of how
this distribution behaves is called kinetic plasma physics, and it plays a
central role in this thesis. We will, therefore, explore the basics of this
kinetic plasma physics in this section.
In the most basic formulation of kinetic theory, the one-particle distri-
bution function fa plays the central role by describing the phase-space
density of particles belonging to some species, denoted by a – these
species include electrons and various kinds of ions. The distribution
is a function of time t, space x, and momentum p, and the quantity
fa(x,p; t) d3x d3p represents the number of particles in the infinitesimal
phase-space volume d3x d3p at the phase-space coordinate (x,p). Fol-
lowing this representation, the distribution function is normalized such
that the full phase-space integral

Na =

∫
d3x d3p fa(x,p; t) (2.1)

is the total number of particles of species a (at time t) in the system
under consideration. Consequently, the momentum-only integral

na(x, t) =

∫
d3p fa(x,p; t) (2.2)

is the number density of particles of species a at position x and time t.
In this interpretation, the phase-space is sufficiently coarse grained, and
number of particles Na sufficiently large, so that individual particles are
not visible in the distribution∗, and fa(x,p; t) is (mostly) smooth.

Ignoring effects that can change the number of particles Na – such as
ionization/recombination or nuclear reactions – the distribution function
is conserved along phase-space trajectories, a continuity equation in phase
space

0 =
dfa
dt
≡ ∂fa

∂t
+ v · ∂fa

∂x
+ K̃a ·

∂fa
∂p

, (2.3)

where dots denote time derivatives, e.g. ẋ ≡ dx/dt ≡ v, and the partial
derivative with respect to the coordinate vectors are gradient like vectors
in the respective coordinate, e.g. ∂fa/∂p = [∂px , ∂py , ∂pz ]fa, and K̃a =

∗Formally, the distribution is derived from an ensemble average, which removes
the contribution of each individual particle.
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K̃a(x,v; t) ≡ ṗa represents the forces acting on the particles of species
a at that point in phase space.

The conservation statement in (2.3) is true for all forces K̃a, such
that particles being acted upon by K̃a obey Hamiltonian mechanics –
viz. all physical forces – and is known as Liouville’s theorem. In the case
of a plasma, the particles are charged, so the dominant force at play is
the Lorentz force, K̃a(x,v; t) = eZa[Ẽ(x, t) + v × B̃(x, t)], where Ẽ
and B̃ are the electric and magnetic fields; e is the elementary charge
and Za is the charge number of species a (for electrons, Ze = −1).
These fields are in turn linked to the distribution functions of all species
via Maxwell’s equations, since the distribution functions determine the
charge and current sources.

The smoothing of the distribution, such that individual particles be-
come “invisible”, presents a slight problem, however. Since the particles
still interact with each other on the microscopic scale – through Coulomb
collisions – the effects of these collisions are lost in the smoothing oper-
ation. The effect of these interactions can, however, be modeled through
a (binary) collision operator C̃ab. The result is a form of mean-field
treatment of (2.3), which becomes

∂fa
∂t

+ v · ∂fa
∂x

+ eZa
(
E + v×B

)
· ∂fa
∂p

=
∑

b

C̃ab, (2.4)

where C̃ab is the collision operator that accounts for binary collisions†

between species a and b, and the sum goes over every species b (includ-
ing a itself). Next, the mean fields, E and B (denoted by the removal
of the “tilde”), are then given by Maxwell’s (1865) equations

∇ ·E =
ρ

ε0
, (2.5a)

∇ ·B = 0, (2.5b)

∇×E = −∂B
∂t

, (2.5c)

∇×B = µ0j +
1

c2

∂E

∂t
, (2.5d)

where these equations are given using the SI convention for electromag-
netism, so ε0 are µ0 the permitivity and permeability of free space, re-
spectively, and c = (ε0µ0)−1/2 is the speed of light in vacuum. The
charge and current densities in (2.5) are computed from the distribution

†For a more general treatment, where collisions between more than two particles
are included, one can resort to the BBGKY hierarchy (after Bogoljubov, 1960; Born &
Green, 1946; Green, 1952; Kirkwood, 1946 and Yvon, 1935).
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function as

ρ(x, t) =
∑

a

eZa

∫
d3p′ fa(x,p′; t) =

∑

a

ρa(x, t), (2.6a)

j(x, t) =
∑

a

eZa

∫
d3p′ v′fa(x,p′; t) =

∑

a

ja(x, t), (2.6b)

respectively, where the sums are over all species a, v′ = p′/(maγ
′) is

the velocity of a particle with momentum p′ and mass ma, with the
Lorentz factor γ′ = [1 + p′2/(mac)

2]1/2. These equations (2.4, 2.5 &
2.6) constitute the closed and self-consistent system that is the basis for
kinetic plasma physics.

If collisional effects are ignored in the kinetic equation (2.4), it is
instead called the Vlasov (1968) equation, and the whole system (2.4,
2.5 & 2.6) is then referred to as Vlasov–Maxwell equations and describes
a plasma dominated by the collective behavior of its particles. This sim-
plification can, in some instances, be well motivated, e.g. in a sufficiently
tenuous or hot plasma, where the particles rarely come in close contact
with each other, or when the process of interest is much faster than the
timescales of collisions. Later, in § 2.3, we shall come back to collisions.
For now, though, we will concentrate on the collisionless Vlasov equation
and the effects seen with it on the distribution function.

2.1.1 Example: The Maxwell–Jüttner distribution

Let us illustrate the kinetic framework with a simple example calcu-
lation to find the distribution corresponding to local thermodynamic
equilibrium, using the kinetic system of equations. We will consider a
one-dimensional (1D) plasma under the influence of some electrostatic
field E, without any magnetic fields. In this case, we can use the electro-
static potential Φ to express the electric field E = − ∂Φ/∂x . Further-
more, since we are searching for an equilibrium distribution, we require a
steady-state solution, i.e. ∂fa/∂t = 0. Finally, we will ignore the effects
of collisions here.

With these restrictions set, the kinetic equation (2.4) is simplified to

p

γma

∂fa
∂x
− eZa

∂Φ

∂x

∂fa
∂p

= 0, (2.7)

where we have kept the relativistic formulation, using v = p/(γma).
If we further assume that the solution can be separated as fa(x, p) =
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X(x)P(p), it is possible to solve (2.7) to give,

fa(x, p) = F0 exp
{
−Ca

[
eZaΦ(x)−mac

2γ(p)
]}
, (2.8)

with effectively two unknown constants F0 and Ca = 1/Ta. The latter
we can, at least heuristically, identify as an inverse temperature, and the
former can easily be determined using the normalization (2.2).

The final result is the so called the Maxwell–Jüttner distribution (af-
ter Jüttner, 1911),

f
(MJ)
a (x,p; t) =

na(x)

4π(mac)3ΘaK2(1/Θa)
exp

(
−γ(p)

Θa

)
, (2.9)

where Θa = Ta/mac
2 and K2 is the (second-order) modified Bessel

function of the second kind. In the non-relativistic limit, (2.9) recovers
the Maxwell–Boltzmann distribution (after Maxwell, 1860; Boltzmann,
1872)

f
(MB)
a (x,v; t) =

na(x)

(2πTa/ma)d/2
exp

(
−mav

2

2Ta

)
, (2.10)

in d dimensions. The configuration-space density of this distribution,
na, depends on the electrostatic potential according to the Boltzmann
distribution (after Boltzmann, 1868)

na(x) = na,0 exp

(
−eZaΦ(x)

Ta

)
, (2.11)

where na,0 is the unperturbed density at Φ = 0. We have here arrived
at the momentum and spatial dependencies of a steady-state distribu-
tion, subject to an electrostatic potential Φ. As a consequence of this,
the Maxwell–Jüttner (or Maxwell–Boltzmann) distribution must be the
distribution of a plasma at local thermodynamic equilibrium. As such
they have maximum entropy, and a collision operator acting on them
should have no effect, since otherwise entropy would drive changes to
the distribution, and the system would not be in steady state.

2.1.2 Moments and fluid quantities

The distribution function holds a large amount of information about the
plasma, and at some points, not all the details of the exact distribution
are necessary to understand some physical effects or certain plasma phe-
nomena. In those cases, we can take averages over momentum space to
get certain moments of the distribution. Indeed, we have already seen
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examples of these moments when prescribing the charge and current
densities (2.6).

Formally, these so called fluid quantities are extracted from the dis-
tribution via integration. Given some microscopic – that is valid for
individual particles – quantity χ = χ(x,p′; t), its fluid counterpart is
computed as an average of χ over momentum weighted with the distri-
bution,

χa(x, t) ≡
〈
χ(x,p′; t)

〉
a

=
1

na

∫
d3p′ χ(x,p′; t) fa(x,p′; t), (2.12)

where the density na is given by (2.2). Through this averaging, we can
compute a multitude of fluid quantities, e.g. fluid flow velocity va =
〈v〉a.

2.1.3 Electromagnetic waves in plasmas

We will end this section with a short discussion about electromagnetic
waves in plasmas. This topic will be highly relevant for the further
discussion about laser–plasma interactions, since the laser is precisely an
electromagnetic wave.

The propagation of electromagnetic waves is governed by Maxwell’s
equations (2.5), which can be reformulated using the magnetic vector
potential A such that B = ∇ × A and E = − ∂A/∂t − ∇Φ in the
Coulomb/radiation gauge (∇·A = 0). The wave equation in this gauge
becomes (c.f. Jackson, 1999, eqn. 6.30)

∇2A⊥ − c−2∂
2A⊥
∂t2

= −µ0j⊥, (2.13)

whereA⊥ and j⊥ are the components transverse to the wave-propagation
direction of the vector potential and current density, respectively.

In a 1D geometry, and with plane waves, the transverse canonical
momentum, Pa,⊥ = pa,⊥ + eZaA⊥, of each particle is conserved (see
also § 3.1.1). Because of the conservation of the transverse canonical
momentum, and assuming an initially cold and stationary plasma, we
can express the current density in terms of the vector potential j⊥ =
−eneve,⊥ = −e2neA⊥/(γ̄eme), where γ̄e is an effective Lorentz factor
for the electron population, linking the fluid velocity response ve,⊥ to
the momentum response pe,⊥ = eA⊥. The wave equation (2.13) now
reads

∂2A⊥
∂x2

− c−2∂
2A⊥
∂t2

=
ω2

p

γ̄ec2
A⊥, (2.14)
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introducing the non-relativistic (electron) plasma frequency

ω2
p ≡

e2ne

ε0me
. (2.15)

From this wave equation, we obtain the plasma dispersion relation

ω2 = ω̃2
p + c2k2, (2.16)

where we have set ω̃2
p ≡ ω2

p/γ̄e as the effective plasma frequency. The
electric field, which is the physical quantity of interest, is simply given
by E⊥ = − ∂A⊥/∂t since ∇⊥ = 0.

From this dispersion relation (2.16), we find one of the major features
in laser-plasma physics: that waves with frequencies ω < ω̃p below the
plasma frequency cannot propagate through the plasma. Since the plasma
frequency is determined by the electron density, it is customary to talk
about laser-plasma densities in terms of the critical density

nc ≡
ε0meω

2

e2
, (2.17)

which is the density at which the (non-relativistic) plasma frequency
equals the (laser) frequency considered, ω. Plasmas with densities ne >
nc (ne < nc) above (below) the critical density are said to be over-
(under-)dense or over-(under-)critical.

Relativistic birefringence and transparency

For the moment, we have either ignored or swept relativistic effects under
the “effective Lorentz factor” γ̄e, and no consideration has been given to
kinetic effects. From what we can see from the dispersion relation (2.16),
if the conditions are such that γ̄e is large, or at least non-negligible, the
propagation characteristics of an electromagnetic wave may be signifi-
cantly altered. Indeed, there are two named phenomena that relate to
this effect.

The first of which, relativistically induced or self-induced transparency
(Kaw & Dawson, 1970), is the more widely known phenomenon. In this
case, the wave amplitude is so large that the collective electron motion
becomes relativistic, and their high Lorentz factor can thereby allow for
transmission through an otherwise overcritical plasma. This process has
been leveraged to enhance TNSA ion acceleration via increased electron
energization (Henig et al., 2009; Roth et al., 2013; Higginson et al., 2018).

21



2. Basics of plasma physics

This topic will, however, not be discussed further in this thesis; more
detail can be found in the literature, e.g. by Siminos et al. (2012) and
Fernández et al. (2017).

The other phenomenon, which has some bearing on the work in pa-
perD, is called relativistic birefringence (Stark et al., 2015; Arefiev et al.,
2020). It relates to the fact that the current response of the electrons
is different for different polarizations if the electron momentum distri-
bution is anisotropic. Basically, if the electrons are already moving near
the speed of light in one direction, an electric field in that same direction
will not be able to change their velocity by much, thereby generating a
weaker current response than for initially stationary electrons; whereas
the velocity and current response to an electric field perpendicular to the
initial velocity of the electrons is not limited in the same way.

The work in paperD concerns the propagation and dispersion of low-
amplitude waves through plasmas, so we will now briefly explore how rel-
ativistic birefringence might affect such low-amplitude waves eA� mec
(or eωE � mec in terms of the electric field amplitude). Consider a
wave with vector potential A⊥ = Aê. The corresponding change in mo-
mentum each electron experience from this wave would be δp = eAê,
due to conservation of transverse canonical momentum. Importantly this
change in momentum is independent of the initial momentum of the elec-
tron. However, the velocity response – and thus the current in (2.13) – is
highly dependent on the initial momentum p of the electron. Since the
amplitude is low, we can treat the velocity response perturbatively,

δv · ê ' δp · d(v · ê)

dp
=

eA

γme

(
1− (p · ê)2

γ2m2
ec

2

)
, (2.18)

where we have here only considered the contribution to the velocity (cur-
rent) in the polarization direction. As we can see, the corresponding
change in velocity indeed depends on the initial momentum and the rel-
ative direction of the momentum perturbation.

In order to get the perturbed current response, we must take the δv
moment over the electron distribution to give

δj · ê = −ene 〈δv · ê〉e = −e
2A

me

∫
d3p

f(p)

γ

(
1− (p · ê)2

γ2m2
ec

2

)
. (2.19)

From this expression, we can identify the effective gamma factor, as used
in (2.14),

γ̄−1
ê ≡ 1

ne

∫
d3p

f(p)

γ
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(
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)〉

e

. (2.20)
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We also see here that, if the distribution is anisotropic, γ̄ê will be depen-
dent on the polarization direction ê; hence the name relativistic birefrin-
gence, since the effective plasma frequency – and therby the propagation
properties – will be polarization dependent, ω̃2

p,ê = ω2
p/γ̄ê.

2.2 Fluid theory – when the exact details of the
distribution can be ignored

As already noted, it is not always necessary to use all the information
contained in the distribution functions, and, as we just saw in § 2.1.2,
fluid quantities can be extracted from moments of the distributions. If
we want a simpler model than the kinetic one, it is, however, not sufficient
to extract the fluid quantities; we also have to come up with governing
equations for these quantities. In this respect, we can again turn to
moments, but this time of the Vlasov equation as a whole. For if the
left-hand side of the Vlasov equation (2.4, with C̃ab → 0) is zero at all
values of p, then so must any moment of it also be

∫
d3p χ

[
∂fa
∂t

+ v · ∂fa
∂x

+K(x,p; t) · ∂fa
∂p

]
= 0, (2.21)

for any arbitrary quantity χ, and with K = eZa(E + v×B).
It is possible to derive the fluid equations by taking moments with

consecutive powers of χ = pn, which can be solved through integration
by parts. In the end, (2.21) is resolved as

∂

∂t

[
na 〈χ〉a

]
+

∂

∂x
·
[
na 〈χv〉a

]
= na

〈
K · ∂χ

∂p

〉

a

, (2.22)

where 〈·〉a is as in (2.12). Of course, the field–plasma interaction is still
governed by Maxwell’s equations (2.5) through the charge and current
density determined by the fluid densities and velocities.

Taking the first few powers of p in (2.22), we get the beginning of
the fluid system of equations. Each power generates a new equation,
but also a new variable. As the powers grow, the equations become
more complicated. So, while in theory, the system contains an infinite
number of equations, various closures are used to terminate the series of
equations (Hakim, Loverich & Shumlak, 2006; Wang et al., 2020). These
closures might be externally motivated, e.g. based on heat flux (Allmann-
Rahn, Trost & Grauer, 2018; Hunana et al., 2018), or simply neglecting
higher order quantities if the temperature is low enough.
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2. Basics of plasma physics

Since the work in this thesis mainly concerns kinetic effects, we will
not go into too much detail about fluid modeling of plasmas. There are,
however, some largely fluid effects which are relevant to this thesis, which
we will discuss in the remainder of this section. For simplicity, we will
ignore relativistic effects, so that we may use v = p/ma in (2.22). The
first power, χ(p) = 1, then gives the continuity equation (which is the
same in the relativistic formulation)

∂na
∂t

+
∂

∂x
·
[
nava

]
= 0, (2.23a)

where va is the fluid flow velocity. Next, with χ(v) = v, we obtain

mana
∂va
∂t

+mana

(
va ·

∂

∂x

)
va = eZanaK −

∂

∂x
·

↔
Πa, (2.23b)

where the last term contains the pressure tensor
↔
Πa which represents

the covariance (spread) of the velocity distribution. For our purposes,
we will only consider an isotropic distribution, which renders the last
term as ∂Πa/∂x . We will furthermore use the adiabatic closure for the
pressure,

Πa n
−γa
a = const. and Πa = Tana, (2.23c)

where Ta is the temperature of the fluid and γa is the adiabatic constant;
for 1D motion, γa = −3.

2.2.1 Debye shielding

As has been mentioned before, the main difference between a plasma
and neutral gas is that the charged particles in a plasma interact with,
and generate their own, electric and magnetic fields. The interactions
between particles are also said to be long range in a plasma due to
the long-range nature of the electrostatic interaction between charged
particles. It is, however, only partially true that the electrostatic field of
a charged particle is “long range” inside a plasma. As we saw in § 2.1.1,
a population of free charged particles will react and adjust its density
in response to an electrostatic potential. The reaction is such that the
charges tend to counteract the existing potential, which will generate a
shielding effect.

The length scale of the of this shielding effect is called the Debye
length λD, and it is governed by the response of the particles to the
electrostatic disturbance. As we saw in § 2.1.1, a thermal population
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2.2. Fluid theory

of charged particles reacts to an electrostatic potential according to the
Boltzmann distribution, through which the Debye length (2.11)

λD =

√
ε0Te

e2ne,0
(2.24)

can be calculated, where Te and ne,0 are the electron temperature and
(unperturbed) density, respectively. So when we talk about “long-range”
interaction or distances, we mean lengths comparable to or larger than
λD. The Debye length is also the relevant length scale for electrostatic
shocks, as is apparent in the semi-analytical model in paper A, mainly,
but also in paper C.

While a plasma consists of both free electrons as well as free ions,
and, theoretically, both can contribute to the Debye shielding effect. Of-
ten, we only consider the electrons when calculating λD – as we did
in (2.24) above. In practice, however, the disturbances are rarely com-
pletely static, and mostly they vary faster than the time scales of the
ion reaction. This ion time scale is analogous to the (electron) plasma
frequency in (2.15),

ωp,i =

√
e2Z2

i ni,0

ε0mi
, (2.25)

where the ion charge, eZi, density ni,0, and mass mi have replaced those
of the electron in (2.15). It is therefore often justified to only consider
the electrons when computing the Debye length.

2.2.2 Ion-acoustic waves

The second fluid effect that we will discuss concerns the ion-acoustic
waves, so called because they are longitudinal compression waves – much
like the gas-acoustic waves – mediated mainly through ion-density oscil-
lations. Because the ions carry the oscillation, it is reasonable to say
that the time scales involved should be on the scale of the ion plasma
frequency (2.25), and since the response of the electrons to the electro-
static field created by the wave will be on the length scale of the Debye
length, we can now identify a characteristic velocity

cs ≡ ωp,iλD =

√
ZiTe

mi
. (2.26)

In this expression, we have assumed a single-ion-species plasma, which
means that ne,0 = Zini,0 due to quasi-neutrality.
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2. Basics of plasma physics

While the reasoning above is clearly heuristic, the characteristic ve-
locity cs defined in (2.26) is actually the propagation speed found for
(long-wavelength) ion acoustic waves in a more careful derivation using
the fluid system of equations. If you solve for (low-amplitude) longitudi-
nal ion waves in the fluid system of equations is the dispersion relation
(for a single-ion-species plasma)

ω2
(
1 + k2λ2

D

)
= c2

sk
2. (2.27)

We therefore see that both the phase and group velocities of the ion-
acoustic wave are cs, in the long-wavelength limit, k2λ2

D � 1. This
dispersion relation also reveals an upper frequency limit of cs/λD = ωp,i,
justifying the reasoning in the previous paragraph.

Also analogous to sound waves in gases, if an electrostatic perturba-
tion moves though the plasma faster than the ion-acoustic wave speed,
an electrostatic shock is created, corresponding to the sonic boom in air.
In the context of shocks, their speed is often measured relative to the
sound speed, in terms of the Mach number

M =
vshock

cs
. (2.28)

For a wave to actually be a shock wave, its Mach number must be greater
than unity, M > 1. Then, the shock moves faster through the ion
population than any information about it, thus arriving before the ions
can react to it, and the result is a steep – on the order of λD – gradient
in both electrostatic potential and ion density at the shock front.

2.2.3 Langmuir electron waves

The final fluid phenomenon that we will discuss are electron (density)
waves, also known as Langmuir waves after Langmuir (1928) and Tonks &
Langmuir (1929). These waves are central to the phenomenon stimulated
Raman scattering (SRS), which play a central role in paper E. In SRS,
two counterpropagating laser pulses induce electron waves, on which one
of the laser pulses back-scatters. In this way, energy can be transferred
from one of the pulses to the other. Here we will, however, only set up
the basics of the electron wave, SRS will be discussed further in §§ 3.1.2
and 4.2.

The electron waves are, like the ion-acoustic waves, longitudinal den-
sity waves, which means that they can be treated in a 1D geometry – and
that there is no oscillating magnetic field associated with the wave. We
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can find a perturbative solution by linearizing the fluid system of equa-
tions (2.23). After linearization in the perturbed quantities, we obtain a
wave equation for the perturbative density fluctuation n1,

3v2
te

∂2n1

∂x2
− ∂2n1

∂t2
= ω2

p,0n1, (2.29)

where vte = (Te/me)
1/2 is the electron thermal velocity, and ωp,0 is the

equilibrium plasma frequency associated with the background electron
density n0. Note the interesting similarity between this wave equation
and that of the electromagnetic wave in a plasma (2.14), that the plasma
frequency appears in (2.29) the same way as in (2.14), further demon-
strating that the plasma frequency is the response timescale of the elec-
trons. We also get a similar dispersion relation

ω2 = ω2
p,0 + 3v2

tek
2, (2.30)

which also shows that only oscillations with frequency at or above ωp,0

are allowed.

2.3 Collisions – reintroducing microscopic inter-
actions in kinetic theory

While the Vlasov system of equations (2.5, 2.6 & 2.4 with C̃ab → 0) is
entirely self-contained and can be integrated as is, we are still lacking an
adequate description of the cases where collisions cannot be neglected.
While inter-particle collisions are microscopic events, we can still ap-
proximate their effect on the macroscopic scale, based on the informa-
tion contained in the distribution functions – that will be the collision
operator. Depending on the complexity required in the modeling, differ-
ent collision operators have been devised; naturally, these will result in
different levels of accuracy depending on situation and intended usage.
In this section, we will present a short overview of particle collisions in
plasmas, which are often described using the Fokker–Planck operator. A
detailed account of collisions in plasmas can be found in the book by
Helander & Sigmar (2002).

The Fokker–Planck operator is based on the Coulomb interaction
between charged particles. Unlike the hard-sphere, close collisions that
Maxwell (1860) and Boltzmann (1872) considered, which result in large-
angle scattering, the long-range nature of the Coulomb force results in
the prevalence of small-angle, grazing collisions, where the momenta of
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the colliding particles are only slightly changed. Therefore, the collision
operator, which acts on the distribution function, should only directly
affect the momentum space portion of the distribution. In fact, each
collision can be viewed as a step in a momentum-space random walk for
the colliding particles. In turn, considering the statistics of all particles,
these random walks may be viewed as a type of momentum-space diffu-
sion of the distribution function. Indeed, we may write a general form of
the collision operator consisting of a diffusion term and an advection or
friction term. The advection term is added to account for such effects
as friction, e.g. when a particle is moving relative to the plasma back-
ground. Intuitively, we would expect a population of particles that is
moving relative to the background to slow down when they collide with
the background, not only diffuse.

The other main consequence of the coulombic nature of particle col-
lisions in a plasma is that the effect of the collisions – the collisionality –
generally decreases when the relative velocities of the colliding particles
increase. On the level of individual particles, this relation means that
fast particles are generally not affected much by the effects of collisions.
Accordingly, on the level of the whole distribution function, if there are
many high-energy particles – for example at high temperatures – the col-
lisional effects decrease. This decreased collisionality in a hot population
affects both how much the population itself is affected by collisions, as
well as how much this population collisionally can affect other popula-
tions of particles.

The collisionality of a given plasma system is commonly gauged by
the so-called collision frequency ν, which describes the inverse time scale
of the changes to the distribution due to collisions. There are many
different collision frequencies, related to friction or the two types of
momentum-space diffusion that occur, parallel diffusion and pitch-angle
scattering. The former is the diffusion of the magnitude of the parti-
cle momenta, whereas pitch-angle scattering is the process by which a
population with a directed momentum is scattered along the sphere of
constant energy – i.e. the distribution spreads out in the direction of the
particle momenta. It is often useful to consider how these collision fre-
quencies scale with physical parameters. As we already mentioned, the
collision frequencies decrease if the temperatures increase. Other impor-
tant scalings are the linear scaling with the densities and the quadratic
scaling with the charges of the particles of the colliding populations.

In paper A, we consider the effect of parallel diffusion of ions across
a phase-space separatrix, using a perturbative approach in the smallness
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of the diffusion collision frequency in a very low-collisionality plasma.
This approach can thus be motivated for very low-density plasmas, such
as astrophysical plasmas. In papers B and C, on the other hand, we con-
sider the effects of collisions in plasmas that where chosen to have high
collisionalities, through high density and ions with high charge numbers.
However, in this limit of high density or low temperature, where the scal-
ings above give high collisionality, the derivation of the Fokker–Planck
operator is no longer valid – small-angle collisions no longer dominate.
Some of the issues that arise in such situations are discussed in paper C.

2.4 Simulating plasmas – using numerical tools
to solve the complex behavior of plasmas

While we are able to describe and capture many aspects of plasma physics
through either the fluid or kinetic systems of equations, we are not able
to solve the equations analytically, except in a very limited number of
idealized cases. Both the descriptions are, after all, sets of coupled partial
differential equations (PDEs), which we can only solve using numerical.
In this section we will take a brief overview of two possible ways to
numerically solve the kinetic system of equations (2.4, 2.5 & 2.6): the
Continuum Vlasov–Maxwell solver (§ 2.4.1) and particle-in-cell method
(§ 2.4.2). In both cases, we will also present the simulation tools used in
the various works in this thesis.

2.4.1 Continuum Vlasov–Maxwell solvers

One way to numerically solve the Vlasov–Maxwell system of equations
is to discretize them in time and onto an Eulerian‡ simulation grid
in phase space, and then use numerical PDE solvers to find a solu-
tion for fa(r,p; t). These methods are called continuum or Vlasov–
Maxwell/kinetic solvers, because they solve the Vlasov/kinetic equation
coupled with Maxwell’s equations in a framework where the plasma is
considered as a continuum medium – unlike the particle-in-cell (PIC)
approach, in which the plasma is modeled as discrete particles. Addi-

‡The denomination “Eulerian” stems from the two flow specifications of a fluid,
Eulerian and Lagrangian, where the fluid flow field is either specified on a fixed
coordinate system or along the trajectories of “packets” of fluid, respectively. In the
case of a continuum Vlasov–Maxwell solver, the “fluid” in question is the phase-space
distribution.
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tional reading on these types of simulation frameworks can be found in
the book by Shoucri (2011), or in the thesis by Juno (2020).

The fact that the full phase space is discretized is, however, one of
the main drawbacks of the continuum methods. Since the phase space
has up to twice the number of dimensions (both r and p) as the con-
figuration space modeled, that means that we may have to simulate up
to six dimensions, plus time. In addition, not all areas of phase space
are of the same physical relevance, e.g. some areas might be devoid of
plasma or have a very low phase-space density; yet, these less important
phase-space volumes are still part of the whole computation and incur
a similar computational cost as the densely populated volumes. The
computational cost can therefore grow prohibitively fast for simulation
of more than a few dimensions.

Often, this high computational cost of continuum methods forces the
users to run simulations with comparatively small system sizes or low
resolution (Pusztai et al., 2020). However, depending on the numerical
methods used, continuum solvers do not suffer from discretization noise
in the same way as PIC methods, and can thus be used at much lower
resolution than PIC. In some cases, where continuum solvers have been
used successfully, it might not be feasible to use PIC codes due to the
high resolution requirement to suppress the noise (Juno et al., 2020).

Another complication that might arise due to the complexity of con-
tinuum methods is that of code development. A numerical scheme op-
timized to solve the (collisionless) Vlasov–Maxwell equations, might not
be suitable for a slightly modified system of equations, such as including
a collision operator (Hakim et al., 2020). Effectively incorporating new
features into a continuum code may therefore be rather challenging.

In summary, for applications which require a fully kinetic description
and can be simulated with one or two spatial dimensions, or requiring
very low noise levels, continuum solvers for the Vlasov–Maxwell system
of equations can be powerful tools. A selection of such applications are
electrostatic shocks (Svedung Wettervik, DuBois & Fülöp, 2016; Pusztai
et al., 2018; paper A), which will be examined further in this thesis,
kinetic plasma instabilities (Cagas et al., 2017; Skoutnev et al., 2019),
and kinetic effects in magnetic dynamos (Rincon et al., 2016§; Pusztai
et al., 2020). Furthermore, Vlasov–Maxwell solvers may also be used as
a reference; thanks to their low noise and possibly high fidelity, their

§Although Rincon et al. (2016) used a Vlasov–Maxwell method, they reduced the
computational cost by treating the electrons with a fluid model.

30



2.4. Simulating plasmas

output from a standardized problem could be used as a benchmark for
other types of simulation codes, such as fluid or PIC codes.

Gkeyll

One of the simulation tools used in paper A was Gkeyll¶ (Juno et al.,
2018). Gkeyll is a simulation framework containing, among others, an
Eulerian solver for the (non-relativistic) Vlasov–Maxwell equations. Be-
yond the collisionless Vlasov–Maxwell system, Gkeyll also supports ef-
fects of collisions with either the BGK operator (Bhatnagar, Gross &
Krook, 1954) or the Dougherty (1964) (Dougherty &Watson, 1967) oper-
ator – the latter is sometimes also referred to as a Lenard–Bernstein (1958)
operator. These operators are not as advanced as the Fokker–Planck op-
erator and lack the complex velocity dependence found therein, which
means that their scope of application is limited to near-thermal distri-
butions. A detailed account of the implementation of the collisions in
Gkeyll can be found in the recent paper by Hakim et al. (2020).

2.4.2 Particle-in-cell methods

Amore widely used framework to simulate kinetic plasmas is the particle-
in-cell (PIC) technique (Langdon, 2014; Pukhov, 2016). This method
goes back to the basic idea to compute the trajectories of individual
particles, although with limited number of computationalmacroparticles.
Instead of the relatively complicated system of non-linear PDEs that is
used in kinetic theory, PIC methods integrate the equations of motion
for the finite number of macroparticles, albeit with every macroparticle
weighted to represent a large number of “real” microparticles, i.e. qa and
ma are scaled up by some factor, while keeping the charge-to-mass ratio
qa/ma constant. The macroparticles usually also have a finite spatial
extent – their shape function – which reduces discretization noise. When
the Lorentz force on the macroparticle is computed, the (discretized)
field is interpolated together with the shape function; for more detail,
see for instance the appendix of Derouillat et al. (2018). By its nature,
the PIC solver can be viewed as a finite element solver of the Vlasov–
Maxwell system using the Lagrangian (phase-space) flow specification –
as opposed to Eulerian continuum solvers, where the (phase-space) flow
is computed on a fixed grid.

¶Code documentation can be found at: https://gkyl.readthedocs.io/en/
latest/.
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Maxwell’s equations, (2.5), are solved on a grid of computational
“cells”. The charge and current densities (2.6), are projected from the
particles onto a staggered grid via the particle shape functions. The
weighting and shape of the macroparticles allows the field–plasma in-
teraction to emulate that of the simulated system. The PIC procedure
thus consists of two operations: first, given the position and velocity of
all particles, calculate the fields; then, given the fields and previous mo-
menta of the particles, calculate the new position and momentum of the
particles – commonly referred to as the particle pusher. These two op-
erations are iterated back and forth for every simulated time step, and
constitute the essence of a PIC code. In order to increase the numerical
stability, more complex strategies are employed, such as the, de facto
standard, “Boris (1970) pusher”.

The PIC method benefits from its conceptually simple algorithm.
By relying on computing the trajectories of macroparticles, the method
can aid the understanding of a physical problem by allowing particles to
be followed through phase space – which would otherwise be challeng-
ing to do in a continuum framework. Furthermore, since every particle
push occurs independently between the field calculations, PIC codes are
naturally well-adapted for massively parallelized computation.

The main computational bottleneck for PIC simulations, however, is
usually the number of macroparticles in the simulation. Since PIC codes
do not have to include momentum space in their computational grid,
they are not as weighed down by higher dimensions as Vlasov–Maxwell
solvers can be. One way of viewing PIC codes is that they solve for a
random statistical sampling of the initial distribution function in all its
dimensions, thus breaking the “curse of dimensionality” with a limited
number of statistical samples – the macroparticles. However, the limited
number of macroparticles also usually results in rather noisy results due
to a relatively coarse-grained projection of the particles onto the charge
and current density grid. Unfortunately, due to the statistical nature
of PIC simulations, the noise level only decreases as ∼N̄−1/2 with the
number of macroparticles, N̄ .

The field–particle interaction is limited by the finite grid resolution
of the fields, meaning that microscopic particle interactions mediated by
the field – such as collisions – are similarly limited by the computational
grid resolution. Due to computational constraints, the grid resolution
is much too coarse to accurately capture collisional effects. Instead,
Monte Carlo schemes are being used to emulate the “random kicks” the
(micro) particles experience due to collisions. These schemes operate by
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calculating the probability distribution for a certain angular deviation
to the particle momentum due to collisions during one simulation time
step. The most common method is to implement a scheme with binary
collisions between macroparticles (Nanbu, 1997; Nanbu & Yonemura,
1998; Sentoku & Kemp, 2008; Pérez et al., 2012), which are mutually
scattered according to the scattering probability distribution, such that
momentum and energy are being conserved – at least statistically.

The relatively simple basic principle of operation of PIC codes also
means that there are a wide variety of different PIC codes available
to use more or less freely – PIC codes are much more common than
Vlasov–Maxwell codes. Together with the fact that PIC codes can read-
ily handle relativistic particle motion, it is no surprise that the vast
majority of laser-plasma simulations are done with PIC codes. As with
binary collisions, PIC methods can more easily be adapted to emulate
quantum mechanical effects on the macroparticles, such as interactions
with photons (e.g. emission/absorption and quantum-electrodynamical
effects) or ionization, all of which are highly non-trivial to implement in
a continuum framework and may be of great importance to laser–plasma
interactions. An even remotely extensive account of studies performed
with PIC codes would be prohibitively long; in fact, PIC simulations have
become so ubiquitous that nowadays they accompany almost all experi-
mental findings in laser-plasma physics (Faure et al., 2004; Haberberger
et al., 2012; Higginson et al., 2018; Fiuza et al., 2020).

Smilei

The main plasma-simulation tool used in papers B through E has been
Smilei‖ (Derouillat et al., 2018). It is co-developed by high-performance-
computing specialists and physicists, in order to be as modular as possi-
ble and perform efficiently on large-scale supercomputers. Smilei is com-
plemented by a large set of run-time diagnostics (based on the hdf5 file
format) and user-friendly (Python) post-processing tools complements
the code. The modularity of Smilei gives it access to various additional
physics modules, among which are field ionization, binary collisions and
collisional impact ionization – all of which are of high relevance to the
work included in this thesis.

‖Code documentation can be found at: https://smileipic.github.io/Smilei/.
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We may find illustrations of the highest doctrines
of science in games and gymnastics, in travelling
by land and by water, in storms of the air and of
the sea, and wherever there is matter in motion.

James Clerk Maxwell (1871)

Chapter 3

Laser–plasma interactions

We have now had a brief overview of plasma physics in general, in chap-
ter 2; in this chapter, we will be diving into some more detail about the
physics of the interaction between the laser and the plasma, which di-
rectly concerns all papers in this thesis, except paper A. There are, like
with plasmas in general, many different kinds of laser plasmas, with dif-
ferent outcomes and applications in mind. Of course, what they all have
in common, is that their behavior is dominated by a very high-intensity
electromagnetic wave – the laser. The laser is capable of delivering a
large amount of energy to the target in as little as a few femtoseconds,
and we have to understand where that energy goes and how it affects the
plasma. In this chapter, we will be reviewing some of the theory more
specific to laser plasmas.

3.1 Basic concepts of laser–plasma interactions

In this section, we will review some of the basic concepts of the inter-
action between the laser and a plasma. As has been noted before in
this thesis and elsewhere, the laser–plasma interaction is two way. The
charged particles in the plasma react to the electromagnetic field of the
laser, and in that process, they generate their own electromagnetic fields
which affect the laser. We start this section by examining the effect of
the laser fields on the charged particles in § 3.1.1. We then move on to
include the effects of the plasma on the laser in §§ 3.1.2 and 3.1.3 for
under- and overcritical plasmas, respectively.
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3. Laser–plasma interactions

3.1.1 Particle motion in an electromagnetic plane wave

The first step in understanding laser–plasma interactions, is to study
how a single particle reacts to an electromagnetic wave. Since laser light
in many circumstances can be approximated as plane waves, we will here
study the particle dynamics in such plane waves. We can describe the
plane wave with the complex framework as

A = A0ê exp(ix · k − iωt), (3.1)

with polarization ê, amplitude A0, wave vector k, and frequency ω.
The vector potential in a plane wace stays constant along the planes
perpendicular to the direction of propagation k̂ = k/|k|.
Using the Lagrangian framework for a charged particle in an electro-
magnetic field (c.f. Jackson, 1999, ch. 12), it is possible to derive various
constants of motion for a charged particle moving in a plane wave, like
the canonical momentum P = p+eZA, from which the particle momen-
tum p can be deduced. In a plane wave, the components of the canonical
momentum perpendicular to the direction of propagation, P⊥, will be
conserved due to the translational symmetry in these directions. The
parallel component of the canonical momentum P‖ = P · k̂ is, however,
generally not conserved. It is, nonetheless, possible to find a relation for
the parallel momentum component in a plane wave. The relations for
the transverse and parallel momenta can be summarized as

p⊥ = −eZA (3.2a)

and

p‖ =
p2
⊥

2mc
=

(eZA)2

2mc
(3.2b)

for a particle initially at rest, pinit = 0, without any initial fields, Ainit =
0, in a plane wave field that is slowly (adiabatically) brought up in am-
plitude. Note that these relations holds for motion in any longitudinally
modulated plane wave field (A‖ = 0), since the longitudinal modulation
can be described via a Fourier expansion of plane waves with the same
k̂. These expressions might seem suspiciously simple, but in reality their
dependence on the longitudinal position k̂ · x of A will make the full
particle trajectory more complicated to disentangle.

In laser-plasma physics, the particles that are affected most by the
laser are the electrons, due to their high charge-to-mass ratio. It is
therefore natural to normalize the induced momenta, and thereby wave
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amplitude, to mec, which gives the normalized relativistic amplitude

a0 =
eA0

mec
=

eE0

mecω
(3.3)

for a plane wave in vacuum with vector-potential amplitude A0, which
gives the corresponding electric-field amplitude E0 = ωA0. This pro-
vides a measure of how large relativistic effects will be on the electron
motion. Additionally, from (3.2b), we see that the longitudinal motion
p‖ ∼ meca

2
0 is negligible for small a0 � 1.

So far, we have been working with the vector potential A, but in
practice the intensity is normally the measure used for the “strength” of
a laser pulse. The intensity is defined through the cycle-averaged square
of the (real) electric field

I ≡cε0
〈
|Re{E}|2

〉
τ

=
cε0
τ

∫ τ

0
dt |Re{E(t)}|2 =

cε0
2

(mecωa0

e

)2

≈1.4×1018 W cm−2 × a2
0

(
λ

1 µm

)−2 (3.4)

where τ = 2π/ω is one laser cycle, λ = 2πc/ω is the laser wavelength,
and E = − ∂A/∂t for a plane wave (3.1) in vacuum.

When introducing the intensity together with a0, as we have done
above, we should also clarify the convention that we use for the polariza-
tion vector ê. Maxwell’s equations in vacuum only allow polarizations
perpendicular to the propagation of direction ê·k̂ = 0, so we may express
the polarization as

ê = cos(ϑ)eiϕ1 ê1 + sin(ϑ)eiϕ2 ê2, (3.5)

where ê1 and ê2 are orthogonal unit vectors spanning the plane perpen-
dicular to the direction of wave propagation, ê1 · ê2 = ê1 · k̂ = ê2 · k̂ = 0.
The angles ϑ and ϕ1,2 are related to the ellipticity of the polarization;
for ϕ1 = ϕ2 we have linear polarization (LP), and for ϑ = π/4 and
|ϕ1 − ϕ2| = π/2 the wave has circular polarization (CP). Importantly,
with this convention, the amplitude of the wave is such that the intensity
is given by the expression in (3.4), regardless of polarization∗.

∗This convention also means that a circularly polarized wave of amplitude a0 will
only trace a circle with (normalized) radius a0/

√
2.
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Ponderomotive force

The final single-particle phenomenon that we will discuss in this section
regards the effect of the laser-pulse envelope – modulating the pulse in
both the longitudinal and transverse directions. We have only considered
electromagnetic plane waves so far, which can somewhat easily be gener-
alized to any longitudinal modulation, but the conservation of transverse
canonical momentum breaks down when we add a transverse modulation
to the wave. However, for sufficiently slow-varying modulations – with
a modulation length scale much larger than the transverse movement of
the particle – the relations in (3.2) present good approximations for the
particle dynamics.

Consider that the particle in question has an oscillatory motion in
the perpendicular direction. If the particle moves to a region of lower
amplitude during its oscillation, it will lose a little energy and not be able
to return to its original position, which will manifest as a tendency to
move away from regions of high intensity. Using the momentum relations
(3.2), we can express the kinetic energy of the particle, which can be
averaged over one laser cycle to yield

〈Ekin〉τ =
e2Z2

2m

〈
A2
〉
τ

=
e2Z2

2mcε0ω2
I, (3.6)

where I is the intensity given by (3.4). What this equation tells us
is that the cycle-averaged energy of a particle is proportional to the
local intensity. From this relation, we can express the above mentioned
tendency to move away from regions of high intensity as a force, given
by the gradient of the average kinetic energy

F PM = −∇ 〈Ekin〉τ = −e
2Z2

2m
∇
〈
A2
〉
τ

= − e2Z2

2ε0cmω2
∇I, (3.7)

which we call the ponderomotive force. For more details on the pon-
deromotive force the reader is referred to, e.g., the books by Gibbon
(2005) or Macchi (2013); Quesnel & Mora (1998) also present a thor-
ough analytical and numerical treatment of the ponderomotive force in
the relativistic regime.

The ponderomotive force plays a key role in many laser–plasma inter-
actions, perhaps most prominently in laser wakefield acceleration (Tajima,
Yan & Ebisuzaki, 2020), where the ponderomotive force expels electrons
to create the charge separation that generate the accelerating field. From
the expression in (3.7), we can make a few observations about the pon-
deromotive force. First, it acts to expel particles away from regions of
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3.1. Basic concepts of laser–plasma interactions

high intensity, both transversely and longitudinally in front of the pulse,
and it does so independently of the sign of the charge. Second, since
the ponderomotive force has an inverse dependence of the mass of the
particle, electrons will be most strongly affected by it in a laser plasmas.

3.1.2 Laser interaction with undercritical plasmas

We briefly, in § 2.1.3, already touched upon the fact that the electron
density determines whether or not a plasma allows propagation of elec-
tromagnetic waves. For a laser of frequency ω impinging on a plasma
with density ne < nc, where nc given by (2.17) is the critical density
associated with ω, the plasma is said to be undercritical and the laser
can propagate through it. For a typical laser wavelength of λ = 800 nm,
the critical density is nc ' 1.74×1021 cm−3. In order to achieve plasmas
with densities below that, gas-jet targets are normally used (Semushin &
Malka, 2001) since most solid-density materials have significantly higher
electron densities. Applications employing undercritical plasmas include
LWFA (Tajima, Yan & Ebisuzaki, 2020), shock acceleration of ions (Wei
et al., 2004), generation of strong magnetic fields (Lécz et al., 2016), and
plasma-based laser amplification (Riconda et al., 2014; Sundström et al.,
2022b – paper E).

When the laser pulse passes through an underdense plasmas, it is,
however, not completely unaffected. In the case with a low-amplitude
wave – such that the wave itself does not significantly affect the plasma –
the plasma dispersion relation (2.16) give rise to a frequency dependent
phase and group velocities

vph =
ω

k
= c

(
1−

ω̃2
p

ω2

)−1/2

and vgr =
∂ω

∂k
= c

(
1−

ω̃2
p

ω2

)1/2

, (3.8)

respectively. Because of this frequency dependence, different frequency
components of a pulse will propagate at different velocities, thus dispers-
ing the pulse. The shorter a laser pulse is, the broader its frequency
spectrum will be, and thereby more affected by dispersion. In general,
for a pulse to have a short duration – compared to its central-frequency
period – the phases of each frequency components must be related in a
very specific manner; as soon the pulse propagates through a dispersive
medium, these phases start to drift relative to each other, and the pulse
duration increases. In the next chapter, we will go into further detail on
the dispersion of short-duration pulses in plasmas, which constitute the
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basis of the plasma-density diagnostics technique presented in paper D.
In short, since the dispersion depends on ω̃2

p which depends on ne, we
can infer some information on the density profile if the relative phases
of the pulse before and after dispersion are known.

Next, if the intensity of the laser pulse is sufficiently high that the
plasma density is significantly affected, we may encounter other phenom-
ena, such as wakes behind the laser and the growth of plasma waves. The
laser wake is created by the electrons being expelled from the laser re-
gion by the ponderomotive force. Behind the pulse, the ions – which
are much less affected by the ponderomotive force – that are left behind
create a bubble of strong positive charge, which attract electrons back.
This electrostatic field in the wake also has a strong longitudinal com-
ponent, which is the accelerating force in a laser wakefield accelerator
(LWFA).

Laser-induced electron waves

If we stay with moderately high-amplitude waves, we may use a pertur-
bative approach to solve the electromagnetic wave equation in a plasma
(2.14). Since the effect of the wave on the plasma is no longer negligible,
we will consider a plasma frequency with a perturbation

ω2
p(x, t) = ω2

p,0 + ω2
p,1(x, t) = ω2

p,0

[
1 +

ne,1(x, t)

ne,0

]
, (3.9)

where ne,1 is the perturbed electron density and ωp,0 and ne,0 are the
unperturbed (constant) plasma frequency and electron density, respec-
tively. We may then write the electron-wave equation (2.14) as

c2∂
2A⊥
∂x2

− ∂2A⊥
∂t2

− ω2
p,0A⊥ = ω2

p,0

ne,1

ne,0
A⊥, (3.10)

where we have ignored the relativistic effects in γ̄e.
The term on the right-hand side is due to the (longitudinal) waves

in the electron density, n1, induced by A. To find how n1 is affected by
A, we may use the same fluid framework as for the electrostatic electron
waves derived in § 2.2.3. We must, however, modify the approach to
account for the electromagnetic wave A⊥ that is present. To simplify
the calculations, we again ignore relativistic effects†. In the perturbed

†Which might be somewhat dubious, given the “moderately high amplitude” of
the waves. However, for our purposes, the amplitudes considered in paper E can be
considered sufficiently small so that relativistic effects can be ignored.
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momentum equation (2.23b), we must now account for the background
transverse fields E⊥ and B⊥.

The transverse electric field does, however, not directly affect the
(longitudinal) electron wave since we still consider a 1D geometry. The
induced transverse electron velocity, ve,⊥ = eA⊥/me from (3.2a), to-
gether with the magnetic field does, however, contribute with a longitu-
dinal component in the Lorentz force. From this longitudinal component,
it is possible to modify (2.29) to account for the effect of the electromag-
netic wave (c.f. Kruer, 2003, ch. 7). The modified electron-wave equation
thus becomes

[
∂2

∂t2
− 3v2

te

∂2

∂x2
+ ω2

p,0

]
n1 =

e2n0

2m2
e

∂2(A2
⊥)

∂x2
. (3.11)

We remind the reader that vte = (Te/me)
1/2 is the thermal velocity of

the electrons. Notably, the driving force term has the same form as an
instantaneous (non-averaged) ponderomotive force (3.7), which has an
intuitive explanation: The ponderomotive force acts to expel particles
from local regions of high (instantaneous) intensity, which in a plane
wave becomes a force away from its crests and troughs that will then
drive longitudinal density waves.

The driven wave will, however, be quite weak in most cases because
the electromagnetic and electron waves do not resonate – resonant driv-
ing requires matching phase velocities. For a laser pulse of frequency
ω, propagating through an undercritical plasma, its phase velocity (3.8)
is v(EM)

ph ≥ c, while the electron wave driven by it (at frequency 2ω)
will have a phase velocity near that of the non-driven electron wave
v

(e)
ph '

√
3 vte(1− ω2

p,0/4ω
2)−1/2. Next, since vte � c (in the vast major-

ity of cases), the phase velocities are similarly far apart, v(e)
ph � v

(EM)
ph .

The two waves are thus far away from being resonant with each other‡.
Therefore, single laser pulses propagating through a plasma generally do
not generate any significant (longitudinal) electron-wave response. How-
ever, if there are two electromagnetic waves of different frequencies in the
plasma, a resonance can arise through one of the heterodyne frequencies
in the A2

⊥ term. This effect is one of the cornerstones of stimulated Ra-
man scattering (SRS), which plays a central role in paper E, and will be
discussed further in § 4.2.

‡Another way of viewing this (failed) resonance is that, since the electromagnetic
wave is much faster than the electron thermal velocity, Landau damping is ineffective
and the electromagnetic wave does not lose much energy to the plasma that way.
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3.1.3 Laser interaction with overcritical plasmas

The work in papers B and C concerns collisional effects in solid-density
plasmas irradiated by high-intensity laser pulses. The electron densi-
ties considered in these papers are well above the critical density of the
laser employed. In this section, we will therefore briefly go over how
the interaction between the laser light and an overcritical plasma; more
specifically, we will only consider plasmas with a sharp vacuum–plasma
interface, i.e. the plasma density ramp is much shorter than the laser
wavelength. For a deeper treatment of the subject, the reader may refer
to the reviews by Kemp et al. (2014) or Kaw (2017).

As noted before, laser light (in general) cannot propagate through
an overdense plasma, but that does not mean that the field does not
penetrate the overdense region at all. As demonstrated by the electro-
magnetic plasma dispersion relation (2.16), there are no real solutions
for k when ω < ωp, which means that there are no propagating wave
solutions in the plasma. There will, however, be an evanescent field with
an exponentially decaying amplitude profile in the so called skin region.
For a normally incident laser on a semi-infinite plasma occupying the
space x ≥ 0, we have an amplitude profile inside the plasma given by

Aplasma(x) = A1 exp(−x/ls), (3.12)

where ls is called the skin depth and is given by (Ch. 7.5, Jackson, 1999)

ls =
c

ωp

(
1− ω2

ω2
p

)−1/2

=
λ

2π

√
nc

ne

(
1− nc

ne

)−1/2

, (3.13)

where λ is the laser wavelength (in vacuum).
Next, since the light is reflected from the plasma, a standing wave is

generated in the vacuum region which will have an amplitude profile of

Avacuum(x) = 2A0 sin(−kx+ ϕ), (3.14)

where A0 is the (unaffected) amplitude of the incoming wave, k = 2π/λ
is the vacuum wavenumber and ϕ is a constant phase. By matching the
values and derivatives of A(x) at x = 0 between (3.12) and (3.14) at
x = 0, we obtain the amplitude relation and phase

{
A1 = 2A0(nc/ne)

1/2,

tanϕ = kls = (nc/ne)
1/2(1− nc/ne)

−1/2.
(3.15)
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Figure 3.1: Illustration of the standing wave field intensity for a plane wave
field normally incident on a plasma occupying the space x ≥ 0 with density
ne = 4nc, giving a skin-depth of kls ≈ 0.6. Note the discontinuity in the
gradient of the amplitude of the B field.

The full vector potential of the standing and evanescent wave can there-
fore be written asA⊥ = −iA(x)ê exp(−iωt) with the amplitude envelope

A(x) = 2A0 ×





sin(−kx+ ϕ), x < 0,(
nc
ne

)1/2
e−x/ls , x ≥ 0.

(3.16)

An example of the fields from such a standing wave is shown in Fig. 3.1,
where the normalized field intensity of E and B are plotted. Note the
discontinuity in the gradient of the B field amplitude at x = 0, which is
due to the discontinuity in j at the surface of the plasma.

The standing wave discussed above is what would arise from a laser
hitting a static plasma target, and we can use these calculations to gain a
few insights. First, the laser field penetrates the overcritical plasma over
a few skin depths, ls, where it has a possibility to impart energy onto
the electrons (mainly). Second, the on-target intensity, at the plasma
surface, is a factor (A1/A0)2 = 4nc/ne lower than the initial unaffected
laser intensity, which means that the higher the plasma density is, the
lower the field will be on the plasma surface as well as inside the skin
region.

While the model calculations above are useful to gain some insights,
in reality, however, the plasma is not static and will react to the laser
light. There are a couple of effects at play. First, in real laser systems,
the main laser pulse will be preceded by a parasitic prepulse, which is
often much longer than the main pulse. The prepulse will heat the
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plasma, causing the plasma pressure to increase and the plasma to hy-
drodynamically expand out into the vacuum region. Many laser plasmas
therefore have a region where the plasma density ramps up, called the
preplasma. There are various ways of minimizing the preplasma, but a
perfectly sharp plasma–vacuum boundary is not possible. Next, even if
the preplasma is minimized, rapid heating from the main pulse will also
dramatically increase the plasma pressure in the skin region, causing
plasma expansion which will also alter the laser–plasma interaction.

Radiation pressure and the laser piston

The hydrodynamic expansion out the front of the plasma due to the high
plasma pressure is, however, counteracted by the laser itself. Electromag-
netic waves have been known for almost 150 years to carry momentum
proportional to their intensity. As the laser pulse is either absorbed or
reflected, its momentum is transferred to the target acting as a radiation
pressure. The exact strength of the radiation pressure depends on the
reflected, transmitted and absorbed fractions of the laser pulse, but for
simplicity in the discussion here, we will assume that the pulse is fully
reflected. This is a fairly decent assumption for laser pulses normally
incident onto a highly overcritical (ne � nc) plasma.

For a plasma with a sharp boundary, as studied above in this section,
we can actually find the strength of the radiation pressure PR from the
ponderomotive force (3.7) generated by the evanescent field (3.12) inside
the plasma (Ch. 5.7, Macchi, 2013)

PR =

∞∫

0

neFPM(x) dx =
nee

2

2me

∞∫

0

− ∂

∂x

[
1
2A

2
1e−2x/ls

]
dx , (3.17)

where we have only considered the ponderomotive force on the electrons
due to the inverse-mass dependence of FPM; the additional factor 1/2
inside the brackets stem from the cycle average in the ponderomotive
force. Solving the integral and expanding A1 from (3.15) gives

PR =
nce

2A2
0

me
=

2I0

c
, (3.18)

where I0 is the intensity (3.4) of the incoming laser light. Note that this
expression for the radiation pressure is valid for any fully reflective target
at normal incidence.
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For the laser intensities considered in this thesis, the radiation pres-
sure far overpowers the electron pressure, and the laser pulse will push
the electrons deeper inside the target. The ions, which are much heav-
ier, are left behind, which sets up a charge separation layer at the target
surface. The charge separation creates an electrostatic field which, even-
tually, will start accelerating the ions as well. The electrostatic field also
acts to decelerate the electrons that are pushed by the radiation pres-
sure, and a steady state is reached where the laser acts as a piston flying
into the plasma at a constant velocity uP, and the momentum from the
laser is now transferred to the ions instead of the electrons.

The ions accelerated by the laser piston reach twice the velocity of the
piston 2uP, in a process very similar to electrostatic shock acceleration –
discussed further in paper A. In fact, if the piston is faster than the ion-
acoustic speed, uP > cs, the disturbance created by the piston can set up
an electrostatic shock wave that continues to propagate and accelerate
ions (Denavit, 1992; Silva et al., 2004), and is also observed in paper C.
The piston velocity, can be found though a simple momentum balance
between the rate of momentum gained by the accelerated ions, 2uPmi×
niuP (ignoring relativistic effects), and the radiation pressure PR, which
yields

uP =

( PR

2mini

)1/2

= a0c

(
Zimenc

mine

)1/2

= a0c
ω

ωp

(
Zime

mi

)1/2

, (3.19)

where a0 is the normalized amplitude (3.3) of the incoming laser light,
and where we have used the ion charge Zi to express ne = Zini. Note
that, in this picture, the ions accelerated by the piston, are the ones
that are in front of and subsequently hit by the laser piston; this model
does not account for the acceleration of the ions in the charge separation
layer behind the piston. For a more detailed (and relativistic) derivation
and discussion of such radiation pressure acceleration (RPA), see e.g.
(Macchi, 2013).

Various forms of RPA has been used for ion-acceleration, either via
the laser piston, also called hole-boring regime, at the target front sur-
face (Macchi et al., 2005; Robinson, 2011), or by accelerating ultra-thin
targets as a whole, in the so called light sail regime (Esirkepov et al.,
2004; Macchi, 2014). As mentioned, if the laser piston is supersonic,
it can create an electrostatic shock (Denavit, 1992; Silva et al., 2004;
Habara et al., 2004), which is another way of accelerating ions. Such
a formation, along with the subsequent decay, of an electrostatic shock
wave in highly collisional plasmas is studied in paper A.
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3.2 Laser-induced plasma heating

As discussed in the introduction to this thesis (§ 1.2), isochoric plasma
heating can be used to create and study warm/hot dense matter (W/HDM),
which has many further applications. In order to make these kinds
of studies, the plasma must first be heated, which means that energy
must be coupled from the laser to the plasma. In overcritical plasmas,
the interaction between the laser and the plasma mostly occurs in the
skin layer, which limits the efficiency with which the energy transfer
occurs. Over the years, various laser-plasma heating mechanisms have
been described, such as the anomalous skin effect (Weibel, 1967), de-
scribed in great detail by Rozmus & Tikhonchuk (1990), sheath inverse
bremsstrahlung (Catto & More, 1977), and not-so-resonant, resonant
heating (Brunel, 1987). Both these mechanisms are based on the fact
that electrons, coming from the inside of the plasma, are reflected back
by the strong electromagnetic fields with slightly more energy, thus car-
rying energy deeper inside the plasma.

The above effects are valid in sharp plasma–vacuum boundaries. If
instead the plasma has a long density ramp compared to the laser wave-
length, such that the laser penetrates the plasma in the gradient region,
the laser electric field – if it has a component normal to the plasma sur-
face – can drive longitudinal electron waves deeper inside the plasma in
what is called resonant absorption (Freidberg et al., 1972). Instead of
relying on the electric field, Kruer & Estabrook (1985) suggested that the
v ×B component of the Lorentz force – the amplitude of which varies
longitudinally along the plasma-density gradient – would also periodi-
cally direct electrons back into the plasma, setting up the same kind
of longitudinal electron waves; this mechanism is now known as j×B
heating. Similar to the j×B heating, but acting on plasmas with sharp
boundaries, the so called vacuum heating, described by Bauer & Mulser
(2007) and May et al. (2011), relies on reasonably fast electrons flying
out into the vacuum region, where they are subject to much stronger
fields. These electrons are energized by the electric field before they are
launched back into the plasma by the magnetic forces – as bunches of
high-energy electrons.

Because of the limited penetration depth of the laser light, many
laser-based isochoric heating experiments have exploited the high-energy
electrons generated through j×B or vacuum heating to heat the core of
the plasma (Martinolli et al., 2006; Chen et al., 2007; Nilson et al., 2010;
Pérez et al., 2010; Schönlein et al., 2016; Santos et al., 2017). The heat-
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ing of the plasma is caused by the interaction of the fast electrons with
the bulk plasma via various mechanisms. The most direct mechanism
is heating via collisions between the fast electrons and the background
plasma (Robinson et al., 2014); although, due to the decreasing col-
lisionality with temperature and particle energy, this mechanism gets
increasingly weaker for higher electron energies and as the plasma is
heated. When the fast electrons rush into the plasma, there is also a
return current of slower electrons to ensure quasi-neutrality; ohmic (col-
lisional) dissipation of this return current will also contribute to heat the
bulk plasma (Lovelace & Sudan, 1971; Guillory & Benford, 1972; Bell &
Kingham, 2003; Robinson et al., 2014). Lastly, since the fast electrons
come in bunches at twice the laser frequency, they can drive plasma
waves which are collisionally damped and dissipated as heat (Sherlock
et al., 2014).

Usually, however, the heating from fast electrons results in poor spa-
tial uniformity (Dervieux et al., 2015) and relatively slow thermalization
(∼ps). The slow thermalization of the fast electrons is simply a conse-
quence of the decreased effects of collisions at higher energies. However,
because some applications – such as verification of high-energy-density
(HED) atomic physics models (Hoarty et al., 2013a; Faussurier & Blan-
card, 2019) or HED states of matter models (Renaudin et al., 2003;
Nettelmann et al., 2008) – may require a well-thermalized, Maxwellian
plasma, the fast-electron methods may not be ideal since the timescale
for thermalization can be comparable to that of hydrodynamic expan-
sion. One of the motivations behind the work in paper B was to examine
a way of generating well-thermalized, solid-density plasmas.
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This is the key of modern science and is the
beginning of the true understanding of nature.
This idea. That to look at the things, to record the
details, and to hope that in the information thus
obtained, may lie a clue to one or another of a
possible theoretical interpretation.

Richard Feynman (1964)

Chapter 4

Plasma diagnostics using
attosecond pulses

In the previous chapter, we have had a short review of some of the
aspects of the interaction between a high-intensity laser and a plasma,
both analytically and numerically. In this chapter, we will discuss the
final research topic covered in this thesis: diagnosing the laser plasma.
In particular we will discuss the techniques presented in papersD and E,
which both concern the use of short-duration extreme-ultraviolet (XUV)
pulses to measure the density of a solid-density plasma. In paper D, the
dispersion of such a pulse, as it passes through the plasma, is used to infer
non-localized information about the electron-density profile along the
path of the XUV pulse. While in paper E, we employ stimulated Raman
scattering, which occurs between two counterpropagating laser beams,
to devise a method that allows for localized, in-depth measurements of
the electron density.

4.1 Diagnosing electron density with dispersion

We have seen how the plasma density – through the plasma frequency –
affects the laser propagation properties through the plasma. The most
prominent effect is if the plasma frequency is higher than that of the laser,
then the laser pulse cannot propagate through the plasma. However,
even if the plasma is undercritical, and thus transparent to the laser light,
the pulse is still affected by the plasma. In particular, the dispersion
relation (2.16) shows that the speed of propagation will be frequency
dependent, thus causing dispersion. The dispersion of the pulse depends
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on the plasma frequency ω̃p, so a natural question to ask is if we can solve
the inverse problem: Given a pulse that has been dispersed a certain
amount, can we infer any information about ω̃p? This is the topic of
paper D.
In this section, we will present some details on how to measure and quan-
tify dispersion, especially how to handle the complications that arise in
the numerical treatment due to the finite step size. Then we present a
short overview of the pseudo-spectral wave solver, that can be used to
compute the wave propagation with minimal phase shifts due to numer-
ical errors – numerical dispersion.

4.1.1 Quantifying dispersion using group delay

Our casual understanding of dispersion is that when different frequency
components of a pulse propagate at different velocities, they fall out of
phase with each other, thus spreading out the pulse, see Fig. 4.1(a). In
order to then use the dispersion as a diagnostic, we must be able to quan-
tify it in a manner that is also practical for experimental measurements.
On a more formal mathematical basis, the dispersion affects the complex
phase of the Fourier transform of the pulse. It is, however, impossible to
measure the absolute phase of the Fourier transform, φ, except wrapped
on the interval 0 to 2π. This phenomenon is illustrated in Fig. 4.1(b),
and we can conclude that this representation of φ is not particularly use-
ful for a human observer, even though the phase information contained
in this representation is sufficient to exactly reconstruct the real-space
waveform. There are, however, phase-unwrapping methods available,
and one such technique used here is based on the so-called relative group
delay,

τ ≡ ∂φ

∂ω
, (4.1)

which is a measure of the delay of each frequency component relative to
each other. Since the group delay is based on the rate of change of φ,
there is no need to know the absolute phase φ, and we obtain a much
clearer picture of the effects of dispersion, as illustrated in Fig. 4.1(c).

In the concrete problem that we solve in paperD, we need to compare
the group delays of the initial and transmitted attosecond pulses, which
are numerically computed. In this discrete case, the real-space field,
E(x), is linked to its discrete Fourier spectrum, Êk, through

E(x; t) =
∑

k

Êk(t)e
ikx, (4.2)
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Figure 4.1: Illustration of the effects of dispersion. (a) The real space field E,
normalized to the envelope peak amplitude E0, before (blue) and after (red)
propagation through a plasma slab. (b) The phase angle φk of the different
wavenumber components. Because the values are wrapped onto the interval 0
to 2π, it becomes very difficult to deduce any information about the dispersion
from this representation. (c) The group delay τk (solid lines), normalized with
the central frequency ω1, and spectral intensity |Ê|2 (dotted lines), normalized
to that of the central frequency |Ê1|2. Comparing the group delays before
(blue) and after (red) propagation through a plasma slab.

where the sum is taken in discrete wavenumber steps ∆k = 2π/L with L
being the length of the numerical box. The complex spectral phase Pk =
Êk/|Êk| = exp[iφk] can easily be obtained from the Fourier spectrum,
but, as illustrated in Fig. 4.1(b), it is non-trivial to correctly unwrap φk
if taken directly from Pk, and therefore difficult to calculate the rate of
change in φk directly. We can instead consider

ψk =
∆Pk

iPk
=

Pk+∆k −Pk

iPk
= sin(∆φk)− i

[
1− cos(∆φk)

]
, (4.3)

which provides a way of extracting ∆φk = φk+∆k − φk. Note that ψk is
also a periodic expression, and hence potentially suffers the same prob-
lems as Pk. However, since ψk is 2π periodic in ∆φk, we can mitigate the
periodicity-induced ambiguity by choosing a sufficiently large numerical
resolution so that |∆φk| � π. Finally, to calculate the discrete group
delay, we can simply use τk = ∆φk/(c∆k).

In the above treatment, we have used the spatial, rather than tempo-
ral, Fourier transform – for reasons that will be apparent in the following
subsection. Because of this choice of transform, there is one more effect
on the phases that we must consider in the numerical treatment: that
of the pulse position relative to the simulation box. This effect can be
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understood in terms of vacuum propagation, where the pulse is simply
advected, without any dispersion or changes to the shape of the pulse.
If a pulse with real-space waveform E(x; 0) at time t = 0 propagates (in
the positive x direction) through vacuum for a time t, the propagated
waveform is described by E(x; t) = E(x − ct; 0), which in the spatial
Fourier spectrum entails a shift in each phase by e−ikct. In paper D
we compensate for this vacuum-propagation phase shift by multiplying
each wavenumber component e+ikct in order to be able to compare the
transmitted (propagated) and initial pulses.

4.1.2 The pseudo-spectral wave solver

The goal when creating a synthetic dispersion diagnostic is to accu-
rately simulate the propagation of the attosecond XUV pulse through the
plasma, especially the phases of each frequency component. It is there-
fore important to eliminate so called numerical dispersion, which is un-
physical dispersion caused by numerical errors in the partial-differential-
equation (PDE) solver – in our case the PDE of interest is the wave
equation (2.14). Most PIC codes employ so called finite-difference time-
domain (FDTD) Maxwell solvers, due to their relative simplicity and
suitability for the temporally and spatially varying charge and current
densities. These FDTD solvers are however susceptible to numerical dis-
persion. While there exits various FDTD methods that try to combat
the effects of numerical dispersion (Nuter et al., 2014), none of them
are suitable for our purposes as the resolution requirements would be
prohibitively high.

An alternative to FDTD are spectral solvers where we solve the time
evolution of each spectral component separately. We can use the same
transform (4.2) on A(x; t) 7→ Âk(t) and ω̃2

p(x; t) 7→ ω̂2
p,k(t), to trans-

form the wave equation (2.14) into a set of coupled ordinary differential
equations for each spectral component

∂2Âk
∂t2

+ c2k2Âk = −
∑

k′

ω̂2
p,k′(t) Âk−k′(t). (4.4)

Since these are non-stiff ordinary differential equations, there are numer-
ous highly accurate numerical methods available that can be used to find
the solutions. Importantly, since the time evolution of each frequency
component is accurately calculated, there is virtually no numerical dis-
persion with a spectral solver.
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One issue with the spectral solver is the convolution on the right-hand
side of (4.4) that couples every frequency component to each other, which
can be very costly computationally. Instead of performing the costly
convolution in each time step, the process can be sped up by utilizing
the fast-Fourier-transform (FFT) algorithm, whereby ω̂2

p,k and Âk are
first individually transformed to real space and multiplied before being
transformed back to wavenumber space as a single source term. When
done this way, the method is called pseudo-spectral, since it involves
operations in real space. In practice, for our purposes in paperD, ω̃2

p(x; t)
is already given in real space, so there is never a need to transform it
individually.

While the pseudo-spectral solver can be very powerful at solving the
wave equation, and pseudo-spectral PIC solvers have gained interest in
recent years (Yu et al., 2014; Lehe et al., 2016; Blaclard et al., 2017; Jalas
et al., 2017), there are also some drawbacks that make its use less frequent
in PIC codes than FDTD methods. Firstly the method is significantly
more costly than FDTD, even with the speedup granted by the FFT-
base convolution. Next, the FDTD is much simpler to implement than
any spectral solver – a reason which cannot be understated with respect
to the relative frequency of use – and FDTD more readily lends itself to
the PIC loop, where the real-space fields are used to push the particles,
and the current and charge densities enter the FDTD scheme without
complicated alterations. Finally, the spectral method requires a periodic
domain, which may not suit all simulation cases. There are methods
that can be used for non-periodic domains, but they risk introducing
aliasing or spectral leakage, which then defeats the purpose of a spectral
solver – the high accuracy.

4.2 Using stimulated Raman scattering to mea-
sure density

Another method for measuring the electron density in a plasma consid-
ered in this thesis uses stimulated Raman scattering (SRS). The SRS
mechanism relies on the scattering of a pump laser pulse against Lang-
muir electron waves. Although, as was alluded to in § 3.1.2, a single
electromagnetic wave cannot effectively induce such electron waves. The
driving term on the right-hand side of (3.11) is far from resonant with
the electron wave. However, as that driving term has an A2

⊥ dependence,
if there are two waves with different frequencies present – e.g. by adding
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a so called seed pulse – the square term will cause frequency mixing that
can drive an electron wave. Or in other words, if the beating frequency
between the two waves are close to the plasma frequency, that beating
can induce electron waves.

The theory of SRS, based on a three-wave interaction, was developed
by Forslund, Kindel & Lindman (1975), and detailed accounts of this
theory can be found in text books on laser–plasma interactions, e.g.
the one by Kruer (2003). For our purposes, we will only note that the
phase-matching condition that arises from the cross term of A2

⊥ in (3.11)
becomes

ω0 − ω1 = ωe ≈ ωp,0 and k0 + k1 = ke, (4.5)

where ω0,1 and k0,1 are the frequencies and wave vectors of the pump
(0) and seed (1) laser pulses, respectively; ωe and ke are the frequency
and wave vector of the induced electron wave, respectively, and ωp,0 is
the unperturbed plasma frequency. While the phase-matching condition
(4.5) is stated for a 3D (or 2D) geometry, we will only consider the 1D
case in this thesis. Therefore, further considering the condition that the
phase velocities of the electron wave and the pump–seed beating should
match, it is possible to conclude that k0 and k1 must have different signs,
i.e. that the waves must be counterpropagating.

Since the phase-matching condition (4.5) determines the optimal
frequency shift ∆ω = ω0 − ω1 with the strongest SRS coupling, and
∆ω ≈ ωp,0 ∝ n

1/2
e , it becomes possible to use this relation to gauge the

electron density ne. Indeed this density-measurement scheme was pro-
posed by Jang et al. (2008), and experimentally demonstrated by Vieux
et al. (2013) using short duration optical-frequency laser pulses. In or-
der for this method to work, the bandwidth of the seed and pump pulses
must be wide. Because if two monochromatic pulses are used, it is im-
possible to determine the optimum frequency shift ∆ω unless it is swept
over several shots.

If broad-band seed and pump pulses are used, we find that the SRS
interaction can cause the spectrum of the pump pulse to be imprinted
onto the seed pulse, with a frequency shift ∆ω ≈ ωp,0. Note here the
conceptual change of perspective with respect to ∆ω. Before, ∆ω was
a part of the phase-matching condition to reach an optimal coupling
between the Langmuir and electromagnetic waves. Whereas, now, with
broad-band pump and seed pulses, ∆ω represents a frequency shift ob-
served when the spectrum of the pump pulse is imprinted onto that of
the seed pulse. Now, by comparing the spectra of the pump pulse and
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Figure 4.2: The real-space waveforms (a) and their corresponding spectra (b),
illustrating of the spectral fringes that occurs in a pulse train. The single
pulse (black dashed lines) has a continuous spectrum, where as the two- (solid
red lines) and four-pulse (dotted green lines) trains have very distinct spectral
fringes. The longer the train is the narrower the fringes become.

the amplified seed pulse, it is possible to determine ∆ω ≈ ωp,0 and hence
the electron density ne in the region of the SRS interaction.

There is, however, an apparent problem with using broad-band seed
and pump pulses. The accuracy of the value of ∆ω, and thereby also ne,
is determined by the widths of the spectral peaks – a wider peak results
in a lower accuracy in the measured density. One possible solution to this
problem, that we demonstrate in paper E, is to use a train of pulse as the
pump. Each individual pulse in the train can have a very short duration,
and thereby cover a broad spectral band, but when combined in a pulse
train, the spectrum develops fringes, as shown in Fig. 4.2. This type of
pulse trains naturally arise in high-order harmonic generation (HHG),
and the XUV frequencies that are generated in this manner makes it
possible to probe solid-density plasmas. Note however, that the seed
should be an isolated pulse, as the continuous spectrum of the isolated
pulse provides a good background onto which the pump spectrum can
be imprinted.

When the spectrum of a pulse train is imprinted onto the ampli-
fied seed pulse, the accuracy of the frequency shift ∆ω is determined
by the width of the spectral fringes, which is much narrower than the
bandwidth covered by the pulse train spectrum. The spectral width of
the fringes is determined by the number of pulses in the pulse train – a
longer train results in narrower fringes. It is, however, not necessarily
desirable to have excessively long pulse trains, as that negatively impacts
another desirable feature of SRS-based density diagnostic, namely that
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this technique provides a localized measurement. Since the SRS mecha-
nism require both the pump and seed pulses, the SRS process will only
occur in the region where the pump and seed interact. It is therefore
possible to control at which depth in the plasma the electron density is
measured, which is not possible in most other diagnostic techniques, e.g.
the dispersion diagnostics of paper D.

Another aspect of having excessively long pulse-train pumps is that if
the seed is amplified beyond a certain amplitude, the SRS interaction can
become non-linear (Chen et al., 2007; Trines et al., 2020). This regime
is well suited for producing short-duration high-intensity pulses (Trines
et al., 2011a,b; Weber et al., 2013). However, for density-measurement
purposes, in the non-linear amplification regime, which includes com-
pression of the seed pulse, the spectral details are lost (paper E). The
amplitudes of the seed and pump pulses should therefore be chosen such
that the SRS interaction stays in the linear regime. If HHG in gas tar-
gets is used to generate the seed and pump pulses, the risk of reaching
the non-linear SRS regime is minimal.
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The Road goes ever on and on
Down from the door where it began.
Now far ahead the Road has gone,
And I must follow, if I can,
Pursuing it with eager feet,
Until it joins some larger way
Where many paths and errands meet.
And whither then? I cannot say.
Bilbo’s song, from The Lord of the Rings

Chapter 5

Summary and outlook

In the previous chapters, the focus has been on the underlying physics.
In this chapter, we will instead, focus on and summarize the content of
the papers and give an outlook of possible directions of future research
on the topics covered.

5.1 Summary of papers

The themes of the included papers, can be divided into two categories.
In the first category, we find papersA through C, which study collisional
effects in laser-plasma settings – laser-plasma heating and electrostatic
shocks. In the second category, with papers D and E, we present two
plasma diagnostic methods based on attosecond XUV laser pulses.

In paper A, we expand upon a semi-analytical model from Cairns et al.
(2014, 2015) and Pusztai et al. (2018), to include velocity diffusion due to
ion–ion collisions in a single-ion-species plasma. The model is based upon
a perturbative treatment in the smallness of the collisionality, νλD/cs �
1, and is thus only suitable for electrostatic shocks in rather weakly
collisional plasmas, such as space plasmas and perhaps low-density (gas-
jet) laser-target plasmas.

The collisional velocity diffusion causes ions to enter regions of phase
space where they become trapped due to the electrostatic potential oscil-
lation in the shock downstream. The accumulation of ions in the trapped
regions upsets the charge balance of the electrostatic shock, causing the
downstream oscillations to grow. Since shocks can be long-lived – es-
pecially in space plasmas – and the effect of the collisional diffusion is
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cumulative, and collisions can become important for the shock dynamics,
even though the collisionality is very weak.

As a complement to the semi-analytical model, we also performed
kinetic simulation using the Vlasov–Maxwell solver in the Gkeyll code
framework. At the time, Gkeyll only had support for the Dougherty (or
Lenard–Bernstein) operator, which lacks the velocity dependence that
the Fokker–Planck operator. The consequence was that the collisional
coupling between populations separated by a large velocity difference
became artificially strong, which quickly broke down the shock structure.
These results show a cautionary example on the importance of choosing
a collision operator suited for the situation being modeled.

In paper B, we revisit inverse bremsstrahlung as a possible energy-
absorption mechanism for an ultraintense and ultrashort laser pulse hit-
ting a solid copper target, using the Smilei particle-in-cell simulations.
The electrons are heated to temperatures of several keV. By using a
circularly polarized laser pulse, the number of high-energy electrons is
reduced compared to linear polarization, which in turn leads to a faster
thermalization of the electrons. The creation of well-thermalized, hot
and dense plasmas is attractive for warm-dense-matter studies. From
comparisons to simulations with collisions disabled, we find that inverse
bremsstrahlung is responsible for most of the energy absorption.

A crucial element as to why collisions become important is the fact
that the copper plasma was ionized to a relatively high level of Z∗ = 27.
To test this assumed ionization level, an additional simulation was per-
formed, where the ionization of the individual macro-particle ions was
self-consistently simulated, using both collisional impact ionization and
field ionization. In this simulation, the laser field quickly ionizes the
skin-layer ions to Z∗ & 20, and collisional impact ionization then grad-
ually brings up the ionization level to Z∗ ' 27 in the whole plasma,
which justifies the assumed Z∗ = 27 in the other simulations. Impor-
tantly, since the ionization quickly reaches relatively high levels in the
skin region, where the absorption happens, the absorbed energy becomes
comparable to that of the fixed-ionization simulation.

Collisional absorption was also studied with respect to variations in
the laser parameters through a wide scan in laser intensity and pulse
duration. A power-law scaling is found, and the absorption efficiency is
found to scale as (pulse amplitude)−0.52 × (pulse duration)0.13. There-
fore, at fixed laser pulse energy, increasing the pulse duration rather than
the intensity leads to a higher electron temperature. Furthermore, the
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collisional absorption was also tested against transverse plasma insta-
bilities by performing a two-dimensional simulation, which showed very
similar behavior as its one-dimensional counterpart.

In paper C, we investigate the impact of collisions on the ion dynam-
ics in solid density caesium hydride and copper targets irradiated by
high-intensity and ultrashort-duration circularly polarized laser pulses.
As in paper B, the study was performed using particle-in-cell simula-
tions employing the Smilei PIC code. Since both target materials have
a relatively high Z∗, collisions significantly enhance the electron heat-
ing, as discussed in paper B, which creates more favorable conditions
for shock formation. In comparison, simulations made without collisions
show signs of a shock as well, although with much lower speed and am-
plitude than the corresponding collisional simulations.

In the caesium hydride (CsH) target, the protons are favored in the
shock reflection mechanism due to their high charge-to-mass ratio. With
the copper targets, we find that the lack of embedded protons results
in the launch of a shock-like perturbation which initially is not capable
of reflecting ions. With both target materials, after the first few ions
are reflected, collisional heating between the reflected and incoming up-
stream ion populations play an important role in steadily increasing the
fraction of reflected ions. This self-amplification leads to the shock ion
reflection bootstrapping itself. At later times, the energy lost by the
shock to the increasing fraction of reflected ions results in a demise of
the shock, which transforms into a hydrodynamic blast wave.

In paper D, we present a new technique for diagnosing the electron
density of a solid-density plasma, based on the dispersion of an attosec-
ond XUV pulse. Since the propagation of an electromagnetic wave in
an undercritical plasma is affected by the plasma frequency ωp, which
in turn depends on the electron density ne, it is possible to infer infor-
mation about the plasma density based on the relative phases of the
frequency components in the dispersed laser pulse. By using attosec-
ond XUV pulses, we are able to probe solid-density plasmas, and the
few-cycle duration of the pulse results in a broad spectrum over which
dispersion can act, giving more available dispersion data that can be
used to infer more information about the plasmas. The technique was
inspired by the work by López-Martens et al. (2005), wherein the nat-
urally arising chirp of attosecond pulses generated through HHG was
counteracted through dispersion in an aluminium foil. However, instead
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of using a chosen dispersive medium to alter the pulse into a desired
shape, we use the altered shape of the pulse to determine properties of
the dispersive medium.

In our paper, we present the dispersion diagnostic as a synthetic di-
agnostic that can be used on the output of a PIC simulation. However,
the experimental techniques RABBIT (Paul et al., 2001) and attosecond
streak-camera (Itatani et al., 2002) make it possible to apply our diag-
nostic technique in experiments as well. If that is done, the dispersion
obtain in the experiment can then be compared to the synthetic diag-
nostic from the PIC simulation, in order to validate the PIC code or the
experimental setup. For instance, this diagnostic can be used to gauge
the height of a density peak in a shock wave, which may be significantly
affected by the strength of collisions, as we saw with the issue of different
PIC collision models raised in paper C.

Since the synthetic dispersion diagnostic relies on the dispersion of
the probe pulse, we must be careful in the way that the propagation of
the probe is computed. Many numerical schemes for solving partial dif-
ferential equations suffer from numerical dispersion; notably, the finite
difference methods used in most PIC codes suffer from numerical disper-
sion. It is therefore not possible to just use the normal PIC approach
when we want to compute the probe-pulse dispersion here, unless the
resolution is increased far beyond what is normally used to resolve a cer-
tain pulse. We, instead, use a pseudo-spectral solver, which is essentially
free of numerical dispersion, to calculate the propagation of the probe
pulse, based on the plasma profile obtained form an separate PIC simu-
lation. In other words, the physics is simulated with PIC, and then the
dispersion diagnostics is computed externally, with the pseudo-spectral
solver. Not only does this significantly reduce the numerical cost, it also
allows us to study arbitrarily many different probe pulses for the same
physics simulation – which is often the most computationally demanding
step.

In paper E, we study how XUV pulse trains can be used in stimulated
Raman scattering (SRS), and in doing so we continue on the trail of using
XUV pulses to diagnose solid-density plasmas. In SRS, the interaction
between a seed pulse and a counterpropagating pump pulse in a plasma,
which induces a plasma electron wave, results in an energy transfer from
the pump to the seed pulse. Normally, the SRS interaction is well un-
derstood for single seed and pump pulses, but it is not obvious how the
interaction should work if the pump pulse is replaced by a train of short
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pulses, e.g. as generated in different HHG schemes. We have therefore
studied the amplification of a single attosecond XUV seed pulse with an
XUV pulse-train pump through SRS.

Initially, we investigated the use of pulse-train SRS to amplify iso-
lated attosecond pulses, because of the limited availability of suitable
pump pulses in the XUV frequency range. Our simulations show that
it is possible to use pulse-train pumps to amplify short-duration seed
pulses, despite the broad spectral width of both the seed and pump. In
order to reach an efficient non-linear amplification regime, the amplitude
of the pulse-train pump should be a0 & 0.2. However, the amplitude of
the amplified seed pulse saturates when it reaches that of the pump,
which is not the case when comparable flat-top pump pulses were used.
The amplitude saturation is mostly due to spontaneous Raman scat-
tering interfering with the stimulated scattering and also depleting the
pump of energy prematurely. Spontaneous Raman scattering is found to
affect the pulse-train more than the flat-top pump due to the broader
spectral range of the pulse train.

If the linear SRS regime, the amplification is not as efficient, but the
result can instead be used as an electron-density diagnostic. Since the
seed and pump pulses interact via an induced electron wave, the SRS
interaction is strongest if the seed and pump frequencies have an offset
equal to the plasma frequency. It is therefore possible to imprint the
spectrum of the pump pulse(s) onto the amplified-seed pulse with a fre-
quency shift ∆ω = ωp. Thus, by comparing the spectra of the pump and
the amplified-seed pulses, it becomes possible to deduce the local plasma
density. Like in paper D, the use of XUV frequencies allows for the
probing of solid-density plasmas. Furthermore, since the spectrum of a
pulse train is highly peaked, the spectral imprint on the amplified pulse
can be very clear and give a precise value of ∆ω, which allow for a high
accuracy in the density measurement. However, unlike other schemes,
such as transmission spectroscopy, wavefront sensing, and the dispersion
diagnostic in paperD, which give a line-of-sight integrated measurement,
this SRS diagnostics scheme provides a longitudinally resolved measure-
ment of the electron density at the site of the SRS interaction.

5.2 Outlook

Beginning with the use of inverse bremsstrahlung for isochoric heating
in paper B, there are a number of parameters and settings which were
left out from the study. For instance, the laser–plasma interaction can
change quite drastically depending on the plasma-density profile at the
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target front surface. It would therefore be valuable to study the sensi-
tivity of inverse bremsstrahlung heating with respect to the preplasma
size – both in terms of energy-absorption efficiency and how it affects the
thermalization of the electrons. Preliminary simulations indicate that
the absorption efficiency is negatively affected by including a preplasma
for circularly polarized lases pulses.

In addressing ionization, we found that ionization injection of elec-
trons into the vacuum region with strong laser fields impacts the ther-
malization of the plasma. While this does not detract from the statement
that circular polarization (CP) produces a more thermalized plasma than
linear polarization (LP) – since the same ionization injection would hap-
pen with LP as well – this generation of high-energy electrons might
be considered for other applications where such electrons are desirable.
In general, the effect and dynamics of field ionization as a fast electron
source has received little research attention and could be studied more
thoroughly, not only in the context of laser absorption.

From a broader perspective, the collisional heating could be studied
in combination with more exotic targets. For example, only using a
layered target, with a high-Z∗ material in the front to provide electron
heating, combined with another material optimized for other purposes,
such as to produce electrostatic shocks. Since electrostatic shocks require
a high electron temperature, but also more preferably accelerate protons,
the heating from a thin (tens of nanometers) copper target could perhaps
be combined with a plastic target in order to generate a stronger (proton-
accelerating) shock than either of the target materials on their own.

Continuing with the semi-analytical studies of electrostatic shocks in
paperA. While this study of velocity diffusion leads to some more general
conclusions about the effects of collisions on the shocks, our description
is restricted to one type of collisions, and only in a limited region of
phase space. There is still room for further analytical developments,
such as multi-species collisions or considering the effects of collisional
friction between the incoming and reflected ions, especially with respect
to the observations of self-amplifying ion reflection made in paper C.
Both cases would require improving the model to capture the effect of a
varying collision frequency. The latter case would furthermore require a
refinement with a velocity dependent collision frequency; the effects of
which could also be studied with respect to the diffusion and trapping
in the downstream region.
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Next, we consider the simulation study in paper C, of the collisional
effects on the ion and shock dynamics. Like with paper B, further
studies on the sensitivity of the problem to its dimensionality would
be valuable. Electrostatic shocks are indeed expected to be highly sen-
sitive to transverse non-uniformities, in particular due to the develop-
ment of the strongly oblique ion–ion instability (Dieckmann et al., 2013).
Thanks to the similarities, the simulations required can likely be shared
with those required to study higher-dimensional effects to the inverse
bremsstrahlung heating.

It would be interesting to study the effects of collisions in a slightly
weaker collisionality regime, such as lower-charge materials. In fact,
from a scan in Z∗ (artificially chosen at four fixed values) performed for
paper B, we can find qualitatively different shock behaviors likely due
to variations in the plasma collisionality with Z∗. A closer examination
throughout the range of collisionality could shed light on the plasma
conditions for which collisions can be neglected in shock studies. In
addition, one could investigate the impact of the laser parameters and
the plasma density profile.

Regarding the dispersion-based diagnostic presented in paper D, there
are a number of interesting possibilities for further investigation; the
most interesting of which would be to experimentally test this method
in a laser-plasma experiment. That could be done in a setup like the
example of a thin-foil target presented in the paper, or perhaps mea-
suring the density of the expanding plasma pule in front of or behind
a laser target. Note that, while we presented the dispersion diagnos-
tic using a single attosecond probe pulse, it is just as possible to use
an attosecond pulse-train probe, the latter being much easier to create
experimentally. With that said, using this diagnostics method on solid
target might prove experimentally challenging due to the large number
of repetitions required to accurately measure the relative group delays
of the probe.

The alternative to solid target is gas-jet targets, which allow a much
higher repetition rate, but the low density means that the dispersion of
the XUV probe is low and the diagnostic becomes ineffective. We have
performed preliminary studies on the use of the dispersion diagnostic on
LWFA plasmas, but with poor results when using a single attosecond
probe pulse. However, if two or more probe pulses are used in a pulse
train, differential dispersion due to different pulses experiencing different
electron densities can lead to shifts in the pulse-train spectrum, which

63



5. Summary and outlook

can easily be detected experimentally. This possible avenue of research
is especially interesting since (i) it allows for rapid repetition rates; (ii)
it will be easier to perform experimentally, both because the pulse-train
probe is simpler to generate than a single attosecond pulse and that the
spectral shifts are easier to detect than the group delays; and (iii) it has
a concrete application in diagnosing LWFA plasmas.

Finally, the studies of pulse-train SRS in paper E are far from exhaus-
tive. It would be interesting to further investigate the diagnostic power
of the spectral imprinting that we saw, e.g. in non-homogeneous plas-
mas or perhaps using a pulse-train seed as well as pump. Besides further
simulation studies, it would also be interesting –and likely not too dif-
ficult – to investigate if the well understood theory for monochromatic
SRS can be generalized to the broad-spectrum pulse that we consider
here. Better theoretical understanding of the nature of broad-spectrum
SRS, could help guide further development of this diagnostic technique.
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