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Abstract
Future generations of robots, such as service robots that support humans
with household tasks, will be a pervasive part of our daily lives. The hu-
man’s ability to understand the decision-making process of robots is thereby
considered to be crucial for establishing trust-based and efficient interactions
between humans and robots. In this thesis, we present several interpretable
and explainable decision-making methods that aim to improve the human’s
understanding of a robot’s actions, with a particular focus on the explanation
of why robot failures were committed.

In this thesis, we consider different types of failures, such as task recognition
errors and task execution failures. Our first goal is an interpretable approach
to learning from human demonstrations (LfD), which is essential for robots
to learn new tasks without the time-consuming trial-and-error learning pro-
cess. Our proposed method deals with the challenge of transferring human
demonstrations to robots by an automated generation of symbolic planning
operators based on interpretable decision trees. Our second goal is the pre-
diction, explanation, and prevention of robot task execution failures based
on causal models of the environment. Our contribution towards the second
goal is a causal-based method that finds contrastive explanations for robot
execution failures, which enables robots to predict, explain and prevent even
timely shifted action failures (e.g., the current action was successful but will
negatively affect the success of future actions). Since learning causal models
is data-intensive, our final goal is to improve the data efficiency by utilizing
prior experience. This investigation aims to help robots learn causal models
faster, enabling them to provide failure explanations at the cost of fewer action
execution experiments.

In the future, we will work on scaling up the presented methods to generalize
to more complex, human-centered applications.

Keywords: Failure explanation, Explainability, Interpretability, Causality
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CHAPTER 1

Introduction

Future generations of robots will be a pervasive part of our daily lives [1], [2].
Service robots are envisioned to help humans in our homes with daily activities
such as folding laundry [3] or washing the dishes [4], transporting laboratory
specimens in hospitals [5], [6], or even providing care for the elderly [7] and
rehabilitation for stroke patients [8]. There is also an increasing interest in
collaborative robots in assembly lines and workshops that should support
human workers in strenuous tasks with negative consequences on the workers’
health [9], [10]. To establish trust-based and efficient interactions between
humans and robots, one of the emerging challenges is the human’s ability to
understand the decision-making process of the robots. Robots have different
physiology and move differently than humans, which makes it more difficult to
interpret the robots’ intentions [11]. For that reason, the field of explainable
artificial intelligence (XAI) has experienced a significant boost of interest over
the last few years [2], [12].

Two essential keywords in XAI are interpretability and explainability. Inter-
pretable systems generate decisions based on humanly understandable rules,
whereas explainability refers to explicit explanations and justifications of the
decisions and actions [13]. These objectives are important for various reasons:
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Chapter 1 Introduction

it has been shown that humans tend to assume that robots have mental states
and, therefore, naturally try to understand the rationale for the robot’s ac-
tions from a human perspective [2]. If the robots’ actions are not explainable,
there could be an incoherence between the human’s explanation and the in-
ternal stance of the robot. This incoherence raises the risk of self-deception,
may degrade the interaction quality, and, in the worst case, the user’s safety
could be at risk [2]. Furthermore, robots that autonomously perform complex
tasks in unstructured environments such as homes or hospitals are prone to
mistakes, just as any human being. However, humans have the capability to
reflect upon mistakes and reason about what went wrong, which helps them
to learn and improve in the future. Moreover, humans can communicate and
justify their actions. That is a crucial part of human interactions and is par-
ticularly important when failures have occured [13], [14]. Explainability was
shown to be fundamental to fostering trust, acceptance, and motivation to en-
gage with robots [15]–[18], whereas misunderstanding the intentions of robots
creates discomfort and confusion [2]. Finally, robots that have failed might
need the assistance of everyday users to recover, which is difficult without an
understanding of why the robot has failed [19]–[21]. The objectives of inter-
pretability and explainability are of particular importance in the light that
most of the people envisioned to interact with robots are not robot experts
but everyday users such as the elderly, nurses, or simply people at home [19].

In this thesis, we present interpretable and explainable learning and decision-
making methods that should accommodate different types of robot failures. In
the beginning, we present an interpretable approach to learning from human
demonstration (LfD). LfD is considered to be an essential tool for autonomous
robots to continuously extend their capabilities by learning new tasks when
required [22]. Moreover, interpretability is crucial since we have a human in
the loop (as a teacher and demonstrator of the task). In the second part of
this thesis, we focus on robot execution failures. We present methods that
allow robots to predict, explain and prevent execution failures.

1.1 Research goals and contributions
Enabling humans to better understand the robots’ decision-making process
and actions led to our objective to investigate methods that allow for ex-
plainable and interpretable decision-making for robotic tasks. In the
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1.1 Research goals and contributions

following paragraphs, I derive a series of goals and introduce our contributions
to solving these challenges.

Goal 1: Life-long learning (or learning from demonstration)
Robots that are deployed in environments such as homes are likely to en-
counter situations that require them to learn new tasks, such as setting the
table or cleaning the kitchen. Thus, my first goal is to provide robots with
the functionality to learn how to achieve these tasks, while being able to con-
nect and reuse previous experiences to the newly collected knowledge. This
knowledge should be shareable among robots with different embodiments, and
it should be possible to flexibly apply this knowledge in different situations.
There are multiple ways to learn, but LfD is essential for humans of all ages
to acquire new tasks without the time-consuming process of trial-and-error
learning [22]. We, therefore, aim to provide robots with similar learning ca-
pabilities. Since we have a human teacher in the loop, it will be crucial for
humans to understand what the robot has learned from the demonstrations,
which motivates the objective of using interpretable learning methods. We,
therefore, formulate the following research question:

RQ1: How can a robot learn a task in a flexible, robot-agnostic, and inter-
pretable manner by observing a human demonstration of the task?

Goal 2: Explanation of a robot’s actions
Explaining one’s actions is one of the most fundamental interactions between
humans [23]. This ability is particularly crucial when we encounter failures and
plays a crucial role in achieving trust, acceptance, and efficient interactions
with robots. Explaining failures is typically linked to the concept of causality.
Specifically challenging are situations where a current action is considered
successful but could negatively affect future actions, which we refer to as
timely shifted action effects. Therefore another goal of this thesis is to collect
causal knowledge from the environment with the purpose of understanding
and explaining robot task failures. This goal motivated the formulation of the
following research questions:

RQ2: How can we reliably detect cause-effect relationships in robot tasks in-
volving timely shifted and erroneous action effects?

5



Chapter 1 Introduction

RQ3: How can robots predict, explain and prevent failures?

RQ4: How can robots transfer knowledge in the form of causal models from
one task to another?

Methods and contributions
Semantic-based method for automated generation of robotic planning
domains from human demonstrations

End-to-end learning from human demonstration approaches are typically not
robot agnostic or robust to unexpected events during the task execution [24]
(e.g., the carried object drops out of the robot gripper). Instead, our approach
is, therefore, to break down a task demonstration into several sub-steps and in-
fer the intention behind each step by observing the user’s hand activities. Each
detected action is then collected in the form of planning operators. Planning
operators describe under which circumstances the action can be successfully
executed and what the resulting outcome will look like. Then, based on the
collection of these planning operators, the robot can generate high-level, sym-
bolic action plans, which will guide it to solve the demonstrated tasks. The
collection of planning operators can be continuously expanded and used to
plan for novel tasks which have not been demonstrated. Moreover, since the
description of these planning operators is based on symbols, the actions and
generated action plans are human-understandable. For example, one condi-
tion for being able to execute the action Take might be objectIsGraspable.

• Our main contribution is to associate the timely segmented and classified
hand activities from the human demonstrations with changes in the
environment and capture the obtained actions in the form of high-level
planning operators. This method is presented in Paper A.

Causal-based method for explaining and preventing robot failures

Papers B and C discuss our approach to explaining and preventing robot fail-
ures. In Paper B, we present our novel causal-based method to find contrastive
explanations of robot execution failures. We demonstrate how causal Bayesian
networks can be learned from simulations, exemplified in a cube-stacking and
sphere-dropping scenario, and provide real-world experiments that show that
the obtained causal models are transferable from simulation to reality without

6



1.1 Research goals and contributions

any retraining. Our method is agnostic to various robot platforms with differ-
ent embodiments and scales over various tasks and scenarios. We, thus, show
that the simulation-based model serves as an excellent prior experience for
the explanations, making them more generally applicable. The causal model
allows robots to predict how likely an action will succeed, however, it does
not provide explanations for why the failure has occurred.

• Our main contribution of Paper B is a method that finds contrastive
failure explanation upon task failure. The explanation is based on set-
ting the failure state in contrast with the closest state that would have
allowed for successful execution. This state is found through breadth-
first search and is based on success predictions from the learned causal
model. For example, after failing to stack a tower of cubes, the robot
explains that it failed because “the upper cube was stacked too high and
too far to the right of the lower cube”.

In Paper C, we then introduce an extension to Paper B that utilizes these
prediction capabilities to find corrective actions which will allow the robot to
prevent failures from happening.

• Our main contribution of Paper C is an algorithm that proposes a so-
lution to the complex challenge of timely shifted action effects, which
are cases where the current action on its own cannot be considered as
a failure, but nevertheless might have negative consequences on later
actions and the overall task goal.

For example, when building a tower of several cubes, offsets in between the
lower cubes can have detrimental effects on the overall stability of the tower.
By detecting causal links over the history of several actions, the robot can
effectively predict and prevent failures, even if the root of a failure lies in a
previous action.

One of the constraints of Papers B and C is the data efficiency of learning
larger causal models. The larger the number of causally relevant parent vari-
ables, the more data is required to learn the causal structure and conditional
probability distributions of the variables.

• Our main contribution in Paper D is a method that constructs parameter
priors from previous experience and transfers it to related but different
tasks. We conduct a detailed comparison between learning a parameter
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Chapter 1 Introduction

model from scratch and learning from a prior, mainly with respect to
data efficiency.

We test and compare the outcome of the two estimation methods for the use-
case of failure prevention from paper B. A special focus is thereby set on cases
where no or only a few data samples of the new task are available.

1.2 Research journey
All the papers presented in this thesis are built on top of each other. To
guide the reader through my research journey so far, I will attempt a short
elaboration of my thinking process throughout that time.

I began my research journey when I started to explore Augmented Reality
(AR) as means to communicate the robot’s state of mind for the purpose of
human-robot interaction. AR, e.g., in the form of Head-Mounted-Displays like
the Hololens, allows the superimposition of virtual objects over the real envi-
ronment and thus opens up many possibilities to visualize information in the
environment. However, virtual objects can obviously not physically interact
with the environment, making it more challenging to detect potential errors
during the robot task execution, e.g., collisions with the environment (unless
they are also virtually enhanced). The particular use-case we investigated was
a learning-from-demonstration scenario, where we assume that the user has
already taught the robot a new skill, e.g., opening a drawer. However, before
executing the task on the real robot, the user would like to verify if the robot
has learned the correct behavior. We, therefore, conducted an experiment to
investigate the capability of humans to detect robot execution failures in robot
simulations performed in AR. We compared the different visualization modes
of 1) AR on Hololens, 2) AR on a tablet, and 3) RVIz-like simulation on a
tablet [25] (Paper E). The users generally enjoyed the experience and possi-
bilities that AR was able to provide. However, solely showing the robot task
executions was not enough for the users to reliably detect failures since they
often looked at the wrong locations (e.g., focused on the gripper, even though
a collision happened between the robot arm and its base). Even though Pa-
per E is not further discussed in this thesis, we drew inspiration to conduct
research in two directions: 1) We wanted to close the gap between high-level
action learning and low-level execution, and 2) we wanted to investigate other
methods which would allow the robot to explain and prevent failures itself.
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1.2 Research journey

Following that, I started to work on Paper A, which deals with the auto-
mated generation of robotic planning domains from human demonstrations,
with the goal of narrowing the gap between high-level task learning and low-
level task execution. During this investigation, I was very curious about the
causality aspect of the demonstrations. In our proposed framework, we keep
track of a variety of categorical variables, some of them describing the en-
vironment, and some of them describing the hand activity. The challenge
we faced was how to causally connect hand activities with changes in the
environment. In other words, which hand activities causes which effect on
the environment? We, humans, are naturally capable of understanding even
complex causal chains. Imagine the following example: a human picks up a
bottle of water from the table with his right hand while reaching towards the
bottle with the left hand, with the intention to eventually unscrew the bottle.
During this process, the onTop predicate, describing the relationship between
the bottle and the table, turns from true to false. Both hands perform an ac-
tivity that involves the bottle, but nevertheless, for the human, it is instantly
clear that it was the right hand that was responsible for this change since it
had the bottle inHand. The robot, however, first needs to learn these causal
relations. For paper A, we have the assumption that there are no overlapping
hand activities and no external environment changes, such that we can assign
the environment changes to the currently executed hand activity. However,
already simple examples such as the one mentioned above would break this
assumption. Another problem are timely shifted action effects. In such cases,
an effect cannot be ascribed to the currently executed task but, in fact, was
caused by a prior action. Imagine a situation where the robot would stack
cubes but does not place them centered on top of each other. After the third
cube, the tower falls. The robot should be able to understand that the issue
was with the positioning of the first cube, which was badly placed.

Detecting causal-effect relations in human demonstrations led me to inves-
tigate the statistical/mathematical framework of causality as introduced by
Judea Pearl [23]. This opened up the possibility of learning causal relations
from experiments in an environment; however, it requires a lot of data. For
that reason, we collected data from simulations. Interestingly, causality also
allowed us to reconsider the problem of failure detection and explanation from
Paper E. However, instead of requiring a human operator to verify the learned
task, the robot is able to explain potential failures itself or might even be able
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Chapter 1 Introduction

to prevent them from happening in the first place. Additionally, causality
allows us to tackle the problems of timely shifted action effects and, in the
future, potentially other problems, like environment changes that have been
caused by a third party or even learning relevant operator predicates. These
problems are investigated in papers B and C. While simulations are a great
tool to obtain a large number of data necessary for these kinds of statistical
learning methods, there will always be a sim-to-real gap. However, human
demonstrations or physical robot experiments are expensive. Therefore we
have investigated new ways of transferring prior knowledge about similar tasks
in Paper D, e.g., from dropping a sphere into a plate to dropping a sphere
into a bowl or from stacking one cube to stacking two cubes.

1.3 Thesis outline
Chapter 2: Starts with a short introduction to automated planning, which
is a preliminary for understanding the concept of planning operators. Then,
the chapter gives a brief overview of our contribution in Paper A, which is the
automated generation of robotic planning domains from human demonstra-
tions.
Chapter 3: Starts with a background section on failure explanations as
well as causality and causal (Bayesian) Network learning. Then, our causal
approach to explaining Robot action failures (Paper B) and prediction and
prevention of robotic failures (Paper C) are summarized. Finally, we give a
short summary of our results of paper D, which deals with transferring prior
knowledge for Bayesian Network parameter estimation.
Chapter 4: Provides a brief summary of all the papers that are included in
this thesis.
Chapter 5: Discusses future work.
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CHAPTER 2

Automatic generation of robot planning operators from
human demonstrations

When robots are instructed to complete complex and long horizon tasks such
as setting the table, they need to execute a long chain of actions, e.g., navigate
to the kitchen, open the drawer and pick up plates. Some important informa-
tion, however, might not be available at the task execution’s start, leading to
occasional action failures. For example, the robot might be unaware that the
plates that are usually stored inside the kitchen drawer are currently in the
dishwasher. Once the robot does not find the plates in the kitchen drawer, it
needs to quickly adapt its plan and look for an alternative plate location, such
as the dishwasher. Automated planning (AP), which is also known as Artifi-
cial Intelligence (AI) Planning, plays an essential role in achieving this type
of deliberation of autonomous robots [26] by providing the tools to generate
action plans to reach the desired goal or replan when unexpected situations
occur. More formally, AP is described as "the study of computational mod-
els and methods of creating, analyzing, managing and executing plans" [27].
In the following sections, we introduce and illustrate the most important AP
concepts based on a classic planning example. Then the reader will be led
through the complete pipeline of planning task definition and formalization.
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Chapter 2 Automatic generation of robot planning operators from human
demonstrations

One prerequisite for the application of AI planning is the definition of a list of
all possible actions that can be used by the agent (e.g., robot) to achieve its
goal. These actions are typically referred to as planning operators and need
to be manually defined, which is a time-intensive process that often requires
a task-domain expert. Therefore, we introduce our method to automatically
generate planning operators from human demonstrations from Paper A at
the end of this chapter. The human demonstrations are recognized based
on interpretable decision trees. Furthermore, a big advantage of AP is that
actions are typically defined in terms of human-understandable symbols that
describe each action’s preconditions and effects, which positively affects the
interpretability of the whole task plan and its execution.

2.1 Automated Planning (AP)
The goal of AP is to solve planning problems, which formally refers to obtain-
ing a sequence of transformations for moving a system from an initial state to a
goal state, given a description of possible transformations [28]. Planning prob-
lems are solved by utilizing problem-solving techniques like heuristic search or
propositional satisfiability to find an (optimal) sequence of actions to reach a
desired objective [27]. Such techniques are referred to as planning algorithms.
However, as a prerequisite to applying planning algorithms, all possible world
states transformations (actions) need to be defined. States and actions are
defined in the so-called planning domain [29], which is formally defined as
a triple Σ = (S, A, γ) or a 4-tuple Σ = (S, A, γ, cost), where S is a finite set
of states, A is a finite set of actions, γ : S × A a partial function called the
state-transition function and cost : S × A → [0, inf) the cost function. Then
a planning algorithm solves Π to produce a plan π =< a1, a2, ..., an > that
transforms the current state I ∈ S of the agent to its goal G ∈ S. In the
remainder of the thesis, we refer to a particular combination of current state
I and goal state G as a planning task.

The world state S is formally defined in terms of a set of state variables or
predicates that can either be true or false. The set of Actions A of the planning
domain is provided in terms of planning operators O. Operators are blueprints
of actions that, if applicable, change the world state in a specific way. Each
planning operator has an associated name, a set of objects constituting its
arguments, a set of preconditions governing what must be true about the
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2.1 Automated Planning (AP)

Figure 2.1: Illustrates the Knight’s tour puzzle. The objective is to find a sequence
of actions to move the knight to any desired location on the field.
Source: [27]

world for the operator to be used, and a set of effects describing how the
world will change after we use this operator [30].

A classical demonstrative example for AP is the Knight’s tour puzzle (vi-
sualized in Fig. 2.1). The objective of this game is to move the knight to any
desired location on the checkboard. However, the knight can only move in a
particular way: either two squares in any direction vertically followed by one
square horizontally or two squares in any direction horizontally followed by
one square vertically. Finding the optimal sequence of moves is non-trivial
for humans but can be easily solved with the help of AI planning. First, it
requires the definition of an adequate set of world-states (e.g., the position of
the knight), a set of actions (e.g., moving the knight from the current field
two squares horizontally and one square vertically), and a formalization that
allows plugging this definition into a planning algorithm. The planning algo-
rithm is then responsible for finding the optimal sequence of actions that will
solve the game.

13



Chapter 2 Automatic generation of robot planning operators from human
demonstrations

Formalization of a planning problem - PDDL
In order to facilitate the development of planning algorithms, the planning
community has developed a de-facto standard for formalizing planning tasks,
which is called PDDL (Planning Domain Definition Language). Initially,
PDDL was only able to express planning in its purest form: actions are
modeled with preconditions and positive/negative effects, expressed as sets
of atomic facts. This is commonly referred to as STRIPS but has been grad-
ually expanded with new functionality like numeric and temporal planning.
It is important to note that there are other ways of formalizing a planning
task, e.g., as a Markov Decision Process (MDP) or Hierarchical Task Networks
(HTN). However, since we view the operator generation process from human
demonstrations as a classical planning problem (discrete, deterministic, and
finite), we use PDDL.

We now show how the Knight’s tour puzzle can be formalized in PDDL.
First we take a look at the domain specification [27]:

( d e f i n e ( domain knights−tour )
( : requ i rements : negat ive −p r e c o n d i t i o n s )

( : p r e d i c a t e s
( at ? square )
( v i s i t e d ? square )
( valid_move ? square_from ? square_to )

)

( : a c t i on move
: parameters (? from ? to )
: p r e c o n d i t i o n s ( and ( at ? from )

( valid_move ? from ? to )
( not ( v i s i t e d ? to ) ) )

: e f f e c t ( and ( not ( at ? from ) )
( at ? to )
( v i s i t e d ? to ) )

)
)

In the knight-tour example, the world state S is defined in terms of the pred-
icates at(?square), which describes the current position of the knight and
takes a square as an argument, visited(?square), which describes which
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2.1 Automated Planning (AP)

square has been visited, and valid_move(?square_from ?square_to), which
denotes if a move from ?square_from to ?square_to is valid. For example,
valid_move(A1 A2) = False, but valid_move(A1 C2) = True. We only
defined one operator with the name move, which has two squares, ?from and
?to as input arguments. It can only be used on a pair of two locations ?from
and ?to, when the knight is currently located at the ?from location, it is a
valid move for the knight to jump from ?from to ?to location, and ?to has
not been visited yet. As a result of applying the move operator, the knight is
located at the new location ?to and ?to is added to the list of visited locations.

Note that domain does not contain any information about the current po-
sition of the knight or the goal, nor any specific instances of objects that are
contained in our environment. These things are defined in a separate problem
specification:

( d e f i n e ( problem knights−tour−problem−8x8 )
( : domain knights−tour )

( : o b j e c t s
A1 A2 A3 A4 A5 A6 A7 A8
B1 B2 B3 B4 B5 B6 B7 B8
. . .
H1 H2 H3 H4 H5 H6 H7 H8

)

( : i n i t
; The Knight ’ s s t a r t i n g square i s a r b i t r a r y
; here , we have
; chosen the upper r i g h t corner .
( at A8)
( v i s i t e d A8)
; We have to l i s t a l l v a l i d moves :
( valid_move A8 B6)
( valid_move B6 A8)
( valid_move A8 C7)
( valid_move C7 A8)
( valid_move B8 A6)
( valid_move A6 B8)
( valid_move B8 C6)
. . .
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)

( : goa l
( and ( v i s i t e d A1)

( v i s i t e d A2)
. . .
( v i s i t e d H8) )

)
)

All objects that could play a role in finding the solution for the particular
planning task are defined in :objects. In this example, we need to define
all the possible square instances (locations) that the knight can move to.
Note that in order to generalize the definition of predicates and actions, these
instances were just denoted as ?square in the domain file. In :init, the current
state is defined in terms of predicates, applied to the object instances (squares
like A1). Finally, the :goal denotes the goal configuration of that particular
planning task, again in terms of predicates (similar to init). Note that one
only needs to define one domain per planning environment but needs to define
multiple problem files in case of different initial- or goal configurations.

Automated planning in robotics
From the beginnings of AI, AP has played an essential role in achieving the
deliberation of autonomous robots [26]. The STRIPS planning system, for
example, was pioneered in the early 70s for use on the robot Shakey [31], but
since then found its way into countless robotic applications, like autonomous
spacecrafts [32], exploration and rescue robots [33] or autonomous areal ve-
hicles (AUVs) [34]. Recently planning has also been used for collaborative
robots in an assembly line [35], leveraging the advantages of replanning in
case of unexpected situations or plan changes, and with ROSPlan [36] an in-
terface between PDDL and plan execution through ROS (Robot Operating
System) has been developed.

The core principle of planning is the abstraction of lower-level task exe-
cution descriptions (e.g., joint trajectories or sensor readings) into a set of
high-level actions. It has been shown that such an abstraction is particu-
larly advantageous for complex and long-horizon tasks, even in continuous
real-world-domains [37]. For example, the task of setting the table. Even
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2.2 Paper A: Our approach for automated generation of planning operators

humans break down such a long task into individual actions that are executed
one after another. Other popular methods, like Reinforcement Learning, will
have difficulties in learning such tasks end-to-end [38]. Another advantage
is that symbolic, high-level plans are shareable among different robots as
long as the operators do not contain any robot-specific predicates. Due to
the high-level, symbolic descriptions of planning operators, which are human-
understandable, also the resulting plans are interpretable by humans. Finally,
planning domains can be easily adapted, or additional knowledge can be con-
tinuously added, and it is possible to use the operators even in different tasks.
Therefore, we believe that automated planning is the ideal tool for our goal of
learning/extracting knowledge from human demonstrations in a flexible and
robot-agnostic way.

2.2 Paper A: Our approach for automated
generation of planning operators

As discussed in the previous sections, using planning operators to store, con-
tinuously learn and reuse experience for new tasks is advantageous. However,
from the planning perspective, a major bottleneck is the requirement of an
accurate description of the planning task in the form of the planning domain.
Generating large domains by hand is very time-consuming or even infeasible
and often requires domain experts who are also knowledgeable of the PDDL
language or an alternative system to formulate the planning constraints [39].
For example, suppose we are in a household situation where the robot should
be able to learn from any member of the family. In such a case, we could not
expect them to formulate the knowledge in the form of planning operators.
This motivated us to develop a method for automatically generating these
operators from human demonstrations.

Unsurprisingly, we are not the first to discover the need for automated tools
for constructing planning domains. In fact, the planning community dedicated
the field of Knowledge Engineering to the acquisition and formulation of plan-
ning knowledge, with the domain model being the desired output [40]. Vari-
ous approaches like LOCM2 [41] or AMAN [42] try to generate operators from
plan traces. However, plan traces are usually constructed from benchmark do-
mains, like the ones defined by the International Planning Competition (IPC).
In other words, plan traces are generated from domains, which are then re-
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covered. They do not consider traces from real-world demonstrations, e.g.,
human task demonstrations, and the resulting challenges of detecting human
actions and timewise segmenting the observation.

There are also some works from the robotics community that aim to learn
planning operators. Many approaches do this directly on their respective
robotic platforms. In [43], a framework is presented that learns probabilistic
action effects. As input, the framework requires the motor commands as-
sociated, for example, with the stacking activity, and possible outcomes are
simulated in an environment with different objects like cubes and spheres. In
another approach [37], state representations and operators are learned while
the robot is exploring its environment. In [44], and [45], the technique of kines-
thetic teaching is used to generate operators for skills like reaching, grasping,
pushing, and pulling. Recent work also deals with the question of how to
abstract the essence behind lower-level actions [21], [37], [46]. In [46], a pa-
rameterized model of a pushing activity is learned, which relates the applied
force to the final block location after sliding. The authors of [21] abstract
tasks from the sensorimotor level to state variables like inFrontOf, behind,
or above. The task of opening a drawer and a door is learned based on these
spatial and temporal features. The biggest difference is that our method
learns from human demonstrations. Additionally, by utilizing our activity
recognition framework [47] we can derive semantic operator descriptions and,
most importantly, meaningful segmentation of the observed task rather than
considering every state change as a potential new operator.

Challenges and contributions
Several challenges must be addressed to generate a useful planning domain.
First, human demonstrations are costly compared to simulations, meaning we
typically can only collect a handful of demonstration samples per task. As a
result, it is not easy to get any statistically significant data, which in turn does
not allow the use of any statistical learning methods. We, therefore, need to
assume that every recognized action within a task demonstration was correct
and led to the expected predicate transitions, despite the possibility of noisy
or erroneous demonstrations. For this reason, we introduce an operator cost
that prioritizes more commonly observed operators during plan generation.
Another issue is that we cannot look behind the motor commands of a hu-
man in a similar fashion as we can do with robots. In other words, the only
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way of comparing two human actions is by investigating the preconditions
and effects of the actions. If they have the exact same set of preconditions or
effects, we can assume the actions to be similar; otherwise, we need to assume
that they are two different actions, which will result in the creation of two
different planning operators. One consequence is that we stick to so-called
classical planning, when we automatically generate planning operators from
observations. Classical planning is constrained to planning tasks with a finite
set of deterministic actions and a static world. The latter means that changes
to the world state can not be caused by external forces but only by actions
defined in the planning domain. The third problem is that the demonstra-
tion environments can contain many objects or relations that are irrelevant
to a specific activity. For example, when picking up a specific Cube_green,
the other cubes have no bearing on the execution of the action, which should
reflect in the predicate selection for preconditions and effects of the gener-
ated operator. Lastly, operators should generalize activities performed with
a specific hand or objects (e.g., Left_hand, Cube_blue) to types (e.g., Hand,
Wooden_cube). Another advantage of our system is that the collection of
operators can continuously grow with new demonstrations. As a result, the
planning system was able to create plans for unseen goals in our experiments.
While demonstrations only covered the stacking of one or two cubes in a row,
our system was able to create plans for more complex tasks such as stacking
four cubes or two separate towers.

To summarize, our main contributions of Paper A are:

• High-level operator generation from noisy demonstrations, including the
omission of irrelevant preconditions/effects and generalization from ob-
jects to classes.

• Integration of the operator generation process with activity recognition
from human demonstrations, plan generation, and execution procedure.

• Operator collection, which is automatically extended with each new
demonstration and prioritizes more often observed operators during the
plan generation.
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CHAPTER 3

Causal approaches to predict, explain and prevent failures
in robotic tasks

A crucial component in human interactions is the ability to explain one’s
actions, especially when failures occur [13], [14]. It has been argued that this
ability is also vital for future robots that act in environments such as homes
or hospitals [23], as it can increase trust and transparency of robots [13],
[14]. Moreover, explainability facilitates the diagnosis capabilities of a robot,
which is crucial for correcting its behavior [21]. In this chapter, we will first
provide an overview of the current state of the art in failure explanations.
Then we will provide a short introduction to the mathematical framework of
causality, which has been identified to be an essential part of human failure
explanations [13], and how it has been primarily used in the field of robotics.
Finally, we will present an overview of how we use causality to enable robots
to find contrastive explanations for robot failures and predict and prevent
future failures in robotic tasks.
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robotic tasks

3.1 Background on failure explanation and
causality

Failure explanation
The field of explainable AI (XAI) has recently been experiencing a signifi-
cant increase in engagement because people started to worry about the trans-
parency and comprehensibility of black box machine learning algorithms that
decide on important matters concerning people’s lives, such as loan applica-
tions or university admission [48]. Otherwise, how should we trust algorithms
with provable biases, which occasionally make fundamental mistakes [49]? For
many years, XAI has been mainly addressing issues of interpretability and ex-
plainability of black-box deep-learning systems [50], [51]. However, with the
increasing inclusion of robots in human-centered environments and human-
robot collaborative applications, research in explainable agency is gaining im-
portance.

The literature on XAI has established many different reasons and advan-
tages for explainable robot agents, such as an increase in trust [52], trans-
parency [53], comprehensibility or predictability [54]. This, in turn, results in
less discomfort and less confusion towards the robot [51] and allows the human
to have safer interactions with the robot [55]. Explainable robots furthermore
lead to increased efficiency of human-robot team performances [56]. Typical
applications for explainable agents are collaborative robot tasks such as work-
ing in a factory environment [53] or teaming for military missions [57]. Other
applications contain gaming, education, e-health, search and rescue scenarios,
or debugging [2]. In these applications, robots are typically equipped with the
ability to explain their intentions or can explain their functional capabilities
and limitations.

Besides XAI, which mainly addresses the explainability of different Ma-
chine Learning algorithms, the trend to develop explainable and interpretable
methods has also emerged in the planning community. This research direc-
tion is called XAIP (explainable AI planning) [12] and aims to provide more
detailed explanations of task plans. These explanations might be required for
inference reconciliation (the inference capabilities of humans do not suffice to
understand the plan) or model reconciliation (in case the human mental model
does not coincide with the robot model/domain) [12]. Typical questions that
require explanations are Why is a particular action in this plan?, Why did
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3.1 Background on failure explanation and causality

the planning algorithm come up with plan A and not plan B or Why is this
planning problem not solvable? [58], [59].

In this thesis, we focus on explanations that are generated by a robot (the
explainer) and directed toward a human (the explainee). It was shown that
humans tend to assign human traits to machines and often expect explanations
that are similar to the ones that humans use when talking to each other [13].
Therefore, when agents are creating explanations, they need to adhere to some
norm such that humans will be able to understand them. Human explanations
have been extensively studied in areas like philosophy, cognitive science, and
social psychology, and [13] summarizes some of the most important features
that human explanations possess:

• Contrastive: Humans often provide explanations in terms of counter-
factuals, e.g., would I have arrived at work on time if I had left the
highway to avoid the traffic jam and taken the small side roads, or more
abstractly, what would have happened if we had chosen A instead of
event B?

• Selected: humans focus on a subset of relevant causes instead of the
entire event chain. For example, explanations for being late to work
involve the traffic jam but not the color of the car or things that have
happened a week prior.

• Probabilities are typically not included in humans’ explanations: people
are typically not aware of the exact action outcome probabilities but
rather of an approximation. For example, humans failing to build a
tower of cubes don’t explain this failure by stating that the success
probability was 12%, but in terms of more abstract features such as the
cube being stacked too far to the right.

• Explanations are social: Explanations take into account the explainer’s
beliefs about the explainee’s mental model of the environment.

Furthermore, in [13], an explanatory agent is able to point out the underly-
ing causes of its decision-making. Therefore the concept of Causality plays a
fundamental role in the generation of explanations and is thus reviewed more
deeply in the next subsection.
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Statistical and causal models

Humans are exceptionally good at detecting causal patterns even from limited
observations, so it might seem surprising that most statisticians have, for more
than the first half of the 20th century, strictly opposed the idea of deriving
causal relations from data or observations [23]. The predominant mantra was
that correlations do not imply causation. Correlation is a satistical measure
that indicates the size and direction of a relationship between several random
variables [60]. A correlation between two random variables does not auto-
matically imply that changing one of the variables will also cause a change
in the other. This fact can be illustrated in various comical examples where
completely unrelated variables correlate without an actual causal relation (see
Fig. 3.1). For example, the number of people who drowned by falling into a
pool correlates with the number of movies that Nicolas Cage appeared in (see
Fig. 3.1-a), or the divorce rate in Maine correlates with the per capita con-
sumption of margarine (see Fig. 3.1-b). Such correlations are also denoted as
spurious. Because of this strong opposition towards the derivation of causal
relations from data, the mathematical language to express causal and coun-
terfactual relationships between variables has only been developed in the later
half of the 20th century [23], [60].

Traditional statistical methods, such as regression or classification, operate
on the level of associations/correlations, meaning they fit a model around a
set of passive observations and use this model to answer questions about this
data. This is how simpler methods such as linear regression but also more
advanced methods such as deep neural networks operate: the goal is to learn
a set of weights or parameters that fits training data in a way that allows you
to predict the output given a set of inputs. For example, as a cafe owner,
you could train a deep neural network to predict the probability that a cus-
tomer that orders coffee also adds milk on top (P(Milk=1|Coffee=1)) or how
many customers typically drop by in the morning. One of the prerequisites of
reliably applying deep neural networks is that the training and test data are in-
dependent and identically distributed (i.i.d). As a result, the data generation
process, or in other words, the situations in which the data has been collected,
is an important factor that determines the prediction reliability in test data,
which is illustrated in the following example. Assume that we, as cafe shop
owners, want to know how much revenue we would generate if we doubled
the prices of chocolate brownies. Note that this is not a simple observational
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Figure 3.1: Two different examples when correlation does not imply causation.
Source: https://matt-rickard.com/correlation-vs-causation

query anymore since doubling the prices requires an intervention. We actively
modify the price of our brownies and want to predict the effect on our revenue
while keeping all the other factors as they are right now. Trying to answer
this question based on previous observations yields correct predictions only if
the data generation process, which means the circumstances and reasons for
the higher brownie prices now are the same as in the previous observations.
For example, imagine that we had doubled the brownie prices two years ago.
However, during that time, there was a chocolate shortage, and other cafe
shops ran out of chocolate brownies. As a result, we were able to raise the
prices and still attract a lot of customers. Surely, customers today would not
be willing to pay double the price on brownies, given there are now cheaper
options in other cafe shops available. So instead of asking a conditional prob-
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ability P(Revenue|DoubledBrowniePrices), which queries data with doubled
brownie prices but for different reasons than today, we need to decouple the
price DoubledBrowniePrices from all other potentially relevant variables like
product availability or production cost, while keeping the rest of the variables
as they are. This is what is referred to as intervention. By decoupling the
price from some of the relevant factors, we change the distribution of the test
data, which in turn violates the i.i.d. assumptions. As a result, the deep
neural network won’t provide accurate revenue predictions in the discussed
example. This example should illustrate the need to formalize causal con-
cepts, such as interventions that go beyond traditional statistics that mainly
deals with associations/correlations.

One prominent formalization of the concept of interventions is the do op-
erator P(Revenue|do(DoubledBrowniePrices)) [23]. In itself, the introduction
of the do operator does not solve the problem at hand; namely, how can we
predict the revenue if we would only change the price but keep all other fac-
tors as they are? The simplest solution would be to start an experiment and
offer brownies at different prices for a limited amount of time and then go
with the price that optimizes our revenue. Unfortunately, not all problems
allow such experiments, e.g., because they are unethical (e.g., we should not
force people to smoke to prove that smoking causes lung cancer or force peo-
ple to buy expensive products), or we might not have the resources to do it.
In such cases, however, we can prove in which cases we can answer interven-
tional queries just based on observational data or show that interventional
queries cannot be answered no matter how many additional data samples are
collected. We are going to consider examples for both of these cases in the
following paragraphs.

A large contribution of causality is the establishment of graphical causal
models. Such graphical models are very helpful in visualizing the prediction
problem (e.g., the effect of doubling brownie prices on revenue). Furthermore,
graphical models are crucial for the correct analysis of the data. For example,
one big issue for clinical trials aiming to measure a new treatment’s effect on
a sick patient is confounding. Confounders are variables that have an impact
on both the treatment and the effect variable. As an example, let’s look at
the famous kidney stone recovery data set [60], where the size of kidney stones
Z causally impacted both the choice of treatment T as well as the recovery
R (Fig. 3.2). In this dataset, there are two types of possible treatments T
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for kidney stones, a) open surgery (denoted as T = a) and b) percutaneous
nephrolithotomy (denoted as T = b). Treatment b removes kidney stones by
a small puncture wound and would therefore be preferable to open surgery
in terms of invasiveness and, judging from the data in Fig. 3.3 provides a
seemingly larger recovery rate (78% for T = a vs. 83% for T = b). In the
available dataset containing 700 patients, half of the patients have been treated
with each method. Additionally, we can see that both treatments achieve a
larger recovery rate for small kidney stones, which opens up the conclusion
that smaller kidney stones are less severe. However, surgery has been applied
much more often to severe cases of kidney stones (192/263), whereas treatment
b has been more often applied to small, less severe kidney stones (234/270).
As a result, the recovery rate (conditional probability P (R = 1|T = a) and
P (R = 1|T = b)) is not an accurate measure to judge which treatment method
is better. Instead, we would like to know the treatment success if both methods
had been applied to patients with small and large stones at similar rates. This,
again, would result in a different distribution than the data we are presented
with. In terms of the do operator we would like to know P (R = 1|do(T = a))
and P (R = 1|do(T = b)). We can prove that this probability is different from
the conditional probabilities but nevertheless solve this problem despite only
having observational data at hand [60]:

P (R = 1|do(T = a) =
1∑

z=0
P (R = 1, do(T = a), Z = z) (3.1)

=
1∑

z=0
P (R = 1|do(T = a), Z = z)P (T = a, Z = z) (3.2)

=
1∑

z=0
P (R = 1|do(T = a), Z = z)P (Z = z) (3.3)

=
1∑

z=0
P (R = 1|T = a, Z = z)P (Z = z) (3.4)

= 0.93357
700 + 0.73343

700 = 0.832. (3.5)
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Figure 3.2: Kidney Stone dataset: Graphical Causal Model [60]. Z represents
the size of kidney stones, T the treatment (either open surgery or
nephrolithotomy and R indicates if the kidney stones were cured or
not.

Figure 3.3: Kidney Stone dataset [60].

Analogously,

P (R = 1|do(T = b) = 0.87357
700 + 0.69343

700 = 0.782. (3.6)

Comparing these two numbers, we can see that if the two treatments were
applied similarly to severe and non-severe cases, treatment a would be more
effective in treating patients than b. The calculations performed in 3.1 are
called adjusting. In the kidney stones example, we adjusted for the size of
the kidney stones. However, when we have to choose a proper adjustment
set (which is the choice of variables that need to be adjusted for) from a
large list of variables, the correct choice is not always as straightforward as
in the kidney stone example. Then, the graphical representation provides
simple visual features (confounding variabels have an outgoing edge towards
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the treatment variable (cause) and effect variable) which facilitates the choice
of the adjustment set.

The graphical structure can also help decide when an interventional query
is not answerable. Without the knowledge of the kidney stone size, we cannot
adjust for it and thus would not be able to obtain the interventional proba-
bilities P(R|do(T)). Importantly, this query cannot be answered, even if we
collected an infinite amount of data (as long as this data does not contain a
measure of the kidney stone size Z). In such cases, we either would need to
refine the model or simplify assumptions, e.g., assuming that the effect of the
kidney stone size Z on treatment outcome R is negligible.

A third use case of graphical models concerns the adaptability of models.
For example, consider an agent or human learning a deep neural network of the
effect L (number of years that the patient will survive) of treating patients
with a drug D, solely from data. Now, suppose we want to transfer the
model to a different part of the world, where diet, hygiene, and other variables
like work habits are different. In that case, the model must be retrained,
despite these new characteristics merely modifying the numerical relationships
among the variables recorded. A structural causal model, however, could be
transferred, and only the population-specific prediction functions would need
to be relearned.

One way to avoid the danger of unmeasured confounders is to collect data
based on randomized controlled trials, which are also referred to as the gold
standard for causal inference [23]. By randomizing the variable inputs, the
incoming variable edges are deleted since the variable value does not depend
on any other input. If, for example, the treatment had been randomized, the
dependence from kidney stone size Z to treatment T would be non-existent,
and thus, it would not be required to adjust for Z.

To summarize the previous section, we motivated the need for causal con-
cepts such as interventions, e.g., in the form of the do operator. We also
saw that a graphical representation of causal relations played a major role
in analyzing causal problems. In the next section, we are going to formalize
causal models and discuss under which assumptions and how causal models
can be learned from data. In the upcoming sections, we will discuss how
causal models can be used in the robotics domain and, in particular, how we
use causal models to enable robots to find contrastive explanations of their
action execution failures.
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Learning cause-effect models: causal discovery
Formally, Structural Causal Models are defined via a graphical structure G =
(V, A), which is a directed acyclic graph (DAG), where V = {X1, X2, ..., Xn}
represents the set of nodes, and A is the set of arcs [61]. Each node Xi ⊆ X
represents a random variable. Based on the dependency structure of the
DAG and the Markov property, the joint probability distribution of a Bayesian
network can be factorized into a set of local probability distributions, where
each random variable Xi only depends on its direct parents ΠXi :

P (X1, X2, ..., Xn) =
n∏

i=1
P (Xi|ΠXi) (3.7)

Learning a structural causal model is typically split into the two steps
of structure learning (retrieving the graphical representation) and parame-
ter learning (estimating the local probability distributions).

Structure Learning

The purpose of this step is to learn the graphical representation of the net-
work G = (V, A). There are several different categories of algorithms that
can be used to retrieve the causal structure from data [61], [62]. Constraint-
based methods like Grow-and-Shrink [63], test for conditional independencies
in order to construct a graph that reflects these conditional independencies.
Score-based algorithms, like Hill-Climbing, validate how well different candi-
date graphs fit the data based on some scoring function such as Minimum
Description Length or Bayesian Dirichlet equivalent score [61]. Continuous
optimization-based approaches, like NOTEARS [64], regard structure learn-
ing as a purely continuous optimization problem. An extensive survey on this
class of algorithms is found in [62].

One of the biggest obstacles to learning the causal structure is that the
mapping from joint distribution to a graph is not unique. Without further
assumptions, it is, in general, only possible to retrieve a group of possible
structures which are in the same Markov equivalence classes. It was shown
that two DAGs are Markov equivalent iff they have the same skeleton and
v-structure [65], where skeleton means that two graphs have the same edges
(without taking into account the direction of the graphs). For example, the
three graphs in Fig. 3.4. The exact graph can be established either by exploit-
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A B C A B C A B C
Figure 3.4: One example of a Markov Equivalence Class. All these three graphs

have the same joint probability distribution.

ing various forms of interventions [62] or additional assumptions regarding the
model (e.g., linear) or the noise variables (e.g., additive noise) [60].

Typically, most structure learning algorithms require the sufficiency as-
sumption. Causal Sufficiency means that all common causes of all pairs of
measurable variables in a graph are also measured. In other words, this as-
sumption makes sure that all possible confounders are included in the dataset
that we use to learn the causal network [62].

Parameter Learning

The goal of this step is the estimation of the conditional probability distri-
butions of all analyzed variables. In the remainder of the thesis, we typically
discretize all random variables. Therefore the conditional probability distri-
bution can be expressed in the form of a probability table. Each parameter θ

of this table represents one of the probabilities of all possible outcomes of a
variable given all possible parametrizations of its parents. For example, if we
had a binary variable with two parent variables that have 5 possible categories
each, we would need to estimate 25 parameters θ = [θ1, θ2, ..., θ25]. There are
different ways to estimate these variables, like Maximum Likelihood Estima-
tion (MLE) or Bayesian Estimators. In the case of MLE, it can be shown that
the optimal value for a single θ̂ evaluates to

θ̂ML = 1
n

Σn
i=1xi = N1

N1 + N0
= N1

N
, (3.8)

where N1 represents the number of positive samples, N0 the number of nega-
tive samples and N the total number of observations.

Unlike the ML estimator, MAP belongs to the group of bayesian approaches
which incorporate our belief about θ in the form of a prior:

p(θ|X) = p(X|θ)p(θ)
p(X) (3.9)
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For a likelihood that is Bernoulli distributed and a Beta prior, the MAP
estimation of θ is

θ̂MAP = N1 + α− 1
N1 + N0 + α + β − 2 . (3.10)

where N1 represents the number of positive samples, N0 the number of nega-
tive samples and α, β represent the parameters of the Beta prior.

Learning Bayesian Networks through the two steps of structure learning
and parameter learning is the basis for our causal-based contrastive failure
explanation method that we are going to present in the upcoming sections.

Causality in robotics
Despite being acknowledged as an important concept, causality is relatively
underexplored in the robotics domain [14], [66]. Some works explore causal-
ity to distinguish between task-relevant and -irrelevant variables [67]. For
example, CREST [68] uses causal interventions on environment variables to
discover which of the variables affect an RL policy. They find that excluding
irrelevant variables positively impacts generalizability and sim-to-real transfer.
In [69] a set of causal rules is defined to learn to distinguish between unim-
portant features in physical relations and object affordances. A humanoid
iCub robot learns through cumulative experiences that dropping heavy ob-
jects into a jar of water will increase the water level, and other variables
like color are irrelevant. Brawer et al. present a causal approach to tool
affordance learning [66]. Some works explore Bayesian networks to learn sta-
tistical dependencies between object attributes, grasp actions, and a set of
task constraints from simulated data [70]. While the main objective is to use
graphical models to generalize task executions, these works don’t look into
the question of how these models can be utilized for failure explanations. A
different paper [71] investigates the problem of learning causal relations be-
tween actions in household-related tasks. They discover, for example, that
there is a causal connection between opening a drawer and retrieving plates
from human demonstrations. The learning is based on data that was obtained
from human expert demonstrations, which were instructed, for example, to
clean the table or wash the dishes in a virtual reality environment, but only
causal links between actions are retrieved. We, on the other hand, focus on
causal relations between different environment variables, like object features
and the action outcome. On top of that, we utilize such causal models to en-
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able robots with the ability to find explanations for task execution failures. In
the planning domain, cause-effect relationships are represented through (prob-
abilistic) planning operators [72]. Mitrevksi et al. [21] propose the concept of
learning task execution models, which consists of learning symbolic precondi-
tions of a task and a function approximation for the success model based on
Gaussian Process models. They noted that a simulated environment could be
incorporated for a faster and more extensive experience acquisition, as pro-
posed in [70]. Human virtual demonstrations have been used to construct
planning operators to learn cause-effect relationships between actions and ob-
served state-variable changes [72]. However, even though symbolic planning
operators are considered human-understandable, they are not explanations
in themselves, thus requiring an additional layer to interpret the models and
generate failure explanations.

Some other works also aim to learn probabilistic action representations ex-
perience to generalize the acquired knowledge. For example, learning proba-
bilistic action effects of dropping objects into different containers [73]. Again,
the main objective is to find an intelligent way of generalizing the probability
predictions for a variety of objects, e.g., bowl vs. bread box, but their method
does not include any understanding of why there is a difference in the drop-
ping success probabilities between these different objects. In our work, we
not only discuss how to learn cause-effect models but utilize them to explain
robot execution failures in a contrastive manner.

Contrastive explanations are deeply rooted in the human way of generating
explanations [13]. This also has a significant impact on explanation genera-
tion in other fields like Explainable AI Planning (XAIP) [12]. In XAIP, typical
questions that a machine should answer are why a certain plan was generated
vs. another one? or why the plan contains a particular action a1 and not
action a2? [12], [74]. We, however, are mostly interested in explaining why
specific actions failed based on environment variables like object features. A
method for explaining synthesis failures of high-level robot task specifications
(encoded through Linear temporal logic formulae) is presented in [75]. How-
ever, the causes need to be explicitly modeled (violations of specification con-
straints), while, in our approach, the causes are automatically detected during
the BN learning process. Das et al. generate verbal failure explanations [19],
by learning an encoder-decoder network that maps current information about
the robot and environment state into a vector of words. However, the method
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does not scale well since it requires data with annotations about each failure
cause. Our approach only requires annotations regarding the action success,
which can be binary and are generally easier obtainable. Additionally, we
encode the explanations directly in the causal structure of the different state
variables instead of learning a black-box model. In a follow-up study [20], the
authors use MOTIFNET [76] to autonomously detect spatial relationships
and object attributes in a given scene. Then, pairwise ranking is used to filter
out the subset of relevant relations for a particular explanation. Annotations
for pairwise preferences of one relation over another need to be provided for
training an SVM, which cannot be easily automated since they require human
input.

3.2 Paper B: Our causal approach to explain robot
action failures

In Paper B, we present our novel method for generating causal explanations
of failures based on a causal model that provides robots with a partial un-
derstanding of their environment. First, we learn a causal Bayesian network
from simulated task executions, tackling the problem of knowledge acquisition.
We also show that the obtained model can transfer the acquired knowledge
(experience) from simulation to reality and is agnostic to several real robots
with different embodiments. Second, we propose a new method to gener-
ate explanations of execution failures based on the learned causal knowledge.
Our method is based on a contrastive explanation comparing the variable
parametrization associated with the failed action with its closest parametriza-
tion that would have led to a successful execution, which is found through
breadth-first search (BFS). Finally, we analyze the benefits of this method
in two different scenarios: I) stacking cubes and II) dropping spheres into a
container.

To summarize, our contributions to Paper B are as follows:

• We present a novel method to generate contrastive causal explanations
of action failures based on causal Bayesian networks.

• We demonstrate how causal Bayesian networks can be learned from sim-
ulations, exemplified in a cube stacking and sphere dropping scenario,

34



3.3 Paper C: Our causal approach to predict and prevent failures in robotic
tasks

and provide extensive real-world experiments that show that the ob-
tained causal models are transferable from simulation to reality without
any retraining. Our method is agnostic to various robot platforms with
different embodiments and scales over multiple tasks and scenarios. We,
thus, show that the simulation-based model serves as an excellent prior
experience for the explanations, making them more generally applicable.

3.3 Paper C: Our causal approach to predict and
prevent failures in robotic tasks

The causal relations obtained by the Bayesian networks can be used to pre-
dict how likely a particular parametrization of causes will produce failures.
In Paper C, we propose an extension of Paper B, which makes use of the
prediction capabilities of the learned BNs to prevent failures from happening.
When the prediction of a failure has a high probability given the current state,
our method finds an alternative execution state, which is expected to result
in a successful action execution. This alternative state is found through BFS
in a similar fashion as in Paper B, which allows the agent not only to pre-
vent failures but, at the same time, to provide explanations for its corrective
actions.

Predicting and preventing errors is particularly difficult if the effects of
an action are not immediately flawed but become problematic in future ac-
tions [77]. For example, the error was produced on the first action, but the
consequence is only observed after the third action (in the future). We call
these cases timely shifted action errors. In such cases, the models need to
consider the history of the previous actions. For example, imagine the task
of building a tower of 4 cubes, and the second cube is not stacked entirely
centered with respect to the bottom cube. Even if this particular stack can be
considered successful on its own, it negatively impacts the overall stability of
the tower, which might become a problem later after the second or third stack.
This challenging problem is also addressed in this paper, and we show that
our causal-based method scales to these complex cases by detecting causal
links over the history of several actions, effectively predicting and preventing
action failures.

To summarize, our contributions of Paper C are as follows:
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• We propose a causal-based method that allows robots to understand
possible causes for errors and predict how likely an action will succeed.

• We then introduce a novel method that utilizes these prediction capa-
bilities to find corrective actions which will allow the robot to prevent
failures from happening.

• Our algorithm proposes a solution to the complex challenge of timely
shifted action effects. By detecting causal links over the history of several
actions, the robot can effectively predict and prevent failures even if the
root of a failure lies in a previous action.

3.4 Paper D: Transferable priors for Bayesian
Network parameter estimation in robotic tasks

One of the major challenges in robotics is the ability to transfer prior expe-
rience to new domains and tasks. In that regard, causal Bayesian Networks
(BNs) are a great tool to model and estimate the outcome of robotics tasks
which has lead to an increased interest in the robotics community [14], [66],
[78]. However, due to the statistical nature of BN learning methods, construct-
ing a BN can be very data-consuming [79]. This is particularly problematic
when we attempt to learn BNs from real robot experiments, where collecting
ten- or even a hundred of thousands of data samples is expensive and time-
consuming. One solution could be using prior knowledge and transferring it to
related tasks. For example, we would like to use the knowledge of stacking one
cube for the task of stacking two cubes. Stacking two cubes is more complex
since the successful stacking outcome of the second cube highly depends on
the first stack. Nevertheless, both tasks are closely related and share similar
variables.

Learning a Bayesian network consists of two steps: A) learning a graphical
representation of the variable relations (structure learning) and B) learning the
conditional probability distributions for each variable (parameter learning).
Often, the variable relations are intuitively transferable to related problems.
Let us consider, for example, the task of dropping a sphere onto plates. The
success of such a task might depend on parameters like x- (right/left) and y-
Offset (up/down) between the sphere and the center of the plate or diameter
and the height of the plate. This set of relations is also true when we try to
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drop spheres into bowls. However, the precise success probabilities are likely to
change. Therefore an open question that we investigate in this paper is under
which circumstances such prior knowledge might aid the parameter estimation
process, which is step B) of the BN learning pipeline. We specifically focus
on the case of binary and categorical (discrete) variables. Thus the outcome
of the parameter estimation steps is a conditional probability table.

A common parameter estimation method is Maximum-Likelihood estima-
tion (ML), which does, however, not allow the usage of any prior information.
In Paper D, we, therefore, consider the usage of the Maximum-a-Posteriori
(MAP) estimator, which can incorporate prior knowledge into the estimation
process. The contributions of this paper can be summarized as follows:

• We propose a method that constructs parameter priors from previous
experience and transfers it to related but different tasks.

• We conduct a detailed comparison between learning a parameter model
from scratch (ML) and learning from a prior (MAP), mainly regarding
data efficiency.

• We test and compare the outcome of the two estimation methods for
the use-case of failure prevention as proposed in [80]. A special focus is
thereby set on cases where no or only a few data about the new task is
available.
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CHAPTER 4

Summary of included papers

This chapter provides a summary of the included papers.

4.1 Paper A
Diehl Maximilian, Paxton Chris, Ramirez-Amaro Karinne
Automated Generation of Robotic Planning Domains from Observations
IEEE/RSJ International Conference on Intelligent Robots and Systems
(IROS), Prague, Czech Republic, Online, Oct. 2021 .

This paper presents an interpretable approach to learning from human
demonstrations, which addresses our proposed solution to RQ1 (How can we
extract and learn a task in a flexible, robot-agnostic, and interpretable man-
ner by observing humans demonstrating the task?). This paper investigates
the automatic generation of the planning domain, which enables robots to find
plans for achieving complex, long-horizon tasks given a planning domain. This
planning domain consists of a list of actions, with their associated precondi-
tions and effects, and is usually manually defined by a human expert, which
is very time-consuming or even infeasible. In this paper, we introduce a novel
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method for generating this domain automatically from human demonstra-
tions. First, we automatically segment and recognize the different observed
actions from human demonstrations. From these demonstrations, the relevant
preconditions and effects are obtained, and the associated planning operators
are generated. Finally, a sequence of actions that satisfies a user-defined goal
can be planned using a symbolic planner. The generated plan is executed in
a simulated environment by the TIAGo robot. We tested our method on a
dataset of 12 demonstrations collected from three different participants. The
results show that our method is able to generate executable plans from us-
ing one single demonstration with a 92% success rate, and 100% when the
information from all demonstrations are included, even for previously unseen
stacking goals.

4.2 Paper B
Diehl Maximilian, Ramirez-Amaro Karinne
Why did I fail? A Causal-based Method to Find Explanations for Robot
Failures
IEEE Robotics and Automation Letters, vol. 7, no. 4, Oct. 2022 .

This paper presents contributions towards providing robots with a causal
understanding of an action (RQ2: reliable detection of cause-effect relation-
ships) and our method that allows robots to find explanations of action fail-
ures (RQ3: prediction and explanation of failures): robot failures in human-
centered environments are inevitable. Therefore, the ability of robots to ex-
plain such failures is paramount for interacting with humans to increase trust
and transparency. To achieve this skill, the main challenges addressed in this
paper are I) acquiring enough data to learn a cause-effect model of the envi-
ronment and II) generating causal explanations based on the obtained model.
We address I) by learning a causal Bayesian network from simulation data.
Concerning II), we propose a novel method that enables robots to generate
contrastive explanations upon task failures. The explanation is based on set-
ting the failure state in contrast with the closest state that would have allowed
for successful execution. This state is found through breadth-first search and
is based on success predictions from the learned causal model. We assessed our
method in two different scenarios I) stacking cubes and II) dropping spheres
into a container. The obtained causal models reach a sim2real accuracy of
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70% and 72%, respectively. We finally show that our novel method scales
over multiple tasks and allows real robots to give failure explanations like
“the upper cube was stacked too high and too far to the right of the lower
cube.”

4.3 Paper C
Diehl Maximilian, Ramirez-Amaro Karinne
A Causal-based Approach to Explain, Predict and Prevent Failures in
Robotic Tasks
Conditionally accepted with minor revisions to Robotics and Autonomous
Systems (RAS), Elsevier, 2022 .

This paper is an extension to Paper B that focuses on the explanation and
prevention (RQ3: How can a robot predict, explain and prevent failures?)
of timely shifted action effects (RQ2: detection of cause-effect relationships
involving timely shifted, erroneous action effects): robots working in real en-
vironments need to adapt to unexpected changes to avoid failures. This is an
open and complex challenge that requires robots to timely predict and iden-
tify the causes of failures to prevent them. In this paper, we present a causal
method that will enable robots to predict when errors are likely to occur and
prevent them from happening by executing a corrective action. First, we pro-
pose a causal-based method to detect the cause-effect relationships between
task executions and their consequences by learning a causal Bayesian network
(BN). The obtained model is transferred from simulated data to real scenar-
ios to demonstrate the robustness and generalization of the obtained models.
Based on the causal BN, the robot can predict if and why the executed action
will succeed or not in its current state. Then, we introduce a novel method
that finds the closest state alternatives through a contrastive Breadth-First-
Search if the current action was predicted to fail. We evaluate our approach
for the problem of stacking cubes in two cases; a) single stacks (stacking one
cube) and; b) multiple stacks (stacking three cubes). In the single-stack case,
our method was able to reduce the error rate by 97%. We also show that
our approach can scale to capture multiple actions in one model, allowing to
measure timely shifted action effects, such as the impact of an imprecise stack
of the first cube on the stacking success of the third cube. For these complex
situations, our model was able to prevent around 75% of the stacking errors,
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even for the challenging multiple-stack scenario. Thus, demonstrating that
our method is able to explain, predict, and prevent execution failures, which
even scales to complex scenarios that require an understanding of how the
action history impacts future actions.

4.4 Paper D
Diehl Maximilian, Ramirez-Amaro Karinne
Transferable Priors for Bayesian Network Parameter Estimation in Robotic
Tasks
Submitted to IEEE International Conference on Robotics and Automa-
tion (ICRA), 2023 .

This paper analyses the data requirements for learning causal BNs with a
particular focus on the estimation of the conditional probability distributions
and investigates the problem of transferring prior experience with the goal
of improving data efficiency (RQ4: knowledge transfer in the form of causal
models from one task to another): one of the major challenges in robotics
is the ability to transfer prior experience to new domains. In that regard,
causal Bayesian Networks are an effective tool for modeling the outcome of
various robotic tasks. Learning a Bayesian network from data consists of
learning a graphical representation that captures the relations of analyzed
variables and learning the conditional probability distributions for each vari-
able (parameter learning). While the obtained graphical representation can
often be transferred between tasks, the learned parameters (distributions)
must be re-learned. This represents a problem in robotics where real robot
data is not as easily available as simulation data. Therefore, the transferabil-
ity of the learned models is a challenging problem and is the focus of this
paper. We analyze different possibilities to abstract priors from simulations
through bayesian estimation methods like Maximum a posteriori (MAP). We
investigate the transferability capability of the learned prior in two cases 1)
learn a model from a single stack and transfer it to execute a second stack;
2) learn and transfer priors for the task of dropping a sphere into containers
(plates to bowls). Finally, we compare the data efficiency between MAP and
Maximum-Likelihood (ML) estimation, which implies learning the task pa-
rameters from scratch. We show that the ML estimation converges multiple
times faster towards the true parameters compared to MAP, which makes ML
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generally preferable; however, in very sparse data cases, the MAP achieves a
substantially smaller variance than ML.
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CHAPTER 5

Concluding Remarks and Future Work

In this thesis, we presented interpretable and explainable learning and decision-
making methods that should accommodate different types of robot failures.

• First, we presented an interpretable approach to learning tasks from
human demonstration (LfD) based on a decision tree enhanced with
Knowledge representation. LfD is considered to be an essential tool for
autonomous robots to continuously extend their capabilities by learning
new tasks [22]. Moreover, interpretability is crucial since we have a
human in the loop (as a teacher and demonstrator of the task). Our
approach automatically generates symbolic, human-readable planning
operators from the demonstration, which can then be used to flexibly
generate plans for robot tasks.

• In the second part of this thesis, we focused on the analysis of the chal-
lenging problem of robot execution failures. We presented methods that
allow robots to provide contrastive explanations of execution failures
based on causal models of the action environment. The ability to ex-
plain why failures have occurred is important to foster trust and also
allows robots to prevent future failures from happening. With an ex-
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tension of this causal-based method, we were even able to explain and
prevent timely shifted action failures, which cover cases where current
actions are not considered failures but will negatively affect the success
of future actions.

• Finally, we analyzed the problem of transferring prior experience to im-
prove the data efficiency of Bayesian Network learning, with a particular
focus on estimating the conditional probability distributions. This in-
vestigation aims to help robots learn causal models faster, enabling them
to provide failure explanations at the cost of fewer action execution ex-
periments.

In this final chapter, I will shortly recapitulate the research questions and how
they were addressed in this thesis. Furthermore, I will expand on future work
and open questions for each of the research questions respectively.

Goal 1: Life-long learning (or learning from demonstration)
RQ1: How can we extract and learn a task in a flexible, robot-agnostic, and

interpretable manner by observing humans demonstrating the task?

As opposed to end-to-end learning of the demonstration [24], our approach
from Paper A segments the demonstrated task into a series of actions. This
is done by segmenting and classifying the continuous hand motions into a
minimal set of activities, like IdleMotion, Reach, Put, Take, and Stack. One
advantage of the semantic-based recognition method is that it can be easily en-
hanced with a First-order-Logic reasoning method and an ontology system [47]
to improve the generalization of the obtained models. Another advantage is
its ability to segment and recognize continuous data without a new training
step. Furthermore, as hand motion recognition is based on a decision tree,
the operator generation process is interpretable by humans. The precondi-
tions of a planning operator are based on the effects of the last state before
the activity transition, and effects are based on the last frame of the current
activity. Both preconditions and effects are expressed in terms of symbolic
states and can be therefore used with any robotic system or robot task. Since
each planning operator is based on one of the previously detected and classified
activities, operators can be named automatically with human-understandable
labels, thus providing a semantic description of the under-laying functionality.
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Moreover, operators are defined in terms of human-understandable symbols,
which allows humans to understand the obtained task plan and its execution
more easily.

Currently, we have only focused on high-level task abstraction. Neverthe-
less, if we want to be able to execute the resulting high-level action plans, we
need to bridge the gap to the low-level execution functions. One possibility
could be to learn robot-specific execution policies for each planning operator.
These policies could be learned through methods like Reinforcement learning
(RL) and should be rearrangeable and re-usable as instructed by the high-
level action plan. Similarly, feedback from the RL training could be used to
update the high-level planning operators, e.g., by removing/adding precondi-
tions/effects or adding information about action execution costs and success
probabilities. By enriching RL policies with symbolic descriptions of what
each policy aims to achieve (through the precondition and effect description
of the operator), action executions and, specifically, failures could be more
easily understandable by humans. This is considered future work.

Goal 2: Explanation of a robot’s actions
RQ2: How can we reliably detect cause-effect relationships in robot tasks in-

volving timely shifted and erroneous action effects?

In Paper B and C, we have presented a pipeline to learn causal models of
robot actions. A causal understanding of how actions impact and are im-
pacted by the environment is crucial knowledge to be able to explain actions
and, in particular, why failures have occurred. Initially, we define a set of
random variables that describe the task of interest, including potential cause
and outcome variables. We then collect data through randomized controlled
simulations of the action. Based on the obtained data, we first learn the causal
structure of the random variables through methods like Grow-Shrink [63] or
the PC algorithm [81]. Necessary assumptions are discussed in more detail
in Sec.3.1. Then given the causal structure, we can apply parameter learn-
ing methods like MLE or Bayesian Estimators to estimate the conditional
probability distributions of the variables. In Paper C, we demonstrated the
robustness of our proposed pipeline toward more complex tasks with more
random variables. By representing several actions together in one model, we
can handle cases where the observed effect was not immediate.
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Chapter 5 Concluding Remarks and Future Work

Future research directions include BN learning under incomplete data sam-
ples and hybrid BN learning algorithms (mixing discrete and continuous ran-
dom variables), which could potentially open up the application of our failure
explanation method to different industrial robotic systems.

RQ3: How can a robot predict, explain and prevent failures?

In Paper B, we presented a novel method that generates contrastive failure
explanations based on the obtained causal Bayesian Networks. These BNs
can be used to generate task success predictions; however, simply stating that
the task had to fail because the success chance was low is not an explanation
of why the failure has occurred. Humans typically use contrastive explana-
tions, and we generate this contrast by conducting BFS, starting from the
current failure parametrization. By changing one variable value at a time,
our proposed algorithm searches until it finds the closest state, which has a
significant success change (e.g., over 90%). Then, a contrastive failure expla-
nation can be provided by comparing the changing variables between these
two parametrizations. In Paper C, we showed that, by learning one causal
BN over several actions, we could address the challenging issue of explain-
ing timely-shifted action failures and prevent future action failures through
adjustments of the current action.

In the future, we want to use the proposed methods as a bridge between
high-level task planning (e.g., in the form of PDDL action plans [27]) and
the low-level execution functions since they would allow a planner to flexi-
bly insert high-level corrective actions, given low-level action imperfections or
failures, while at the same time providing explanations for the required cor-
rections. Furthermore, we want to explore different search heuristics to find
contrastive failure explanations. Our current approach (BFS) provides the
closest success parametrization, following Occam’s Razor principle. However,
while providing a simple explanation, it might not necessarily be the most
human-like explanation, which will require a user study for evaluation.

RQ4: How can a robot transfer knowledge in the form of causal models from
one task to another?

Learning causal BNs is based on statistical methods, which are data-intensive.
In Paper D, we, therefore, analyzed the data requirements of the parame-
ter estimation step (estimation of conditional probability distributions given
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the knowledge of the causal graph) more closely. We proposed a method to
transfer parameter priors obtained from related but different tasks, e.g., from
stacking one cube to two cubes or from dropping a sphere from a plate to a
new container (bowl). We could show that, in terms of data efficiency, the
ML estimation (learning the task from scratch) quickly outperforms the MAP
method (using prior information). However, in particular, for the sparse data
case, the priors can represent valuable experience and have the advantage of
a smaller variance. In the future, we would like to investigate if and how
effective priors could also be used for learning the causal network structure.
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