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Singlet Fission - The Effects of Solvent Polarity and Conformation

Rasmus Ringström

Department of Chemistry and Chemical Engineering

Chalmers University of Technology

Abstract

Singlet fission (SF) is a process in which one initial high energy singlet excited

state is converted into two triplet excited states of roughly half the energy of

the initial state. This process has the potential to increase the efficiency of con-

ventional solar cells by modifying the energy of the incident solar radiation to

better match the energy input required to generate electricity. However, the SF

technology is still in an early stage of its development and a clear picture of the

mechanism has not yet emerged. The aim of this thesis is to shed some light

on both the mechanistic aspect and in addition investigate the integration of SF

materials with semiconductors in a model system.

In the work presented herein we have demonstrated that the relative orientation

of the molecules involved in the SF process governs both the rate of formation

and decay of the formed triplet states in an intramolecular SF system. Transient

absorption studies have revealed that it is possible to selectively excite differ-

ent conformations and observe orders of magnitude different SF rates for the

same molecule by changing the excitation wavelength. Furthermore, conforma-

tional changes in the excited state has been utilized to increase the lifetime of

the triplet pair which could be of importance in future device implementation.

Additionally, we have investigated an intermolecular SF system attached to the

surface of mesoporous semiconductors. Here, we found that the surrounding

solvent polarity plays a crucial part in deciding what photophysical process is

favored on the surface. The study suggests that highly polar solvents are detri-

mental to SF and triplet injection efficiency for this system due to stabilization

of charge separated states.

Keywords: Singlet fission, transient absorption, rotational conformation, pho-

toinduced electron transfer
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1
Introduction

The world is slowly transitioning away from fossil fuel based energy resources

and towards renewable alternatives. Photovoltaic (PV) devices that can convert

light into electricity is an appealing option for meeting the world’s energy de-

mands and PVs currently have a central role in the transition from combustion

based energy generation. PVs, often referred to as solar cells, were invented

already in the early 1950s,1 but it is only in the past two decades that the tech-

nology has seen large scale deployment and impact on the energy market. This

is mainly due to a general increasing demand for renewable resources as well

as a sharp decline in production costs in combination with technological ad-

vancements leading to better device performances. Since 2010 there has been

an almost 70% decrease in costs of commercial PV systems and steady increase

of roughly 0.3-0.4 percentage units in module efficiency every year, on average.2

However, despite these past few years considerable increase in device efficiencies

and price reduction PVs still struggle to become an economically viable option.

And as with many things in today’s society, short term economical gains with po-

tential long-term disastrous consequences will in most cases be prioritized over

long-term sustainable and slightly more expensive options. Consequently, it is of

paramount importance to increase the efficiency and/or reduce the cost of solar

cells even more to make them competitive with our current means of energy

production.

The efficiency of solar energy devices is however fundamentally limited due to

the so-called spectrum losses which stems from a mismatch between the pho-

ton energies in the solar spectrum and the energy input required for the solar

cells. The mismatch originates from the fact that semiconductors, which is the

material that conventional solar cells are made of, have a fixed band gap. Band
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1. Introduction

gap refers to the minimum energy an incident photon must have to be absorbed

and to generate an electron-hole pair which in turn is a necessary requirement

to generate electricity if the semiconductor is connected to an electrical circuit.

Figure 1.1 presents the solar spectrum together with the band gap of silicon

(1.1 eV)3 which is the semiconductor that the vast majority of commercial solar

cells today are made of.4 Photons with an energy that exceeds the band gap,

i.e. photons with wavelengths shorter than roughly 1150 nm, have an excess of

energy relative to the band gap of silicon. Photons from this part of the spectra

can still only generate a single electron-hole pair and the excess energy is lost

as heat. The losses associated with this energy excess are the dominant losses

of single junction silicon solar cells and are referred to as thermalisation losses

(single junction refers to a solar cell containing only a single type of semicon-

ductor with a specific band gap). The thermalisation losses combined with the

losses associated with photons that have too low energy to be absorbed at all

results in an upper theoretical efficiency limit called the Shockley-Queisser limit.

It is named after William Shockley and Hans J. Queisser whom in 1961 calcu-

lated the thermodynamic energy conversion limit of any single junction cell to

approximately 33 %.5

Figure 1.1: The solar spectrum at sea level plotted together with the band gap of silicon

and an arrow indicating how singlet fission can be used to increase the efficiency of

photovoltaic devices. Data was obtained from National Renewable Energy Laboratory.6
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1. Introduction

Several technologies are currently being investigated to increase the efficiency

of solar cells beyond the Shockley-Queisser limit. The technique relevant to this

thesis is a photon energy conversion technique that aims to change the energy

of the incoming photons from the Sun so that they match better with the band

gap of solar cells. The technique is called singlet fission (SF) and it is a multiple

exciton generation process. The process is initiated by absorption of a photon by

a molecule raising it to a temporary excited state. While in this excited state it

can share its energy with a neighbouring molecule resulting in both molecules

ending up in excited states of roughly half the energy of the initially excited

state.7 If both of these lower energy excited states have enough energy to cre-

ate one electron-hole pair each in the semiconductor the thermalisation losses

are partially overcome. In total, SF has the potential to increase the Shockley-

Queisser limit from ~33 % to ~41 %.8,9 This may at first appear to be a very

modest increase. However, an increase of only a few percentage units can still

have a large impact considering the abundance of sunlight that is received by

the Earth every day. The amount of energy from the Sun that reaches the Earth

in just a few hours is estimated to be equal to the global energy consumption

of a full year.10 Furthermore, the SF material could in principle be integrated

directly with existing solar cells as an extra layer as illustrated in Figure 1.2 and

would thus not require extensive engineering in an ideal scenario.

Figure 1.2: Illustration of the theoretical implementation of SF in a PV device. Low

energy photons are used without energy alteration whereas high energy photons are

absorbed by the SF material and converted to two energy states of lower energy.
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1. Introduction

1.1 Purpose and Objective

Although SF is a promising technology for overcoming thermalisation losses in

solar cells, the technology is in its current state not ready for application in com-

mercial systems. The aim of this thesis is to acquire more knowledge about the

mechanism of SF, which is still not well understood, with the ultimate goal of

understanding how it best can be applied in future devices. In both of the papers

presented in this thesis, derivatives of two well known SF molecules have been

investigated, but with slightly different focus.

In Paper I a dimer of 6,13-Bis(triisopropylsilylethynyl)pentacene (PM) has been

investigated with emphasis on the role of molecular orientation of the two moi-

eties that undergo SF relative to each other. Dimers are interesting to study

from a mechanistic perspective since they allow precise control of mainly dis-

tance but also to some degree orientation and electronic coupling between the

SF moieties. This is in stark contrast to individual monomers in solution where

the molecules can come into contact in a more or less infinite number of config-

urations. However, even dimeric structures are not fully static systems and this

study thus also sought to understand how dynamics in the excited state governs

the rate of SF and the subsequent lifetime of the formed excited states. This is

an often overlooked parameter in the literature.

In Paper II a derivative of 1,3-diphenylisobenzofuran (DPIBF) was attached to

different semiconductors and the ability of the excited states of DPIBF subse-

quent to the SF event to create electron-hole pairs in the semiconductors was

evaluated. The study involved several different semiconductors and various sol-

vents to investigate if driving force and environment can be used to control

which photophysical process is favored on the surface.

4



2
Theory

Spectroscopy, which is a central part of solar cell and SF research, is the study

of absorption, emission and scattering of electromagnetic radiation by atoms or

molecules. The tool with which we explain and understand light and matter in-

teractions at this fundamental level is quantum mechanics. The theory of quan-

tum mechanics was slowly developing towards the end of the 19th century and

the beginning of the next century as physicists were trying to understand and ex-

plain experimental observations such as the photoelectric effect. Years of effort

from renowned scientists such as Planck, Einstein and de Broglie culminated in

the formulation of quantum mechanics by both Schrödinger and Heisenberg in

1927.11 The theories that emerged have since then been built upon and are still

highly relevant across all of physics and photochemistry today. The aim of this

chapter is to introduce the most central photophysical concepts relevant to the

contents of this thesis and explain them with the help of some of the quantum

mechanical theories that were developed almost 100 years ago.

2.1 Light and Matter Interactions

Photochemistry is a branch of chemistry that is concerned with the interaction

of electromagnetic radiation, i.e. light, with matter. Light can be described as

an electric field that oscillates perpendicularly to an oscillating magnetic fields

as illustrated in Figure 2.1. The two fields propagate in the same direction and

the distance between two maxima on either field is called the wavelength (λ).

The SI unit of wavelength is metres (m) but it is often expressed in nanometers

(10−9m, nm) for the purpose of electronic spectroscopy.12
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2. Theory

Figure 2.1: Illustration of the propagation of an electromagnetic wave with perpendic-

ularly oscillating electric and magnetic fields.

It is however often convenient to describe light not only as a wave, but also as

particles referred to as photons. The energy of photons (Ephoton) is related to

the wavelength, or frequency (ν), of the oscillating electric and magnetic field

together with Planck’s constant (h, 6.62607015·10−34 Js−1) and the speed of

light in vacuum (c, 299 792 458 m s−1) according to equation 2.1.13

Ephoton = hc

λ
(2.1)

In order to understand how and in what ways light can interact with matter we

must also briefly describe the nature of matter itself. The smallest constituents

of matter that will be considered for the contents of this thesis are protons,

neutrons and electrons that together form atoms. Atoms are in turn the basis

of molecules and larger everyday objects and materials around us. As it turns

out, matter on the macroscopic level can, just as photons, be described as both

waves and as particles. This is known as the wave-particle duality. The neg-

atively charged electrons are distributed in space around the nuclei consisting

of the positively charged protons and neutral neutrons. A consequence of the

small size of electrons and atoms in general is that their energy is restricted to

discrete states and values. The energy is said to be quantized and for atoms

and molecules this means that the electrons are restricted to different orbitals of
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2. Theory

certain energies. The energies (E) of the orbitals are given by the solution to the

Schrödinger equation as shown in equation 2.2

Ĥ ψ = E ψ (2.2)

where ψ is the electronic wavefunction which describes the motion and location

of electrons around the nuclei which is also found by solving the equation. Ĥ

is the Hamiltonian operator that describes the total energy of the system. Ac-

cording to Pauli’s exclusion principle both atomic orbitals (AO) and molecular

orbitals (MO, which are formed by linear combination of AOs) can be occupied

by a maximum of two electrons, and if two electrons do occupy one orbital,

their spins must be paired. Here, spin refers to the intrinsic quantum mechani-

cal property of electrons. It is easy to envision spin as an actual spinning motion

of the electron, but this classical mechanical viewpoint of a quantum mechanical

property is not entirely correct and it is better to think about spin just as any

property of electrons such as charge or rest mass. Spin is nonetheless important

and electrons can have a spin of either +1/2 (up) or -1/2 (down). Two elec-

trons that share an orbital will thus have opposite spins as illustrated in Figure

2.2 where the electrons are symbolized as half arrows pointing up or down in

orbitals represented as lines.11

Figure 2.2: Orbital energy diagram with electrons symbolized as half-arrows illustrating

the different spin multiplicity states of singlet and triplet.
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2. Theory

Figure 2.2 further shows that electrons occupy lower energy orbitals before fill-

ing higher energy ones according to the Aufbau principle (from the german word

for building up). The highest occupied molecular orbital (HOMO) and low-

est unoccupied molecular orbital (LUMO) are of considerable interest to photo-

chemists because even if there are a multitude of filled molecular orbitals lower

in energy, most photophysical properties in molecules are based on these frontier

orbital electrons that are more energetically accessible. As indicated in Figure

2.2 an electron is in a so called singlet ground state when the HOMO is filled

with two electrons forming a closed shell with net zero spin (one up and one

down). Here, ground state refers the lowest energy electronic configuration of

the molecule and the word singlet refers to the spin multiplicity of the molecule.

A two electron system can have a spin multiplicity of one or three where one

indicates that it is a singlet state with anti-parallel spin and three means that it

is a triplet state with parallel spin. Figure 2.2 also shows two other electron con-

figurations called singlet excited state and triplet excited state. An electronically

excited state can be formed if a molecule or atom absorbs energy, for instance in

the form of a photon. This may raise the molecule to a temporary higher energy

state by moving an electron from a lower energy to a higher energy orbital. This

can occur if the incoming photon energy matches the energy gap (∆E) between

the initial and final state and is known as Bohr’s frequency condition.12,14

∆E = Ephoton = hc

λ
= hν (2.3)

In the excited state the two electrons are separated in different orbitals and con-

sequently, Pauli’s exclusion principle no longer demands that the two electrons

have paired spin. As a result, an initial singlet ground state (which the vast ma-

jority of organic molecules are in) can have a different spin multiplicity in the

excited state. However, there are also some molecules that have a triplet ground

state. One such example is molecular oxygen (O2) which has two degenerate

(same energy) highest lying orbitals each occupied by one electron that allows

for parallel spins of the electron pair even in the ground state.15
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2. Theory

Once formed, excited states are inherently energetically unstable and atoms and

molecules will decay back to the ground state after a certain time period that is

highly system dependent. The processes that can occur subsequent to absorption

of a photon are commonly depicted in a Jablonski diagram such as the one in

Figure 2.3. Here, electronic levels are represented as solid thick horizontal lines

and the singlet ground state is denoted as S0. The first singlet excited state is

denoted as S1 and so on for higher energy excited states whereas triplet excited

states are denoted as Tn. The electronic levels all contain numerous vibrational

and rotational energy levels spaced between them. The vibrational levels are

shown as horizontal thin solid lines and are separated by energies that range

from approximately 0.1 to 0.15 eV which in wavelength scale is around 8-10

µm. This can be compared to the energy spacing between electronic energy

levels which, for a typical organic molecule, is on the order of 1.5 to 3.5 eV

corresponding to transitions in the ultraviolet-visible region (UV-vis, 350-750

nm). The energy separating the rotational energy levels are almost two orders

of magnitude smaller than the energy separation of vibrational energy levels and

have thus been omitted in the diagram for visual clarity.16

Figure 2.3: Jablonski diagram with singlet (S) and triplet (T) energy levels shown as

horizontal lines. Thick lines depict the electronic levels and thinner horizontal lines

are the vibrational levels. The diagram illustrates a selection of common photophysical

processes such as absorption, fluorescence, phosphorescence, internal conversion (IC),

vibrational relaxation (VR) and intersystem-crossing (ISC). Photoexcitation and radia-

tive decay processes are marked as solid lines and non-radiative processes are marked

as dotted lines.
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2. Theory

Photoexcitation occurs from the ground state S0 to excited states of the same

multiplicity Sn. Transitions directly to triplet states Tn are spin forbidden since

a change of spin in conjunction with a transition is not allowed. However, as

will be described shortly, even "forbidden" processes can in fact sometimes still

occur, albeit with very low probability. From the excited singlet state Sn the

molecule will quickly relax to different electronic levels of the same multiplicity

via internal conversion (IC) and via vibrational relaxation (VR) to different vi-

brational levels. These non-radiative processes are marked as dotted arrows in

the Jablonski diagram. IC and VR can occur on the sub picosecond (10−12 s) time

scale between states where the energy difference is small such as for transitions

from Sn to S1 (or from Tn to T1). As a result, most photophysical processes in

solution occur predominantly from S1 or T1 since these states are generally more

long-lived. This is known as Kasha’s rule.17 From S1 the molecule can return to

the ground state via radiative or non-radiative processes that typically occur on

the nanosecond time scale (10−9 s). The non-radiative processes involve inter-

nal conversion and vibrational relaxation just as for higher excited states. The

radiative relaxation from S1 to S0 is called fluorescence and involves the emis-

sion of a photon with an energy that is determined by the energy gap between

the two energy levels. S1 can also decay non-radiatively to a triplet state Tn in a

process called intersystem crossing (ISC). As mentioned previously, a transition

involving a spin change is quantum mechanically forbidden and consequently

this process typically occurs slowly due to its low probability. The rate can how-

ever vary from the microsecond (10−6 s) to the picosecond timescale since it can

be heavily influenced by the magnitude of spin-orbit coupling in the molecule.

Spin-orbit coupling refers to the interaction between the spin of the electrons

and the orbital motion of the electrons around the nucleus. The magnitude of

spin-orbit coupling is related to the nuclear charge and is larger for molecules

containing heavy atoms. This is called the heavy atom effect and it is known to

enhance the rate of spin-forbidden processes such as ISC.14

Note that in the processes described above intermolecular relaxation pathways

such as energy and electron transfer are not included. Electron transfer will

be described in more detail in section 2.3 and regarding non-radiative energy

transfer there are two main mechanisms: Dexter energy transfer18 and Förster

10



2. Theory

resonance energy transfer (FRET).19 Dexter energy transfer is a short-range (few

Å , 10−10 m) energy transfer mechanism involving a virtual electron exchange

between a donor and an acceptor molecule. FRET on the other hand can occur

over longer distances (few nm) and is dependent on the spectral overlap of the

donor emission and acceptor absorption.

It should be mentioned that transitions between different electronic states of-

ten involve a combination of vibrational and rotational levels which results in

broadening of absorption and emission spectra since most detectors cannot ac-

curately resolve each individual transition when they are too closely spaced in

terms of energy. This is the main reason why measured absorption and emission

spectra in solution are typically not observed as discrete lines as Bohr’s frequency

condition in equation 2.3 would suggest. Two typical absorption and emission

spectra are presented in Figure 2.4.

Figure 2.4: Absorption and emission spectra of a hypothetical molecule. The emission

spectrum is a mirror image of the absorption spectra and the emission is shifted to longer

wavelengths compared to the absorption.

Both the absorption and emission spectra have a clear vibronic progession with

11



2. Theory

transitions from or to different vibrational levels within the electronic levels.

The emission is often found to be a mirror image of the absorption spectra as

illustrated here because of the previously mentioned Kasha’s rule resulting in

emission being mainly from S1 to different vibrational levels of S0. Analogous,

absorption transitions occur from the ground state to different vibrational levels

in S1 and the similarity in spectra originates from the fact that the energy spacing

is similar for the vibrational levels of S0 and S1. Figure 2.4 also indicates the

characteristic Stokes shift of the emission relative to the absorption which is

a result of the non-radiative relaxation processes that occurs in between the

absorption and emission events.20 Additional reasons for line broadening in the

gas phase include phenomena such as natural linewidth broadening due to the

Heisenberg uncertainty principle and doppler broadening where the absorbed or

emitted frequency depends on the velocity of the molecule or atom relative to

the detector. Spectra can also be broadened, change shape or shift in wavelength

when the surrounding environment is altered. One common reason for this,

which will be seen in both Paper I and II, is that different solvents can stabilize

the formed excited states to different extents following absorption of a photon.

For instance, an excitation may result in a more polar molecule in the excited

state compared to the ground state due to the fact that an electron subsequent to

excitation may occupy an orbital located on a different part of the molecule. A

more polar excited state is stabilized in a more polar solvent environment which

in this scenario would result in a red-shift of the absorption spectra.

2.1.1 Quantum Yield and Excited State Lifetime

Spectroscopists use several different parameters to characterize and quantify

processes that occur in systems under investigation. One frequently encoun-

tered and important parameter when dealing with photophysical processes is

quantum yield (φ). Quantum yield is defined as the number of events that occur

per photon absorbed in a given system according to equation 2.4.

φ = #events
#absorbed photons (2.4)

The quantum yield can refer to any photoinduced process such as fluorescence

(φf), intersystem crossing (ISC) (φISC) or even SF (φSF ). It is also possible to

12



2. Theory

express quantum yields in terms of the rate constant of the process in question

(ki) divided by the sum of all the rate constants (kj) that can deactivate the state

according to equation 2.5.

φ = ki∑
j kj

(2.5)

In the case of for instance fluorescence, ki would be the radiative relaxation

rate constant (kr) and the sum of kr and the rate constant of all non-radiative

processes (knr) would be placed in the denominator as shown in equation 2.6.

φf = kr
kr + knr

(2.6)

The inverse sum of all the rate constants, i.e. the denominator in equation 2.5

and 2.6, is another important parameter called the lifetime (τ) of a state. The

lifetime is thus inversely proportional to all rate constants that depopulate the

state as described in equation 2.7 and is the average time a molecule spends in

its excited state. Lifetimes and methods to experimentally determine them will

be explained in more detail in section 3.4 and 3.5.

τ = 1∑
j kj

(2.7)

2.2 Singlet Fission

Singlet fission (SF) is a multiple exciton generation process where one initial

excited singlet state molecule shares its excitation energy with a ground state

molecule. The result is the formation of two triplet excited states where the

formed triplets are initially strongly coupled in a correlated triplet pair 1(T1T1)

with an overall singlet spin multiplicity.7,21 Since the product of SF are two

triplet excited states for each absorbed photon the maximum quantum yield, as

defined in equation 2.4, is 200 %. Figure 2.5 shows a simplified mechanistic

scheme of SF where the process is initiated by photoexcitation of one molecule

to its first singlet excited state.

13



2. Theory

Figure 2.5: a) Jablonksi diagram of the SF process starting with the exitation of a single

molecule followed by formation of the correlated triplet pair and finally independent

triplet states. b) Schematic of the SF process with pentacene as a model SF molecule.

The arrows indicate the spin of the involved states.

Because of the singlet spin multiplicity of the correlated triplet pair the initial

step of SF is spin allowed and may occur on the sub picosecond timescale and

can in certain cases even outcompete IC and VR. As previously mentioned, and

as indicated in the Jablonski diagram, the final step of SF involves decorrelation

and separation of the triplet pair into two fully independent triplet states. This

process typically requires spatial separation of the triplets as shown in Figure

2.5b. It should be noted that the kinetic scheme of SF is often more complicated

than the one presented in Figure 2.5 due to the involvement intermediate states

such as excimers,22 charge transfer states23 or triplet-pair species with differ-

ent spin multiplicities.24 The scheme presented is thus just the general process

and the actual mechanism is most aptly described as system dependent since it

14



2. Theory

has been proven occur by different mechanism for different SF capable classes

of molecules or even different assemblies and geometries of the same type of

molecule.25–27

Even though SF can occur efficiently on ultrafast timescales the process as de-

picted in Figure 2.5a is typically not represented in a general Jablonski dia-

gram such as the one in Figure 2.3. There are in principle two main reasons

for this. The first has its origin in the fact that SF requires two molecules in

close proximity or at least two sites that can each accommodate a triplet ex-

citon and is thus not a general process for a typical single organic molecule

in solution. Secondly, there are relatively few classes of molecules that fulfils

the energetic requirements needed to undergo SF. For SF to occur the energy

of the lowest singlet excited state E(S1) must exceed twice the energy of the

lowest excited triplet state E(2T1). This thermodynamic condition is typically

not satisfied for organic molecules. SF can however be slightly endothermic or

occur from a vibrationally excited S1, but must then compete with vibrational

relaxation. Despite the mentioned requirements, SF has been observed and con-

firmed in a number of different molecules. Examples include linear polyacenes

such as tetracene28–30 and pentacene31,32 and other molecular classes such as

1,3-diphenylisobenzofuran,33–35 rylenes36,37 and derivatives thereof. Due to the

requirement of short distance between the SF molecules, SF has been exten-

sively studied in crystals where the molecules are neatly packed and organized.

However, SF has also been investigated in highly concentrated solutions.22,38,39

This is another example of intermolecular SF, albeit with less control of order

and orientation of the molecules involved in the SF process. A third method of

satisfying the distance dependence is to design systems in which intramolecu-

lar SF can take place by for instance covalently linking two or more SF capa-

ble molecules to each other. Molecules consisting of two, three or more linked

molecules are often referred to as dimers, trimers etc. Contrary to intermolecu-

lar SF where the triplet excitons can decorrelate and diffuse apart leading to long

triplet lifetimes, intramolecular SF often suffers from short triplet-pair lifetimes.

This is mainly because the inability of the triplet-pair to diffuse apart which in

turn may lead to triplet recombination due to the strong electronic coupling be-

tween the molecules that is often present in for instance a dimer. The design
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of a SF dimer is thus all about having strong enough electronic coupling for SF

to occur efficiently and outcompete other processes such as fluorescence or IC

while simultaneously making sure that the coupling is not so strong that the

triplet-pair is deactivated immediately after being formed. This is important to

consider since the triplets have to be formed quantitatively and at the same time

have long lifetimes to be useful in any future application.

As evident from the above description of SF, the final product are two (gener-

ally) non-emissive triplet states. Thus, in order to actually utilize SF as a method

to increase the efficiency of solar cells a final step has to be included that is con-

cerned with the harvesting of the generated excitons. This could for instance

be achieved by energy transfer from the individual triplets to an emissive specie

that can emit photons which in turn may be absorbed by the solar cell mate-

rial. Another possibility is to utilize the triplet energy directly in a process called

photoinduced electron transfer where each triplet state resulting from SF injects

one electron into the semiconductor that the solar cell is made of. Photoinduced

electron transfer and electron transfer in general will be described in more detail

in the following section.

2.3 Photoinduced Electron Transfer

Electron transfer (ET) reactions can be described as events where electrons are

transferred from a donor (D) to an acceptor (A). ET can occur both when the

donor or acceptor are in their respective ground states or excited states. In both

cases, ET only occurs if there is a driving force for the reaction.40,41 When ET oc-

curs to or from an excited state that has been temporarily formed via absorption

of a photon the process is called photoinduced electron transfer (PET).42 It is

generally easier to oxidize (remove an electron) from an excited state molecule

than it is from the ground state since the excitation energy (singlet- or triplet

excited state energy) counts towards the total energy needed to remove the

electron completely from the molecule. Conversely, it is also easier for a specie

to be reduced (accept an electron) if it is in an excited state since the addition

of an electron may occupy the now half vacant HOMO orbital (in the case of a

closed shell molecule). Consequently, in both cases the driving force for ET is
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typically increased by first exciting either the donor or acceptor. The rate of an

ET event can be estimated using Marcus theory and the rate constant kET can be

expressed according to equation 2.8.43,44

kET = κelνne
− (λ+∆G0)2

4λkBT (2.8)

Here, κel is the electronic transmission coefficient, νn is related to the nuclear

motion, kB is Boltzmann’s constant and T is the temperature. The energy barrier

∆G0 can also be seen as the driving force for the reaction and, finally, λ is the

reorganization energy related to the rearrangement of the donor and acceptor

and the surrounding solvent molecules. From the equation it is possible to de-

duce a somewhat surprising result which is that as the driving force increases,

i.e., when ∆G0 becomes more negative, the rate of electron transfer will only

increase so long as -∆G0 < λ. If -∆G0 > λ the rate of electron transfer decreases

with increasing driving force. This is a well-known and confirmed phenomena in

the field of ET and if it is observed the ET is referred to as being in the inverted

region.45 In addition to the rate constant of ET it is sometimes useful to esti-

mate how likely a particular ET event is based on the driving force of creating

the charge separated state (CSS) of the donor and acceptor ∆G(D·+ − A·−) in

accordance with the Marcus-Rehm-Weller in equation 2.9.46,47 A negative value

of ∆G(D·+ − A·−) means that the ET for a particular reaction is spontaneous.

∆G(D·+ − A·−) = Eox(D) − Ered(A) − e2

4πε0εsRDA

− ∆E00 (2.9)

Here, Eox(D) is the oxidation potential of the donor, Ered(A) is the reduction po-

tential of the acceptor. The next term is the related to the coulombic stabilization

effects associated with bringing the two charges close to one another. ε0 is the

permeability of vacuum (8.854·10−12 As/Vm), εs is the relative dielectric con-

stant of the solvent and RDA is the center-to-center distance between the donor

and acceptor. ∆E00 is the excited state energy of the donor which highlights the

importance of PET since it may render normally nonspontaneous ET reactions

spontaneous.
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2.3.1 Semiconductors

A semiconductor is a solid phase material consisting of a large number of atoms

that is characterized by the fact that it has two distinct energy bands rather

than several distinct energy levels such as those for an atom or molecule.48 The

origin of the band structure can be understood by considering what happens

when a large number of atoms come together to form a solid. In this scenario,

each atom provides their own orbitals that, when combined, will slightly shift

in energy from the original value that they had when the atoms existed in iso-

lation. As more and more atoms congregate the number of energy levels will

increase and the separation between them becomes finer until there in principle

is a continuum of energy levels that ultimately forms two energy bands. For

a semiconductor the low energy band which is fully occupied with electrons is

referred to as valance band (VB) and the upper energy band is called the con-

duction band (CB). Figure 2.6 presents a schematic illustration that shows the

difference between semiconductor energy bands and the discrete energy levels

of a molecule or atom.

Figure 2.6: Illustration of the energy level distribution in a molecule compared to a

semiconductor material.
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For a semiconductor the CB contain no electrons at 0 K and is separated from the

VB by the band gap Eg, which corresponds to the energy required to promote an

electron from the VB to the CB. The promotion can for instance occur by absorp-

tion of a photon with energy that exceeds the band gap. The conduction band

can however also be populated by accepting an electron from another molecule

i.e. via PET. When a semiconductor is an acceptor in a PET reaction the ET event

is commonly referred to as electron injection.
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Methods

This section presents and explains the spectroscopic techniques and fitting pro-

cedures used in this work.

3.1 Steady State Absorption Spectroscopy

Steady state absorption spectroscopy can be used to assess what type of sub-

stance a sample contains and it can also be used to quantify the concentration

of a substance present in the sample. Figure 3.1 shows the main components of

an absorption spectrometer.

Figure 3.1: Schematic illustration of an absorption spectrometer.

The monochromator consists of a dispersive element, usually a diffraction grat-

ing, that spreads the light in different angles as a function of the wavelength,

and a thin slit which is used to select the desired wavelength. The intensity be-
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fore the sample (I0) is measured by a reference detector and the intensity of the

light having passed through the sample (I) is measured by a separate detector.

The absorbance (A) can then be calculated according to equation 3.1.12

A = log
I0

I
(3.1)

The absorbance of a sample is proportional to the concentration (C), the path-

length (l) and the molar absorptivity at a particular wavelength (ε(λ)) according

to equation 3.2.

A(λ) = ε(λ)Cl (3.2)

The molar absorptivity is a measure of the probability for a molecule or a mate-

rial to absorb a photon of a certain wavelength.13

3.2 Transient Absorption Spectroscopy

Whereas steady state absorption generally provides an absorption spectrum of

the ground state, transient absorption (TA) spectroscopy can be used to probe

the absorption of transient species such as excited states. TA is often referred to

as pump-probe spectroscopy and the basic principle of this technique is that the

sample is initially excited by an intense pulse (pump) that populates the excited

states. The pump pulse is followed by a weaker pulse (probe) after a certain

time delay. The purpose of the probe pulse is to measure the absorption induced

by the first pulse as illustrated in Figure 3.2.
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Figure 3.2: a) Modified Jablonski diagram which includes excited state absorption

(ESA) for the singlet and triplet excited states. Photoexcitation and radiative decay

are marked as solid lines and non-radiative processes are marked as dotted lines. b)

Schematic illustration of TA showing how a sample is photoexcited by a pump pulse and

then subsequently interrogated by a probe pulse after some time delay.

The time delay between the pulses can be varied. By scanning over a certain

wavelength region while increasing the time between the arrival of the pump

and the probe to the sample an absorption spectra, such as the one presented in

Figure 3.3a, can be constructed.
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Figure 3.3: a) TA spectra showing the differential absorption as a function of wave-

length and with different time delays between the pump and the probe in the legend.

b) The corresponding TA spectra where the different contributions to the overall signal

has been separated. ESA is an abbreviation for excited state absorption, GSB stands for

ground state bleaching and SE means stimulated emission.

The data from a TA experiment is usually presented as a differential absorption

spectra where the differential absorption (∆A) is the absorption after the pump

pulse (AI+) minus the absorption without the pump pulse (AI−) as shown in

equation 3.3.

∆A = AI+ − AI− = log
I−
I+

(3.3)

Here, ∆A is also expressed as the ratio between the probe light having passed

through the sample with (I+) and without (I−) a preceding pump pulse, respec-

tively. From this expression it can be seen that some parts of a TA spectra can

have a net negative signal and some parts can be positive. There are in prin-

ciple two main contributions that can give rise to negative signals. The first of

these stem from the fact that when the pump beam interacts with the sample,

a fraction of the molecules will leave the ground state and be transferred to the

excited states. Consequently, the concentration of ground state molecules will

decrease and the ground state absorption will decrease. As such, the absorp-

tion without a preceding pump pulse AI− can be larger than the value of the

absorption shortly after the pump pulse AI+ which will give a net negative ∆A.

This is usually referred to as ground state bleaching (GSB) and is shown as the

green area in Figure 3.3b. The second negative contribution is related to emis-
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sion from the sample. More specifically it is related to stimulated emission (SE)

(red area in Figure 3.3b) induced by the probe light with some minor contribu-

tions from spontaneous emission. This negative contribution can be understood

by considering the transmitted intensities (I+) and (I−). Assuming that there is

no absorption and only SE occurring at a particular wavelength, the number of

photons received by the detector in absence of the pump (I−) will be equal to

the number of photons hitting the sample. Conversely, the signal with the pump

active (I+) will, again with the assumption of no absorption, result in the same

amount of photons reaching the detector plus stimulated emission from the ex-

cited states that were populated by the pump. Since this will render I+ > I−, ∆A

will become negative in accordance with equation 3.3. As a result, negative sig-

nals in a TA spectrum will resemble a combination of the steady state absorption

and emission spectra. Finally, positive signals correspond to excited state absorp-

tion (ESA) which is shown as the blue region in Figure 3.3. This contribution

will always be positive to the overall signal since it originates from absorption of

excited states following the pump pulse. Note that the ESA can originate from

not only singlet excited states, but from any transient species such as triplet

states or charge-separated states that may evolve as a result of energy transfer

or electron transfer from the initially excited specie. Careful analysis of the TA

spectra can sometimes allow certain features to be assigned to a particular tran-

sition and the transitions are commonly denoted as S1-Sn or T1-Tn to indicate a

transition from the first excited state to a higher excited state of singlet or triplet

spin multiplicity.

3.2.1 Femtosecond and Nanosecond Transient Absorption

Both nanosecond (ns) and femtosecond (fs) TA have been used in this work. The

time prefix indicates in what time domain the pulse width belongs to for each

technique and this parameter also determines the time resolution of the mea-

surement. Even though the two techniques are based on the same principle, the

experimental setup and the information that can be acquired is quite different.

In nsTA the pulses typically have a width of a few nanoseconds and with this

technique it is possible to monitor photoinduced processes in the order of a few

tens of nanoseconds up to milliseconds. The probe lamp can on these timescales
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be from a continuous light source and the delay between the pump and probe

can be controlled electronically. In this thesis the pump pulse was generated

by a Q-switched frequency tripled Nd:YAG laser with a fundamental output of

1064 nm and a pulse width of ~7-10 ns. The desired excitation wavelength was

obtained and tuned with an optical parametric oscillator (OPO). The probe light

was detected with either a photomultiplier tube (PMT) for single wavelength dy-

namics or a charge coupled device (CCD) camera which produces a TA spectrum

in a broader wavelength range.

With fsTA it is possible to monitor ultrafast processes that occur just a few hun-

dreds of femtoseconds after the pump pulse. Contrary to nsTA it is not possible to

electronically control the time delay between the pump and the probe pulse on

these short timescales. Instead, the probe and pump pulse must originate from

the same source and the delay between them is controlled by optical means.

The setup used in this thesis consists of a mode locked Ti:Sapphire laser with

an output of 800 nm, 80 MHz and a time width of approximately 200 fs. A re-

generative amplifier pumped with a frequency doubled Nd:YLF laser is used to

increase the power of the seed pulses. After the amplifier, the beam is split into

a pump and a probe beam. The pump is directed through an optical parametric

amplifier (OPA) which is used to obtain the desired excitation wavelength. The

pump beam is subsequently guided towards an optical delay stage which can

be adjusted to delay the arrival of the pump to the sample relative to the probe

beam. The length of the optical delay stage thus determines the maximum time

delay that can be probed and is for the setup used in this thesis 10 ns. After

the delay stage the pump is focused and overlapped with the probe beam at the

sample. The probe beam has at this point passed through a rotating CaF2 plate

which produces a white light continuum49 and enables probing the transient

absorption across a wide wavelength region with the help of a CCD camera.

3.3 Steady State Emission Spectroscopy

In steady state emission spectroscopy the sample is exposed to constant or pulsed

illumination while the intensity of the emission is recorded by integrating over a

certain time period. Figure 3.4 shows a schematic illustration of a typical emis-
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sion spectrometer with a light source, a monochromator for the excitation light,

a monochromator for the emission light and a detector that is placed perpen-

dicular to the light source. An emission spectrum can be obtained by adjusting

the emission monochromator and monitor the emission at different wavelengths

while keeping the excitation light locked at a particular wavelength. It is also

possible to monitor the emission wavelength while scanning over a range of ex-

citation wavelengths. The spectrum acquired in this case is called an excitation

spectrum and the excitation spectrum usually, but not always, closely resembles

the absorption spectrum.20

Figure 3.4: Schematic illustration of an emission spectrometer.

3.4 Time Resolved Emission Spectroscopy

Steady state emission spectroscopy is limited in the sense that it gives no infor-

mation of how or when an excited state is deactivated. To remedy this issue,

time resolved emission is utilized. The method which is used in this thesis to

to measure emission lifetimes is called time correlated single photon counting

(TCSPC). With this technique the sample is excited with a laser pulse that is

typically much shorter than the emission lifetime under investigation. The over-

all time resolution of the measurement depends on the excitation pulse width

in conjunction with the response time of the detector. The instrumental setup
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used for the experiments presented herein utilizes a pulsed laser diode and a

micro-channel plate photomultiplier tube (MCP-PMT) resulting in a combined

time resolution down to 70 ps. The working principle of a TCSPC instrument is

that the time between the excitation pulse and the arrival of the first photon at

the detector is recorded. This process is repeated for a multitude of excitation

pulses and eventually a histogram can be constructed with time on the x-axis and

the number of photons on the y-axis. The measurement continues until enough

photons have been accumulated for the measurement to be considered statisti-

cally significant (usually 5000 or 10000 photon counts in the top channel).20 A

schematic illustration of the instrumental setup is shown in Figure 3.5.

Figure 3.5: a) Schematic illustration of the experimental setup of a TCSPC instrument

b) Example of a histogram from a TCSPC measurement where the red line represents

an exponential fit to the data.

One of the most important parameters that can be obtained from a time resolved

emission measurement is the lifetime (τ) of the emitting specie. The lifetime is

defined as the average time the emitting specie remains in the excited state sub-

sequent to being excited and it can be extracted from the histogram obtained

from a TCSPC measurement. This can be realized by considering the rate ex-

pression for how an excited state decays with first order kinetics as shown in

equation 3.4.

dN(t)
dt

= − 1
τ
N(t) (3.4)

Here, N(t) is the excited state population which decays as a function of time (t)
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and τ is the inverse sum of all first order rate constants that depopulate the ex-

cited state including both radiative and non-radiative processes. By integrating

the expression and defining the initial population at t=0 as N0 one obtains the

expression in equation 3.5.

N(t) = N0 e
−(t/τ) (3.5)

Finally, because the emission intensity I(t) is proportional to the excited state

population N(t) it is possible to fit an exponential function directly to I(t) vs. t

which is the output from a TCSPC experiment and where τ is the fitting param-

eter of interest that is extracted. The above description is however limited to a

sample with a single emitting specie that only decays with a single, so called mo-

noexponential lifetime. For systems containing more than one emissive specie

or a single specie that has several lifetimes, the intensity vs. time plot can be fit

to a sum of exponential decays according to equation 3.6.20

I(t) =
∑
i

I0,i e
−(t/τi) (3.6)

It should be noted that the validity of equation 3.6 is based on the assumption

that the lifetime of the emission decay is much longer than the instrument re-

sponse function (IRF) which in essence is the inherent time resolution of the

instrument. If the lifetime of the emission is on the same time scale as the IRF it

is necessary to deconvolute the exponential decay with the IRF since a significant

fraction of the excited states formed by the early part of the pulse will start to

decay at the same time as new excited states are populated from photons from

the tail of the pulse. The convolution integral is presented in equation 3.7

Imeasured(t) =
∫ t

−∞
IRF (t′) I(t− t′) dt′ (3.7)

where Imeasured(t) is the measured intensity decay and IRF(t’) is the intensity

decay obtained when only scattered excitation light is allowed to reach the de-

tector. When both Imeasured(t) and IRF(t’) are known it is possible to solve for

the true intensity decay I(t) which can be a sum of exponentials as in equation

3.6.50
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3.5 Global Analysis of Spectroscopic Data

A time-resolved spectrum such as the one in Figure 3.3a) obtained from a tran-

sient absorption measurement is often not the result of absorption of a single

species, but rather a linear combination of several individual absorption spectra

from species that form and decay with different rates. For this reason it can

be desirable to extract the spectral components that together forms the mea-

sured spectra and at the same time solve for the rate constants that governs the

systems’ dynamics by applying a kinetic model to the data. This can be accom-

plished using singular value decomposition (SVD) and global analysis. Here,

global analysis refers to the simultaneous analysis of multiple decay traces at

different wavelengths where the extracted fitting parameters (such as rate con-

stants) can be shared for all the wavelengths or alternatively just be shared for a

small part of the entire investigated spectral region.51,52 SVD is a mathematical

tool in linear algebra to factorize matrices. This tool serves two main purposes

in the analysis of the raw data. The first is to extract the number of independent

components that can describe the data set and thereby also reduce the amount

of data that needs to be analyzed. The second purpose is to combine the ex-

tracted independent components with a kinetic model and calculate the true

spectral components and their corresponding concentration time evolution.53

The global SVD analysis starts with the experimentally obtained raw data in a

matrix, A. The matrix A in the case of a transient absorption experiment con-

sists of columns that correspond to absorption spectra at a certain time and rows

that represent the time evolution of the absorbance at a specific wavelength.

Thus, if the measurement had 400 wavelengths and 100 time steps, it would be

a 100×400 matrix. The process of SVD separates the matrix A into a product of

three matrices U , S and V according to equation 3.8.

A = USV T (3.8)

Here, the matrix U contain the column space of A which corresponds to infor-

mation about the spectrum at different times. The matrix V contain the row

space of A which represents the time evolution of the absorption at individual

wavelengths. The third matrix, S, is a diagonal matrix and the values of the diag-

onal elements in S are weights (or so called singular values) that determines the
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importance, or equivalently, the relative amount of information in the columns

in U and V . Each column of U and V will carry less relevant information in a

progressive manner and this is reflected in the diagonal scalar values of S which

also decreases until a plateau value of zero. The plateau value indicates that the

columns after this point in U and V are superfluous and only carry noise. This

is the first part of the SVD analysis which, as previously stated, has the main

purpose of finding the number of independent components that can accurately

describe the absorption spectra of the raw data in A. The next step is to reduce

the matrices U , S and V and only keep the columns that are significant. The ma-

trices are reduced based on analysis of the diagonal values in S and typically the

significant columns are the ones before the previously described plateau value.

This should also coincide with the columns in U and V , respectively, that do not

show clear spectral features. All columns beyond the last significant column are

discarded and the result is a reduced matrix Ar as seen in equation 3.9.

Ar = UrSrV
T
r (3.9)

It is important to note that at this point the independent orthogonal components

from the reduced matrices Ur and Vr have no real physical meaning since there

are a multitude of solutions to equation 3.8. This is where the second part of the

SVD analysis enters the picture. The first step of this second part is to define a

kinetic model describing how the different absorbing species are related to each

other. This step is of paramount importance since there may be several models

that can be fit to the experimental data. The model should be chosen while

taking into account the number of significant components from the prior SVD

analysis as well as any additional knowledge about the system the experimenter

might have. An example of such a kinetic model is provided in Figure 3.6 where

the concentration matrix (C) is found as the solution to the differential equation

system involving the relevant combination of rate constants according to first

order kinetics (which most photophysical processes are assumed to follow).
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Figure 3.6: Left: Jablonski diagram of a hypothetical kinetic situation involving decay

from a singlet excited state (S1) to the ground state (S0) or first triplet excited state (T1).

Right: Differential equation system for the kinetic scheme to the left.

The time dependent concentration matrix C is connected to Vr and is ultimately

found by matrix rotation of Vr with the rotation matrix (R) according to equation

3.10.

Vr = RC (3.10)

Similarly, the true spectral components are found in equation 3.11 by matrix

rotation of Ur with the same rotation matrix resulting in a new matrix, B, which

contains the true absorption spectra of each component according to the chosen

model.

Ur = RB (3.11)

The fitting process is repeated many times while minimizing the least square

difference between the raw data matrix A and the simulated spectra which cor-

responds to the product of B and C: (|A-BC|).53–55 The obtained spectral com-

ponents are commonly referred to as evolution associated spectra (EAS) in the

case of a consecutive model where one specie converts to another specie in a

sequential manner (for instance: A→B→C→ground state). The spectral com-

ponents can also be referred to as species associated spectra (SAS) if a specific

model is applied which includes both parallel and sequential decays.51
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SVD can be very helpful and valuable in the analysis of spectroscopic data. There

are, however, several pitfalls that one should be aware of when analysing data

using this method. One of the most important factors to consider is the impact

of the initial start guesses for the fitted parameters. Start guesses are required

to start the fitting process, but great care must be taken to make sure that the

initial guesses are good enough. The reason for this is that the fitting algorithm

tries to find a minimum in a multidimensional surface of the sum of the resid-

uals vs. every parameter that can influence it (residuals refers to the difference

between a measured and a fitted value). This multidimensional surface contains

both local and global minima and if the start guess is chosen poorly there is a

risk that the starting point of the iteration is on the inner side of one of the lo-

cal minima. This will result in that the solution converges to the local minima

and ultimately the wrong answer is obtained from the fitting procedure. One

way to circumvent this problem is to try with a multitude of starting guesses

and observe the robustness of the fit. Another commonly employed strategy is

to initially lock certain parameters (the ones that the experimenter is most sure

about) and let the remaining parameters be fit with this constraint. Once a fit

has been achieved in this way one can release one parameter at a time and ap-

proach a solution that best fit the data. This is particularly useful in fits which

involve many parameters. Care must also be taken to avoid overparameteriza-

tion, which occurs when more parameters than necessary are used to fit the data.

This often results in low robustness, i.e. that different solutions are obtained for

different starting guesses while still having a more or less equal sum of square

errors. In addition to checking for robustness, it is also possible to avoid overpa-

rameterization by analysing the dependency of each parameter with the others.

Furthermore, overparameterization usually results in large standard error val-

ues. In conclusion, SVD is a powerful tool for analysis and deconvolution of

complicated spectroscopic data, but it comes with certain limitations that must

be considered. One of the the most important countermeasures against faulty

fitting is the knowledge of the experimenter themselves and their ability to rec-

ognize some solutions as unrealistic or improbable.53,55
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4
Results and Discussion

This chapter presents two separate investigations on SF. The first is concerned

with how the conformational geometry of two covalently bound pentacene mole-

cules affects the rate of intramolecular SF and the lifetime of the formed triplet-

pair. The second part of this chapter is focused on DPIBF monomers bound to

different mesoporous semiconductors. Here, intermolecular SF of DPIBF and the

possibility of PET subsequent to the SF event is investigated by chemisorption of

DPIBF to TiO2, ZrO2 and SnO2 films in solvents of varying polarities.

4.1 Molecular Rotational Conformation and Singlet Fission

This section summarizes the main findings from Paper I56 in which SF and its

dependence on rotational conformation and molecular orientation was carefully

studied. For this purpose, three pentacene dimers were synthesized and their

molecular structures are presented in Figure 4.1 together with the structure of

the pentacene monomer 6,13-Bis(triisopropylsilylethynyl)pentacene (PM), which

is a well-known SF molecule. In all three dimers the pentacene moieties are

connected by a 1,4-diethynylphenylene spacer with the intention of allowing ro-

tation of the pentacene units relative to one another. Two of the dimers were

further modified with substituents on the central phenylene unit. The large and

bulky nature of the substitients introduces steric hindrance that restricts the ro-

tational freedom and additionally has the potential to shift the equillibrium dis-

tribution of the conformational geometries. Figure 4.1b) shows the steady state

absorption spectra of PM and the three dimers in room temperature. Although

there are clear general similarities between the dimer and monomer spectra

there are some distinct differences indicating substantial electronic interaction

between the pentacene moieties.
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Figure 4.1: a) Molecular structures of 6,13-bis(triisopropylsilylethynyl)pentacene (PM)

and the dimers PD1, PD2 and PD3 investigated in this study. b) Steady state absorption

spectra of PM and the dimers.

Furthermore, the absorption bands of the dimers are broadened relative to the

spectra of the monomer. This can be interpreted as that each dimer can adopt

a multitude of different conformations owing to the rotational freedom around

the ethynyl groups in the spacer. Thus, at room temperature there will be a dis-

tribution of conformations each with absorption transitions at slightly different

energies. To lend credence to this statement density functional theory (DFT)

calculations were performed to investigate the rotational freedom of each of the

dimers around the central diethynylphenylene spacer. This was done by first

calculating the lowest energy conformations that the dimers can adopt. The

optimal structure will be a function of the amount of conjugation across the en-

tire molecule, which will lower the potential energy, and repulsive forces from

the steric hinderence caused by the bulky side groups on the central phenylene

unit which will raise the potential energy of the system. The obtained optimum

structures are presented in Figure 4.2a).
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Figure 4.2: a) Lowest energy conformations of PD1, PD2 and PD3. b) Potential energy

landscape obtained by scanning over a range of dihedral angles θ. Thermal energy at

295 K is highlighted by the shaded area.

The unsubstituted dimer PD1 adopts a totally coplanar structure in its lowest

energy conformation. PD2 and PD3 on the other hand have conformations that

are more twisted due to steric hinderence. These conformations are however

merely the conformations that the molecules will adopt at 0 K. At room tem-

perature there will, as previously stated, exist a distribution conformations. In

order to map the potential energy V(θ) of different conformations relative to

the lowest energy conformation a relaxed scan of the dihedral angle θ was per-

formed. Here, θ is defined as the angle formed between the plane of one of the

pentacene units and the plane formed by the central phenylene unit as shown in

the inset of Figure 4.2b). A relaxed scan means that θ was set to a certain value

and then all other coordinates were allowed to relax to find the lowest energy

conformation of that particular θ. The result of the relaxed scan is shown in Fig-
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ure 4.2b) where thermal energy at 295 K is included as the shaded area. From

this it is clear that there are a large number of conformations close in energy to

the lowest energy conformations and that most of them will be present together

in a sample at room temperature. It can also be deduced from the scan that the

rotational barrier is largest for PD3, then PD2 and finally lowest for PD1, which

will be important to consider for the fsTA measurements of the dimers as shown

in Figure 4.3.

Figure 4.3: Room temperature fsTA spectra and corresponding evolution associated

spectra (EAS) of dimers (a and b) PD1, (c and d) PD2, and (e and f) PD3. The kinetics

of all three dimers could be accurately described by a two-component sequential model

S0S1 → T1T1 → ground state (GS) using global analysis with components and lifetimes

indicated in the figure. The measurements were performed in toluene with a pump

pulse at 612 nm and the pump scatter near the excitation wavelength has been removed

for clarity.

fsTA was used to experimentally determine the influence of the central pheny-

lene unit substitutions on the SF dynamics. The room temperature fsTA spectra

and their corresponding evolution associated spectra (EAS) of all the dimers are
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presented in Figure 4.3. All of the dimers can be accurately modeled with a

consecutive model of two components where the first converts to the second.

The two components have a unique spectroscopic signature but are more or less

identical across the dimer series. The first component is in all cases formed im-

mediately following excitation and display absorption maxima at 460 and 510

nm. This is assigned to absorption of the singlet excited state S1S0 since it is

formed instantaneously and also matches the initial spectra of the monomer PM

in solution. The singlet excited state has a very short lifetime and evolves into

the second component within 1 to 25 ps for every dimer. The second component

is assigned to be the correlated triplet pair (T1T1) based on its similarity with

the sensitized triplet spectra as seen in Figure 4.4 where the sensitized triplet

spectra of PD2 is compared to the second component from the fsTA spectra in

Figure 4.3. PD2 is just shown as an example here and the T1T1 component of

PD1 och PD3 also match their corresponding sensitized triplet spectra as can be

seen in Paper I.

Figure 4.4: Sensitized triplet excited state spectra (purple) of PD2 obtained via triplet

energy transfer from platinum octaethylporphyrin (PtOEP) in toluene solution together

with the triplet pair EAS of PD2 (orange) obtained from the SVD analysis as shown in

Figure 4.3. A similar comparison of sensitized triplet spectra and triplet pair EAS of PD1

and PD3 is presented in Paper I.

The ultra-fast formation of the triplet pair is solid evidence that the triplet for-
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mation observed is a result of SF and not ISC since ISC typically occurs on much

longer time scales for organic molecules. Furthermore, the relatively short life-

time of sub 200 ps in the longest case for PD3 indicates that no fully independent

triplet states are formed and that the correlated triplet-pair is deactivated to the

ground state before the triplets can dissociate. Notably, the rate of formation

and decay of the triplet pair is largest for PD1 followed by PD2 and finally PD3

and as such it follows the trend of rotational freedom since PD1 is the least rota-

tionally restricted dimer followed by PD2 and then PD3. Based on the presented

results it appears as if the fsTA spectra presented here are the average SF ki-

netics of a distribution of different conformers where some do SF very fast and

efficiently and some a little bit slower. However, on average, the more restricted

and twisted the dimers PD2 and to an even larger extent PD3 display the least

efficient SF.

To further support the hypothesis that the different conformers present in the

sample have absorption transitions at different energies time dependent DFT

(TD-DFT) calculations were employed. The result of these calculations are pre-

sented in the top part of Figure 4.5. The vertical colored bars represent the low-

est energy transitions corresponding to a conformation of a specific orientation

of the pentacene units relative to the central phenylene unit as indicated in the

inset. The bottom part of Figure 4.5 show the steady state absorption of PD1 and

PM showing that the theory in general matches well with the experimental re-

sults. It should be noted that the calculation do not take vibrations into account

and thus lack the vibronic progression that is observed in the experimental data.

The calculations here shows that the more coplanar geometry of the conformer

the more red-shifted is the absorption transition. This is reasonable since this

conformation is expected to be the most conjugated and have the strongest elec-

tronic coupling. These results can also explain the blue shift of the GSB in the

fsTA spectra in Figure 4.3 at ∼650 nm for later time delays between the pump

and the probe. This blue shift likely corresponds to that the more red-shifted

and more strongly coupled conformations undergo SF fast and efficiently while

less strongly coupled conformers that have ground state absorption at shorter

wavelengths remain in the singlet excited state even at longer time delays.
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Figure 4.5: Top: Lowest energy transitions in different conformations of an unsubsti-

tuted pentacene dimer (PD1, orange, red, blue and green bars) and the monomer (PM,

black bar), calculated using TD-DFT. The inset illustrates the pentacene-phenylene-

pentacene geometry of the respective conformer. The shorter colored bars represent the

phenylene-bridge unit at different dihedral angles and the longer grey bars represent

the pentacene moieties. Note that the blue and red conformations with θ = 45◦ have

very similar transition energies and oscillator strengths causing their bars to overlap.

Bottom: Steady state absorption spectra of PD1 (dashed) and PM (solid) in toluene.

4.1.1 Selective excitation of rotational conformers

Based on the above results we speculated that it could be possible to selectively

photoexcite different conformers and observe different SF rates for the same

dimer molecule by simply using different excitation wavelengths. However, as

previously mentioned and demonstrated, at room temperature the different con-

formations have overlapping absorption bands leading to excitation of a range

of conformers at any given excitation wavelength. A solution to this could be

to lower the temperature since this could provide a more narrow distribution.

An estimation of the distribution of conformers at different temperatures can be

obtained by using the relative potential energy V(θ) of the various conformers in

Figure 4.2 in the Boltzmann distribution function presented in equation 4.1.
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P (θ, T ) = e−V (θ)/kBT∫
e−V (θ)/kBTdθ

(4.1)

The resulting probability distribution as a function of the dihedral angle θ and

temperature is shown in Figure 4.6.

Figure 4.6: Probability distribution function of the dimers’ rotational conformers at 300

K and 100 K.

At room temperature, a large range of conformers are available to PD1, PD2,

and PD3. However, the probability distribution is significantly narrower at 100

K and at this low temperature a larger fraction of the dimers belong the the con-

formers of lower energy. Indeed, the steady state absorption of PD3 in Figure

4.7a) shows that the absorption bands become narrower and more clearly re-

solved at 100 K compared to room temperature. PD3 is shown as an example

here but similar changes are observed for all dimers upon cooling. Notably, the

red-edge of the lowest energy absorption band grows significantly. This is an in-

dication that a large fraction of the dimers in the sample adopt a more strongly

coupled conformation with red-shifted absorption at lower temperatures. This

conclusion is supported by both the blue shift of the GSB at longer time delays in

the fsTA room temperature measurements in Figure 4.3 and the theoretical cal-

culations in Figure 4.5 where it was shown that more co planar conformations

have absorption at lower energy. Based on these findings, fsTA measurements at

100 K in 2-methyltetrahydrofuran (MTHF) were performed on all of the dimers.

Figure 4.7b) show the single wavelengths dynamics of the triplet pair of PD3

when excited with different excitation wavelengths.
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Figure 4.7: a) Steady state absorption spectra of PD3 at 295 K and 100 K. b) fsTA single

wavelength kinetics of the triplet-pair peak of PD3 at 505 nm for with an excitation

wavelength of 707 nm and 651 nm at 100 K in MTHF.

Exciting at the red edge of the steady state absorption at 707 nm the formation of

the triplet pair occurs within the instrument response time of the system (∼250

fs). With this excitation wavelength the triplet pair also decays very rapidly with

a lifetime of roughly 1.8 ps. In contrast, when shifting the excitation wavelength

to 651 nm the kinetics are more complicated and involves species with several

different lifetimes. There is a slower rise of the signal at later times where a

species form in 153 ps and decay in 21 ns suggesting that excitation at 651

nm results in the population of a more weakly coupled conformer that performs

slower SF. Furthermore, it appears as if this excitation wavelength also excites

a very strongly coupled conformer that displays kinetics similar to the one that

was observed with excitation at 707 nm. The reason for this is likely due to

the fact that the conformer with its first absorption transition at 707 nm has

a vibronic progression that extends to shorter wavelengths and overlaps partly

with conformers of weaker coupling at higher energy.

4.1.2 The effect of viscosity on excited state dynamics

The fsTA measurements at 100 K in MTHF reveals that the conformers that are

not strongly coupled have much longer triplet pair lifetimes compared to the

lifetimes observed at room temperature. At 100 K, MTHF is close to the glass

transition temperature and will be highly viscous or even more or less solid.57
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In this environment the movement of the dissolved molecules will be limited

and the rotation of the pentacene moieties relative to one another in the dimers

will be very slow. It is possible that the limited rotational freedom in this envi-

ronment is the underlying reason for the longer triplet lifetimes. To gain more

insight into the excited state dynamics and its dependence on viscosity, fsTA was

performed on the dimers dissolved in highly viscous polystyrene films. The sin-

gle wavelength fsTA kinetics of the triplet pair at 505 nm for PD3 is presented

in Figure 4.8 where the rate of formation and decay of the triplet pair in toluene

and in polystyrene are compared. Interestingly, the rate of formation of the

triplet pair, i.e. the SF rate, is similar in the high and low viscosity environ-

ment as can be seen by comparing the rise times of the signal which is 28 ps

for toluene and 46 ps for polystyrene. However, the lifetime of the triplet pair

is almost 45 times longer in polystyrene. Keeping in mind that these measure-

ments were performed at room temperature and thus gives the average kinetics

of many conformers this result indicates that the SF event that initially produces

the correlated triplet pair is not strongly dependent on conformational changes

in the excited state. In contrast, it seems that the decay of the triplet pair to

a larger degree requires a conformational change to a more strongly coupled

geometry.

Figure 4.8: Room temperature fsTA single wavelength kinetics of the triplet-pair peak

of PD3 at 505 nm in toluene and in polystyrene obtained with a pump pulse at 612 nm.
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4.1.3 Summary

In summary, the conformational dependence of SF in pentacene dimers has been

experimentally investigated and theoretical calculations have been used to sup-

port the conclusions. Selective photoexcitation of different conformers have

revealed that a dimer can have several orders of magnitude different SF rate

and triplet pair recombination rate depending the conformation that is initially

photoexcited. Furthermore, studies in environments of varying viscosity have

shown that triplet pair recombination is heavily dependent on conformational

relaxation in the excited state whereas the rate of triplet formation is largely un-

affected by increasing the viscosity. Since it is rare to have efficient SF together

with slow triplet recombination in a single system this design parameter could

be important for future applications which will likely require both quantitative

SF and triplet states that are long lived.
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4.2 Singlet Fission and Electron Injection into Mesoporous

Semiconductors

This section presents the central results from Paper II58 where the SF and elec-

tron injection capabilities of a derivative of diphenylisobenzofuran (DPIBF) when

attached to various thin film mesoporous semiconductors was investigated. The

mesoporous semiconductors used in this work (SnO2, TiO2 and ZrO2) were fabri-

cated by applying a colloidal solution consisting of nanoparticles with a diamater

of 5-25 nm to a glass slide. Swiping a glass rod across the solution on the glass

slide while using a piece of scotch tape as spacer produces thin films that after

sintering has a thickness of roughly 2-6 µm. The resulting mesoporous structure

has a large surface area that is well-suited for the purpose of attaching many

molecules with short intermolecular distances. The attachment of DPIBF to

the semiconductor surfaces was achieved by modifying DPIBF with a carboxylic

acid functional group and the mechanism involves a covalent bond formation

between the oxygens of the carboxylic acid to the metal atom in the semicon-

ductor.59 The molecular structures of DPIBF and the functionalized derivative

(DPIBF-C6) are presented in Figure 4.9a). As evident from Figure 4.9a) the

carboxylic acid is separated from the DPIBF moiety with a hydrocarbon chain

consisting of six carbons, hence the name DPIBF-C6. The alkane spacer serves

two main purposes. Firstly, the spacer should in theory provide some freedom for

the DPIBF moieties to move and orient themselves to favourable positions rel-

ative to neighbouring DPIBF-C6 molecules to ensure efficient SF. Secondly, the

alkane chain introduces a short distance between the semiconductor surface and

DPIBF. The added distance could potentially reduce the probability of electron

injection from the singlet excited state of DPIBF-C6 before SF has any chance to

occur. This is important to consider since the overall aim of the project is to first

have SF occur and then subsequently have electron injection from each of the

formed triplet excited states. Of course, the increased distance will not only re-

duce the electron injection rate from the singlet excited state, but also from the

triplet excited state. However, since triplet excited states generally have orders

of magnitude longer excited state lifetimes than singlet excited states the elec-

tron injection from the triplets should be less affected by the increased distance
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since they will, on average, have more time perform the electron injection than

the singlets.

Figure 4.9: a) Molecular structures of 1,3-diphenylisobenzofuran DPIBF and its car-

boxylic acid modified derivative DPIBF-C6. b) Relative energies of the singlet and triplet

excited state reduction potentials of DPIBF-C6 together with the CB edge energy of ZrO2,

TiO2 and SnO2.

The semiconductors used here were selected because of their distinctly different

band gaps and CB edge energies which allowed us to investigate the photo-

physical processes of DPIBF-C6 on the surface with varying driving force for the

electron injection. The electron injection driving force from DPIBF-C6 to the

different semiconductors can be estimated by comparing the excited state ox-

idation potential of the donor (DPIBF-C6) with the conduction band levels of

each of the semiconductors, respectively. This is in essence a slightly simplified

version of equation 2.9. The oxidation potential of the first singlet excited state

S1 and the first triplet excited state T1 of DPIBF-C6 can be obtained by taking

the value of the ground state oxidation potential and subtracting the excitation

energy of the respective excited states. The conduction band edge energies and

the oxidation potentials of DPIBF-C6 are presented in Figure 4.9b).35,60–66 The

conduction band edge of ZrO2 is higher in energy than both the oxidation po-

tential of DPIBF-C6 S1 and T1. Consequently, there should be more or less no
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driving force for electron injection from either the singlet or triplet excited state

to ZrO2, which will serve as a reference where the photophysics of DPIBF-C6

can be studied in absence of electron injection. For TiO2 the conduction band

edge is significantly lower in energy compared to DPIBF-C6 S1 which should

provide substantial driving force for the electron injection. The triplet excited

state oxidation potential on the other hand is marginally lower in energy than

the conduction band of TiO2 and electron injection will thus not likely be very ef-

fective. However, electron injection from DPIBF-C6 T1 should in this case still be

considered even though the process appears to be slightly uphill in energy. The

reason for this includes the possibility of some experimental errors in the de-

termination of the presented values and additionally some general uncertainty

in semiconductor energy levels since they can be slightly altered as a result of

chemisorption of molecules.67,68 Finally, the conduction band of SnO2 is well

below the oxidation potential of both the S1 and T1 oxidation potentials ren-

dering electron injection from both states energetically possible. A schematic

illustration of the combined system of mesoporos semiconductor network with

the attached DPIBF-C6 is presented in Figure 4.10. It should be mentioned that

ZrO2 and the other semiconductors TiO2 and SnO2 have wide bandgaps and are

not directly optically excited by the excitation wavelengths used herein.

Figure 4.10: Schematic illustration of a thin film consisting of a mesoporous network

of either SnO2, TiO2 or ZrO2 on a glass substrate with DPIBF-C6 chemisorbed to the

surface of the semiconductor nanoparticles.
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In the following sections the characterization of DPIBF-C6 in different environ-

ments will be presented starting with a comparison of the fluorescence efficiency

in solution and when attached to semiconductor surfaces.

4.2.1 Fluorescence properties of DPIBF-C6 in different environments

When DPIBF-C6 is dissolved in solution and not attached to a semiconductor

surface the compound has a fluorescence quantum yield close to unity and a

lifetime of around 5 ns with an emission maximum at ∼460 nm. In contrast,

when DPIBF-C6 is bound to any of the semiconductors used in this study the

emission is heavily quenched indicating that additional processes occur on the

surface and that they occur faster or on the same time-scale as the fluorescence.

The time resolved emission of DPIBF-C6 in solution and when attached to ZrO2

is shown in Figure 4.11.

Figure 4.11: Time resolved emission of DPIBF-C6 in toluene and when attached to ZrO2

immersed in toluene with high and low surface coverage. The emission was monitored

at 500 nm and the sample was excited at 405 nm.

Contrary to the monoexponential lifetime in solution the quenched emission of

DPIBF-C6 on ZrO2 requires several lifetimes to be accurately modeled. Impor-

tantly, the average lifetime is progressively more quenched as the concentration

on the surface is increased indicating that SF or some other process requiring
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close contact between molecules is responsible for the quenched emission. In-

terestingly, the emission decay of DPIBF-C6 on TiO2 (not shown here) does not

display a clear concentration dependence. A possible explanation for this could

be that electron injection from the singlet excited state is the dominating pro-

cess for all surface coverages on this substrate. The concentration dependence is

however seen again for SnO2 (shown in Paper II) which suggests that SF might

occur to a larger degree in this case. To get more information regarding exactly

which process is favoured in each case we turn to fs- and nsTA.

4.2.2 Photophysics of DPIBF-C6 in solution and triplet sensitization

The TA spectra of DPIBF-C6 attached to the surface of the semiconductors will

consist of overlapping ESA transitions from different species such absorption

from the singlet excited state, triplet excited state and potentially charge sepa-

rated states. To get a better idea of their individual spectroscopic signatures the

singlet and triplet ESA spectra were investigated separately. Since the quantum

yield of fluorescence in solution is close to unity it can be concluded that the ef-

ficiency of ISC is very low. Consequently, the fsTA spectra of DPIBF-C6 in dilute

solution should almost exclusively consist of ESA bands from S1-Sn transitions

together with negative contributions from stimulated emission and GSB. The

steady state absorption and emission spectra of DPIBF-C6 and the fsTA spectra

of DPIBF-C6 in toluene are presented in Figure 4.12a) and b), respectively.

Figure 4.12: a) Steady state absorption and emission spectra of DPIBF-C6 in toluene.

b) fsTA spectra of DPIBF-C6 in dilute solution. The fs measurements were performed in

toluene with a pump pulse at 405 nm and the time delays presented in the legend are

in ps.
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The singlet has a sharp excited state absorption at ∼475 nm and a broader signal

centered around 650 nm. The negative feature in between the two absorption

bands is the stimulated emission which decays at the same rate as the ESA bands

further reinforcing the assignment of the ESA bands to singlet excited state ab-

sorption.

The spectroscopic signature of the triplet excited state was obtained via triplet

sensitization using PtOEP and the resulting spectra of the DPIBF-C6 triplet is

shown in Figure 4.13 with an absorption peak centered at 460 nm.

Figure 4.13: Sensitized triplet excited state spectra of DPIBF-C6 obtained via triplet

energy transfer from platinum octaethylporphyrin (PtOEP) in toluene solution.

Finally, the spectroscopic signature of the radical cation and anion are known

from the literature for the parent molecule DPIBF. The radical cation have ex-

cited state absorption at ∼550 nm and the radical anion in turn have absorption

at ∼650 nm.69 Thus, if there is electron injection occurring the radical cation

will be produced giving rise to absorption at 550 nm. Simultaneous absorp-

tion at 550 and 650 nm would imply that both the radical cation and anion are
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present, i.e, that a charge separated state (CSS) has formed.

4.2.3 Photophysics of DPIBF-C6 attached to ZrO2

As previously mentioned, ZrO2 is used as a reference substrate where electron

injection is substantially uphill in energy from both the singlet and triplet ex-

cited states of DPIBF-C6. Hence, on ZrO2 SF and any competing processes can

be investigated in absence of electron injection. The fsTA spectra of DPIBF-C6

attached to ZrO2 is presented in Figure 4.14 where 4.14a) shows the spectral

evolution in acetonitrile (ε=37.5) and the results in 4.14b) were obtained in

toluene (ε=2.38). In both solvents the initial spectra closely resembles the sin-

glet excited state absorption that was observed when investigating the TA in

solution. Here, however, the singlet excited state decays much more rapidly,

which is in line with the observed heavily quenched fluorescence in Figure 4.11.

The spectral evolution in the two solvents differs both from each other and from

the sample in solution. For acetonitrile, absorption features centered around

550 and 650 nm start to appear when the singlet excited state absorption de-

cays and these new absorption peaks match the spectra of the radical anion and

cation. A weak absorption peak is also discernible at ∼460 nm for later time

delays which matches the triplet excited state. A similar, but slighly different

spectral evolution is seen for toluene. In this case the absorption of the radical

anion in particular is not very prominent and the triplet excited state absorption

at 460 nm is stronger. These results taken together indicate that SF is occurring

on ZrO2 as evidenced by the triplet absorption. They also indicate that the SF

is more efficient in toluene and that the reason may be that a CSS forms with

roughly the same rate as the SF and thus acts loss channel to larger degree in

a more polar environment. It should be mentioned that charge transfer states

with spectroscopic signatures similar to a CCS state in certain systems have been

proven to acts as intermediates for SF.23,70,71 However, this does not appear to

be the case here based on the parallel formation and decay of the CSS and the

triplet in acetonitrile. The above assessment is also supported by estimations

using equation 2.9 which places the charge separated state slightly above S1 in

toluene and slightly below in the more polar solvent acetonitrile.
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Figure 4.14: fsTA spectra of DPIBF-C6 attached to ZrO2 in a) acetonitrile and b) toluene

using an excitation wavelength of 405 nm. The time delays presented in the legend are

in ps.

These results indicate that the SF of DPIBF-C6 attached to ZrO2 is not very ef-

ficient even in toluene where the CSS is not a significant loss channel. This

conclusion is based on the fairly weak triplet excited state absorption in both

solvents. It should be noted that the triplet excited state has a slightly higher

molar absorptivity than the singlet excited state, but even considering this the

triplet signal can still be considered weak.72 However, a fraction of the triplets

that do form appear to have lifetimes exceeding 200 µs according to nsTA mea-

surements. The nsTA spectra in Figure 4.15 also support the findings of the fsTA

regarding that the triplet appears to be the specie with the longest lifetime.

Figure 4.15: nsTA spectra of DPIBF-C6 attached to ZrO2 in a) acetonitrile and b) toluene

using an excitation wavelength of 405 nm.

Furthermore, the relatively long lifetime of the triplet excited states indicate that

the initially formed triplet pairs formed via intermolecular SF can dissociate into
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free triplet states in contrast to what was seen in the study on the intramolecular

SF of the dimers in section 4.1. This is reasonable since the triplet excited states

can likely be transferred between different DPIBF-C6 molecules in regions of

short intermolecular distances between more than two molecules.

4.2.4 Photophysics of DPIBF-C6 attached to TiO2

When DPIBF-C6 is attached to TiO2 both SF and electron injection from S1 are

possible processes and as such a competition of these is expected although the

time resolved emission shown previously hints that electron injection may be the

dominant process. Further insight into which process is favoured on the surface

was obtained with fsTA and the result of the fsTA measurements of DPIBF-C6

attached to TiO2 immersed in acetonitrile or toluene are presented in Figure

4.16a) and b). As was the case for DPIBF-C6 on ZrO2 the spectra for the delay

times immediately following excitation closely resemble the singlet excited state

absorption. The dominating processes that occur subsequent to the decay of the

singlet excited state are however distinctly different from those on ZrO2 and so

is the spectral evolution. In both solvents the singlet excited state signal decays

rapidly and a new peak at 550 nm rises concomitantly with the decay of the

singlet. This new absorption feature matches the spectra of the radical cation

and since the radical anion signal at 650 nm is absent this is likely the result

of efficient electron injection from the S1 state into TiO2. The fate of the CSS

DPIBF-C6+/TiO2(e−) is however different for the two solvents as is made clear

by their quite different spectral evolution at later time delays. In acetonitrile

the polar environment stabilizes the CSS DPIBF-C6+/TiO2(e−) to some extent

compared to in toluene resulting in a longer lifetime with only a marginal loss

of the maximum signal strength at 9 ns. Interestingly, in toluene the radical

cation signal decays much more rapidly and the decay is accompanied by a rise

of the triplet excited state signal at 460 nm. Since the triplet excited state signal

appears after the decay of the radical cation it is unlikely to be the result of SF. A

more plausible explanation for the triplet formation could be that an alternative

recombination pathway is available in toluene where the charge recombination

from the CB of TiO2 occurs to the triplet excited state of DPIBF-C6 rather than

the ground state.
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Figure 4.16: fsTA spectra of DPIBF-C6 attached to TiO2 in a) acetonitrile and b) toluene

using an excitation wavelength of 405 nm. The time delays presented in the legend are

in ps.

This hypothesis is supported by the nsTA measurements of DPIBF-C6 on TiO2 in

both acetonitrile and toluene that are presented in Figure 4.17.

Figure 4.17: nsTA spectra of DPIBF-C6 attached to TiO2 in a) acetonitrile and b) toluene

using an excitation wavelength of 405 nm.

In the case of acetonitrile the nsTA spectra is identical to the radical cation spec-

tra in the fsTA measurements and the signal decays uniformly over the entire

spectral range indicating recombination back to the ground state. In toluene the

nsTA spectra initially resembles a mixture of the radical cation and the triplet

excited state. At later times the radical cation has decayed completely while the

triplet excited state remains, which further suggests that charge recombination

occurs to the triplet excited state.
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4.2.5 Photophysics of DPIBF-C6 attached to SnO2

As shown in Figure 4.9 there is a substantial driving force for electron injection

from both the triplet and singlet excited states for DPIBF-C6 to SnO2. Just as for

ZrO2 and TiO2 the photophysics of DPIBF-C6 bound to SnO2 were investigated

with TA and the fsTA in acetonitrile and toluene are shown in Figure 4.18. The

spectra in both solvents initially look similar to what was observed for TiO2 with

singlet excited state absorption evolving into the radical cation signal as a result

of electron injection from the singlet.

Figure 4.18: fsTA spectra of DPIBF-C6 attached to SnO2 in a) acetonitrile and b) toluene

using an excitation wavelength of 405 nm. The time delays presented in the legend are

in ps.

However, in the case of SnO2 the radical cation signal is significantly less in-

tense indicating that the electron injection yield is lower than for TiO2 despite

the larger driving force. The reason for this could be related to that the large

driving force places the electron injection from the singlet in the inverted region.

A closer inspection of the fsTA in the respective solvents reveals some interesting

differences. In acetonitrile the only species that are discernible is the singlet that

converts into the radical cation. For toluene there is an absorption peak that

rises in the 460 nm region that matches the triplet excited state absorption. In

this case there is no recombination pathway available from the CB of SnO2 to

the triplet and the triplets are thus likely formed via SF. It is somewhat unex-

pected that the SF appears to be more efficient on SnO2 compared to on ZrO2

considering that the SF in the case of SnO2 also has to compete with electron

injection from the singlet. A possible explanation for this observation could be
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that the packing on the surface is different for the two semiconductors and that

the self-assembly on SnO2 is more favourable for SF.

Interestingly, the nsTA spectra of DPIBF-C6 attached to SnO2 shown in Figure

4.19 is remarkably similar for the two solvents with a broad feature resembling

the spectra of the radical cation. This is not so surprising for acetonitrile since

it is a continuation of the fsTA spectra and represent the recombination of the

CSS DPIBF-C6+/SnO2(e−) on the microsecond timescale. In toluene, however,

the spectra does not resemble the combination of the triplet excited state spec-

tra and the radical cation as shown in the final time delay in the fsTA spectra

in Figure 4.18b). Instead, the nsTA spectra is dominated by the radical cation

spectroscopic signature indicating that the triplet excited state has decayed as a

result of electron injection from the triplet.

Figure 4.19: nsTA spectra of DPIBF-C6 attached to SnO2 in a) acetonitrile and b)

toluene using an excitation wavelength of 405 nm.

4.2.6 Summary

In this section the characterization of the SF and electron injection capabilities of

DPIBF-C6 attached to several different mesoporous semiconductors in solvents

of varying polarity has been presented. The study demonstrates how different

processes can be favoured by altering the solvent polarity and by changing the

driving force for electron injection. On ZrO2 SF is most efficient in non-polar

solvents which is at least partially a consequence of formation of a CSS in more

polar solvents. On TiO2 electron injection from the singlet excited state is the

dominating process in both solvents. However, in non-polar solvents there is still
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substantial triplet formation owing to charge recombination from the CB of TiO2

rather than SF. Finally, on SnO2 SF appears to occur in parallel with electron

injection from S1 and the formed triplet excited states are capable of electron

injection.

As a final note it should be mentioned that most of the measurements presented

above were also made with a derivative containing only five carbons (instead of

six) in the alkane spacer. The ambition was in part to see if the shorter distance

could have any effect on the ET rate from the singlet excited state. Furthermore,

it was hypothesized that the spacer length could affect how the molecules were

packed on the surface. This hypothesis was partly based on the fact that it has

been proven that odd and even number of carbons in spacer groups of thiols

attached to gold surfaces result in different kinds of packing and we speculated

that this could be true also for the surface of the mesoporous semiconductors.73

Unfortunately, we could observe no significant difference in the photophysics of

the two derivatives and thus only the data from DPIBF-C6 with six carbons in

the spacer is presented herein.
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Concluding Remarks and

Future Work

In this thesis the main findings of Paper I and Paper II have been summarized.

Paper I highlights the importance of considering the fact that molecules are not

fully static systems and that a sample in solution at room temperature will con-

tain molecules in a range of different conformations. Here, this has been utilized

to design a SF system consisting of pentacene dimers in which a high viscosity

environment allows for both efficient SF and long triplet lifetimes in the same

system. Furthermore, we have shown that it is possible to selectively excite dif-

ferent rotational conformations of the dimers at cryogenic temperatures. The

different conformations display orders of magnitude different SF rate depend-

ing on which wavelength they are excited with and this is most likely directly

connected to the amount of conjugation and orbital overlap of the conformation

that is initially photoexcited.

The study on mesoporous semiconductors in combination with the SF molecule

DPIBF-C6 bound to the surface in Paper II have revealed several challenges as-

sociated with integrating a SF material with semiconductors. In summary, we

have found that the rate of both SF and electron injection are heavily dependent

on the surrounding environment in terms of the self-assembly on the surface,

electron injection driving force and solvent polarity. The study has shown that

it is beneficial to use a semiconductor with a low CB edge in combination with

a non-polar solvent for optimal harvesting of the generated triplet excitons from

SF. The non-polar solvent is necessary to avoid the formation of stable CSSs

that can outcompete the SF. Unexpectedly, SF was found to be more efficient

on SnO2 than on ZrO2 despite the competition with electron injection from the
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singlet state in the former case. The reasons behind this are currently not clear

but could be related to slightly different nanoparticle networks that affects how

DPIBF-C6 is attached to the surface and which in turn affects the packing and

orientation of the DPIBF-C6 molecules relative to each other. Better control of

the distance and electronic coupling between SF molecules on the surface could

potentially be solved by instead attaching dimers to the surface and hence rely

on intramolecular rather than intermolecular SF. In a dimer such as the one’s

studied in Paper I the SF moieties are already in fairly well-defined orientations

and could be interesting to study in combination with semiconductor acceptors

in future studies.

Additional avenues that should be explored would be to use organic molecules

rather than semiconductors as electron acceptors. SF has the potential to over-

come some of the problems associated with photoredox reactions since they in

many cases require multiple electrons to proceed. This generally requires ab-

sorption of multiple photons since one photon typically only gives rise to one

exciton. Additionally, the intermediates that are formed are often highly reac-

tive leading to unwanted side reactions. Since SF produces two excitons for each

incident photon it has the potential to enable such reduction reactions since both

electrons in theory could be transferred in very close succession. There are also

many examples of molecules where the reduction potential is much more acces-

sible for two electrons rather than one. One such example is the reduction of

CO2 for which the single electron reduction is -1.9 V vs. NHE and the 2-electron

reduction is only -0.53 V vs. NHE.74 The potential for SF in multielectron redox

chemistry is largely unexplored in the literature and our future work will seek

to use the knowledge gained herein regarding how to design dimers with effi-

cient SF in combination with long triplet lifetimes and apply this to multielectron

photocatalysis.
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