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The single-particle spectral function of a strongly correlated system is an essential ingredient to
describe its dynamics and transport properties. We develop a general method to calculate the exact
spectral function of a strongly interacting one-dimensional Bose gas in the Tonks-Girardeau regime,
valid for any type of confining potential, and apply it to bosons on a lattice to obtain the full spectral
function, at all energy and momentum scales. We find that it displays three main singularity lines.
The first two can be identified as the analogs of Lieb-I and Lieb-II modes of a uniform fluid; the third
one, instead, is specifically due to the presence of the lattice. We show that the spectral function
displays a power-law behaviour close to the Lieb-I and Lieb-II singularities, as predicted by the
non-linear Luttinger liquid description, and obtain the exact exponents. In particular, the Lieb-II
mode shows a divergence in the spectral function, differently from what happens in the dynamical
structure factor, thus providing a route to probe it in experiments with ultracold atoms.

Introduction. The dynamics of interacting many-
body systems is a very active research field. Ultracold
atomic gases offer an ideal experimental platform for
such studies, thanks to the possibility of choosing par-
ticle statistics and of tuning interactions, geometry and
dimensionality of the system. Astonishing experimental
advances in realizing, controlling and measuring such sys-
tems to high precision allow to address fundamental open
questions, such as the description of the arbitrarily long-
time dynamics and the behavior of one-dimensional sys-
tems with broken integrability. In this context the Tonks-
Giradeau (TG) gas [1, 2] deserves special mention. It is
a system of strongly correlated one-dimensional bosons,
with infinite repulsive interaction. This regime has been
experimentally achieved with ultracold atoms [3–6] allow-
ing to study correlation and many-body effects [7–12].
Thanks to the possibility of describing the TG many-
body wavefunction by an exact solution, several facets
have been deeply investigated: one-body density matrix
[13–30], momentum distribution [16, 23, 25, 26, 31–38],
and non-equilibrium properties [35, 36, 39–46].

A primary quantity in many-body physics is the spec-
tral function. It embodies information about the ac-
cessible energy states and their distribution in momen-
tum space. Its knowledge is of pivotal importance
in the characterization of the dynamical properties of
the system. Specifically, it allows to compute the sig-
nal of either angle-resolved photoemission spectroscopy
(ARPES), or momentum-resolved stimulated Raman
spectroscopy, which have recently been performed with
cold atoms platforms [47–51]. Moreover, it gives ac-
cess to the transmission coefficient of the system through
which transport properties can be assessed by using
the Landauer-Büttiker formula [52–55]. As represented
in Fig.1 (a), for non-interacting and weakly interacting

bosons, the spectral function consists of a sharp distribu-
tion along the energy dispersion relation of particles or
quasiparticles (Bogoliubov excitations). Beyond-mean-
field effects yield a broadening of the spectral function,
due to a continuum of possible excitation processes al-
lowed by particle correlations. For one-dimensional flu-
ids in absence of confinement, the non-linear Luttinger
liquid theory predicts the shape of the spectral function
near the excitation singularities, based on the knowledge
of their position [56–65]. Other than those, only few stud-
ies have been devoted to the understanding of the spec-
tral function. Indeed, exact Bethe Ansatz calculations
are challenging due to evaluation of form factors and are
restricted to the integrable case of uniform systems [66],
while numerical calculations of correlation functions are
computationally demanding since they require to follow
the many-body dynamical evolution at long times.

In this work, we provide an alternative route to the
calculation of the spectral function of strongly correlated
one-dimensional bosons using the exact Girardeau many-
body wavefunction. Specifically, we present an efficient
method to compute it in terms of a functional of single-
particle states and apply it to study the spectral function
of lattice bosons. For this case, we identify three main
singularity lines, characterize their power-law decaying
spectral weight, and compare our results to earlier ones
obtained by means of the non-linear Luttinger liquid the-
ory. Besides this specific example, we emphasize that our
method is completely general, and valid for any confining
potential. It provides access to the spectral function at all
energy and momentum scales, thus allowing direct com-
parison with current state-of-the-art experiments. Our
results open up the possibility of studying the long-time
dynamics of a TG in the non-equilibrium Green’s func-
tions framework [52, 67] and specifically to investigate
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FIG. 1. (Color online) Sketch of the expected spectral func-
tion of a Bose fluid on a lattice in the (k, ω) plane for (a) zero,
(b) weak, and (c) strong interactions. In this work we provide
an exact solution for the regime of infinitely strong interac-
tion, which describes generically the case (c). The shaded
areas indicate the regions where the spectral function is non-
zero. Panels (d), (e) and (f) show the processes that give rise
to the singularity lines ε1,2,3(k).

the competing role of strong correlations, external trap-
ping potential and baths [55, 68–70].

Model and physical quantities. We consider a gas ofN
interacting bosons at zero temperature, tightly confined
in a one-dimensional atomic waveguide. Its Hamiltonian
reads:

Ĥ =

N∑
i=1

[
− p̂2

i

2m
+ V (x̂i)

]
+ g

N∑
i<j=1

δ(x̂i − x̂j) (1)

with V (x) being an external potential and g the coupling
strength for the contact interaction in one-dimension [3].
The integrable Lieb-Liniger model [15, 66, 71–74] is re-
covered in the uniform case V (x) = 0.

The TG regime corresponds to g →∞. As pointed out
in [1], in this limit bosons are impenetrable and the effect
of interactions can be embedded in the cusp condition on
the many-body wavefunction

ΨB(x1, x2, . . . , xN ) = 0 if xi = xj , (2)

for i 6= j and 1 ≤ i ≤ j ≤ N . An exact solution for ΨB

is obtained [1] by mapping the strongly interacting boson
gas into a system of non-interacting fermions in the same
external potential with wavefunction ΨF ,

ΨB = AΨF , with A =
∏

1≤i<j≤N

sign(xj − xi) . (3)

One consequence of this mapping is that all local quanti-
ties, e.g. the spatial density of particles and the dynamic

structure factor, coincide with those of a non-interacting
fermionic gas. The difference between these two systems
emerges when looking at non-local quantities, such as
the momentum distribution, which displays typical bo-
son features, as a main peak at zero momentum [19], as
well as effects of short range interactions in the high-
momentum tails [3, 23]. One important example of a
non-local quantity is the single-particle spectral function,

A(k, ω) = − 1

π
ImGR(k, ω) (4)

obtained as the Fourier transform of the
retarded Green’s function GR(x, t; y, t′) =
θ(t − t′) [G>(x, t; y, t′)−G<(x, t; y, t′)]. Here,

G<(x, t; y, t′) = −ı
〈

Ψ̂†(y, t′)Ψ̂(x, t)
〉

, and

G>(x, t; y, t′) = −ı
〈

Ψ̂(x, t)Ψ̂†(y, t′)
〉

are the lesser

and greater Green’s functions, typically employed in
non-equilibrium theory [52], with Ψ(x, t) and Ψ†(x, t)
being the bosonic field operators. The spectral function
gives to the transition amplitude for exciting a particle
(hole) with energy ω (−ω) and momentum k. It is worth
noting that, in the bosonic case, it can be negative [52],
therefore losing its probability-density interpretation.
As it is customary, we analyze separately the Fourier
transforms of the lesser and greater Green’s functions,
corresponding to the probability-density for a particle
(hole) to be excited (filled) at a given energy-momentum
pair.
Single-particle Green’s functions for the TG gas. Em-

ploying Eq.(3) together with the definition of G<,>, we
obtain an explicit expression for the Green’s functions in
terms of one-dimensional integrals of single-particle or-
bitals (see Appendices and for the derivation). These
expressions, which constitute our main result, are the
following

ıG<(x, t, y, t′) = Det[P(x, t)P(y, t′)|ηη]a<(x, t, y, t′)
(5a)

ıG>(x, t, y, t′) = Det[P(y, t′)P(x, t)|ηη]a>(x, t, y, t′)
(5b)

with

a<(x, t, y, t′) = φ(x, t)Tη [P(x, t)P(y, t′)]−1T |ηη φ∗(y, t′)η

(6a)

a>(x, t, y, t′) = φ(y, t′)†φ(x, t)− [φ(y, t′)†P(x, t)]η

[P(y, t′)P(x, t)]−1|ηη [P(y, t′)φ(x, t)]η
(6b)

Here, φ(x, t) = [φ1(x, t), . . . , φM (x, t)]T is the column-
vector of the single-particle orbitals, with M being the
single-particle Hilbert space dimension (or truncation
dimension). The central quantity entering the equa-
tions above is the matrix P, with matrix elements
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Plm(x, t) =
∫∞
−∞ sign(x − x̄)φl(x̄)φ∗m(x̄)dx̄ = δl,m −

2 e−ıt(εl−εm)
∫∞
x
φl(x̄)φ∗m(x̄)dx̄, where εl is the energy

level corresponding to the orbital φl(x) and η is the
vector of integers that identify the single particle states
that form the many-body eigenstate of the TG Hamil-
tonian. Henceforth, we work with the ground state and
therefore η = 1, . . . , N . For fixed space and time coor-
dinates, products between matrices P or φ run over the
whole single-particle Hilbert space and are then projected
through the indices η.

From the above expressions, one readily re-
covers the known results in the non-interacting
fermion limit. It suffices to replace sign(x − y)
with 1, which gives Pl,m(x, t) = δl,m, and hence

G<F (x, t, y, t′) = ı
∑

η e
ıεit
′
φ∗i (y)φi(x)e−ıεit and

G>F (x, t, y, t′) = −ı
∑

η̄ e
ıεit
′
φ∗i (y)φi(x)e−ıεit, which

are the single particle Green’s functions for a gas of N
non interacting fermions in the state η [52]. Most impor-
tantly, our expression for the lesser Green’s function in
Eq. (5a) contains as a limiting case the result derived by
Pezer and Buljan [37] for the one-body density matrix
at equal times, ρ(x, y) = −iG<(x, t; y, t), for which it
provides a generalization for t 6= t′. Ref. [37] is one of
the most efficient algorithms to evaluate the one-body
density matrix, and allowed to perform several studies
on the properties of the TG gas. Quite remarkably, the
formal analogy between Eq.(5a) and the one in [37]
implies that the calculation of the two-time Green’s
function requires a similar computational effort as the
equal-time one.

As an application of the method, we employ Eqs. (5a)
and (5b) to obtain the spectral function of a Tonks-
Girardeau gas on a lattice. In this case, we calculate
the single particle orbitals φ`(j) and energy levels ε` of

the Hamiltonian Ĥ = −J
∑Ns−1
j=1 b̂†j b̂j+1 + h.c., with bj ,

b†j being the lattice boson operators and Ns the number
of lattice sites. We impose open boundary conditions to
model an additional box trap confinement.

Spectral function of the TG gas. Our results for the
spectral function of the TG gas are presented in Fig. 2.
The ω ≥ (≤)εF part of A(k, ω) comes from the greater
(lesser) Green’s functions, Eqs. (5a) and (5b), εF being
the Fermi energy of the mapped Fermi gas. The spec-
tral function is characterized by three main singularity
lines, denoted as ε1(k), ε2(k) and ε3(k), corresponding
to specific excitation processes (see the bottom panels of
Fig.1). The first two are analogous to those predicted
by Lieb and Liniger [72] for a homogeneous Bose gas. In
detail, ε1(k) corresponds to a Lieb-I (particle-like) exci-
tation process, where a particle from the highest occu-
pied state, with momentum kF , is promoted to a generic
non-occupied state with momentum kF + k (Fig. 1d);
ε2(k) corresponds to a Lieb-II (hole-like) excitation, from
an occupied state with momentum kF − k + 2π/L, to
the first unoccupied state with momentum kF + 2π/L

FIG. 2. (Color online) Spectral function of the TG gas on a
lattice in the (k, ω) plane. Violet, red and yellow lines mark
the excitation singularity lines ε1(k), ε2(k) and ε3(k), respec-
tively, which correspond to the elementary processes depicted
in the bottom panels of Fig. 1, from left to right, respectively.
Parameters used in the calculation: Ns = 256, N = 64.

(Fig. 1e). As in the homogeneous system, the spectral
function vanishes in the regions |ω − εF | < ε2(k), where
no excitation is kinematically allowed due to the under-
lying Fermi-sphere structure of the ground state. This
condition holds also for arbitrary interaction [62]. In ad-
dition to these two dispersion lines, we identify a third
one, ε3(k), generated by the symmetric excitation of a
particle from an occupied state at momentum k/2 to a
free one with momentum π/a− k/2 (Fig. 1f). This pro-
cess can occur because of the lattice induced periodicity
of single-particle dispersion, ξ(k) = −2J cos(ka), which
changes curvature at k ∼ ±π/a, and has no analogue in
the homogeneous case.

We next analyze the behaviour of the spectral function
near each excitation branch (see Fig. 3). For the homo-
geneous Bose gas, the non-linear Luttinger liquid theory
predicts a power-law behavior, A(k, ω) ∝ |ω − εj(k)|−µj ,
for the spectral function near each excitation line εj(k),
with power law exponent µj . These exponents, one for
each excitation branch, can be calculated via the mobile
impurity theory [57, 59, 60, 62, 65]. For the homogeneous
TG gas, their predicted values are µA = 1/2, µB = −3/2,
µC = 1/2 and µD = −3/2, giving rise to diverging non-
analyticities for positive exponents, and converging non-
analyticities for negative ones. With our exact calcula-
tion, we find power-law behaviours also in the presence
of the lattice, close to the singularities ω − εF = −ε2(k)
and ω − εF = ε1(k), while we obtain vanishing non-
analyticities at ω − εF = ε2(k) and at −ε1(k). This be-
havior is illustrated in Fig. 3, where we display various
cuts of the spectral function at fixed k. There, we also
provide the values of the power-law exponents obtained
by fitting the exact TG spectral function (see Appendix
for details). The exponents are close, but not exactly
coinciding with the predicted values µA, ...µD for a Lieb-
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FIG. 3. (a): Cut of the spectral function for the TG gas in a lattice (Fig. 2) for k∗ = 1.0. It shows power law behaviour in the
vicinity of each depicted line (±ε1(k∗), ± ε2(k∗)). (b) and (c): Power law behaviour of the SF, fitted with c(ω − ε1,2(k∗))−µ,
together with the fitted values of the exponents. d): Another cut of the spectral function at k∗ = 2.71, close to ε3(k∗∗). Vertical
lines correspond to the peaks at ω − εF = ε1(k∗∗) and ω − εF = ε3(k∗∗).

Liniger gas [57]. This is expected because we consider a
lattice system, though at relatively low filling. Further-
more, our exact method goes beyond the approximations
employed in [57]: a similar renormalization effect of a
power-law exponent is found for the so called Fermi edge
singularity, when comparing an exact numerical calcula-
tion with a perturbative one [75–78]. We also notice that
the approximate power-law description holds in a very
narrow interval close to the singularity [60].

As mentioned above, he spectral function also shows a
marked structure at ω − εF = ±ε3(k), due to the pres-
ence of the lattice. However, this is not expected to give
rise to a divergence, see Ref. [58]. We stress that our
calculation is exact (within the numerical accuracy) at
all energy and momentum scales. For instance, we have
checked that the momentum distribution, obtained by in-
tegration over all frequencies of ImG<(k, ω) displays the
expected high-momentum k−4 tails [32, 79] not captured
by the Luttinger-liquid description. Finally, we notice
that, due to correlation effects, the spectral function is
not vanishing for |ω − εF | > 4J (see Fig. 3 (d)), as it
is the case for non-interacting bosons, where the maxi-
mum allowed energy exchange corresponds to moving a
particle from the bottom to the top of the single-particle
energy spectrum (Fig. 1 (b). Here, instead, an infinity of
high-energy levels are involved in the Green’s functions
(see again Eqs. (5a) and (5b)).

Conclusions. We have obtained an exact analytical
expression for the lesser and greater Green’s functions of
a Tonks-Girardeau gas in terms of one-body integrals of
single-particle orbitals. Our method applies to any form
of external potential and allows for efficient numerical
calculations. We have used these expressions to eval-
uate the spectral function of the Tonks-Girardeau gas
in a lattice. For this case, we have identified three sin-
gularity lines, two of which are typical of homogeneous
Bose gases, while the additional one is due to the lat-
tice confinement. Close to the diverging singularities,

the spectral function shows power-law behaviors, as pre-
dicted by the non-linear Luttinger liquid theory. Our de-
scription allows to obtain the exact power-law exponents,
as well as the exact behaviour at all energy and momen-
tum scales. The spectral function is accessible to cur-
rent state-of-the-art experiments with ultracold atoms.
Unlike the dynamical structure factor, its measurement
allows to identify both Lieb-I and Lieb-II modes, since
both have a diverging singularity in A(k, ω), respectively
at ε1(k) and at −ε2(k). The measurement of its broad
features and of the Lieb-II branch will also demonstrate
the reach of a beyond-mean-field regime. The knowledge
of the spectral function is a key ingredient for the study
of transport and out-of-equilibrium dynamics of strongly
correlated bosons.
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356, 945 (2017).

[12] J. M. Wilson, N. Malvania, Y. Le, Y. Zhang, M. Rigol,
and D. S. Weiss, Science 367, 1461 (2020).

[13] A. Lenard, J. Math. Phys. 7, 1268 (1966).
[14] H. G. Vaidya and C. A. Tracy, Phys. Rev. Lett. 42, 3

(1979).
[15] M. Jimbo, T. Miwa, Y. Môri, and M. Sato, Phys. D
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CALCULATION OF LESSER AND GREATER GREEN’S FUNCTIONS

Lesser Green’s function: G<(x, t, y, t′)

We provide here the details of the calculation for the lesser Green’s function G<(x, t, y, t′) for a N -particle TG gas.
The lesser Green’s function is defined as

ıG<(x, t, y, t′)η =
〈
ψ̂†(y, t′)ψ̂(x, t)

〉
η

=
〈
eiHt

′
ψ̂†(y)e−iHt

′
eiHtψ̂(x)e−iHt

〉
η

(7)

where 〈...〉η indicates the expectation value over the many-body state |η〉, H is the many-body Hamiltonian and ψ̂(x),

ψ̂†(x) are bosonic field operators, satisfying the communtation relations [ψ̂(x), ψ̂†(y)] = δ(x− y).

In order to perform the exact calculation for a TG gas, based on the Girardeau mapping on noninteracting fermions,
it is useful to rewrite the Green’s function in the first quantization formalism. We introduce the completeness relation
in the N − 1 particles Hilbert space

∑
n |n〉〈n| = IN−1, with |n〉 being an eigenstate of the TG Hamiltonian and the

sum being restricted to inequivalent states, and the completeness relation in the N − 1 particles Hilbert space in the
position representation 1

N−1!

∫
dX |X〉〈X| = IN−1, with X = x2 . . . xN .

ıG<(x, t, y, t′)η =
1

(N − 1!)2

〈
eiHt

′
ψ̂†(y)

∫
dY |Y 〉〈Y | e−iHt

′
(
∑
n

|n〉〈n|)eiHt
∫

dX |X〉〈X| ψ̂(x)e−iHt

〉
η

=
1

(N − 1!)2

∑
n

∫
dY

∫
dXt′〈η|y, Y 〉 〈Y |n〉t′ t〈n|X〉 〈x,X|η〉t

=
1

(N − 1!)2

∑
n

∫
dYΨ∗η(y, Y ; t′)Ψn(Y ; t′)

∫
dXΨ∗n(X; t)Ψη(x,X; t),

(8)

where we have used the definition of many-body wavefunction 〈x,X|η〉 = Ψη(x,X) and similarly 〈X|n〉 = Ψn(X).
We now apply the Bose-Fermi mapping and write the bosonic wavefunction Ψη(x1, ...xN ) =

∏
j,`∈{~η} sign(xj −

x`)Ψ
F
η (x1, .., xN ), where ΨF

η (x1, .., xN ) = (1/
√
N !) det

[
φηj (x`)

]
with j, ` = 1..N , φj(x) the single-particle orbitals for

the given external potential with energy ej , and we have introduced the notation η = {η1, ...ηN}. We thus obtain the
expression for the lesser Green’s function of a TG gas:

ıG<(x, t, y, t′)η =
1

(N − 1!)2

∑
n

∫
dX

N∏
k=2

sign(x−xk)ΨF
η (x,X; t)Ψ∗Fn (X; t)

∫
dY

N∏
k=2

sign(y−yk)Ψ∗Fη (y, Y ; t′)ΨF
n (Y ; t′)

(9)
Each of the two multidimensional integrals can be evaluated separately; we will start by writing the first one as a
function of single particle states, by using the properties of Slater determinants. We identify the generic (N − 1)
particles eigenstate of the free fermions Hamiltonian, labeled by n, as the one with single-particle orbitals α =

http://dx.doi.org/ 10.1103/PhysRevB.101.144303
http://dx.doi.org/10.1103/PhysRev.130.1605
http://dx.doi.org/10.1103/PhysRev.130.1616
http://dx.doi.org/10.1063/1.1664947
http://dx.doi.org/10.1063/1.1664947
http://dx.doi.org/ 10.1103/RevModPhys.83.1405
http://dx.doi.org/10.1103/PhysRev.163.612
http://dx.doi.org/10.1103/PhysRev.178.1097
http://dx.doi.org/10.1103/PhysRev.178.1097
http://dx.doi.org/ 10.1103/PhysRevLett.111.165303
http://dx.doi.org/ 10.3762/bjnano.6.78
http://dx.doi.org/ 10.3762/bjnano.6.78
http://dx.doi.org/10.1103/PhysRevLett.91.090401
http://dx.doi.org/10.1103/PhysRevLett.91.090401
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{α2, ..., αN}. Expanding the determinant in ΨF
η (x,X; t) by the first column, we have∫

dX

N∏
k=2

sign(x− xk)ΨF
η (x,X; t)Ψ∗Fn (X; t) =

=

N∑
i=1

(−1)i+1φηi(x, t)

∫
dX

N∏
k=2

sign(x− xk)

∣∣∣∣∣∣∣∣∣∣∣

φη1 (x2,t) ... φη1 (xN ,t)

... ...
...

φηi−1
(x2,t) ... φηi−1

(xN ,t)

φηi+1
(x2,t) ... φηi+1

(xN ,t)

...
...

...
φηN (x2,t) ... φηN (xN ,t)

∣∣∣∣∣∣∣∣∣∣∣
∣∣∣∣∣
φ∗α2(x2,t) ... φ∗α2(xN ,t)

...
. . .

...
φ∗αN (x2,t) ... φ∗αN (xN ,t)

∣∣∣∣∣
(10)

We can combine the two determinants using the Andréief’s integration formula [18]

∫
dx1· · ·

∫
dxM det[fj(xk]j,k=1,M det[gj(xk]j,k=1,M = M ! det

[∫
dxfj(x)gk(x)

]
j,k=1,M

(11)

Then, noticing the fact that
∫∞
−∞ sign(x− x̄)f(x̄)dx̄ =

∫∞
−∞ f(x̄)dx̄− 2

∫∞
x
f(x̄)dx̄, we obtain∫

dX

N∏
k=2

sign(x− xk)ΨF
η (x,X; t)Ψ∗Fn (X; t) = (N − 1)!

N∑
i=1

(−1)i+1φηi(x, t) det[P(x, t)]ηr{ηi},α. (12)

The determinant det[P]ηr{ηi},α is the N − 1 order minor of the matrix P having selected the rows η r {ηi} and the
columns α, and

Pl,m(x, t) =

∫ ∞
−∞

φl(x̄, t)φ
∗
m(x̄, t)dx̄ − 2

∫ ∞
x

φl(x̄, t)φ
∗
m(x̄, t)dx̄ = δl,m − 2 e−ıt(el−em)

∫ ∞
x

φl(x̄)φ∗m(x̄)dx̄ (13)

In the same way we can write the second integral in the expression for G<, obtaining:

ıG<(x, t, y, t′)η =
∑̃

α

N∑
i,j=1

(−1)i+jφηi(x, t)φ
∗
ηj (y, t

′) det[P(x, t)]ηr{ηi},α det[P(y, t′)]α,ηr{ηj} (14)

The sum over n of Eq. (9) corresponds to the sum over α in the equation above, that has to be restricted to

collections of indices that are not related by permutations, and that will be indicated from now on by
∑̃

. This sum
can be simplified by using the generalized Cauchy-Binet formula for the product of minors∑̃

α
det[A]~I,α det[B]α, ~J = det[A B]~I, ~J (15)

obtaining:

(−1)i+j
∑
α

det[P(x, t)]ηr{ηi},α det[P(y, t′)]α,ηr{ηj} =

(−1)i+j det[P(x, t)P(y, t′)]ηr{ηi},ηr{ηj} = {[P(x, t)P(y, t′)]η,η}−1T det[P(x, t)P(y, t′)]η,η (16)

where, in the last step, we have used the definition of the inverse of a matrix via minors. It is important to note
that the product between matrices in the last equation is not constrained to the η elements of the single particle
Hilbert space; rather, it spans the whole single particle Hilbert space. In the numerical calculation a suitably chosen
truncation has been employed.

We can finally write:

ıG<(x, t, y, t′)η =

N∑
i,j=1

φηi(x)e−ıeηi tφ∗ηj (y)eıeηj t
′
Aηi,ηj (x, t, y, t

′) (17)

with

Aη,η(x, t, y, t′) = {[P(x, t)P(y, t′)]η,η}−1T det[P(x, t)P(y, t′)]η,η. (18)

This result generalizes the calculation of the one-body density matrix in Ref. [37], to which it reduces when |η〉
corresponds to the ground state and when we take equal times t = t′.
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Greater Green’s Function: G>(x, t, y, t′)

In an analogous fashion, we can evaluate the greater Green’s function G>(x, t, y, t′) for a TG gas, which is defined
as

ıG>(x, t, y, t′)η =
〈
ψ̂(x, t)ψ̂†(y, t′)

〉
η

=
〈
eiHtψ̂(x)e−iHteiHt

′
ψ̂†(y)e−iHt

′
〉
η

(19)

In order to write it in the first quantization formalism and to apply the time evolution operator, we introduce this
time the completeness relation in the N + 1 particles Hilbert space

∑
n |n〉〈n| = IN+1, with |n〉 being an eigenstate of

the TG Hamiltonian with N + 1 particles. The expression for the greater Green’s function for a TG gas then reads

ıG>(x, t, y, t′)η =
1

(N !)2

〈
eiHt

∫
dX |X〉〈X| ψ̂(x)e−iHt(

∑
n

|n〉〈n|)eiHt
′
ψ̂†(y)

∫
dY |Y 〉〈Y | e−iHt

′

〉
η

=
1

(N !)2

∑
n

∫
dX

∫
dY t〈η|X〉 〈x,X|n〉t t′〈n|y, Y 〉 〈Y |η〉t′ =

=
1

(N !)2

∑
n

∫
dXΨ∗η(X; t)Ψn(x,X; t)

∫
dYΨ∗n(y, Y ; t′)Ψη(Y ; t′)

(20)

The use of the Bose-Fermi mapping then leads to

ıG>(x, t, y, t′)η =
1

(N !)2

∑
n

∫
dX

N∏
k=1

sign(x− xk)ΨF∗
η (X; t)ΨF

n (x,X; t)

×
∫

dY

N∏
k=1

sign(y − yk)ΨF
η (Y ; t′)ΨF∗

n (y, Y ; t′).

(21)

As in Eq. 10, the calculation of the first integral yields∫
dX

N∏
k=1

sign(x− xk)Ψ∗η(X; t)Ψn(x,X; t)

=

N+1∑
i=1

(−1)i+1φαi(x, t)

∫
dX

N∏
k=1

sign(x− xk)

×

∣∣∣∣∣∣
φ∗η1

(x1,t) ... φ∗η1
(xN ,t)

...
. . .

...
φ∗ηN

(x1,t) ... φ∗ηN
(xN ,t)

∣∣∣∣∣∣

∣∣∣∣∣∣∣∣∣∣∣∣

φα1 (x1,t) ... φαi (xN+1,t)

... ...
...

φαi−1
(x1,t) ... φαi−1

(xN+1,t)

φαi+1
(x1,t) ... φαi+1

(xN+1,t)

...
...

...
φαN+1

(x1,t) ... φαN+1
(xN+1,t)

∣∣∣∣∣∣∣∣∣∣∣∣
.

(22)

As for the lesser Green’s function, we can combine the two determinants using the Andréief’s integration formula,
Eq. (11). Then, by noticing that

∫∞
−∞ sign(x− x̄)f(x̄)dx̄ =

∫∞
−∞ f(x̄)dx̄− 2

∫∞
x
f(x̄)dx̄, we obtain∫

dX

N∏
k=1

sign(x− xk)ΨF∗
η (X; t)ΨF

n (x,X; t) = N !

N+1∑
i=1

(−1)i+1φαi(x, t) det[P(x, t)]αr{αi},η. (23)

The determinant det[P(x, t)]αr{αi},η is the N order minor of the matrix P, once we select the rows αr {αi} and

the columns η, and Pl,m(x, t) defined as in Eq. (13). The main difference with the calculation of the lesser Green’s
function is that the Cauchy-Binet theorem cannot be applied to the above expression. We then insert all the φαi(x, t)
elements into an extended ”P” matrix, by adding a ”0” column, as follows,∫

dX

N∏
k=1

sign(x− xk)ΨF∗
η (X; t)ΨF∗

n (x,X; t) = N ! det
[
~φ(x, t),P(x, t)

]
α,{0}∪η

, (24)
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in which we have defined a column vector ~φ(x, t) = [φ1(x, t), . . . , φM (x, t)]T on the whole Hilbert space. Following
the same line for the second integral, we obtain:

ıG>(x, t, y, t′)η =
∑̃

α
det

[
~φ(y, t′)†

P(y, t′)

]
{0}∪η,α

det
[
~φ(x, t) P(x, t)

]
α,{0}∪η

(25)

The sum
∑̃

α has to be restricted to collections of indices that are not related by permutations. Now we can apply
the generalized Cauchy-Binet formula, for products between determinats, obtaining:

ıG>(x, t, y, t′)η = det

[
~φ(y, t′)†~φ(x, t) ~φ(y, t′)†P(x, t)

P(y, t′)~φ(x, t) P(y, t′)P(x, t)

]
{0}∪η,{0}∪η

= det[P(y, t′)P(x, t)]η,η

×
(
~φ(y, t′)†~φ(x, t)− [~φ(y, t′)†P(x, t)]1,η [P(y, t′)P(x, t)]−1

η,η [P(y, t′)~φ(x, t)]η,1

) (26)

in which all the products, where not explicitely indicated, should be thought as in the whole Hilbert space.

Final expressions for the lesser and greater Green’s functions of a TG gas

The lesser and greater Green’s functions for an eingenstate η of the TG Hamiltonian can be finally recast as:

ıG<(x, t, y, t′)η = det[P(x, t)P(y, t′)|ηη]a<(x, t, y, t′) (27a)

ıG>(x, t, y, t′)η = det[P(y, t′)P(x, t)|ηη]a>(x, t, y, t′) (27b)

with

a<(x, t, y, t′) = ~φ(x, t)Tη [P(x, t)P(y, t′)]−1T |ηη ~φ∗(y, t′)η (28a)

a>(x, t, y, t′) = ~φ(y, t′)†~φ(x, t)− [~φ(y, t′)†P(x, t)]η

[P(y, t′)P(x, t)]−1|ηη [P(y, t′)~φ(x, t)]η.
(28b)

From the above expressions we readily recover the limit of non-interacting fermions by replacing sign(x − y)
with 1, obtaining Pl,m(x, t) = δl,m, hence G<F (x, t, y, t′)η = ı

∑
η e

ıeit
′
φ∗i (y)φi(x)e−ıeit and G>F (x, t, y, t′)η =

−ı
∑

η̄ e
ıeit
′
φ∗i (y)φi(x)e−ıeit, corresponding to the Green’s functions for a non-interacting Fermi gas in the state

η [52].

POWER-LAW EXPONENTS OF THE SPECTRAL FUNCTION OF A HOMOGENEOUS BOSE GAS
FROM NON-LINEAR LUTTINGER LIQUID THEORY

In this section, we provide for reference the values of the power-law exponents of the spectral function for a
homogeneous TG gas as obtained using the mobile impurity or depleton model applied to the Lieb-Liniger Hamiltonian
in the limit of infinite interactions, as deduced from Refs. [57, 59, 60, 62, 65]. The exponents are obtained in terms
of phase shifts, which can be written as[60, 61]

δ±
2π

=
1

2

[
1

v(k)∓ vs

(√
K

π

∂ε(k)

∂n
± 1√

K

k

m

)
∓ 1√

K

]
, (29)

where K is the Luttinger parameter, m is the mass of the particles, ε(k) is the dispersion of the excitation branch and
v(k) is the corresponding group velocity. In the TG limit, obtained as the infinite interaction limit of the Lieb-Liniger
model the value of the Luttinger parameter is K = 1. Correspondingly, vs = kF /m, v(k) = k/m and n = kF /π. In
order to calculate the exponents µA and µD, respectively µ+ and µ− of Ref. [60], we have to choose ε(k) = ε1(k), the

Lieb-I curve of the main text. This results in δ±
2π = 1

2 . Using Eqs.(9) and (10) of Ref. [65] we then obtain

µA = 1− 1

2

(
δ+ − δ−

2π

)2

− 1

2

(
δ+ + δ−

2π

)2

=
1

2
(30)
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µD = 1− 1

2

(
2 +

δ+ − δ−
2π

)2

− 1

2

(
δ+ + δ−

2π

)2

= −3

2
. (31)

In order to calculate µB and µC , respectively µ+ and µ− of Ref. [60], we choose ε(k) = −ε2(k), the Lieb-II curve of

the main text, resulting in δ±
2π = − 1

2 . Again using Eqs.(9) and (10) of Ref. [65] we obtain

µC = 1− 1

2

(
δ+ − δ−

2π

)2

− 1

2

(
δ+ + δ−

2π

)2

=
1

2
(32)

µB = 1− 1

2

(
2 +

δ+ − δ−
2π

)2

− 1

2

(
δ+ + δ−

2π

)2

= −3

2
. (33)

We finally remark that the presence of the lattice is expected to renormalize such exponents, except in the limit of
very low filling.
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