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ABSTRACT: To be able to understand year-round river channel evolution both at present and in the future, the spatial variation of
the flow characteristics and their sediment transport capabilities under ice cover need to be detected. As the measurements done
through cross-sectional drill holes cover only a small portion of the river channel area, the numerical simulations give insight into
the wider spatial horizontal variation of the flow characteristics. Therefore, we simulate the ice-covered flow with a hydrodynamic
two-dimensional (2D) model in a meandering subarctic river (Pulmanki River, Finland) in mid-winter conditions and compare them
to the pre-winter open-channel low flow situation. Based on the simulations, which are calibrated with reference measurements, we
aim to detect (1) how ice-covered mid-winter flow characteristics vary spatially and (2) the erosion and sedimentation potential of the
ice-covered flow compared to open-channel conditions.
The 2D hydrodynamic model replicated the observed flow characteristics in both open-channel and ice-covered conditions.

During both seasons, the greatest erosional forces locate in the shallow sections. The narrow, freely flowing channel area found in
mid-winter cause the main differences in the spatial flow variation between seasons. Despite the causes of the horizontal
recirculating flow structures being similar in both seasons, the structures formed in different locations depended on whether the river
was open or ice covered. The critical thresholds for particle entrainment are exceeded more often in open-channel conditions than
during ice-covered flow. The results indicate spatially extensive sediment transport in open-channel conditions, but that the spatial
variability and differences in depositional and erosional locations increase in ice-covered conditions. Asymmetrical bends and
straight reaches erode throughout the year, whereas symmetrical, smaller bends mainly erode in open-channel conditions and are
prone to deposition in winter. The long ice-covered season can greatly affect the annual morphology of the submerged channel.
© 2019 John Wiley & Sons, Ltd.
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Introduction

The flow structure of meandering rivers is complex, particularly
due to the curvature of the channel and the related interactions
between flow and sediment dynamics. However, in cold river
environments, the complexity of these process interactions in-
creases when the flow is ice-covered for most of the year. In
these high latitude areas, future climatic change has been fore-
cast to increase winter temperatures [Intergovernmental Panel
on Climate Change (IPCC), 2013; 2018]. Trends indicate later
freeze dates for rivers and lakes in the Northern Hemisphere,
with breakup dates being 6.5 days earlier on average compared
to 100 years earlier (Magnuson et al., 2000). Climate change
may reduce ice breakup intensity and ice-induced flooding,

which may have further ecological consequences, such as
changes in riparian vegetation (Lind et al., 2014). Thus,
changes in flow, ice and sediment transport conditions can
have complex influences on the environment.

Before being able to understand river channel evolution in
the future, the present ice-covered flow conditions need to be
understood in these areas, such as in subarctic northern
Finland, where rivers have ice cover c. 7–8months of the year
(Lotsari et al., 2015). Even though ice-covered flow has been
studied since the beginning of the twentieth century (Barrows
and Horton, 1907), so far mainly laboratory studies of ice-
covered flow and sediment transport have been published
(Sayre and Song, 1979; Lau and Krishnappan, 1985; Urroz
and Ettema, 1994; Tsai and Ettema, 1994, 1996; Smith and
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Ettema, 1995; Ettema et al., 2000; Wang et al., 2008; Sui et al.,
2010). Only three recent field studies (Demers et al., 2011,
2013; Lotsari et al., 2017) have analysed the effects of ice on
flow in meandering rivers, despite the fact that concerns
regarding the insufficient understanding of the processes under
ice-covered conditions have existed for decades (Ettema, 2002;
Turcotte et al., 2011). In particular, some processes have only
been known conceptually (e.g. altered bedform geometry)
and others have been barely recognized (e.g. channel-thalweg
adjustment: Ettema, 2002; Turcotte et al., 2011). The recent
studies have shown, most importantly, that two vertically
stacked helical flow cells (instead of one) can appear under
ice and the direction of the flow is opposite to the open-
channel measurement conditions (Demers et al., 2011; Lotsari
et al., 2017). These results are similar to those of Urroz and
Ettema (1994), who had observed this in laboratory conditions.
As the friction caused by ice-cover moves the high velocities
deeper, when compared to ice-free conditions, top- and
bottom-layer flows are also directed (around the apex area) to-
ward the opposite direction to the maximum velocities occur-
ring in the middle flow layers (Demers et al., 2011; Lotsari
et al., 2017). According to Lotsari et al. (2017), increased ero-
sion in the riffle areas and deposition in pool/thalweg areas
are expected during ice-covered conditions due to these
changes in vertical velocity distribution. Thus, the impact of
long-term changes (i.e. warming) in winter temperatures could
be great on seasonal erosion conditions.
Previous studies have also hinted, based on measurements

taken through drill holes, that ice cover affects the horizontal
variation of flow, especially in bends (Demers et al., 2011;
Lotsari et al., 2017). So far it has been possible to show that de-
spite the shifting of the high velocity core (HVC) from one side
of the channel to the other, and the presence of back eddies un-
der both open-channel and ice-covered conditions, differences
also exist (Kasvi et al., 2013b; Kämäri et al., 2017; Lotsari et al.,
2017). The location of the HVC under ice varies more between
consecutive cross-sections than in ice-free conditions (Lotsari
et al., 2017). In ice-free conditions the HVC locates next to
the inner bank at upstream cross-sections, moves towards the
outer bank around the apex, and then follows the thalweg in
the downstream cross-sections of a meander bend. In addition,
under ice, velocities are particularly reduced when entering
deeper water downstream of the apex of meander bends
(Lotsari et al., 2017). However, these studies were mainly able
to show vertical flow characteristics and not the horizontal flow
structures within the channel in open-channel and ice-covered
flow conditions.
In addition, ice cover has been also observed to reduce tur-

bidities when compared to the open-channel conditions of
equivalent discharges (Kämäri et al., 2015, 2018). However,
Turcotte and Morse (2017) have observed both lower or
higher turbidities in ice-covered channels than in open-
channel conditions. While the spring snow-melt flood and
ice breakup periods may be major sediment transport events
and may also be when the greatest annual turbidities occur
(Turcotte et al., 2011; Turcotte and Morse, 2017), the other
seasons (including mid-winter, where there are ice-covered
low flows) may cause great total channel changes (Lotsari
et al., 2014a). In subarctic sand-/gravel-bed rivers, earlier
studies have shown the whole open-channel low flow period
(i.e. 3–4months) to cause more sediment transport than the
snow-melt flood (c. 10 days), which is shorter in duration
(Lotsari et al., 2014b). However, the sediment transport
potential and its spatial distribution during conditions of
mid-winter stable floating ice cover have not received much
attention (Turcotte et al., 2011). Recent studies based on
velocity observations in a subarctic meandering river have

implied that there could be increased erosion in the riffle
areas and deposition in pool/thalweg areas during ice-
covered conditions (Lotsari et al., 2017). However, these pro-
cesses need further examination. Before being able to analyse
channel erosion under ice-covered conditions in detail, the
first step is to analyse in more detail the spatial variation of
flow characteristics and their potential capabilities for
transporting sediment. The point measurements of previous
studies (e.g. Demers et al., 2011; Lotsari et al., 2017) repre-
sent only narrow areas within the channel and the wider spa-
tial flow distribution and its effects on erosion–sedimentation
potential are yet to be resolved.

During the last couple of decades, enhancements in methods
for analysing these processes have taken place, particularly
with regard to flow measurement techniques (Demers et al.,
2011) and modelling approaches (Waddle, 2007). Despite
Acoustic Doppler Current Profiler (ADCP) or Acoustic Doppler
Velocimeter (ADV) sensors enabling ice-covered flow measure-
ments throughout the vertical water column when used
through drill holes, the measurements are still mainly made
cross-sectionally, whereas in open channel flow conditions it
is possible to acquire measurements at a much greater spatial
density, for example, by installing the ADCP on a remote-
controlled platform (Kasvi et al., 2017). As measurements un-
dertaken through cross-sectional drill holes cover only a small
portion of the river channel area, numerical simulations – cali-
brated based on the more limited measurement data – could
give insight into the spatial variation of flow characteristics
more widely. One-dimensional (1D) unsteady flow models
have been applied for ice-covered flow detection since the
mid-1980s (Yapa and Shen, 1986; US Army, 1998; Lal and
Shen, 1991; Kämäri et al., 2015). However, the models and
analyses undertaken in ice-covered rivers have been mainly
undertaken based on laboratory/flume experiments (Urroz
and Ettema, 1994; Tan et al., 1998). Numerical two-
dimensional (2D) hydrodynamic simulations (Vietz et al.,
2012) and three-dimensional (3D) hydrodynamic simulations
have been used in meandering rivers in open-channel condi-
tions (Kasvi et al., 2015) and for analysing ecohydraulics
(Fukuda et al., 2015), but not for the ice-covered conditions
of a subarctic meandering river. To be able to detect the 3D ver-
tical flow structure in meander bends, 3D simulations are
needed. However, the first step is to detect the performance
of a simpler 2D model and see whether it can simulate the spa-
tial variation of flow characteristics in an ice-covered meander-
ing river where stable ice cover is present in mid-winter
conditions. The ice-covered flow characteristics need to be
compared to open-channel flow more thoroughly. The model-
ling also enables the highly needed studies of flow characteris-
tics of multiple consecutive meander bends (Demers et al.,
2011; Lotsari et al., 2017).

Therefore, as a continuation of the preceding studies by
Lotsari et al. (2017) and Kämäri et al. (2017), who studied
ice-covered (mainly vertical) flow and river ice cover based
on measurements, we will simulate both the mid-winter ice-
covered low flow and the preceding autumn open-channel
low flow conditions for the same subarctic river. Based on
the simulation approaches, which are calibrated using refer-
ence measurements, we aim to detect (1) how ice-covered
mid-winter flow characteristics vary spatially and (2) the ero-
sion and sedimentation potential of the ice-covered flow com-
pared to open-channel conditions. The study will cover three
meander bends and one straight reach between these bends
of the Pulmanki River, northern Finland. The study will be
based on both a hydrodynamic 2D model (River2D: Univer-
sity of Alberta, http://www.river2d.ualberta.ca/: Steffler and
Blackburn, 2002) and reference measurements of flow,
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sediment characteristics, topography and ice cover. The hy-
potheses are that (1) the ice-covered flow characteristics are
spatially more variable than during the open-channel condi-
tions and (2) there is great difference in erosion and sedimen-
tation locations between the seasons, although the overall
sediment transport potential is lower during the ice-covered
mid-winter conditions.

Study Area

The study area is located in the lowest reach of the upper
Pulmanki River (northern Finland), which drains first into Lake
Pulmanki and then into the Tana River. The reach consists of
three meander bends and one straight reach between two of
the bends (Figure 1). The river normally freezes in October,
and the ice cover lasts until the snow-melt period (from
mid-May to early June). Depending on the year, there can be
0 to 30 cm of snow on the river ice. Summer discharges are
typically low (4m3/s) compared with spring (50m3/s) (Kasvi
et al., 2013b). In autumn and winter the discharges can be less
than 2m3/s (Lotsari et al., 2017). Thus, this river represents a
typical subarctic river with its flow characteristics and ice cover
processes.
The freezing processes and channel slope are similar

throughout the c. 1200m long study reach and no rapids, an-
chor ice, frazil ice or hanging dams occurred in 2013–2014
(i.e. within the measurement period of this study). In general,
the ice formation started as border or shore ice growth along
the riverbanks (cf. Beltaos, 2013), followed by local ice
bridging and thin ice cover (i.e. skim-ice formation) (Kämäri
et al., 2017). Localized border ice growth presumably also

occurred during the freeze-up period along the sandy bars
(Kämäri et al., 2017). Kämäri et al. (2017) estimated that skim
ice formed on the Pulmanki River when the cumulative number
of freezing air temperature degree-days was 22 (e.g. on 21 Oc-
tober 2013). The ice type of the Pulmanki River was visually
inspected from boreholes, the bottom layer of ice was defined
as ‘crystal clear black ice’, and the top of the ice (a 10–20 cm
thick layer) was ‘white-coloured snow ice’. The ice roughness
was defined visually as smooth–rough, similar to the approach
of Lotsari et al. (2017) and Kämäri et al. (2017), who in turn had
followed the definition of Demers et al. (2013).

The studied reach was selected due to the different charac-
teristics of its bends (Figure 1; Lotsari et al., 2014a). Bend 1 is
asymmetrical, but the other bends are symmetrical in their
shape. The river is mainly in its natural state, except that the
outer bank of Bend 1 has rip-rap erosion protection. The inner
banks of all bends have non-vegetated point bars, but the
outer banks of Bends 2 and 3 are vegetated. The low flow
sub-water channel area is free of vegetation and consists of
highly mobile sand and gravel. There is no bed armour layer
formed in the study reach and mid-channel bars are gradually
prograding along the river-bed (cf. aerial photos from Kasvi
et al., 2017).

Due to the annually challenging winter conditions, it was
only possible to measure the suspended sediment and bedload
transport in February 2017. Discharge was, on average, 1.1m3/
s at that time, based on three cross-sectional measurements.
Note that this was almost double compared to the flow for the
2014 winter period (cf. Table I). Despite the different discharge
conditions, the sediment transport measurements of February
2017 justify the possibility of sediment transport, that is to say,
the exceedance of the critical velocities, in ice-covered mid-

Figure 1. The Pulmanki River study site locates in northern Finland, and it consists of three meander bends and one straight reach. The straight lines
(in right hand side figure) mark the upstream and downstream boundaries of the study site. The upstream part of Tana River watershed is shown, i.e.
upstream of the confluence of Pulmanki and Tana Rivers. The sediment sample locations are also shown. The exceedance of the critical velocity was
analysed (W = winter, A = autumn: cf. results section). The aerial photograph is from May 2018 and taken by Eliisa Lotsari. [Colour figure can be
viewed at wileyonlinelibrary.com]
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winter conditions. Four depth-integrated water samples (Rickly
DH-48) had been taken simultaneously with 6min long
Helley–Smith bedload samples from the middle section of the
straight reach between Bends 2 and 3. The water samples for
suspended sediment analyses were collected by slowly
lowering the sampler through the water column. The water
sample sizes were c. 0.45 l. These samples were vacuum
filtered by applying filters having 0.45μm pore sizes. The filters
had been dried and weighed before the filtering. This was done
also after filtering to calculate the total suspended solids (TSS).
TSS transport was then up to 0.67mg/l and bedload transport
was 22.84mg/m/s. The D50 grain size of the measured bedload
was 0.5mm, based on dry sieving.
The annual vertical channel change in the sand-bed mean-

der bends has been observed to be as great as ±70 cm (Vaaja
et al., 2011). The lateral shift varies, but c. 0.5m annual rates
have been observed in higher banks, upstream of this present
study site (Lotsari et al., 2014a). Historical oxbow lakes indi-
cate multiple meander cutoffs within the river valley during
the last 600 years (Mansikkaniemi and Mäki, 1990). The spring
snow-melt high flow period has been shown to be the greatest
single channel-forming event in the Pulmanki River (Kasvi

et al., 2013a, 2013b; Lotsari et al., 2014a), when water stages
2.5m higher than the summer season are reached (Lotsari
et al., 2014a). However, slower changes in the meandering
channel and associated point bars may also occur during
low-flow periods in autumn and winter. Only the spring floods
can reach the top of the point bars as the point bars and
mid-channel bars are above the water level in the autumn
and winter low flow periods. Thus, the erosion due to fluvial
processes concentrates in different river sections during high
and low flow periods. However, the spatial variation of the
magnitudes of fluvial processes (and therefore also of river ero-
sion and sedimentation) during these low flow periods is yet to
be revealed by the present study.

Data and Methods

Channel and ice-cover topographies

The topography of the sub-water areas was measured with the
ADCP in spring (May) 2013 open-channel flow conditions
and autumn (September) 2013 open-channel flow conditions.

Table I. The discharges used in the modelling

Date Q (m3/s) Sensor
Water/ice surface
(m above sea level) Application Notes

2 June 2013 5.10 ADCP 14.580 (water) Verification: open-channel model

Q was based on rating
curve, only W was
measured

5 September 2013 1.71 ADV 13.951 (water) Calibration: open-channel model Q and W were measured
3 March 2014 0.63 ADCP 14.412 (ice) Calibration: ice-covered model Q and W were measured

Note: Q, discharge (m3/s); W, water level (in metres). ADCP, Acoustic Doppler Current Profiler; ADV, Acoustic Doppler Velocimeter.

Figure 2. The Acoustic Doppler Current profiler (ADCP), laser scanning and ground penetration radar (GPR) measurements during the study pe-
riod. [Colour figure can be viewed at wileyonlinelibrary.com]
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The Sontek M9 sensor was installed in a remote controlled
mini-boat for measurements. The vertical beam (0.5MHz) of
the sensor was used for echo sounding the bed elevation.
According to the manufacturer (Sontek, 2018), the accuracy
of the depth measurement is 1%.
In addition to this pre-winter topography, the winter 2014

(February/March) river-bed elevations were measured through
drilled holes. The ADCP sensor was deployed through these
holes which were 1m apart from each other along the
cross-sections. The stationary measurement mode was used.
The winter 2014 cross-sectional topographical measurements
were added to the pre-winter topography (Figure 2c) and the
river-ed topography was modified to resemble the ice-covered
conditions as well as possible.
The ice-covered flow model also requires the ice topography,

in other words, the ice–water interface elevations (IWIEs) and
the ice surface elevations (ISEs). These measurements included
the manual ice thickness measurements and RTK-GNSS (real-
time kinematic global navigation satellite system)measurements
of the ISEs at the drill holes of the ADCP (Figure 2c). In addition,
the ice thickness variation over a large number of cross-sections
was gained using ground penetrating radar (GPR), specifically a
Malå 800MHz sensor (Figure 2d). The GPRmeasurements were
verified based on the manual ice-thickness measurements,
which were done from the same drill holes as those through
which the ADCP was applied (Kämäri et al., 2017).
The spring (May) 2013 topography data was applied to the

autumn (September) 2013 topography, and the application of
these spring and autumn data to the winter (February/March)
2014 topography was justified by analysing the resemblance
of the river-bed elevations between these measurement time
steps. The spring 2013 bed elevations were compared to the
autumn 2013 and winter 2014 bed elevations. In addition,
the autumn 2013 values were compared to winter 2014 values.
Because there was a slight difference in the measurement loca-
tion between the measurement time steps, the closest points
between the compared time steps were selected for analyses.
No more than 50 cm horizontal difference between the point
pairs was allowed. After the pairs had been defined, the eleva-
tion differences were analysed with a paired sample t-test. The
test assumes that the difference of each value pair follows a nor-
mal distribution (Wilcox, 2009). This normal distribution was

tested with the Shapiro–Wilk test (Shapiro and Wilk, 1965). In
all of the cases, the differences of the value pairs followed a
normal distribution.

When the spring 2013 and winter 2014 bed elevations were
compared, altogether 12 elevation point pairs were selected.
The paired sample t-test showed that there was no statistically
significant difference (p = 0.06404) between the elevations
between the different time steps. When the spring 2013 and
autumn 2013 values were compared, 10 pairs were evaluated.
Similarly, there was no statistically significant difference
between the spring 2013 and autumn 2013 bed elevations (p
= 0.05939). When the autumn 2013 and winter 2014 bed
elevations were compared, 14 pairs of measurement values
were applied. The t-test again showed that there was no
statistically significant difference between the river-bed eleva-
tions (p = 0.1827). The zero-hypothesis was that the values
do not differ from each other (when p < 0.05, the values differ
from each other significantly).

Flow measurements

Water level, flow characteristics and discharges were measured
for modelling purposes. The water depth was measured every
15minutes with a Solinst Levelogger sensor, which had been
installed for the 2013 open-channel flow period at Bend 3. A
reference water level was measured from the depth sensor
locations with the RTK-GNSS. The winter water depth was
defined along with the ADCP and IWIE measurements (see
previous section).

The ADCP measurements recorded the flow velocity and di-
rection throughout the water column in addition to the water
depth and channel bed topography (cf. previous section). The
sensor applies 3.0/1.0MHz beams, depending on the water
depth in question. According to the manufacturer (Sontek,
2018), the accuracy of the velocity measurements is ±0.25 %
of the measured velocity. The ADCP flow measurements of au-
tumn 2013 were taken along the thalweg, but the winter mea-
surements were cross-sectional. The depth-averaged velocities
of the measurements were applied for calibrating the model
(see the following sections). From the cross-sectional winter

Figure 3. (a) The final triangulated irregular network (TIN) geometry after the enhancement of the topography by creating the breaklines of deeper
areas and the shorelines. (b) The mesh, which was created from the TIN model. The examples are from the open-channel flow model of Bend 3.
[Colour figure can be viewed at wileyonlinelibrary.com]
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measurements, the highest velocity measurement locations of
each cross-sectionwere also compared to the simulation results.
The discharges applied for the 2D hydrodynamic model

were measured with the ADCP in spring 2013 and winter
2014 (see Table I). In ice-covered flow conditions, the dis-
charge was measured from the same cross-sections as those
from which the winter topography was measured. During the
low water period of autumn 2013, that is, when wide areas
had depths of less than 0.2m, the discharges were measured
using an ADV (see Table I). The station interval along the
cross-section was 2m in the ADV measurements.

The 2D hydrodynamic models and their geometries

The depth-averaged hydrodynamic River2D model, which is
capable of simulating 2D flow vectors that allow the direction
and magnitude of the time- and depth-averaged, spatially
recirculating flow structures (RFSs) to be defined, was applied
(Vietz et al., 2012). Two model set-ups were employed: (1)
one with the open-channel topography (2013, pre-winter), (2)
and the other with the ice-covered topography (2014,
February/March). In both cases, the topographical measure-
ments were imported in the model as points, and then a trian-
gulated irregular network (TIN) was formed (Figure 3). The
TIN was further enhanced by creating contour breaklines in
the deeper areas and shoreline (i.e. in the highest sub-water
topography elevations). Finally, a finite element mesh of the
topography was created based on the TINs. The density of
mesh nodes was the greatest in the submerged areas and where
great topographical changes occurred.
The same simulation area extent was defined for both the

open-channel and ice-covered models. The computational
areas started from the downstream side of the upstream-most
winter (February/March 2014) cross-section measured and
ended at the upstream side of the downstream-most winter
cross-section measured. This domain was selected because
the mesh creation and the simulation results are best (Blackburn
and Unterschultz, 2002) when topographical observations exist
upstream and downstream of the computational area.
For the ice-covered flow model, the ice topography included

the ice thickness and its roughness (defined as Manning’ n-
value; see the detailed description of the calibration later) at
each location, being based on the manual and GPR measure-
ments. All together 14 303 ice cover points were fed into the
model. Only in two locations, where the ice thickness was
zero, did open flow conditions prevail. These were the left
bank side measurement location of the two upstream-most
cross-sections. Because the upstream-most cross-section was
not included in the computational area, only one open-channel
measurement location was included in the winter model. The
breaklines were applied around these measurement points.

The calibration of the open-channel flow model

Both of the models (i.e. one with a pre-winter open-channel to-
pography and one with a winter ice-covered topography) were
calibrated separately and followed the standard procedure for
sensitivity tests in order to adjust roughness parameters. The
discharges were applied as the upstream boundary condition.
The corresponding water level was used as the downstream
boundary condition of the open-channel flow model, and the
ISE was used as the downstream boundary condition in the
ice-covered flow model (Table I).
The open-channel flow model was calibrated using 1.71m3/

s discharge (Table I). The model was run multiple times and the

modelled results were compared to the observed depth-
integrated flow velocities, depths and water level values
throughout the simulations. For matching the model results
with the observations, the Manning’s n-values were adjusted
manually (Table II). The water level was compared at 55 points,
depth-integrated velocities were compared at 33 points and
water depth was compared at 27 points of the 2013 autumn
measurements. The points were selected approximately 20m
apart from each other along the ADCP measurement line. The
depth-integrated velocity and depth values were missing from
some of the locations, which explain the greater number of
points used for the water level calibrations. The MAE (mean ab-
solute error; Equation (1)) was calculated between the model
results and observations:

MAE ¼ 1
N
∑N

j abs Mj � Pj
� �

(1)

where N is the number of observations, Mj is the measured
value and Pj is the modelled value. Based on the calibration,
the n-value for river-bed roughness was selected to be 0.04
(Table II). The iterative solver method was applied, as it has
worked better than the direct solver in earlier studies (Waddle,
2007). The resulting solution change value, in other words, the
difference between the solved parameter values of the last
iteration time steps, was also the least with this n-value (it
should be close to 0.00001). The standard deviation between
the velocities, depths and water level of the measurements
and the results of the best simulation were 0.11m/s, 0.09m
and 0.08m, respectively, at the calibration point locations.

The open-channel flow model was verified in a situation in
which the discharge was three times higher (5.10m3/s) than
in the calibration (Table I). The simulation against this observed
higher water level resulted in the following average error
values: MAE = 0.03m, solution change value = 0.00000032.
From this time step, there were only water level measurements
available. This verified that the model also works at higher dis-
charges and not only at the low pre-winter discharge.

The spatial performance of the model, which applied the
final selected n-values, was analysed. The mean difference
between predicted and observed depths was –0.07m (see
Figure 4). When the absolute difference values were analysed,

Table II. The calibration results of the open-channel flow model,
when the pre-winter discharge and water level were applied as the
boundary conditions

Manning’s
n-value MAE

Solution change
value

Flow velocity (m/s) 0.02 0.1157 0.0073497
0.03 0.1164 0.0058582
0.04 0.1160 0.0000016
0.05 0.1155 0.0093036
0.06 0.1150 0.0043810

Water level (m) 0.02 0.1120 0.0073497
0.03 0.1157 0.0058582
0.04 0.1190 0.0000016
0.05 0.1226 0.0093036
0.06 0.1259 0.0043810

Water depth (m) 0.02 0.0998 0.0073497
0.03 0.1022 0.0058582
0.04 0.1040 0.0000016
0.05 0.1061 0.0093036
0.06 0.1084 0.0043810

Note: MAE, mean absolute error. The selected n-values for river-bed
roughness are bolded.
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the average was ±0.10m. The modelled depth-averaged flow
velocities also conformed to depth-averaged flow measure-
ments in the upstream part of the study area (distance:
0–740m from upstream boundary) where the absolute value
of the difference was only ±0.08m/s. However, the flow veloc-
ity model error increased in the downstream section of the
study area (see Figure 4; distance: 740–1100m from upstream
boundary). In particular, the error was greatest at the six
downstream-most observation points. These differences in the
velocities ranged from 0.42 to 0.52m/s at the downstream part
of the straight reach (i.e. the modelled value was 46.3–70.2%
less than the measured values) and they ranged from 0.15 to
0.28m/s in Bend 3 (i.e. the modelled value was 38.6–52.5%
less than the measured values).
This could be due to the fact that in autumn 2013 the ADCP

measurement was only done longitudinally from the thalweg
area, that is to say, in the most probable HVC area, and we
did not have measurements from adjacent locations. The expla-
nation for this could be that the modelled HVC did not exactly
match these high velocity measurements. Despite this, the HVC
was otherwise simulated well in open-channel conditions
when compared to the observed HVC locations reported in ear-
lier studies in the same study area (cf. Kasvi et al., 2013b;
Lotsari et al., 2017) and prevailing theories (Leopold and
Wolman, 1960; Dietrich and Smith, 1983; Engel and Rhoads,
2017). In each of the bends the simulated HVC moved from

the inner-bank side of the upstream reach to the outer bank
around the apex (see later).

The water level corresponded to observations at the up-
stream and downstream part of the study area as the absolute
values of the observed and modelled differences were 0.05m
within 0–420m distance from the upstream boundary and
0.08m within 900–1100m from the upstream boundary.
However, the absolute error for water level had a mean value
of 0.2m in the middle section of the study area (distance:
420–900m from upstream boundary). All in all, the differences
between the results and observations were similar to earlier
published studies (Lotsari et al., 2014b). Therefore, the model
results can be applied for the analysis of the spatial variation
of flow characteristics in the open-channel flow condition.

The calibration of the ice-covered flow model

The ice-covered model simulates, in addition to hydrodynam-
ics, the spatial ISEs, when the thickness and initial downstream
ISE are used as inputs for the model. The model understands the
ice as a floating ice cover with known ice thickness and rough-
ness, and the ice cover extent is spatially pre-defined (Steffler
and Blackburn, 2002).

During the calibration of the ice-covered flow model, the
roughness values (Manning’s n-values) for the ice cover were
also defined. Therefore, the model was run multiple times with
different ice-cover and river-bed n-values (Table III). We
applied previous literature as a background for selecting the
n-values of ice roughness. According to Brunner (2010), the
n-values of smooth ice are between 0.08 and 0.012. Beltaos
(1995) defined that the n-value of smooth ice is 0.01.
Therefore, we did not test such n-values, which would have al-
ready been too high or unrealistic based on previous literature
and the prevalent, visually interpreted roughness conditions of
Pulmanki River. The bed material/bed formations and the ice
roughness were similar throughout the study area, based on vi-
sual interpretation from drill holes with waterproof cameras,

Table III. The calibration results of the ice-covered flow model

Manning’s n-value Velocity
(m/s) ISE (m)

Water
depth (m)

Ice cover River bed MAE MAE MAE

0.005 0.02 0.0308 0.0718 0.0840
0.005 0.03 0.0308 0.0691 0.0838
0.005 0.04 0.0308 0.0676 0.0838
0.005 0.05 0.0308 0.0666 0.0838
0.005 0.06 0.0309 0.0655 0.0838
0.01 0.02 0.0308 0.0683 0.0838
0.01 0.03 0.0309 0.0669 0.0838
0.01 0.04 0.0309 0.0653 0.0838
0.01 0.05 0.0308 0.0640 0.0838
0.01 0.06 0.0308 0.0631 0.0839
0.02 0.02 0.0308 0.0658 0.0838
0.02 0.03 0.0308 0.0641 0.0838
0.02 0.04 0.0308 0.0625 0.0839
0.02 0.05 0.0308 0.0618 0.0840
0.02 0.06 0.0308 0.0601 0.0841
0.03 0.02 0.0308 0.0645 0.0838
0.03 0.03 0.0308 0.0626 0.0840
0.03 0.04 0.0308 0.0605 0.0841
0.03 0.05 0.0307 0.0590 0.0842
0.03 0.06 0.0307 0.0579 0.0843

Note: ISE, ice surface elevation; MAE, mean absolute error. The bolded
values are the Manning’s n-values selected for the ice-covered flow
model.

Figure 4. The goodness of the fit between modelled and observed
flow velocities, water levels and water depths under open-channel flow
conditions.

SPATIAL VARIATION OF FLOW CHARACTERISTICS

© 2019 John Wiley & Sons, Ltd. Earth Surf. Process. Landforms, (2019)



and therefore a uniform n-value was the best solution for our
model.
The resulting simulated depth-integrated velocities, ISEs and

water depths were compared to the ones measured in 46 loca-
tions. These locations were taken from the cross-section of
each bend, which had the greatest number of drill holes (i.e.
measurement locations). In addition, the mid-measurement lo-
cation of each cross-section was included in the calibration.
The n-values had hardly any effect on the depth-integrated

flow velocities (Table III). However, the errors (MAEs) for the
ISEs were the smallest when the ice-cover and river-bed n-
values were the greatest. The errors in water depth did not have
clear dependence on n-values. So, when both the ice-cover
and river-bed n-values were around the mean of all the tested
values, all the simulated parameter values corresponded best

to the observations. Based on this, a river ice-cover n-value of
0.02 was selected, which coincides with the generally sug-
gested roughness value for rippled ice (Brunner, 2010). The
river-bed n-value was selected to be 0.04, which is the same
as for the open-water simulations.

The spatial performance of the ice-covered model, which
applied the final n-values that were selected, was analysed.
The simulation results matched the observations in different
bends (Tables IV and V). It is noteworthy that the modelled ve-
locities were underestimated by the model in the measured
high-velocity locations of the cross-sections at Bends 1 and 3
(Figure 5). The maximum underestimations were 0.06m/s
(Bend 1) and 0.10m/s (Bend 3). The model also followed the
overall velocities well in Bend 2, but smoothed the variation
of velocities between adjacent measurement verticals. Along
the middle channel longitudinal profile of the study area, ve-
locities followed the observations well (Table IV, Figure 5).
The modelled HVC moved from the inner-bank side of the up-
stream part of the bend to the outer-bank side around the apex
in each of the bends. This model result was similar to the
modelled and measured open-channel flow’s HVC movement.
However, the highest measured ice-covered velocities were lo-
cated slightly more towards the inner or outer bank than the
simulated HVC, particularly in the downstream part of Bends
1 and 3, and also upstream of the apex of Bend 1 (see later).
Despite these discrepancies, the broadscale locations of the
simulated ice-covered HVC resembled the measurements (see
also Lotsari et al., 2017).

Both ISE and IWIE values were very close to the measured
ones, with a slight underestimation (Table IV, Figure 6). It is
noteworthy that the modelled ISE did not vary as much along

Table V. The standard deviations (SDs) of the differences between winter simulation results (i.e. the best final simulation) and the observations at the
calibration locations

Bend 1 (cs7) Bend 2 (cs 3) Bend 3 (cs3)
Middle points of all

cross-sections

SD of depth comparison 0.06 0.06 0.07 0.06
SD of velocity comparison 0.02 0.01 0.03 0.02
SD of ice surface elevation comparison 0.02 0.02 0.02 0.04

Figure 5. The goodness of the fit between modelled and observed depth-averaged flow velocities in ice-covered river.

Table IV. The absolute values of the average differences between the
observed and simulated parameters in winter 2014

Depth (m)
Velocity
(m/s) ISE (m) IWIE (m)

Bend 1 (cs 7) 0.07 0.03 0.07 0.07
Bend 2 (cs 3) 0.07 0.02 0.06 0.06
Bend 3 (cs 3) 0.11 0.04 0.05 0.05
All cross-sections (n = 12) 0.09 0.03 0.07 0.05

Note: One cross-section was selected from each bend, and also the
middle channel longitudinal profile was analysed from all 12 cross-sec-
tions. The simulated values were subtracted from the observed ones,
absolute values were defined and then the averages were calculated.
ISE, ice surface elevation; IWIE, ice–water interface elevation.
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the cross-sections as was observed (i.e. the modelled ice surface
was flatter than observed). However, when observing the longitu-
dinal ice surface profile, that is, the centre points of each of the
cross-section, the ISE corresponded to the observations. The sim-
ulated depths and ice thicknesses were also similar to the cross-
sectional observations (Table IV, Figure 6), in other words, the
ice was thicker on the inner-bank side and thinner on the
outer-bank side of the bends. Therefore, the ice-covered model
results were considered suitable for analysing the spatial variation
of the depth-averaged flow velocity, horizontal flow directions,
shear velocity, and the erosion and sedimentation potential.
Note that River2D does not calculate bed shear stress, only

shear velocity, which characterizes the shear at all boundaries.
It is typically expressed as V* = sqrt(τ/ρ), where τ is the bed
shear stress and ρ is the fluid density (Steffler and Blackburn,
2002; Simões, 2014). Thus, in the open-channel model, the
shear velocity could be used to calculate the bed shear stress
using the equation. However, if calculating τ from the shear ve-
locity of the ice-covered model, the resultant τ represents the
average shear stress (i.e. the average of both the bed and ice
shear stresses). Therefore, we did not post-process the model
outputs to calculate the shear stress as such results would have
been non-comparable between seasons.

Erosion–sedimentation potential calculations

Thus, due to model output limitations, the only parameter re-
ceived from the model which was possible to compare in the fi-
nal analyses between the seasons regarding the incipient
motion of sediment particles was that of the depth-averaged
velocities. For justifying the application of the depth-averaged ve-
locities for erosion–sedimentation potential analyses, as many
critical velocity calculation methods apply near-bed velocities,
we calculated the difference between the measured depth-
averaged and near-bed layer velocities. The difference between
the autumn 2013 near-bed and depth-averaged velocity was on
average –0.01m/s, meaning that the near-bed layer velocity
was greater than the depth-averaged velocity. The standard devi-
ation was 0.09m/s. The difference between winter 2014 near-
bed and depth-averaged velocity was on average –0.01m/s,
and its standard deviation was 0.10m/s. Thus, the near-bed layer
velocity was again greater than the depth-averaged velocity, and
this difference was greater than in the autumn. Note that the
ADCP leaves a section of water at the bottom unmeasured
(Sontek, 2018), and the near-bed layer velocitymeans that the ve-
locity was measured c. 4-17cm above the river bed, depending
on the measurement vertical. Thus, we find the application of

Figure 6. The goodness of the fit between modelled and observed ice-covered water depths, and the elevations of ice surface and ice–water
interface.
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the depth-averaged velocity justifiable as the point of the article
was to show the relative differences between the seasons.
The critical velocities required for moving the channel sedi-

ment were calculated, and then their exceedance was com-
pared to modelled and measured velocities. For this purpose,
channel bed sediments were sampled using a grab sampler in
the 2013 autumn low flow period. The D50 values were calcu-
lated for the 22 sample locations, which were under water dur-
ing the simulated winter and autumn situations. The critical
velocity thresholds for incipient motion were defined for these
sediment samples based on the Hjulström (1935) diagram.
The minimum, average and maximum critical velocities of
these 22 analysed samples were also defined. The Hjulström di-
agram was selected due to its wide usability and simplicity.
However, we acknowledge the limitations if the approach of
Hjulström (1935) is only applied for the depth-averaged
velocities as it has been created based on near-bed velocities.
Therefore, in addition to the modelled depth-averaged
velocities, we compared the measured depth-averaged and
near-bed velocities to the calculated critical thresholds.
Firstly, the exceedance of the minimum, maximum and

average critical velocities were investigated using both the near-
bed and depth-averaged flow velocities measuredwith the ADCP
in autumn 2013 and winter 2014. Secondly, the simulated au-
tumn 2013 andwinter 2014 depth-averaged velocities were com-
pared against these minimum, maximum and average thresholds
throughout the channel. Thirdly, the actual critical thresholds of
each sediment sample were compared to the modelled ice-
covered and open-channel velocities at the sediment sample lo-
cations in order to analyse the differences in the erosional

conditions between seasons. Therefore, we can bring together
the relative differences in the erosion–sedimentation potential be-
tween the seasons, which is the main purpose of the article.

Results

Spatial variation of the simulated open-channel and
ice-covered flow characteristics

Overall, during open-channel conditions the water depths of
each bend were deepest in the downstream part and on the
outer-bank side of each meander bend, and the shallow water
areas were dominantly located in the upstream part of each
bend (Figure 7). The straight reach between Bends 2 and 3
was also shallow (i.e. the water depth was less than 0.5m;
Figure 7). Despite the ice-covered discharge (0.63m3/s) being
smaller than in the preceding autumn open-channel conditions
(1.71m3/s), the maximum depths were similar, even though the
bathymetry had been modified to include the winter 2014 bed
elevations from the cross-sections. For the ice-covered model
the deepest and shallowest simulated areas in winter 2014
were almost in the same locations as in autumn 2013 (Figures 7
and 8). The shallowest flow was in the straight reach and in the
upstream part of Bend 1. The deepest area was on the outer-
bank side of each meander bend. However, differences also
occurred between winter and autumn. The overall depths were
shallower in winter than in autumn (Figures 7 and 8). The river
was also narrower in the winter due to the ice cover. Although
the ice cover was not attached to the banks in the outer parts of

Figure 8. The difference of autumn 2013 and winter 2014 (A) depth and (B) velocity. The positive values indicate that the depth and velocities have
been greater in the autumn than in the winter. [Colour figure can be viewed at wileyonlinelibrary.com]
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the bends, the areas, which were shallow in the autumn, had
been frozen to the river bed based on observations.
A deep pool area with slow flow velocities of < 0.16m/s

characterized the reach between Bends 1 and 2 in autumn
2013 (Figures 7 and 8). In winter, the values were < 0.08m/s
in this pool area. The highest simulated open-channel flow ve-
locities were in the middle of the straight reach and in the up-
stream part of Bend 1, where the water depths were the
shallowest in autumn 2013. The flow velocities exceeded
0.65m/s in these locations. In addition, the autumn flow veloc-
ities were high around the apex and at the upstream parts of the
bends. Cross-sectionally, the open-channel flow velocities
were generally greater along the outer bank of the bend than
on the inner-bank side. An exception is the upstream part of
the bends, where the situation was the opposite. The simulated
HVC of the open-channel flow moved in all three bends from
the inner bank to the outer bank, when moving from upstream
to downstream within each bend.
The modelled ice-covered flow velocities were smaller than

in the open-channel conditions, 73% of the area being less
than 0.1m/s, but greater than 0m/s. The comparative value
was 35% in open-channel conditions. The maximum velocity
in autumn (1.51m/s) was double the maximum velocity of win-
ter (0.77m/s). Similar to the autumn 2013 simulations, the ice-
covered velocities were greatest in the shallowest areas and

smallest in the deepest locations. Overall, the ice-covered flow
velocities were greater closer to the outer bank compared to the
inner bank around the apexes of each bend. In Bend 1, the sim-
ulated ice-covered velocities were greatest in the upstream part
and slowest in the downstream part. In winter, there was not
such a clear high velocity and shallow depth location around
the apex as there was in the autumn. In Bend 2, the greatest
ice-covered velocities were upstream of the apex area. Veloci-
ties were also high downstream of Bend 2 (i.e. where the
straight reach began). In Bend 3, the winter velocities were
greatest in the upstream part and middle part of the bend,
whereas in the downstream part the velocities were smallest.
Thus, also in winter, the simulated HVC moved from the inner
bank along the upstream part of the bend to the outer bank
around the apex in each of the bends.

The clearest differences between the seasons were in the for-
mation of the horizontal RFSs (Figures 9 and 10). The low flow
velocities occurred in the middle of these RFSs. In open-
channel conditions, the clearest and greatest RFS occurred in
the downstream part of Bend 1 (Figure 9b). This large clockwise
recirculating pattern occurred on the inner-bank side, and on
the outer-bank side, the flow was diverted towards the bank,
even though no recirculating patterns of flow occurred there.
This large clockwise RFS was located in the area of the highest
curvature of the bend. The flow velocities were slow (< 0.10m/

Figure 9. The recirculating flow structures (RFSs) formed in an open-channel flow model and the corresponding locations in an ice-covered situa-
tion. The greatest RFSs were in Bend 1 in autumn (b). [Colour figure can be viewed at wileyonlinelibrary.com]
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s) around this RFS and downstream of it, but higher (0.10–
0.30m/s) upstream of this flow structure and on the outer bank
side. The shallow flow depths on the inner-bank side at the lo-
cation of the RFS presumably enhanced the formation of this
flow structure. In addition, some smaller RFSs were observable
in the upstream part of Bend 1 (Figure 9a) and downstream of
the mid-channel bars of the straight reach in autumn (Figure 9d).
These smaller flow patterns were caused by obstacles within
the channel area and were not due to the forces related to the
curvature of the channel. In addition, there was a RFS in the
straight reach, in the location where the narrow channel
widens in open-channel conditions (Figure 9c). Around it, the
simulated flow was directed towards the banks.
In Bend 2, a large anti-clockwise RFS formed at the inner bank

around the apex area in winter (Figure 10a). There were two
smaller RFSs next to this large RFS, on its upstream (anti-clock-
wise) and inner-bank (clockwise) sides. Also, there were weaker
RFSs further upstream on the inner-bank side and at the down-
stream part of the bend on the outer-bank side. Thus, there was
a group of these RFSs in Bend 2. During both open-channel
and ice-covered conditions, the flow depths were shallow in
the upstream part of the RFSs (on the RFS of Bend 1 in autumn
and on the RFS group of Bend 2 in winter) and there was deep
water on the downstream side of the RFSs. In addition, in Bend

3, there was a small anti-clockwise circulation of flow in the up-
stream section along the inner bank in winter (Figure 10d).
Downstream of this RFS, the flowwas directed towards the bank.
Also, RFSs were formed in the straight reach between Bends 2
and 3 in ice-covered conditions (Figures 10b and 10c). These
were located where the channel suddenly widened towards
downstream.Overall, there wasmore spatial variation in the flow
direction next to the banks in winter than there was in autumn.
However, the flowwas not systematically directed either towards
the inner or outer banks under ice cover.

The erosion potential during open-channel and
ice-covered low flow conditions

The maximum shear velocity was 0.199m/s in the open-
channel conditions, but the maximum shear velocity was
smaller under ice cover, being 0.121m/s (Figure 11). In winter,
the shear velocity was mostly below 0.015m/s, as only 17% of
the flow area had values higher than 0.015m/s. On the con-
trary, in autumn wide areas of above 0.015m/s shear velocity
existed (45% of the flow area). The spatial distribution of the
shear velocity was narrower in the winter, thus making the au-
tumn high shear velocities spread more widely within the

Figure 10. The recirculating flow structures (RFSs) formed in the ice-covered flow model and corresponding locations in an open-channel situation.
The greatest RFSs were in Bend 2 in winter (a). [Colour figure can be viewed at wileyonlinelibrary.com]
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channel. Similar to the case of simulated depth-averaged veloc-
ities, the straight reach and the upstream section of Bend 1 ex-
perienced the highest shear velocities, both in open-channel
and ice-covered conditions. The least prone areas for high
shear velocities were in the pool area between Bends 1 and 2
and in the downstream sections of Bends 2 and 3 during both
seasons.
For quantifying the erosion-sedimentation potential, loca-

tions where the near-bed and depth-averaged velocities
exceeded the critical thresholds for particle movement were
defined. The velocities throughout the whole study area were
compared to the minimum critical velocity threshold (0.23m/
s), mean critical velocity threshold (0.30m/s) and maximum
critical velocity threshold (0.72m/s) for incipient movement
calculated based on the D50 sediment particle sizes of the 22
sediment samples (Table VI, Figures 1, 12, and 13). These crit-
ical velocities corresponded to the sediment D50 values of
0.303, 0.700 and 3.625mm for the minimum, mean and max-
imum critical velocity threshold, respectively.
The ice-covered near-bed velocities of the ADCP measure-

ments exceeded the minimum threshold for particle movement
(at 10% of the observation points) more often than the depth-
averaged velocities did (at 7% of the observation points) (Fig-
ures 12 and 13). The near-bed velocities were exceeded, espe-
cially in the upstream parts of Bends 1 and 3, and in the apexes
of all bends in winter 2014 (Figure 12). When the depth-

averaged ice-covered flow velocities, which had been mea-
sured in cross-sections, were compared to the minimum critical
velocity threshold, the threshold value was exceeded in the up-
stream sections and the apexes of Bends 1 and 3. The ADCP
measurements of Bend 2 did not have depth-averaged veloci-
ties which exceeded the minimum critical velocity for particle
movement in ice-covered conditions (Figure 13). Note that in
the locations where measured depth-averaged velocities
exceeded the critical thresholds, the near-bed layer velocities
also exceeded them (Figures 12 and 13).

The measured depth-averaged flow velocities of the
open-channel conditions (autumn 2013) exceeded the mini-
mum critical velocity threshold in most (i.e. 61%) of the flow
velocity measurement locations (Figure 13). However, also
61% of the near-bed velocity measurement points exceeded
the minimum critical threshold (Figure 12). Note, that these
measurements had been taken along the longitudinal profile,
that is, along the thalweg. In autumn 2013, the near-bed layer
velocities also exceeded the thresholds in the straight reach.
Furthermore, the autumn near-bed layer velocities exceeded
the minimum, maximum and average thresholds more often
than in the winter 2014.

The simulated depth-averaged velocities were greater than
the average critical velocity threshold in the upstream part of
Bend 1, as well as in the straight reach, during ice-covered flow
conditions (Figure 13). The average critical velocity threshold

Figure 11. The shear velocities (m/s) of simulated open-channel and ice-covered flow. [Colour figure can be viewed at wileyonlinelibrary.com]
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was exceeded in simulated open-channel conditions in the up-
stream and apex area of Bend 1, in the straight reach and in the
upstream part of Bend 3. For both the open-channel and ice-
covered model results, the minimum critical velocity threshold
was exceeded in the apex area of Bend 1 and also in the
straight reach. In addition, the open-channel velocities
exceeded this minimum threshold around the apex of Bend 2.
The maximum critical velocity threshold was exceeded in the
case of simulated ice-covered flow conditions for only two lo-
cations in the straight reach (Figure 13). In simulated open-
channel conditions, this velocity of 0.72m/s was exceeded
within small areas of the upstream part of Bend 1 and in the
straight reach.
When the actual critical velocity thresholds of each of the 22

sediment samples were compared at their measurement
location to the simulated depth-averaged flow velocities, the
critical threshold was exceeded in nine locations during the
open-channel flow conditions and in one location during
ice-covered flow conditions (Figure 1). This one location where
the simulated velocities exceeded the threshold in both seasons
(sample P35), was in the straight reach downstream of Bend 2.
Simulated open-channel velocities also exceeded critical
thresholds in two other sediment sample locations in the
straight reach (P37 and P39, Table VI and Figure 1). The rest
of the sediment samples whose critical velocity thresholds were
exceeded in open-channel conditions were located in the apex
area of Bend 1.
The exceedance of critical velocities at the sediment sample

locations (Figure 1) and the exceedance of the overall minimum
critical velocity (Figure 13) when the thresholds were compared
to the simulated depth-averaged velocities are consistent with
each other. In addition, the locations where the minimum criti-
cal velocity was exceeded based on the depth averaged and
near-bed layer ADCP velocity measurements (Figure 12) were
in line with these simulated velocities. Therefore, it was possible
to gain the seasonal variability in the locations of the most
potential erosion and deposition based on the results.

Discussion

Model performance

The sensitivity analyses during the model calibration showed
that it was suitable for simulating spatially varying flow charac-
teristics during open-channel and ice-covered seasons. Overall
the modelled depth, water/ice elevations, ice-cover thick-
nesses and depth-averaged velocities corresponded to the ob-
servations. Similar to the simulations of the present study, ice
cover has earlier been observed to be thickest along the inner
bank of the bends (Sui et al., 2008; Wang et al., 2011; Kämäri
et al., 2017). The modelled ISEs and IWIEs were only 0.01–
0.13m lower than the observed values (cf. Figure 6). However,
these small differences might have potentially affected the sim-
ulated flow velocities, as the ice-covered model
underestimated the cross-sectional peak flow velocities. The
model smoothed the cross-sectional variability of velocities be-
tween adjacent measurement verticals when compared to the
measurements. The open-channel flow model underestimated
the flow velocities in the downstream part of the straight reach
and in Bend 3, most probably due to the differences in the
measured and simulated HVC location (see Data and Methods
section). Despite this underestimation, these simulated veloci-
ties exceeded the critical minimum velocities for particle mo-
tion. Thus, these underestimations did not impact on the
erosion potential analyses.

In the River2D model, even though the user predefines the
observed ice elevation in the model as an initial downstream
boundary value, this ice elevation is not fixed throughout the
simulations (Steffler and Blackburn, 2002). This means that the
model assumes the ice cover to be floating, and the model com-
putes the ice elevation based on the initial ice elevation bound-
ary value and roughness values fed by the user. If the location of
the ice elevation had been at the initial elevation throughout the
simulations with River2D, the model could have possibly been
able to simulate higher peak flow velocities than it did. During
winter, pressurized conditions of flow could take place when
the cracks in the ice cover freeze for short periods of time
(Turcotte et al., 2011). The impact of possibly increased veloci-
ties and related erosion during these short-lived pressurized
conditions could be important for the channel morphology
(Turcotte et al., 2011). Ettema (2002) has also stated that the flow
concentrates in the thalweg when the river ice cover is attached
to the banks. As said, in addition to the open water locations in
the two upstream measurement cross-sections of March 2014,
the ice cover was not attached to the banks on the outer banks
of bends. Therefore, the floating ice cover conditions occurred
in March 2013, and the selection of River2D for ice-covered
flow simulations was justifiable. However, further tests with dif-
ferent models, and particularly with models created for pressur-
ized flow, would be the next step to apply in the study area.
Also, it would be preferable to calibrate these different models
with data from multiple years and ice-cover conditions.

The depth-averaged velocities, which were the only com-
parable simulated parameter between the seasons, were ap-
plied for the final analyses of spatial flow structures and
erosion–sedimentation potential. River2D does not calculate
the separate bed and ice shear stresses under ice cover
(Steffler and Blackburn, 2002). As the aim of the article was
to show the relative differences between the seasons, we find
the application of the depth-averaged velocity justifiable for
our purposes.

The Hjulström (1935) diagramwas selected due to its simplic-
ity and wide usability, and model output and field data limita-
tions. The Shields criterion (Shields, 1936; Lamb et al., 2008)
and movability numbers (Khelifa and Hill, 2006; Simões,

Table VI. The D50 sediment particle sizes, their critical velocity
thresholds for movement (Hjulström, 1935), and the simulated winter
and autumn velocities in these measurement locations

Point D50 (mm)
Critical velocity
for D50 (m/s)

Velocity
(winter) (m/s)

Velocity
(autumn) (m/s)

P1 0.828 0.34 0.00 0.05
P3 0.554 0.28 0.00 0.04
P5 0.730 0.32 0.10 0.28
P7 0.578 0.28 0.01 0.31
P9 0.350 0.23 0.06 0.29
P11 0.454 0.25 0.18 0.33
P13 0.466 0.25 0.16 0.43
P15 0.501 0.27 0.00 0.32
P17 0.728 0.31 0.23 0.35
P19 0.975 0.35 0.22 0.54
P21 0.630 0.29 0.18 0.31
P23 3.625 0.72 0.10 0.22
P25 0.483 0.26 0.00 0.01
P27 0.384 0.24 0.00 0.01
P29 0.467 0.25 0.00 0.03
P31 0.303 0.23 0.14 0.20
P33 0.458 0.25 0.11 0.20
P35 0.475 0.26 0.40 0.36
P37 0.409 0.24 0.18 0.38
P39 1.060 0.36 0.26 1.07
P41 0.550 0.28 0.09 0.21
P43 0.581 0.28 0.01 0.06

Note: The values shown in bold and italic typefaces are the ones which
exceed the critical threshold.
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2014), which apply for example settling velocity equations, bed
shear stresses and sediment densities for their derivation, were
discarded, because theoretical parameter values would have
been needed to apply for the calculation. Thus, these equations
would not have resulted in anymore confident results than those
gained from the Hjulström (1935) method.We acknowledge the
limitations if the approach ofHjulström (1935) is only applied for
the depth-averaged velocities. The comparison between our
measured (with the ADCP) near-bed and depth-averaged veloc-
ities confirms that where the depth-averaged velocities
exceeded the threshold for particle movement, the near-bed
layer velocities also exceeded the threshold values.

The spatial distribution of the seasonal flow
velocities

The modelled open-channel HVC locations resembled the re-
sults of previous measurement-based studies performed in the
same study site (Kasvi et al., 2013b; Lotsari et al., 2017). This
followed the well-established theories that the HVCmoves from
the inner-bank side of the upstream section towards the outer
bank at the downstream section of the bend (Leopold and
Wolman, 1960; Dietrich and Smith, 1983; Engel and Rhoads,
2017). The modelled HVC locations in the ice-covered flow
conditions had similarities to the study of Wang et al., (2010)
who had showed that in ice-covered conditions the HVC also
moves from one bank to another in a meandering channel.
Lotsari et al. (2017) also found the broadscale movement of the
HVC from one bank to another, based on cross-sectional mea-
surements; however, at a more detailed scale the HVC varied
more between consecutive cross-sections in ice-covered condi-
tions than during open-channel flow. Thus, the study by Lotsari
et al. (2017) more resembled the study of Attar and Li (2013),
who had found theHVC to vary between different cross-sections
under ice cover. In the present study, the HVC of the ADCPmea-
surements was located slightly more towards the outer or inner
banks (for example, in the downstream parts of Bends 1 and 3)
compared to the HVC of the modelled ice-covered flow. Thus,
despite the overall good correspondence of the ice-covered
model to the measured flow depth, river-ice elevations, depth-
averaged flow velocities and the broadscale movement of the
HVC, the ice-covered model smoothed the spatial variability
of flow. Thus, it was not able to model the cross-sectional peak
flow locations in as much detail as the measurements (cf. Lotsari
et al., 2017). Regardless of this, the model was able to reproduce
the more variable flow directions under the ice next to the banks
than in the open-channel flow conditions.
Similar to the present modelling results, earlier studies have

shown observations of high velocities in the shallowest areas,
for example mid-channel bars both in open-channel conditions
(Kang and Sotiropoulos, 2011) and in ice-covered flow condi-
tions (Demers et al., 2011; Lotsari et al., 2017). However, the
overall simulated and observed velocities were lower under
ice than when the river was open. Note that there was one lo-
cation at the outer bank of the upstream section of Bend 1
where the ice-covered flow velocities were higher than during
the open-channel conditions. This is possibly due to the ice,
which narrowed the channel and diverted the flow towards
the outer bank of the channel. These higher velocities were also
the reason for the channel being open at this location mid-
winter in 2014 (Kämäri et al., 2017; Lotsari et al., 2017). The
present model results also confirmed that low velocities oc-
curred in deep waters, particularly in the downstream part of
each meander bend. One distinct morphological characteristic
of the Pulmanki River is that the reach between Bends 1 and 2
differs from the classical view that the reaches between two

consecutive bends are shallow (Leopold and Wolman, 1960;
Knighton, 1984). This reach was the deepest of the whole study
area and velocities were also low. One explanation for this
could be the asymmetry of Bend 1, as the curvature of the
channel is higher in the downstream part of the bend and the
apex does not locate symmetrically in the middle of the bend.

Horizontal RFSs formed in both open-channel and ice-
covered flow simulations, similar to observations in earlier
studies (Ferguson et al., 2003; Blanckaert, 2010; Demers
et al., 2011; Blanckaert et al., 2013). Typically, the formation
of the RFSs is enhanced in open-channel flow conditions by
the high curvature of bends, slow flow velocities, shallow
depths and the widening of the channel (Hodskinson and
Ferguson, 1998; Blanckaert, 2010; Blanckaert et al., 2013). In
open-channel conditions, only one RFS was clearly caused by
the curvature of Pulmanki River. This was located at the down-
stream part of Bend 1. In addition, the widening of the channel
caused one RFS in the straight reach. These results were thus in
line with the earlier theories of the formation of the RFSs during
open-channel low flow conditions (Hodskinson and Ferguson,
1998; Blanckaert, 2010; Blanckaert et al., 2013). Similar to the
open-channel situation, an RFS formed in the straight reach due
to the widening of the channel under ice cover. However, in
ice-covered conditions, the strongest simulated RFS formed close
to the inner bank at the apex of Bend 2, where the depth was shal-
low, velocities were low and curvature was high. In addition to the
widening of the channel in this location, the fact that Bend 2 had
the highest overall curvature of the three studied meander bends
(cf. Lotsari et al., 2014a) could explain the formation of the RFS.
Ice-covered flow simulations did not form RFSs in the downstream
part of Bend 1 because the ice had narrowed the channel com-
pared to the open-channel conditions. Because the ice cover itself
did not have variation in its roughness characteristics within the
study area, the spatial impacts of ice can be considered to relate
to its confining effect and not to its roughness.

Blanckaert et al. (2013) had noticed that RFSs form in mean-
der bends connected to shallow water bar areas on the inner
bank and deep pools on the outer-bank side. Also, in the pres-
ent study, the formation of RFSs took place in this type of loca-
tion during both the open-channel and ice-covered flow
simulations. The flow direction was diverted towards the banks
in these RFS locations (e.g. in Bend 1 during open channel sim-
ulations) in a way similar to that shown by the study of
Blanckaert et al. (2013). Lotsari et al. (2017) also observed
how flow was directed towards the banks near the shorelines.
However, the sparsity of cross-sectional measurements had dis-
abled the detection of horizontal RFSs by Lotsari et al. (2017).
According to Blanckaert et al. (2013), an RFS on the inner bank
could also promote the formation of RFSs on the outer bank.
The simulation results support this conclusion as there were
weaker RFSs at the outer bank of Bend 2 in ice-covered condi-
tions (i.e. in the proximity of the inner bank’s stronger RFS). The
open-channel simulations did not produce smaller RFSs close
to the stronger ones. Thus, based on the model results, ice
cover could promote the formation of multiple small, horizon-
tally recirculating RFSs close to the strongest RFS cells next to
the banks. All in all, there were more of these horizontal RFSs
in the ice-covered simulations.

Thus, the present study revealed differences in the formation
of RFS locations between the seasons, but the characteristics of
these flow structures and the reasons for their formation were
similar in both open-channel and ice-covered flow conditions.
However, their formation has not been studied much in ice-
covered meander bends (Prowse and Beltaos, 2002), and fur-
ther studies are encouraged. For example, a study involving
denser drilling and measurement network would provide better
validation possibilities for model results.
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The seasonal erosion–sedimentation potential of a
subarctic river

Normally in an open-channel situation, the RFSs on the inner-
bank side of the channel, with their slow flow velocities, enable
the settling of the sediment (Ferguson et al., 2003; Blanckaert,
2011). Therefore, it is more likely that RFSs promote deposition
within these locations, both in open-channel and ice-covered
conditions. The large RFS of Bend 1 could thus enhance the
asymmetry of Bend 1 in the future if the deposition takes place
on this inner-bank side of the channel. In addition, further stud-
ies on the importance of sedimentation on the point bars and in-
ner bank areas during ice-covered periods should be performed
as the simulated RFS on Bend 2 formed in this type of location.
Turcotte et al. (2011) stated that it has not been possible to

thoroughly explore the effects of stable ice-cover on the sedi-
ment transport capacity of a river channel, even though the
transport has been observed to diminish (25–95%) during ice-
covered conditions, when compared to open-channel flow.
Knack and Shen (2015) showed that it is possible to describe
bedload transport in ice-covered channels with conventional
relationships for the equivalent free-surface flow. The present
study showed that coverage of the areas where critical velocities
were exceeded was reduced due to ice cover, based on both
simulation and measurement results. Thus, the conditions were
more prone to sedimentation during the ice-covered conditions
than in the open-channel conditions of the preceding autumn.
Despite these overall differences in flow magnitude, the

greatest erosion potential would be expected in the straight
reach of Pulmanki River as the actual critical velocities of mea-
sured sediment samples were exceeded there in both open-
channel and ice-covered conditions. Also, based on the mini-
mum, maximum and average critical velocities, both measured
and simulated ice-covered and open-channel flow magnitudes
indicate erosion in the straight reach and the upstream part of
Bend 1. Thus, the overall erosion potential of the asymmetrical
Bend 1 was greater than at the symmetrical Bends 2 and 3. The
D50 value of the measured bedload in mid-winter conditions of
February 2017 (cf. Study Area section) gives confidence in the
existence of sediment transport under ice cover. The D50 value
was between the grain sizes corresponding to the minimum
and average critical velocities calculated based on the 22 sed-
iment samples and the Hjulström diagram (1935). This also
gives further confidence in the application of the Hjulström
method for the analyses of the incipient motion.
The results of erosion–sedimentation potential analyses also

indicate that the spatial variability and differences in deposi-
tional and erosional locations were increased during ice-
covered conditions. Thus, ice cover should be considered as
one of the inherent factors – among other factors such as flood
duration and the rate of discharge increase and decrease –
which cause the rivers and their bends to act differently during
both short- and long-term time periods (Kasvi et al., 2017). Even
though the short open-channel flow period causes greater flow
velocities and related channel changes, the ice-covered flow,
which lasts about eight months annually, and evident sediment
transport should not be ignored from the analyses of subarctic
rivers. The ice-covered high flows concentrated on narrower
areas, defined by the ice extents (cf. Kämäri et al., 2017; Lotsari
et al., 2017), and the spatial differences in high and low flow
locations were increased when compared to open-channel
conditions. Thus, the ice-covered period can influence the
thalweg locations occurring in the beginning of the next open-
channel flow period and therefore also the annual river channel
changes. Therefore, we agree with Turcotte et al. (2011) that
further research is needed on flow characteristics under stable
ice-cover conditions and also with higher discharge conditions.

Conclusions

The model enabled analyses from a spatially wider area than
analyses that are only based on single cross-sectional measure-
ments. The 2D hydrodynamic simulation approach was well
suited for the analyses of the spatial variation of flow characteris-
tics in ice-covered and open-channel conditions. Despite the fact
that further tests and analyses of ice-covered flow that are based
on different types of models are encouraged, this study enabled
new knowledge to be gained about the spatial variation of flow
and erosion–sedimentation characteristics of a subarctic river.

Compared to previous studies performed in the same river,
the present study showed for the first time how ice cover
narrowed the highest flow velocity areas from the open-channel
situation. This promoted spatial differences in high and low flow
locations in ice-covered conditions. As this subarctic river has
ice cover for c. 7–8months annually, these differences in high
flow locations may greatly influence the thalweg locations and
therefore also the annual river channel evolution.

The horizontal RFSs also formed in different locations depend-
ing on whether the river was open or covered with ice. However,
the characteristics of the RFSs and the causes for their formation
were similar during both conditions: (1) they were caused by
the obstacles on the river bed, such as mid-channel bars and
the roughness of the banks, (2) part of the RFSs were also caused
by the high curvature of the bend and (3) the sudden widening of
the bend. The ice, which caused narrowing of the channel, influ-
enced seasonal differences in their occurrence. The ice cover also
promoted groups of small RFSs, which were not found during
open-channel flow conditions. As the low flow was favourable
for deposition in the middle of these RFSs, these flow structures
could be important for seasonal differences in channel
morphodynamics. Further studies on horizontal RFSs under ice
cover are needed, but this present study shows the hypothesis to
be correct: the flow characteristics are spatially more variable in
ice-covered conditions than during the open-channel conditions.

The findings regarding the exceedance of the critical velocity
thresholds indicate spatially extensive sediment transport in
open-channel conditions, but the spatial variability and differ-
ences in depositional and erosional locations increases during
ice-covered conditions. The asymmetrical bend and the
straight reach erode throughout the year, whereas smaller sym-
metrical bends only erode in open-channel conditions and are
prone to deposition in winter. Thus, the combined effects of the
differences in the spatial occurrence of the high velocities, hor-
izontal RFSs and the exceedance of the critical flow thresholds
between the seasons indicate that the long ice-covered season
can greatly affect the annual morphological changes (such as
bar formation) of the submerged channel.
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