
Computational Materials Science 203 (2022) 110840

Available online 17 December 2021
0927-0256/© 2021 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Interatomic Fe–Cr potential for modeling kinetics on Fe surfaces 

Pekko Kuopanportti a,*, Matti Ropo b, Daniel Holmberg a, Henrik Levämäki b, Kalevi Kokko b, 
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A B S T R A C T   

To enable accurate molecular dynamics simulations of iron–chromium alloys with surfaces, we develop, based on 
density-functional-theory (DFT) calculations, a new interatomic Fe–Cr potential in the Tersoff formalism. Con
trary to previous potential models, which have been designed for bulk Fe–Cr, we extend our potential fitting 
database to include not only conventional bulk properties but also surface-segregation energies of Cr in bcc Fe. In 
terms of reproducing our DFT results for the bulk properties, the new potential is found to be superior to the 
previously developed Tersoff potential and competitive with the concentration-dependent and two-band 
embedded-atom-method potentials. For Cr segregation toward the (100) surface of an Fe–Cr alloy, only the 
new potential agrees with our DFT calculations in predicting preferential segregation of Cr to the topmost surface 
layer, instead of the second layer preferred by the other potentials. We expect this rectification to foster future 
research, e.g., on the mechanisms of corrosion resistance of stainless steels at the atomic level.   

1. Introduction 

Iron–chromium alloys are not only scientifically interesting due to 
their peculiar material properties, but also play an important techno
logical role as the base component for stainless steels [1,2]. From a 
basic-science perspective, Fe–Cr alloys at varying relative compositions 
and structures exhibit intricate phenomena such as giant magnetore
sistance [3], a spin-ice phase [4], and the “475◦C embrittlement” effect 
[5]. From an application point of view, precision design of steel
s—beyond the traditional method of empirical trial and error—benefits 
from an atomic-level understanding of the ins and outs of Fe–Cr alloys. 
Of particular importance is to explore the mechanisms by which the Cr 
atoms render the open surfaces of Cr-containing steels resistant to 
corrosion at and above Cr concentrations of 9–10% [6]. 

The static properties of the iron–chromium system have been 
extensively studied at the atomic level. For example, surface [7] and 
interface [8] energies and surface segregation energies of chromium [9] 
have been calculated for Fe–Cr alloys using ab initio methods. Impor
tantly, such calculations have shown that the aforementioned critical Cr 
concentration for the onset of the corrosion resistance in stainless steels 

closely coincides with an onset of anomalous surface segregation of Cr in 
Fe–Cr alloys [10,11]. This observation suggests that the segregation of 
Cr toward the surface plays a crucial role in facilitating the formation of 
the protective, self-healing layer of iron and chromium oxides that is 
known to be the reason for the corrosion resistivity of stainless steels 
[12–16]. 

The current ab initio modeling methods give reasonably accurate 
predictions of the static properties of Fe–Cr alloys. The drawback of 
these methods is that they are computationally heavy, to the extent that 
the length scales in the modeling can be no larger than a few nanometers 
and that the costs of studying time-dependent phenomena are still 
largely prohibitive. In an attempt to overcome these limitations, semi- 
empirical potential models have been developed for the Fe–Cr system. 
The most relevant of these are the concentration-dependent embedded- 
atom model (CDEAM) [17], the two-band embedded-atom model 
(2BEAM) [18], and the Tersoff potential [19]. These potentials have 
been fitted to various basic material properties such as cohesion en
ergies, lattice constants, and elastic properties, and, in general, they 
describe the point-defect energetics and the solubility of chromium in 
iron at low concentrations fairly well. As such, the semi-empirical Fe–Cr 
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potential models are well suited for modeling bulk Fe–Cr alloys and have 
been employed, in conjunction with Monte Carlo methods, to study 
diffusion coefficients and precipitation kinetics [20], vacancy migration 
near grain boundaries [21], and equilibrium configurations of phase- 
separated Fe–Cr alloys [22] (using an earlier 2BEAM parametrization 
[23]). 

The aforementioned semi-empirical potential models [17–19] turn 
out to be, however, much less successful in predicting properties of 
Fe–Cr surfaces [24]. Their disagreement with ab initio calculations is 
succinctly demonstrated by inspecting the segregation of a Cr atom from 
the bulk to the (100) surface of a bcc Fe crystal: all three semi-empirical 
models predict the Cr atom to segregate to the second layer of Fe atoms, 
whereas according to ab initio calculations the first layer (i.e., the surface 
itself) should be preferred [24]. In addition, all three models fail to 
reproduce the ab initio results of Fe–Cr interface energies [8]. As a 
consequence of these shortcomings, no Monte Carlo simulations of atom 
kinetics near Fe–Cr surfaces have been performed, and the current 
atomic-level knowledge of surface physics in Fe–Cr alloys is far from 
satisfactory, despite the practical importance of the topic in relation to 
the corrosion of steel surfaces. 

In this paper, we develop a new semi-empirical potential model that 
is suitable for investigating surface physics in Fe–Cr alloys at the atomic 
level, yet offers performance on a par with the existing models in 
describing the bulk alloy. We choose to work in the Tersoff formalism 
and use previously developed potentials for the homonuclear Fe–Fe 
[25,26] and Cr–Cr [19] interactions while constructing a new one for the 
heteronuclear Fe–Cr interaction. This choice of homonuclear potentials 
makes the new potential model directly compatible with the previously 
developed Fe–C [27,19] and Cr–C [19] models [28], so that they can all 
be combined into an Fe–Cr–C potential model for stainless steel. 

The remainder of this paper is organized as follows. In Section 2, we 
introduce the Tersoff potential formalism, describe the fitting procedure 
by which we develop the new Fe–Cr potential, and outline the DFT 
methods that we use to generate the target data for the fitting procedure. 
Section 3 is devoted to presenting the new potential and benchmarking 
it against the pre-existing potential models and DFT calculations, with 
both bulk and surface properties considered. Finally, we summarize our 
main results and discuss their implications in Section 4. 

2. Theory and methods 

2.1. Potential formalism 

The reactive Tersoff formalism [29–31] adopted in this work origi
nates from Pauling’s concept of bond order [32,33]; it can also be 
formally linked [31] to both the tight-binding scheme [34] and the 
embedded-atom method [35,36]. Since the same formalism has already 
been described extensively elsewhere [31,37–39], we will give here only 
a brief overview. In the molecular dynamics (MD) code LAMMPS [40], 
this formalism is available as the potential style tersoff/zbl. 
Although the only atomic types considered in this work are the elements 
Fe and Cr, we present the potential formalism below for a general system 
with an arbitrary number of atomic types. 

Let each atom in the system (regardless of its type) be assigned a 
unique ordinal number, which we will denote using the roman indices i,j,
k ∈ N. Furthermore, let (νi)i be a finite sequence such that νi gives the 
type of the ith atom, with i ∈ {1,…,N} and N denoting the total number 
of atoms in the system [41]. In the Tersoff formalism, the total potential 
energy Etot of the system can then be written as a sum of individual bond 
energies: 

Etot =
∑N

i=1

∑N

j=i+1

{
VZBL

νiνj

(
rij
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(
rij
) ]
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, (1)  

where rij is the distance between atoms i and j,VZBL
νiνj 

is the universal 

Ziegler–Biersack–Littmark (ZBL) potential [42] for elements νi and νj,
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νiνj 

is the pure Tersoff potential for these elements, and 
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is a Fermi function used to join the short-range ZBL and longer-range 
Tersoff parts smoothly together. The values of the parameters bF and 
rF are chosen manually such that the potential is essentially the un
modified Tersoff potential at and past equilibrium bonding distances 
and that a smooth transition to the ZBL potential at short separations is 
obtained for all realistic coordination numbers. 

Incorporation of the ZBL potential [as done in Eq. (1)] is needed to 
make the potential formalism suitable for modeling nonequilibrium 
phenomena such as melting or high-energy particle irradiation pro
cesses, which typically involve repulsive short-distance interactions 
originating mainly from the screened Coulomb repulsion between the 
positively charged nuclei. The ZBL potential is written as 

VZBL
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(
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e2
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Zνi Zνj

rij
ϕ
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/
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, (3)  

where Zνi is the atomic number of element νi, 

aνiνj =
0.8854a0

Z0.23
νi

+ Z0.23
νj

(4)  

with a0 denoting the Bohr radius, and ϕ is the universal screening 
function 

ϕ(x) = 0.1818e− 3.2 x + 0.5099e− 0.9423 x

+ 0.2802 e− 0.4028 x + 0.02817e− 0.2016 x.
(5)  

This screening function has been fitted to the interaction energy be
tween ions, and its accuracy is of the order of 10% [42]. 

The Tersoff part VTer is what chiefly determines the equilibrium 
properties of the system. It is written as 

VTer
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where f c is a cutoff function for the pair interaction, VR is a repulsive and 
VA an attractive pair potential, and b is a bond-order term that describes 
three-body interactions and angularity. The pair potentials are of the 
Morse-like form 
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where D0 and r0 are the bond energy and length of the dimer molecule, 
respectively, and S > 1 is a dimensionless parameter that adjusts the 
relative strengths of the repulsive and attractive terms. The parameter β 
is related to the ground-state vibrational frequency ω and the reduced 
mass μ of the dimer according to 

βνiνj
=

̅̅̅̅̅̅̅̅̅̅̅
2μνiνj

√
πωνiνj

̅̅̅̅̅̅̅̅̅̅̅̅
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The bond-order term is given by 

bνiνj =
1

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1 + χνiνj

√ , (9)  

where 
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In Eq. (10), θijk is the angle between the vectors rij = rj − ri and rik, and g 
is the angular function 
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where γ, c, d, and h are adjustable parameters. 
The cutoff function f c appearing in Eqs. (6) and (10) is continuously 

differentiable and is defined piecewise as 
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where R and D determine, respectively, the center and width of the 
cutoff interval. Typically, R is chosen to lie midway between the second- 
and third-nearest neighbors in the relevant equilibrium crystal. 

2.2. Fitting procedure 

In order to devise a well-performing Fe–Cr potential in the Tersoff 
formalism, we use the following approach: The parameters for the Cr–Cr 
interaction are all taken completely unchanged from Ref. [19], while the 
parameters for the Fe–Fe interaction are taken unchanged from Refs. 
[25,26] with the exception that the value of the cutoff distance RFe Fe is 
increased to 3.5 Å from the original 3.15 Å to avoid an unphysical in
crease in Young’s modulus of elasticity at elevated temperatures (this 
same cutoff adjustment has been previously made in, e.g., Ref. [43]). 
Furthermore, the two parameters bF, Fe Cr and rF, Fe Cr appearing in the 
Fermi function FFe Cr [Eq. (2)] and the two parameters RFe Cr and DFe Cr 

appearing in the cutoff function f c
Fe Cr [Eq. (12)] of the Fe–Cr potential 

are chosen to be the same as in Ref. [19]. After making these initial 
choices, we are left with a total of 14 Fe–Cr potential parameters that we 
then determine by numerical optimization. 

We implement the numerical optimization in MATLAB [44]. To this 
end, the fitting of the 14 non-predetermined potential parameters is 
formulated as the nonlinear constrained least-squares minimization 
problem 

min
ξl∈[0,1]

T(ξ1,…, ξ14), (13)  

where ξl ∈ [0, 1] is a normalized optimization variable that maps to the 
closed interval between the minimum and maximum values we allow for 
the lth potential parameter (l ∈ {1,…,14} ). The minimum (maximum) 
allowed values are chosen small (large) enough to have no significant 
impact on the optimal solution. The target function T is the weighted 
square sum of the differences between the target values tn and the po
tential model’s predictions pn, 

T(ξ1,…, ξ14) =
∑Ndata

n=1
w2

n[tn − pn(ξ1,…, ξ14) ]
2, (14)  

where Ndata is the number of evaluated quantities in the fitting database 
and wn > 0 for all n ∈ {1,…,Ndata}. The constrained minimization 
problem (13) is solved using the trust-region-reflective algorithm 
[45–47] implemented in the MATLAB function lsqnonlin. The po
tential predictions pn are evaluated by calling the minimize command 
in LAMMPS [40]. The target values in our fitting database are deter
mined beforehand by DFT calculations, with the database consisting of 
the following quantities (Ndata = 40) and associated weights:  

• FeCr dimer bond length r0 (target value 2.1428 Å and weight w =

10/Å);  
• formation energies of nine Cr point defects in bcc Fe (see Table 4 for 

the specific defects and the target formation energies; w = 10/eV for 
the substitutional Cr defect and w = 5/eV for the others);  

• mixing energy of Fe52Cr2 (7 different configurations; w = 7− 1/2/eV 
each);  

• mixing energy of Fe51Cr3 (16 different configurations; w = 16− 1/2/

eV each);  
• mixing energy of Fe40Cr14 (SQS cell; w = 1/eV);  
• mixing energy of Fe27Cr27 (SQS cell; w = 1/eV);  
• mixing energy of Fe14Cr40 (SQS cell; w = 1/eV);  
• Cr segregation energies to the first four layers of a (100) surface of 

bcc Fe (w = 50/eV each). 

Note that only the relative magnitudes of the weights wn are important. 
The alloy mixing energies are calculated for a periodically repeating 54- 
atom bcc cell; the subscripts given above indicate the numbers of Fe and 
Cr atoms per cell. For computational efficiency, the mixing energies 
corresponding to the combinatorially challenging intermediate Cr con
centrations from 25.9% to 74.1% are estimated by means of special 
quasirandom structures (SQSs) [48]. For a given Cr concentration cCr :=

NCr/(NFe + NCr), the SQS cell is a single, computationally constructed 
54-atom cell whose lattice sites are occupied by Fe and Cr atoms in such 
a way that the resulting periodic lattice mimics as closely as possible the 
first few, physically most relevant radial correlation functions of a 
perfectly random lattice with the same cCr. We generate the SQS cells 
using the mcsqs code [49] of the Alloy Theoretic Automated Toolkit 
[50]. 

2.3. DFT calculations 

Before solving the optimization problem (13), we carry out ab initio 
DFT calculations to determine the target values tn in Eq. (14). All our 
DFT calculations are performed using the GPAW code [51,52] (version 
1.1.0) and the Atomic Simulation Environment (ASE) [53] (version 
3.11). Valence–core interactions are modeled with the projector 
augmented-wave (PAW) method (GPAW/PAW version 0.8). The 
generalized-gradient approximation is used in the form of the Per
dew–Burke–Ernzerhof exchange–correlation functional [54]. 

All the bulk DFT calculations are carried out using a 3 × 3 × 3 cubic 
simulation cell of 54 atoms. Wave functions are represented on a 
real-space grid of 48 × 48 × 48 points, and Brillouin-zone integrations 
are performed on a Monkhorst–Pack grid [55] of 4 × 4 × 4 k points. 
All atomic coordinates are relaxed using the Broyden–Fletcher 
–Goldfarb–Shanno algorithm until the Hellmann–Feynman forces are 
less than 0.05 eV/Å. 

The DFT calculations involving Fe(100) and Fe(110) surfaces are 
performed for a 2 × 2 × 5 slab geometry with 40 atoms and a distance of 
24 Å between the two surfaces. A real-space grid of 48 × 48 × 288 points 
and a Monkhorst–Pack grid of 4 × 4 × 1 k points are used. The two 
centermost atomic layers of the slab are fixed to their bulk positions, 
while all other atoms are relaxed using the FIRE algorithm [56] with a 
force tolerance of 0.05 eV/Å. Calculations with an Fe(111) surface are 
performed using a slab of 48 atoms. 

3. Results 

3.1. New Fe–Cr potential 

The numerically optimized parameter values for the new Fe–Cr 
Tersoff potential are given in Tables 1 and 2. The corresponding po
tential input file for the LAMMPS potential style tersoff/zbl is 
available online [57]. Table 3 shows how the numerically minimized 
value of the target function T [Eq. (14)] for the new Tersoff potential 
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compares with the values of T for the three pre-existing potentials under 
consideration, namely, the CDEAM potential, the 2BEAM potential, and 
the old Tersoff potential. 

It is worth noting from Table 2 that the values of the six three-body 
parameters α pertaining to the heteronuclear Fe–Cr part have apparently 
not been numerically optimized in the old Tersoff parametrization of 
Ref. [19], on the grounds of them all having the same exact value of 1/Å. 
This should be contrasted with the new parametrization, where all six 
heteronuclear α parameters have been fully incorporated into the opti
mization. The resulting increase in the dimensionality of the optimiza
tion space may in part explain why we have succeeded in significantly 
improving the Tersoff potential’s agreement with the ab initio target data 
for both bulk and surface properties, as demonstrated in detail in the 
next two sections. Indeed, a significant improvement in performance 
over all three pre-existing potentials is suggested by Table 3; it should be 
noted, however, that using our particular fitting database for the com
parison inherently favors the new potential, and therefore, to obtain a 
fair assessment, we must also examine properties not included in the 
fitting. 

3.2. Comparison of the potential models in regard to bulk Fe–Cr 

Let us start with the properties of bulk Fe–Cr alloys and compare the 
predictions of the new Tersoff potential to those of our DFT calculations, 
the CDEAM potential, the 2BEAM potential, and the old Tersoff poten
tial. In particular, Figs. 1 and 2 show, respectively, the mixing energy 
and the Cowley short-range order parameter of the bcc Fe–Cr alloy as a 
function of the chromium concentration, and Table 4 lists the formation 
energies of various isolated Cr defects in bcc iron. In Fig. 1, the alloy 
mixing energy is determined as the formation energy per atom averaged 
over different random-alloy configurations at a given chromium con
centration cCr := NCr/(NFe + NCr). The formation energy of a given 
structure, in turn, is defined in this work as 

Ef = Etot(Fe1− cCr CrcCr ) − NFeEcoh(Fe) − NCrEcoh(Cr), (15)  

where Etot is the total potential energy of the computational cell, Nν is 
the number of atoms of element ν in the cell, and Ecoh(ν) is the cohesive 
energy of element ν. The cohesive energy Ecoh(ν) is determined as the 
total potential energy of a cell containing only atoms of element ν 
divided by the number of atoms in that cell. For the Fe–Fe and Cr–Cr 
potentials in Table 1, Ecoh(Fe) = − 4.179 eV (bcc lattice constant aFe =

2.889 Å) and Ecoh(Cr) = − 4.099 eV (aCr = 2.872 Å). 
As reported by Olsson, Abrikosov, Vitos, and Wallenius [59], ab initio 

calculations predict a negative (positive) mixing energy of Fe–Cr alloys 
for chromium concentrations below (above) ∼6%. As can be seen from 
Fig. 1(b), our DFT calculations corroborate this result. Although the 
zero-crossing behavior is qualitatively reproduced by all four potential 
models under consideration, there are quantitative differences: the new 
Tersoff potential yields the best fit to the ab initio mixing energies for Cr 
concentrations below 6%, closely followed by the CDEAM potential, 
while the 2BEAM and old Tersoff potentials predict the zero crossing to 
lie at a higher Cr concentration [Fig. 1(b)]. For chromium-rich alloys, 
which are included in Fig. 1(a), the new Tersoff potential matches the 
DFT values significantly better than the other three potentials. For 
example, at 50% Cr concentration, where the alloy mixing energy has 
been calculated with the SQS cell [48], the mixing energy given by the 
new Tersoff potential is only 0.2% larger than the DFT value of 4.663 eV, 
whereas the CDEAM, 2BEAM and old Tersoff potentials differ, respec
tively, by 15%, − 9.7%, and − 65% from the DFT result. On the other 
hand, Fig. 1(b) shows that the new Tersoff potential overestimates the 
(unfitted) mixing energies at Cr concentrations of 9.26% and 14.8% and 
performs worse in this region than the CDEAM and 2BEAM potentials. 

The formation energies of selected Cr point defects in bcc Fe are 
presented in Table 4. In general, all four potential models are in fairly 
good agreement with the target DFT values, with percentage errors 
typically less than 10%. If we take the nine Cr point defects listed in 
Table 4 and compute the symmetric mean absolute percentage error 
(SMAPE) of the predictions of each potential model [60], we obtain the 
following ranking (from best to worst): new Tersoff (SMAPE of 2.1%), 
old Tersoff (7.2%), CDEAM (13%), and 2BEAM (17%). On average, the 

Table 1 
Parameters for the new Tersoff potential of the Fe–Cr system. The Fe–Fe part is 
the same as originally introduced in Ref. [25] and subsequently augmented with 
the additional parameters bF and rF [Eq. (2)] in Ref. [26], except for a slightly 
larger cutoff R that we adopt to avoid an unphysical increase in Young’s modulus 
of elasticity at elevated temperatures; the Cr–Cr part is from Ref. [19]; the Fe–Cr 
part given in the last column is derived in this work. Note that the three-body 
parameter α has only one value associated with each of the two homonuclear 
potentials (αFeFeFe and αCrCrCr, as shown here) but assumes six distinct values for 
the heteronuclear Fe–Cr part (as listed separately in Table 2). All the two-body 
Fe–Cr parameters are symmetric with respect to interchange of the atomic types 
(i.e., γFe Cr = γCr Fe, and similarly for the others).    

Interaction 

Parameter Fe–Fe Cr–Cr Fe–Cr 

D0  (eV) 1.5 4.0422 1.2277 
r0  (Å) 2.29 2.1302 2.2320 
β  (Å− 1) 1.4 1.6216 0.89568 
S   2.0693 3.3679 3.1743 
γ   0.01158 0.02389 0.09953 
c   1.2899 1.0329 0.07946 
d   0.3413 0.13813 5.9464 
h   − 0.26 − 0.28569 0.29519 
R  (Å) 3.5 3.2 3.1 
D  (Å) 0.2 0.2 0.15 
α  (Å− 1) 0 1.3966 – 

bF  (Å− 1) 2.9 12.0 10.0 
rF  (Å) 0.95 1.7 1.0  

Table 2 
Three-body coefficients α (in units of 1/Å) pertaining to the Fe–Cr part of the 
potential for both the old and the new Tersoff parametrizations. The rest of the 
parameter values for the new Tersoff potential are given in Table 1, while the old 
Tersoff potential is presented in its entirety in Ref. [19].   

Fe–Cr parametrization  

Parameter Old Tersoff New Tersoff  

αFe Fe Cr  1.0 − 0.35601  
αFe Cr Fe  1.0 − 3.2827  
αCr Fe Fe  1.0 − 1.1812  
αFe Cr Cr  1.0 − 1.3408  
αCr Fe Cr  1.0 − 0.23364  
αCr Cr Fe  1.0 − 1.4558   

Table 3 
Values of the target function T [Eq. (14)] for 
the four potential models evaluated using our 
fitting database of Ndata = 40 quantities. For 
the weights wn listed in Section 2.2, the overall 
scale factor T0 has the value 38.0, although it 
is arbitrary in the sense that it can be changed 
by multiplying all wn by a common factor 
without otherwise affecting the results.  

Potential T/T0  

CDEAM 24.4 
2BEAM 25.3 

Old Tersoff 190 
New Tersoff 1  
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new Tersoff potential is therefore in better agreement with our ab initio 
point-defect energies than the other three potential models. We note in 
particular that the new Tersoff potential provides the best match for the 
negative DFT value of the substitutional Cr defect. 

Besides comparing formation energies, we may examine the degree 
of short-range ordering in a thermally equilibrated Fe–Cr alloy. To this 
end, the Cowley short-range order parameters α can be defined as [61] 

α(k)
Cr = 1 −

Z(k)
Fe(

Z(k)
Fe + Z(k)

Cr

)
(1 − cCr)

, (16)  

where Z(k)
Fe and Z(k)

Cr are the average numbers of Fe and Cr atoms in the kth 
neighbor shell. We further define the linear combination 

β =
8α(1)

Cr + 6α(2)
Cr

14
(17)  

relevant to bcc lattices. If β < 0, a Cr atom prefers to have Fe atoms as 
its nearest neighbors; if β > 0, Cr prefers Cr neighbors; β = 0 corre
sponds to a random alloy. The configurations used to determine β are 
computed with a Monte Carlo method where possible moves consist of 
atom displacements and exchanges of types (Fe or Cr) of pairs of atoms. 
The displacements are performed with short sequences of MD simula
tions in the canonical ensemble, because this has been found to be more 
efficient in moving the atoms than the conventional Metropolis algo
rithm [24]. In spite of these MD sequences, the Monte Carlo–MD cal
culations should be regarded as pure equilibrium simulations with no 

Fig. 1. (a) Mixing energy of the bcc Fe–Cr alloy as a 
function of the chromium concentration as given by 
our DFT calculations and the four Fe–Cr potential 
models. (b) Close-up of the region below 15% Cr 
concentration. The calculations are performed using 
a 54-atom computational cell. A total of 131 different 
54-atom configurations are used for the whole Cr 
concentration range from 0 to 1, with the error bars 
corresponding to the standard error of the mean at 
the given Cr concentration. The lines drawn through 
the data points are guides to the eye.   
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kinetics involved. We use a computational box of 54,000 atoms and run 
the simulation for at least 50,000 MD time steps of 1 fs each, attempting 
a hundred type exchanges every ten time steps; β is calculated as an 
average over the last 15,000 time steps, after ensuring that its average 
value has already converged by then. 

Fig. 2 shows the order parameter β at 700 K as a function of the Cr 
concentration for the four potential models, along with three experi
mental data points determined by diffuse–neutron-scattering measure
ments [58]. While none of the four potential models yields a particularly 
good fit to the experimental data, the CDEAM and 2BEAM potentials at 
least qualitatively reproduce the observed change of sign of β from 
negative to positive around cCr = 0.1 [Fig. 2(a)]. For both Tersoff po
tentials, β remains negative up to high Cr concentrations, eventually 
turning positive at cCr ≈ 0.37 for the new Tersoff potential and at cCr ≈

0.76 for the old Tersoff potential [Fig. 2(b)]. We thus conclude that the 
new Tersoff potential, although largely failing to match the experi
mental data, still performs noticeably better than the old Tersoff po
tential in describing the short-range ordering in Fe–Cr alloys. 

We have also computed the migration energy barriers related to the 
diffusion of a vacancy–substitutional-Cr pair in bulk bcc Fe using the 
nudged elastic band method [62,63] implemented in LAMMPS. We 
consider both a process where a substitutional Cr atom moves to a va
cancy in the nearest-neighbor site and a process where the vacancy 
migrates from the nearest-neighbor to the second-nearest-neighbor site 
of the Cr atom (see Fig. 3). The obtained barrier energies for the four 
potential models are listed in Table 5 along with DFT results by Messina, 
Nastar, Garnier, Domain, and Olsson [64]. By far the best agreement 
with the DFT values is given by the 2BEAM potential (with the largest 
relative difference being < 6%), followed by the CDEAM potential, 
which overestimates the vacancy–Cr migration energy by 53% but is 
otherwise close to the target values. The new Tersoff potential is in fairly 
good agreement with DFT for the vacancy–Cr migration energy Emig

2 but 
noticeably overestimates both barriers Emig

12 and Emig
21 . The old Tersoff 

potential is also off by significant margins (26% for Emig
2 , − 32% for Emig

12 , 
and 16% for Emig

21 ). Fig. 2. Short-range order parameter β [Eq. (17)] at 700 K in a bcc Fe–Cr alloy 
as a function of the chromium concentration cCr for (a) 0.02⩽cCr⩽0.16 and (b) 
0.02⩽cCr⩽0.9. The lines are guides to the eye. The experimental data points at 
Cr concentrations of 0.05, 0.1, and 0.15 are from the diffuse–neutron-scattering 
measurements of Mirebeau, Hennion, and Parette [58]; fits A and B correspond 
to least-squares fits of the nuclear cross section with three and four order pa
rameters, respectively. 

Table 4 
Energies of Cr point defects in bcc Fe, as per our DFT calculations and the 
CDEAM, 2BEAM, the old Tersoff, and the new Tersoff potentials. For consistency 
with the DFT treatment, all the formation energies are calculated using a 54- 
atom cell. The last line is for the substitutional Fe defect in bcc Cr.   

Formation energy (eV) 

Defect DFT 
(GPAW) 

CDEAM 2BEAM Old 
Tersoff 

New 
Tersoff 

〈100〉 Fe–Cr  5.327 3.56 3.66 4.96 5.15 
〈110〉 Fe–Cr  4.090 3.20 3.18 4.06 4.22 
〈111〉 Fe–Cr  4.596 3.19 3.54 4.66 4.88 

Octahedral Cr 5.339 3.56 3.33 6.01 5.30 
Tetrahderal Cr 4.611 3.50 3.32 4.44 4.83 

Substitutional Cr − 0.1444 − 0.112 − 0.233 − 0.0629 − 0.136 
〈100〉 Cr–Cr  5.43 4.49 3.98 4.88 5.45 
〈110〉 Cr–Cr  4.35 3.81 3.26 3.80 4.09 
〈111〉 Cr–Cr  4.699 4.63 3.51 4.58 5.00 

Substitutional Fe 
in Cr 

0.4825 0.498 0.357 0.235 0.511  
Fig. 3. Nomenclature used for the migration energy barriers. The Cr atom (the 
solute) is shown in blue and the Fe atoms in red. Emig

2 denotes the migration 
energy barrier for the solute–vacancy jump, and Emig

ij is for an iron atom moving 
from site j to a vacant site i. Table 5 lists the values of these energy barriers for 
the different models under consideration. 
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3.3. Comparison of the potential models for surface-related properties 

We now move to scenarios involving surfaces of Fe–Cr alloys and 
investigate whether we have achieved our goal of improving upon the 
performance of the existing potential models in predicting properties of 
such surfaces. 

Let us first consider the segregation of Cr atoms to the (100) surface 
of bcc Fe. The segregation energy of Cr from a given reference region A 
to another region B is defined as the net change in energy when a Cr 
atom is transferred from A to B and an Fe atom from B to A, 

ECr
segr,A→B = Etot

(
Fe at A, Cr at B

)
− Etot

(
Fe at B, Cr at A

)
, (18)  

where Etot is the total energy of the computational cell. In our case, B will 
be one of the top surface layers, and A will be a bulk site. The energies 
are calculated using a slab geometry with periodic boundary conditions 
in x and y directions and the slab thickness Lz large enough that further 
increases in Lz cause no changes in the segregation energies. The 
reference bulk position A is taken from the middle of the slab. For 
nonzero background Cr concentration, the segregation energy values are 
averaged over 10,000 random alloy configurations. 

The Cr segregation energies to the topmost layer (ECr
segr,L1) and the 

second topmost layer (ECr
segr,L2) of an Fe(100) surface are shown in Figs. 4 

(a) and 4(b), respectively, as a function of the background Cr concen
tration cCr for both the DFT and the four potential models. Due to 
computational limitations, the GPAW DFT calculations are limited to 
zero background Cr concentration. The DFT results for cCr > 0 are 
obtained with a basis set of exact muffin-tin orbitals (EMTO) [65–67] in 
combination with the coherent potential approximation [68,69], which 
circumvents the need to average over a large number of alloy configu
rations as done for the potential models. Note that only the zero- 
concentration segregation energies of the new Tersoff potential have 
been explicitly fitted (with the target values being the GPAW ones); the 
data for cCr > 0 should be regarded as predictions of the model. 

The old Tersoff potential from Ref. [19] is observed to be far away 
from the ab initio segregation energies for both layers. The CDEAM and 
2BEAM potentials give a fairly good fit to the EMTO results for ECr

segr,L1 

but are far off from the GPAW and EMTO results for ECr
segr,L2. Importantly, 

as can be observed from Fig. 4(c), all three pre-existing models (CDEAM, 
2BEAM, and old Tersoff) yield ECr

segr,L2 − ECr
segr,L1 < 0 at all Cr concen

trations shown and thus predict segregation of Cr to the second atomic 
layer of an Fe(100) surface instead of the topmost one. This is in stark 
contrast to the ab initio results, for which ECr

segr,L2 − ECr
segr,L1 is positive at all 

investigated concentrations. Fortunately, this shortcoming is fixed by 
our new Tersoff potential, for which ECr

segr,L2 − ECr
segr,L1 > 0 in the entire 

range 0⩽cCr⩽0.48 and the fit to the GPAW value of ECr
segr,L2 − ECr

segr,L1 = 0.
3696 eV at cCr = 0 is excellent, the relative error being 2.5%. We also 
note from Fig. 4(c) that although the EMTO curve for ECr

segr,L2 − ECr
segr,L1 is 

offset from our target GPAW value at cCr = 0 and, consequently, also 
from the new Tersoff curve, ECr

segr,L2 − ECr
segr,L1 reaches its maximum at 

approximately the same Cr concentration of ∼10% for both the new 
Tersoff potential and the DFT-based EMTO model. 

Next we consider the segregation of Cr to (110) and (111) surfaces of 

bcc Fe, which are properties that were not included in the fitting data
base and thus provide a test of the transferability of the new Tersoff 
potential to other, unfitted surface segregation scenarios. Tables 6 and 7 
list, respectively, the segregation energies of Cr to the Fe(110) and Fe 
(111) surfaces at zero background Cr concentration, as given by our DFT 
calculations and the four potential models. 

For the Cr segregation to the Fe(110) surface (Table 6), none of the 
four potentials manages to reproduce the DFT results particularly well. 
The new Tersoff potential performs the best out of the four in the 
following sense it has the lowest SMAPE for the four segregation 

Table 5 
Migration energy barriers for vacancy–Cr diffusion and Fe self-diffusion in the 
neighboring site (see Fig. 3).  

Method Emig
2  Emig

12  Emig
21  

DFT [64] 0.575(45) 0.69 0.64(1) 
CDEAM 0.877 0.647 0.616 
2BEAM 0.573 0.651 0.626 

Old Tersoff 0.727 0.467 0.741 
New Tersoff 0.632 1.09 0.941  

Fig. 4. Segregation energy of a Cr atom in a bcc Fe–Cr alloy from the bulk to (a) 
the (100) surface layer and (b) the first subsurface layer as a function of the 
background chromium concentration cCr. (c) The difference between the sur
face- and first-subsurface-layer segregation energies. The asterisk is the GPAW 
ab initio result at cCr = 0 and the squares are the ab initio results from Ref. [24] 
obtained using the EMTO method. The lines are guides to the eye. 
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energies (76.6% against the 87.2%, 98.5%, and 99.3% of the 2BEAM, 
old Tersoff, and CDEAM potentials) it predicts the lowest and highest 
segregation energies to be, respectively, ECr

segr,L3 and ECr
segr,L2, in accor

dance with the DFT results (and with correct signs) as in the Fe(100) 
case discussed above, it yields a value for the difference ECr

segr,L2 − ECr
segr,L1 

that is much closer to the DFT result (relative error − 43.3%) than are the 
values given by the other three potentials. On the other hand, the new 
Tersoff potential fails to reproduce the correct (negative) sign of ECr

segr,L1 

and, although correctly predicting ECr
segr,L3 to be the lowest (and nega

tive), yields a value of |ECr
segr,L3| that is 59% smaller than the DFT result. 

In the case of the Fe(111) surface (Table 7), the new Tersoff potential 
is again the best performer out of the four potential models (albeit with 
still large deviations from the DFT results) it yields the smallest SMAPE 
for the four segregation energies (56.5% against the 76.0%, 85.3%, and 
92.2% of the 2BEAM, CDEAM, and old Tersoff potentials) it predicts the 
correct sign for three out of the four segregation energies listed in 
Table 7 (whereas the other three potentials fail for two or three energies 
each) it yields ECr

segr,L2 − ECr
segr,L1 = 0.206 eV, which is only 11.2% smaller 

than the DFT value of 0.232 eV (the other three predict the difference to 
be negative). Despite this relative success, the new Tersoff potential 
crucially fails to reproduce the negative sign of ECr

segr,L1 and, along with 
the other three models, predicts the preferred segregation site not to be 
in the first layer. 

We may also investigate the elementwise opposite case of Fe 

segregation to the (100) surface of bcc Cr. Although it might be less 
relevant to the modeling of stainless steels and their corrosion resis
tance, it nevertheless provides a further test of the transferability of the 
new potential model because such segregation energies were excluded 
from the fitting database. The results, including those from our DFT 
calculations, are shown in Table 8. If we take our DFT values as the 
targets and only include segregation to the three topmost layers, we 
obtain the following SMAPE values for the predictions of the four po
tential models (listed from best to worst): 2BEAM, 25.5%; new Tersoff, 
27.1%; old Tersoff, 39.9%; CDEAM, 41.3%. We thus conclude that the 
2BEAM potential is the best performer in Table 8, in particular for the 
segregation energies to the first two layers. The new Tersoff potential 
clearly outperforms its old incarnation and predicts the correct order of 
the four energies, although its prediction for the second-layer segrega
tion energy differs significantly from the DFT value (by 68%). 

We have also briefly investigated the migration of Cr in the vicinity 
of an Fe(100) surface. In Table 9, we list the migration energy barriers 
for the process where a surface Cr atom moves to a vacancy at a nearest- 
neighbor site in the second layer. Although we do not have a DFT value 
for this migration energy to compare against, it is worthwhile to note 
that the 2BEAM potential and the new Tersoff potential both yield an 
energy barrier close to zero whereas the value given by the old Tersoff 
potential is much higher than the others. 

4. Discussion 

In summary, we have presented a new interatomic Fe–Cr potential 
that is suitable for MD simulations of surface physics in Fe–Cr alloys. The 
potential was formulated in the Tersoff formalism, allowing it to be 
combined with previously developed Fe–C and Cr–C potentials [19] into 
a model of the stainless-steel system Fe–Cr–C. The new potential pa
rameters were optimized by fitting to a structural database consisting of 
ab initio results not only for bulk alloys but also for the segregation of Cr 
atoms to the (100) surface of an Fe–Cr alloy. We compared the perfor
mance of the new potential to that of three pre-existing Fe–Cr potentials 

Table 6 
Segregation energies ECr

segr of a Cr atom in bcc Fe from the bulk to an atomic layer near an Fe(110) surface.   

Segregation energy (eV) 

Final Cr position DFT (GPAW) CDEAM 2BEAM Old Tersoff New Tersoff 

Layer 1 − 0.0238 0.287 0.0775 − 0.797 0.202 
Layer 2 0.0477 − 0.0125 0.0163 − 0.470 0.242 
Layer 3 − 0.0507 − 0.000533 − 0.0000315 0.0168 − 0.0207 
Layer 4 − 0.0209 − 0.0000810 − 0.0000103 0.000203 − 0.000303  

Table 7 
Segregation energies ECr

segr of a Cr atom in bcc Fe from the bulk to an atomic layer near an Fe(111) surface.   

Segregation energy (eV) 

Final Cr position DFT (GPAW) CDEAM 2BEAM Old Tersoff New Tersoff 

Layer 1 − 0.139 0.470 0.265 − 0.753 0.229 
Layer 2 0.0930 0.336 0.139 − 1.03 0.435 
Layer 3 0.157 0.0130 0.0132 − 0.592 0.0985 
Layer 4 0.0818 − 0.0766 − 0.0253 − 0.538 0.184  

Table 8 
Segregation energies EFe

segr of an Fe atom in bcc Cr from the bulk to an atomic layer near a Cr(100) surface.   

Segregation energy (eV) 

Final Fe position DFT (GPAW) CDEAM 2BEAM Old Tersoff New Tersoff 

Layer 1 − 0.451 − 0.432 − 0.443 − 0.572 − 0.498 
Layer 2 − 0.172 − 0.0287 − 0.135 0.289 − 0.0554 
Layer 3 − 0.0894 − 0.0296 − 0.0199 − 0.105 − 0.0536 
Layer 4 0.0199 0.0104 0.0000354 0.000949 − 0.00613  

Table 9 
Migration energy barriers for a surface Cr atom moving to a 
nearest-neighbor second-layer vacancy.  

Potential Energy barrier (eV) 

CDEAM 0.262 
2BEAM 0.0035 

Old Tersoff 1.187 
New Tersoff 0.0023  
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with regard to the fitting database as well as to bulk- and surface-related 
quantities not involved in the fitting. 

For the bulk properties, the new Tersoff potential was found to 
perform at the same overall level as the pre-existing EAM potentials 
considered, namely, the CDEAM and the 2BEAM potentials. On the one 
hand, the new Tersoff potential provided the closest match of all the 
tested potentials to our DFT-calculated mixing energies and point-defect 
energies. On the other hand, the 2BEAM potential was the best 
performer when it came to the short-range ordering in random Fe–Cr 
alloys (qualitatively reproducing the experimentally observed sign 
change of the order parameter at cCr ≈ 0.1) and to the vacancy–Cr 
diffusion in bcc Fe (yielding energy barriers within 6% of the DFT 
values). For the tested bulk data, the new Tersoff potential performed 
significantly better than the old Tersoff potential from Ref. [19], even 
though only the latter was fitted exclusively to bulk quantities. 

The main objective we set at the beginning was for the new potential 
model to outperform the existing models by correctly predicting the 
surface-segregation behavior of Cr in Fe–Cr alloys. We achieved this goal 
in the sense that the new Tersoff potential yields the same ordering of Cr 
segregation energies to an Fe(100) surface as the DFT calculations, 
namely, ECr

segr,L1 < ECr
segr,L2. This is in contrast to the other potential 

models, for which ECr
segr,L1 > ECr

segr,L2 and which thus predict Cr to 
segregate primarily to the second layer instead of the first. The agree
ment between the new Tersoff potential and the DFT calculations is far 
from perfect, however. For example, the new Tersoff potential predicts a 
sign change in the first-layer segregation energy at a significantly 
smaller Cr concentration (∼2.5%) than do the DFT-based EMTO calcu
lations (∼8%) [24,10]. Moreover, although the new Tersoff potential 
outperforms the other three potential models also for Cr segregation to 
Fe(110) and Fe(111) surfaces, these unfitted scenarios nevertheless 
exhibit significant deviations between the DFT and the new Tersoff 
results. 

In light of the above, we conclude that the new Tersoff potential 
appears to be the best potential for scenarios where both surface and 
bulk properties of Fe–Cr alloys are of importance. In bulk systems 
without boundaries, however, the 2BEAM potential is perhaps the most 
optimal choice, especially if we take into account its lower computa
tional cost compared to the Tersoff potentials. The old Tersoff potential 
performs worse than the new one in almost all of our tests, and hence it 
seems difficult to justify its future use. 
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[45] J.J. Moré, D.C. Sorensen, SIAM J. Sci. Stat. Comput. 4 (1983) 553, https://doi.org/ 

10.1137/0904038. 
[46] R.H. Byrd, R.B. Schnabel, G.A. Shultz, Math. Program. 40 (1988) 247, https://doi. 

org/10.1007/BF01580735. 
[47] M.A. Branch, T.F. Coleman, Y. Li, SIAM J. Sci. Comput. 21 (1999) 1, https://doi. 

org/10.1137/S1064827595289108. 
[48] A. Zunger, S.-H. Wei, L.G. Ferreira, J.E. Bernard, Phys. Rev. Lett. 65 (1990) 353, 

https://doi.org/10.1103/PhysRevLett.65.353. 
[49] A. van de Walle, P. Tiwary, M. de Jong, D.L. Olmsted, M. Asta, A. Dick, D. Shin, 

Y. Wang, L.-Q. Chen, Z.-K. Liu, Calphad 42 (2013) 13, https://doi.org/10.1016/j. 
calphad.2013.06.006. 

[50] A. van de Walle, M. Asta, G. Ceder, Calphad 26 (2002) 539, https://doi.org/ 
10.1016/S0364-5916(02)80006-2. 

[51] J.J. Mortensen, L.B. Hansen, K.W. Jacobsen, Phys. Rev. B 71 (2005), 035109, 
https://doi.org/10.1103/PhysRevB.71.035109. 

[52] J. Enkovaara, C. Rostgaard, J.J. Mortensen, J. Chen, M. Dulak, L. Ferrighi, 
J. Gavnholt, C. Glinsvad, V. Haikola, H.A. Hansen, H.H. Kristoffersen, M. Kuisma, 
A.H. Larsen, L. Lehtovaara, M. Ljungberg, O. Lopez-Acevedo, P.G. Moses, 

J. Ojanen, T. Olsen, V. Petzold, N.A. Romero, J. Stausholm-Møller, M. Strange, G. 
A. Tritsaris, M. Vanin, M. Walter, B. Hammer, H. Häkkinen, G.K.H. Madsen, R. 
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