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INTRODUCTION

High-performance long-range NoC link enables efficient implementation of network-on-chip topologies which inherently require
high-performance long-distance point-to-point communication such as torus and fat-tree structures. In addition, the perfor-
mance of other topologies, such as mesh, can be improved by using high-performance link between few selected remote nodes. We
presented novel implementation of high-performance long-range NoC link based on multilevel current-mode signaling and delay-
insensitive two-phase 1-of-4 encoding. Current-mode signaling reduces the communication latency of long wires significantly
compared to voltage-mode signaling, making it possible to achieve high throughput without pipelining and/or using repeaters.
The performance of the proposed multilevel current-mode interconnect is analyzed and compared with two reference voltage
mode interconnects. These two reference interconnects are designed using two-phase 1-of-4 encoded voltage-mode signaling, one
with pipeline stages and the other using optimal repeater insertion. The proposed multilevel current-mode interconnect achieves
higher throughput and lower latency than the two reference interconnects. Its throughput at 8§ mm wire length is 1.222 GWord/s
which is 1.58 and 1.89 times higher than the pipelined and optimal repeater insertion interconnects, respectively. Furthermore, its
power consumption is less than the optimal repeater insertion voltage-mode interconnect, at 10 mm wire length its power con-
sumption is 0.75 mW while the reference repeater insertion interconnect is 1.066 mW. The effect of crosstalk is analyzed using
four-bit parallel data transfer with the best-case and worst-case switching patterns and a transmission line model which has both
capacitive coupling and inductive coupling.

Copyright © 2007 Ethiopia Nigussie et al. This is an open access article distributed under the Creative Commons Attribution
License, which permits unrestricted use, distribution, and reproduction in any medium, provided the original work is properly
cited.

achieving guaranteed service operations. In [1], it is showed
that using a few additional long-range links in a mesh net-

Network-on-Chip (NoC) is the most viable solution for on-
chip communication that provides good scalability and en-
ables gigascale integration in single-chip systems. One of the
basic reasons for good scalability is that the length of con-
nections is held constant and the signaling is kept local, from
one router to another with the maximum distance of few
millimeters. However, when the chip size increases, the la-
tency for messages traversing from a processing unit far away
from another becomes large. This is either due to the lack
of fast paths between remotely situated nodes or due to the
type of topology which has long channels. For example, in
regular mesh structure to send a data packet between re-
motely located nodes, the message has to traverse many hops
which increases the probability of a message to be blocked.
This leads to unpredictable message latencies and difficulty in

work reduces the average packet latency significantly and im-
proves the achievable throughput substantially. From topo-
logical point of view, the end-around channels in torus net-
work are long which results in excessive latency. This prob-
lem can be avoided by folding a torus network. However,
folding the torus eliminates the long end-around channels
at the expense of doubling the length of the other channels
[2] and increasing the layout complexity. Thus, it is prefer-
able to use torus without folding if the long end-around
channels can be implemented using high-performance sig-
naling techniques. Both of these cases, the mesh structure
with additional long links and the torus structure, require
the use of long high-performance NoC links that pass over
more than one processing element, thus the length of chan-
nels is 4mm or more [3]. The structures of mesh network
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F1GURE 1: NoC architectures using long links. (a) 4 X 4 mesh with added long links. (b) 4-ary 2-cube torus.

with additional long distance links and torus network are il-
lustrated in Figure 1.

The physical performance of long wires suffers greatly
under technology scaling because the length is not scaled
instead even longer wires are needed due to the increase of
on-chip size. This makes long-range on-chip communica-
tion increasingly expensive [4]. The higher wire resistance,
increased length, and decreased wire spacing cause the wire
delay to increase considerably compared to the gate delay.
In order to control this increase, designers scale down the
wire cross-sectional area at a slower rate which prevents the
dramatical increase of wire resistance. This ongoing trend of
controlling the RC delay, combined with the faster rise/fall
times and longer wires, results in a situation where the in-
ductive part of the wire impedance can no longer be ignored.
Thus, in addition to the capacitive coupling, the inductive
coupling also causes crosstalk noise which creates more sig-
nal integrity problems.

Furthermore, the impact of process, supply voltage, and
temperature variations on the performance and reliability of
long on-chip links is expected to increase as technology scales
down [5]. These variations cause the signal propagation de-
lay through interconnects to be uncertain which in turn af-
fects the performance and reliability of the system signifi-
cantly. Moreover, the power dissipation due to global inter-
connect is increasing compared to the power consumption of
the logic.

In order to achieve high-performance on-chip communi-
cation, it is necessary to implement efficient signaling tech-
nique. Current-mode signaling is faster and has lower dy-
namic power consumption than voltage-mode signaling. It
is also immune to power supply noise and has reduced sen-
sitivity to process-induced variations. Due to these advan-
tages, we use current-mode signaling for the implementation
of high-performance long-range NoC links. The delay varia-
tions problem can be tackled by using delay-insensitive com-
munication. In this work we combine self-timed 1-of-4 en-
coded communication protocol with current-mode signaling
for achieving a high-performance delay-variation-insensitive
long-range on-chip communication.

The paper is organized as follows. We first discuss the
principles of self-timed communication and present the
delay-insensitive 1-of-4 encoding in Section 2. In Section 3
we discuss the advantages of current-mode signaling com-
pared to voltage mode. In Section 4, brief discussion about
multilevel current-mode signaling and its usage in our inter-
connect design is presented. The implementation of the sig-
naling circuitry for self-timed 2-phase 1-o0f-4 encoded mul-
tilevel current-mode signaling is presented in Section 5 to-
gether with the implementations of the two reference 2-
phase 1-of-4 encoded voltage-mode signaling circuits. The
first reference uses pipelining and the other one uses op-
timal repeater insertion. In Section 6, first, the wire model
used during simulations is presented followed by analysis
of the presented current-mode signaling and the reference
voltage-mode signaling techniques in latency, throughput,
power consumption, and noise tolerance. Section 7 contains
discussion about the results and future work, and finally con-
clusions are presented in Section 8.

2. SELF-TIMED COMMUNICATION

A NoC system consists of many processing blocks which
have different timing requirements and can operate at differ-
ent clock frequencies. Communication between these blocks
needs synchronization which is error-prone. Also the clock
distribution over a wide chip with low skew and jitter is prob-
lematic. A viable solution for this is the use of the globally
asynchronous locally synchronous (GALS) design approach,
where communication between processing blocks is done
asynchronously. Therefore, we base our link on self-timed
design principles.

The choice of the handshake protocol affects the through-
put of a communication link. The two-phase protocol is of-
ten preferred instead of four-phase protocol for long on-
chip interconnects to avoid the usage of a time-consuming
spacer (return-to-zero phase) between two consecutive data
symbols [6]. The use of two-phase protocol also minimizes
power consumption since there is less transitions in the con-
trol wires.
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FiGUure 2: Self-timed communication. (a) 2-phase bundled-data
(transmitting data “1101001011”). (b) 2-phase dual-rail (trans-
mitting data “1101001011”). (c) 2-phase 1-of-4 (transmitting data
“1101001011”).

The communication can be carried out using control
wires separately of the data. In this bundled-data approach,
it is assumed that by the time request arrives, the data have
already arrived. 2-phase bundled-data signaling is presented
in Figure 2(a). To get rid off the timing constraints, the data
validity indicator signal can be included in the data resulting
in delay-insensitive communication. The delay-insensitive
handshake protocol in which the data validity is transmitted
implicitly operates correctly regardless of the delay in the in-
terconnecting wires. The simplest one of the delay-insensitive
protocols is the dual-rail protocol, which is demonstrated in
Figure 2(b). In dual-rail, there are two wires for each bit, one
for zero and the other for one. Either one of these signals is
toggled and so at the receiver it can be noticed when all the
bits have arrived regardless of their different delays.

In 1-of-4 data encoding, a group of four wires is used
to transmit two bits of information per symbol. A symbol
is one of the two-bit codes 00, 01, 10, or 11 and it is trans-
mitted through activity on one of the four wires. Since it is

possible to detect the arrival of each symbol at the receiver,
1-of-4 encoding is delay-insensitive, as are all the 1-of-N
codes [7]. The 1-of-4 signaling is illustrated in Figure 2(c).
Delay-insensitive data communication is a viable method
to realize robust on-chip interconnects in future nanoscale
technologies in which significant signal propagation delay
variations are unavoidable. These delay variations occur due
to different reasons, for example, due to crosstalk, temper-
ature, supply voltage, and process variations. Besides be-
ing delay-insensitive, 1-of-4 encoding has more immunity
against crosstalk effects as compared to single-rail (bundled-
data) encoding, because the likelihood of two adjacent wires
switching at the same time is much smaller. Furthermore, dy-
namic power consumption due to wire capacitance is smaller
for the 1-of-4 code than for the simpler 1-of-2 (dual-rail)
code. This is because the 1-of-4 code conveys two bits of
information using only a single transition, while the 1-of-
2 code requires two transitions for two bits of information.
This effect can be seen in Figure 2. Considering these advan-
tages, 2-phase 1-of-4 encoding is used in the proposed mul-
tilevel current-mode interconnect.

3. CURRENT-MODE SIGNALING

The signal transmission systems used in CMOS circuits can
be broadly classified into two categories: voltage-mode and
current-mode signaling. The important difference between
the two transmissions systems lies in the type of signal that
is forced on the transmission medium. While voltage mode
uses voltage as signal, current mode uses current. In voltage
mode, the voltage has to swing from rail to rail over the en-
tire length of the wire. This leads to large transient currents
consuming more power, larger delay, and it also generates
power-supply noise [8]. The optimal repeater insertion tech-
nique [9] used in voltage-mode signaling was developed to
reduce the wire delay and improve the performance of global
interconnections. However, with the increase in number and
density of interconnects with technology scaling, the number
of repeaters necessary would increase considerably, present-
ing significant overhead in terms of power and area.

The key to current-mode signal transporting is the low-
impedance termination at the receiver which results in re-
duced signal swings without the need of separate voltage
references and increased bandwidth performance. Also this
low-impedance termination shifts the dominant pole of the
system and leads to a smaller time constant and thus, to a
smaller delay. It can operate at a much lower noise mar-
gin than the voltage-mode network, and at a much lower
swing as well due to its immunity to power supply noise. All
these translate into increased bandwidth performance [10],
decreased delay and dynamic power dissipation and higher
noise immunity. For these reasons, current-mode signaling
technique becomes a better alternative than voltage mode
for contemporary and future high-speed noise-prone single-
chip systems.

Current-mode signaling has already been proven to pro-
vide drastic speed enhancements for on-chip signaling [11-
13]. It is also shown theoretically in [11] that current-mode
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signaling can be three times faster than voltage-mode signal-
ing.

There are three primary sources of power dissipation
in current-mode circuits: static, dynamic, and short-circuit
power dissipation. In current-mode signaling, static power
dissipation is the major component of the total power dissi-
pation that arises from the constant current path from Vdd
to ground via the termination. Static power dissipation can
be minimized using different circuit techniques which re-
duce leakage currents. Dynamic power is dissipated when the
parasitic capacitance of the wire is charged and discharged.
Since current-mode signaling operates at low-voltage swing,
dynamic power consumption is not as significant source of
power dissipation like in voltage-mode signaling. The third
source of power dissipation arises from the finite input sig-
nal edge rates that result in short-circuit current. Generally,
careful control of input edge rates can minimize the short-
circuit current component to within 20% of the total dy-
namic power dissipation [14].

The other important feature of current-mode signaling
is its reduced delay sensitivity due to process-induced vari-
ations [15]. Inspired by the advantages explained above, we
investigate here the use of current-mode signaling for imple-
menting high-performance delay-insensitive links for NoC
long-range communication.

4. MULTILEVEL CURRENT-MODE SIGNALING

In delay-insensitive transmission, the data validity indicator
is the transmitted data itself. Due to this, the transmission
of every new data needs to be seen in the transmitting wire
usually in the form of voltage level or transition depend-
ing on the type of handshake protocols. Using transition in
current-mode signaling may cause unnecessary power con-
sumption due to the constant current flow in some of the
wires which have been previously made a transition to high
state. In order to save this power, the presented current-mode
interconnect allows current flow in the wires only during the
respective symbol transmission. In this power-saving trans-
mission scheme, it is not possible to see the arrival of new
data during consecutive same symbol transmission using bi-
nary current-mode signaling. Due to this, three current levels
are required in the proposed current-mode interconnect, two
nonzero current levels to differentiate between consecutive
same symbol transmissions and the third current level (zero
current) to indicate the wire is idle, that is, there is no data
transmission through that wire. The transmitted multilevel
current is first detected at the receiver by a detecting circuit
based on a current comparator. Then, the encoded voltages
are estimated using decoding circuitry.

Multilevel current-mode signaling has been demon-
strated to be robust and power-efficient in interchip signaling
[16, 17]. In addition, using an analogy between digital com-
munication over a band-limited channel and on-chip sig-
naling, it is shown that for a given bit error rate and data
rate, four-level current-mode signaling is the most power-
efficient compared to binary voltage and current-mode sig-
naling [18]. In this type of signaling the acceptable number of

current levels and the step size between them are limited by
the noise margin. In [19], it is shown that radix-8 full-adder
design using eight current levels and 10 yA step size gets large
enough noise margin.

Due to mismatch, parameter variations, noise, and other
nonidealities, the current levels at the receiver input may de-
viate from the one predefined in the driver. This may lead
to decoding error if the steps between different current lev-
els are not enough and the current comparator has low noise
margin. In addition, it is necessary to decode out the data
in voltage form as fast as possible to fulfill the requirement
of high data transmission rate. The key to achieve these is a
large current comparator gain which provides sharp transi-
tion and greater noise margins which can accommodate all
current levels. Lower threshold current values will increase
the gain at the expense of greater comparator delay times.
The usual approach to counteract the delay penalty is scaling
the input current of the comparator lower than the input us-
ing current mirror division and then comparing these scaled
input currents to reference currents.

Some fast and robust on-chip links based on multilevel
current-mode signaling have been proposed [20-22]. In this
paper, we present a high-performance interconnect which
uses 1-of-4 data encoding and three distinct current levels
per data wire. This interconnect has superiority and uses
different approaches compared to [20-22]. In [20], 2-color
1-phase dual-rail encoding using four current levels is pre-
sented. As stated in Section 2, the dynamic power consump-
tion due to wire capacitance of dual-rail is larger than 1-
of-4 encoding since it requires two transitions rather than
one to transmit two-bit data. In addition, it is more suscep-
tible to crosstalk effects because there is a larger probabil-
ity of adjacent wires switching at the same time than that
of 1-of-4 encoding. Furthermore, using three current levels
instead of four allows our proposed interconnect to have a
larger noise margin than in [20]. The presented multilevel
current-mode interconnect is also superior to [21] in terms
of performance, power consumption, crosstalk, and noise
margin. The interconnect in [21] is designed using 2-phase
single-rail encoding with delay-insensitive feature and sup-
porting simultaneous bidirectional data transmission. Al-
though this approach decreases the required number of wires
by half, it makes the signaling circuitry more complex, dis-
sipates much more power, and has a significant decrease in
signal transmission speed. Also due to the requirement of
7 current levels per wire, the noise margin of this intercon-
nect decreases considerably compared to the presented three
current-level interconnect. Moreover, the proposed three-
current level interconnect has more immunity to crosstalk
than [21] since it uses 1-of-4 encoding rather than single-
rail. The interconnect proposed in [22] is designed using syn-
chronous approach and allows to transmit two-bit data per
wire. Since the reported performance and power consump-
tion result is using 100 nm technology it is difficult to com-
pare with our interconnect results. However, asynchronous
interconnect has many advantages over synchronous one es-
pecially in the nanotechnology design of on-chip intercon-
nect. The most relevant ones are the avoidance of clock and
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F1GUre 3: Conversion of single-rail to 1-of-4 and back to single-rail encoding.

clock-related problems and allowing delay-insensitive data
transfer.

5. IMPLEMENTATIONS

In the subsequent sections, we present two different on-chip
link implementations based on 1-o0f-4 data encoding. Both of
them use two-phase protocol, the difference being that one
is implemented using voltage-mode signaling and the other
using multilevel current-mode signaling. The most common
data encoding in GALS design is single-rail (bundled-data)
encoding which uses N wires to transfer N-bit information
and two additional handshake wires indicating data valid-
ity and acceptance. Since this encoding has a timing con-
straint between control (data validity) and data wires, com-
munication through long on-chip interconnect becomes sen-
sitive to delay variations. Therefore, converting single-rail
encoding to delay-variation-insensitive encoding is manda-
tory for long on-chip communication where delay variations
are unavoidable. The general block diagram of the consid-
ered signaling system is shown in Figure 3. We assume that
the communicating parties, routers 1 and 2, have voltage-
mode bundled-data (i.e., single-rail encoded) interfaces. The
bundled-data protocol is then converted into the appropriate
delay-insensitive 1-of-4 protocol and back to bundled-data
protocol by the encoder/decoder units attached to the routers
1 and 2.

5.1. Two-phase 1-of-4 encoded voltage-mode
interconnect (TPVm)

In the TPVm scheme, which serves as the reference for the
current-mode implementation, one of the four wires makes
transition to indicate the presence of a new two-bit sym-
bol. When this new symbol arrives to the receiving module,
the receiver accepts the symbol and sends an acknowledge-
ment to the sender module by changing the state of the ac-
knowledge signal. Since voltage-mode signaling is used, the
voltage on the interconnect swings from rail to rail over its
entire length. This leads to large dynamic power consump-
tion, large delay, and generation of power supply noise. The
usual approach to improve the performance of a voltage-
mode interconnect is to insert repeaters or pipeline latches.
Inserting repeaters decreases the signal propagation delay at

the cost of increasing power consumption and chip area. A
higher throughput can be obtained by using pipeline latches
instead of repeaters to both amplify the signal and spread
the link delay over multiple pipeline stages. This further in-
creases power consumption and area costs compared to the
simple repeater approach. We consider here both schemes
for the reference voltage-mode 1-o0f-4 encoded interconnect.
The pipelined and repeater-based implementations are called
TPVmP and TPVmRep, respectively. In the TPVmP imple-
mentation pipeline stages are inserted in every 2 mm along
the link wire. This is based on the assumption that the typical
distance between two neighbouring (adjacent) routers in the
mesh structure is 2 mm [3] and that the local link length can
be considered an upper limit for pipeline-free signal trans-
mission [1]. In TPVmRep implementation optimal repeater
insertions are used for both data and acknowledgment trans-
missions. The required optimal number of repeaters and op-
timal size of the repeater are calculated using [23, equation
(36) ]. Using this equation, the required number of optimal
repeaters becomes 2.22*L and the optimum size of the re-
peater becomes 76.5* minimum size inverter, where L is the
wire length.

The straightforward gate level implementations of the
encoder which converts the two-phase single-rail input to
the delay-insensitive two-phase 1-of-4 protocol, the pipeline
stage, and the decoder and completion detector which con-
verts the delay-insensitive code back to the two-phase single-
rail form at the receiver side are shown in Figure 4. The en-
coder consists of NOR gates which generate the select inputs
for the multiplexers depending on the two-bit input codes,
double-edge triggered flip-flops which are used to sample the
symbol value at both edges of the request signal, and multi-
plexers each of which allows transition on the correspond-
ing flip-flop output only when the appropriate input sym-
bol is present. The decoder and completion detector circuit
consists of XNOR gates which detect the transitions on the
wires, NAND gates and an SR latch to decode the data back
into the single-rail form, and a four-input XOR gate together
with an N/2-input C-element for detecting completion. A C-
element is a basic building block of self-timed logic. It is a
state-holding element, a special kind of latch. When all of its
inputs are 0 or 1, the output is set to 0 or 1, respectively. For
other input combinations, it preserves its state. Its truth table
is shown in Table 1 where ¢ and ¢ — 1 indicate the current and
previous values, respectively, and — indicate, do not care.
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TasBLE 1: The truth tables of 2- and 3-input C-elements.

ao,t aipe Ct ao,t aie an,t Ct
0 0 0 0 0 0 0
0 1 Ci1 0 0 1 Ci-1
1 0 Cro1 0 1 - Cr-1
1 1 1 1 0 - Cio1
1 1 0 Cr-1
1 1 1 1

An inverter is used as both driver and receiver for the
transmission of the two-phase acknowledgment signal be-
tween the pipeline stages in the TPVmP implementation.

5.2. Pulsed 1-of-4 encoded multilevel current-mode
interconnect (PMCm)

The PMCm scheme converts two-phase single-rail voltage-
mode signaling into pulsed 1-of-4 multilevel current-mode
signaling at the transmitter side. At the receiver side,
delay-insensitive current-mode signaling is turned back
into single-rail voltage-mode communication. The PMCm
scheme is logically equivalent to the TPVm scheme de-
scribed above, but now information is presented as cur-
rent rather than voltage transitions. Hence, one of the four
data wires draws current to indicate the presence of a new
two-bit data symbol. Similarly, an acknowledgement is sig-
naled as current on the acknowledgement wire. As explained
in section 3, such current-mode implementation is inher-
ently much faster and more immune against power supply
noise and delay variations compared to the voltage-mode
implementation. The communication protocol is shown in
Figure 5 (from the receiver’s perspective) and the signaling
circuits are depicted in Figures 6 and 7. The advantage of this
link implementation is that high throughput and low latency
can be achieved without using pipelining or repeaters.

The multilevel and pulsed nature of the PMCm scheme
can be seen in Figure 5. The current detected at the receiver
has three different values: 0, I, and 2I. The values I and 2I
are used when the voltage-mode request signal Reqin at the
transmitter side is low and high, respectively, reflecting the
adopted two-phase communication protocol. The value 0, in
turn, means that there is no symbol on a wire. It is used as the
initial value of the data wires and for switching off current
on a wire when the 2-bit symbol to be transmitted changes,
making current on a wire pulse shaped. This feature reduces
the overall power consumption of the current-mode inter-
connect. The values of I and 2I are determined by consider-
ing the speed, power consumption, and noise margin of the
interconnect. In the following consecutive sections, the im-
plementations of the encoder, decoder, and completion de-
tector are separately discussed.

5.2.1.  Encoder and driver

The encoder takes the request and two data bits in the
voltage-mode single-rail form and converts this information

into multilevel current-mode 1-o0f-4 signaling. The double-
edge triggered flip-flops shown in Figure 6 are used to sam-
ple the value of the 2-bit data symbol at each transition of
the two-phase request signal Regin. For instance, consider the
encoder circuit of the wire Q3. Depending on the value of the
signal Reqin, either transistor Mn1 or Mn2 conducts making
either current I or 2I to flow through the wire Q3 when the
symbol “11” has arrived from the sender module. To prevent
the line from drawing current continuously, the transistor
Mn4 is used to ground the line when other than the symbol
“11” is sent. The reset signal rst is controlled by the transmit-
ting module. When a data burst is about to begin, rst is set
to high enabling the sampling flip-flops. When the burst has
been completed, rst is initialized back to low, meaning that
all the data wires become grounded. This is necessary to pre-
vent data wires of the link from drawing current (consum-
ing power) during possibly long idle periods between bursts.
In nanometer technology, where NoC is one of the promis-
ing candidates, process variation effects are one of the ma-
jor concerns. Due to process variation effects, the driver out-
put currents may vary from their expected values. In order to
minimize this variation, transistors Mp1 and Mp2 which op-
erate in the linear region form resistive path from the supply
voltage to MnI and Mn2 which in turn keeps the switching
threshold of Mn1 and Mn2 transistors constant.

5.2.2.  Receiver and current comparator

At the receiver side, consider the current comparator circuit
of Q3, as depicted in Figure 7. It is composed of the diode-
connected input NMOS transistor Mn2, the NMOS transis-
tors Mn3 and Mn4 connected to replicate this input current,
the reference or threshold current generating pair of transis-
tors Mnl and MpI, and the PMOS transistors Mp2 and Mp3
that replicate the threshold current. In addition to serving as
an input transistor, Mn2 acts also as a termination load. The
drains of the PMOS reference current replicating transistors
and line current replicating NMOS transistors are connected
together to generate the comparator circuit’s output voltages.
This comparator provides a logical high output voltage when
its input current 1(Q3) is less than the threshold current and
a logical low output voltage when the input current I(Q3)
is greater than the threshold current. Here the current com-
parator compares current on the wire Q3 with two different
threshold currents, 0.5 and 1.51, in order to distinguish the
three current levels. To be more specific, if I(Q3) < 0.51, both
comparator outputs V(30) and V(31) are high (initial state).
If 0.5I < I(Q3) < 1.5, V(30) and V(31) are low and high,
respectively. If I(Q3) > 1.5I, both V(30) and V(31) are low.
In nanometer technology, the line current at the input
of the receiver may vary from the nominal value due to
crosstalk, process variation effects, and other noise sources.
However, this does not affect the reliability as long as the cur-
rent levels are within the specified margins. Since there are
only three current levels, it is easily possible to meet the re-
quired noise margins at minimal power consumption cost.
In addition, the reference current may also vary from its
nominal value due to process variations. This affects only
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Figure 5: Communication protocol of 1-of-4 encoding in pulsed
multilevel current-mode interconnect.

the speed but not the reliability of the communication since
delay-insensitive data transfer mechanism is used. For exam-
ple, if the reference current decreases from its nominal value,
the comparison takes place ahead. This shifts the data output
point as well as the data validity indicator to the left. Thus
there is no threat to the reliability of the communication.

5.2.3.  Decoder and completion detector

As shown in Figure 7, the data decoder, composed of three
inverters and two OR gates, needs as inputs the outputs of the
current comparators of the wires Q3, Q2, and Q1 to recon-
struct the two bits (D1out, DOout) sent from the transmitter
module. Only the comparator outputs of the threshold cur-
rent 0.5] (i.e., V(10), V(20), and V(30)) are needed for this
purpose. Formally, the logic is as follows:
(V(30) =" 0') A (V(20) =" 1') A (V(10) =" 1)
= (Dlout =" 1") A (DOout =" 1),
(V(30) =" 1') A (V(20) =" 0') A (V(10) =" 1)
= (Dlout =" 1") A (DOout =" 0),
(V(30) =" 1') A (V(20) =" 1') A (V(10) =" 0')
= (Dlout =" 0") A (DOout =" 1),
(V(30) =" 1) A (V(20) =" 1) A (V(10) =" 1)
= (Dlout =" 0") A (DOout =" 0").

(1)

The completion detector reads all current comparator
outputs as illustrated in Figure 7. For each 4-wire block, the
completion detection circuit includes two 4-input NAND
gates (NO and N1), a 2-input NAND gate (N2), and a re-
settable 2-input C-element (C1). To produce the receiver-
side request signal Reqout, the completion signals of the N/2
4-wire blocks are combined with an N/2-input C-element,
where N is the bit-width of the transmitted data. The com-
pletion detection process is started by sensing the current
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values on the four wires. In our pulsed implementation
of 1-of-4 encoding, current flows only in one of the four
wires. Current through the wire becomes I or 2I when the
transmitter-side request signal Regin is low or high, respec-
tively. Hence, if the input current of the comparator is greater
than the threshold 1.51, then the output of the C-element C1
and subsequently the receiver-side request signal Reqout go
high. Correspondingly, if the comparator input current is be-
tween the thresholds 0.5I and 1.5, the output of C1 and the
signal Regout go low. The completion detection logic uses as
inputs the current comparator outputs V(30) and V(31) of
Q3, V(20) and V(21) of Q2, V(10) and V(11) of Q1, and
V(00) and V(01) of QO. For instance, consider again the re-
ceipt of the symbol “11” through the wire Q3. Assuming that
the transmitter-side request signal Reqin is high, the current
on the wire Q3 is 2. Consequently, the comparator outputs

Mp2 |Mp3 ~.Out3
Mpl st |05 - Dlout
Mnl J ;/l’ ~.Out2
1(Q3) veny oY v Doout
(A o =
Mn2 Mn4 L~
E E\LI.SIEJ/O.SI
I(Qz )\l/ V(21) Vo)

i

e 105!

V(10) —

&

nQuy,

V(11)

i

List o

Reqout
V(00) q

4

I(QO)\L N/2 inputs S

V(01)

t

FIGURE 7: Decoder and completion detector circuits of pulsed mul-
tilevel current-mode signaling.

V(30) and V(31) become low, and all the other comparator
outputs remain high since no current flows through the wires
Q2, Q1, and Q0. This makes the outputs of the NAND gates
N1 and N2 high, causing an up-going transition on the out-
put of the C-element C1. Formally, the completion detection
logic for the symbol “11” is as follows (we denote the output
of a gate X by O(X)):

(V(30) =" 0') A (V(31) =" 0)

= (O(NO0) =" 1 (O(N1) ="1")
= (O(N2) =’
( :7

(current is 2I)
1) A
1)
),
(V(30) =" 0') A (V(31) =" 1')
= (O(N0) =" 1') A (O(N1) =’ 0')
= (O(N2) =" 0)
= (0(C1) ="0").

(currentisT)

The waveforms of V(30) and V(31) are shown in Fig-
ure 8.

5.2.4. Acknowledgment transmission

The voltage-mode bundled-data acknowledge signal (Ackin),
sent by the receiver module, is converted into a current-
mode signal during transmission and back into a voltage-
mode signal (Ackout) at the transmitter side. In this inter-
connect design transmission of acknowledgment signal also
uses multilevel current-mode signaling. The current through
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acknowledgment wire becomes I and 2I when acknowledg-
ment signal from the receiving module is low and high, re-
spectively. The same current comparator circuit is used to
detect the value of the current through acknowledgment wire
and output the result in voltage form. Inverter is used as a de-
coding logic.

6. ANALYSIS

6.1. Wire model

Due to the scaling of technology and increasing operating
speeds, accurate modeling of wires has become a necessity.
Wires have traditionally been modeled as lumped RC seg-
ments, but for long high-speed wires, transmission line mod-
eling is needed. Transmission line modeling needs to be ap-
plied when the time of flight across the wire becomes com-
parable to the signal rise time. A transmission line can be
thought as a large number of lumped segments in series so
that they represent the distributed nature of the wire.

The importance of modeling inductive effects in wires
is increasing because of faster rise times and longer wires.
Wide wires used in upper metal layers can be especially sus-
ceptible to inductive effects due to their low resistance [24].
Since we are considering high-performance signaling over

Receiver
+

decoder

Receiver
+

decoder

Receiver
+

decoder

< <

FiGure 9: Distributed RLC model for capacitively and inductively coupled wires.

long wires, we modeled the wires using a distributed RLC
model, as shown in Figure 9. In order to accurately model
crosstalk noise, both capacitive and inductive coupling be-
tween all wires was included.

A 130nm CMOS technology with metal 4 wires was
used. The bus consisted of eight parallel wires. The RLC val-
ues of the wires were extracted using field solvers. The re-
sistance and inductance matrices were extracted using Fas-
tHenry [25], while the capacitance matrices were extracted
using Linpar [26]. The wire length was varied in the simu-
lations from 2 mm to 12 mm, which corresponds to 1-6 ex-
pected processing unit widths.

6.2. Performance analysis

In this section, we consider latency and throughput as main
parameters to analyze the performance of multilevel current-
mode on-chip interconnects along with the two reference
voltage-mode interconnects. The most common approach
to achieve high-performance long-range on-chip communi-
cation is using pipelining or inserting repeaters in voltage-
mode signaling. Thus in our first reference interconnect,
TPVmP, pipeline stages are inserted every 2 mm assuming
that the local wire length (between neighbour routers) is
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2 mm [3]. This improves the throughput at the expense of in-
creased forward latency, power consumption, and chip area.
In the second reference interconnect, TPVmRep, optimal size
repeaters are inserted at optimal distances.

Here we define forward latency as the delay from a
transition on the bundled-data request signal (Reqin) at
the transmitter side to the corresponding transition on the
bundled-data request signal (Reqout) at the receiver side (see
Figure 3). In other words, the time required for one packet
to traverse from the sending router to its receiving router.

The change in the forward latency of the three intercon-
nects when wire length is varied from 2mm to 12mm is
shown in Figure 10. Since PMCm interconnect uses current-
mode signaling, its forward latency is much smaller than the
two reference interconnects. At global wire length of 8 mm,
PMCm’s forward latency was less than one third of TPVmP
latency. The latency of pipelined voltage-mode interconnect
was much larger than both PMCm and TPVmRep at global
lengths of the wire.

The throughput of PMCm, along with the two reference
interconnects, is shown in Figure 11 in Gword/s by assuming
there is one word packet data transfer between the routers
at a time. The throughput of PMCm was greater than the
TPVmP and TPVmRep interconnects at all wire lengths (2 to
12 mm) of the interconnect. In case of the reference intercon-
nects, TPVmP achieved a throughput of 769 Mword/s while
the throughput of TPVmRep is varied from 1.267 Gword/s
to 520 Mword/s when the wire length is varied from 2 to
12 mm. The reported latency and throughput values are for
one group of 1-of-4 encoding (2-bit data transfer).

Therefore PMCm interconnect is a better alternative than
TPVmP and TPVmRep to realize high-performance long-
range NoC links. In addition to achieving high-performance,
PMCm circuitry is simpler and takes a smaller chip area com-
pared to pipelined and optimal repeater insertion TPVm.
This is because the complexity and required chip area of
encoder and decoder of both TPVm and PMCm intercon-
nects are almost the same. However, the number of required
pipeline stages and the number of repeaters increase with
wire length which makes the two reference TPVm intercon-
nects complex and require larger area for long-range NoC
links.

6.3. Power analysis

The average total power consumption for 2-bit data trans-
fer of the proposed current mode and the two reference in-
terconnects when wire length is varied from 2 to 12 mm is
shown in Figure 12. The power consumption of PMCm was
higher than that of TPVmP at all wire lengths, but its power
consumption was lower than that of TPVmRep starting from
6 mm wire length. The power consumption of TPVmP in-
creases at a faster rate with wire length compared to PMCm
due to the increase in the number of pipeline stages. Thus
at global lengths of wires, the difference in power consump-
tion between these two interconnects decreases considerably.
Due to the increase in the number of repeaters inserted at
global lengths of the wire, power consumption of TPVmRep
is much larger than the other two interconnects.

Here we use a metric called power-throughput ratio
which measures the energy consumed per data transmission.
This actually corresponds to the power-delay product met-
ric of logic gates. The power-throughput ratio of PMCm is
significantly less than that of TPVmRep and slightly greater
than that of TPVmP at intermediate and global wire lengths
as shown in Figure 13. The voltage-mode interconnect with
repeaters has much larger power-throughput ratio than the
TPVmP and PMCm interconnects.
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6.4. Noise analysis

The impact of crosstalk noise on latency and throughput
was also studied. In this analysis, 4-bit parallel data trans-
fer was assumed. This requires 9 (8 parallel data transmis-
sion +1 acknowledgment) physical wires since we are using
1-of-4 encoding. The acknowledgment wire was designed as
having shielding from the parallel data transmission wires,
to counteract the coupling effect. The wires were modeled
as transmission lines which have both capacitive and induc-
tive coupling between each other. During this analysis, min-

imum wire separation distance with minimum global pitch
specified in 130 nm technology and 1.2 V supply voltage were
used. The delay variation due to both capacitive and induc-
tive coupling was simulated by considering the worst-case
and best-case switching patterns. These switching patterns
depend on the RLC values of the wire. In our case, we as-
sumed that the capacitive coupling dominates the inductive
coupling which is the most usual case in on-chip parallel
wires. The effect of crosstalk on latency and throughput when
the wire length was varied from 2 mm to 12 mm is shown in
Figures 14 and 15, respectively.

During best-case and worst-case switching, the latency
variation of TPVmP from the latency without crosstalk ef-
fect (nominal latency) was slightly less than the PMCm one.
For example, at a wire length of 8 mm, the increase in la-
tency due to best-case switching from the nominal latency of
TPVmP and PMCm was 59.8% and 62.3%, respectively. In
worst-case switching, the TPVmP and PMCm latency vari-
ations were 144% and 147%, respectively, at the same wire
length. In fact, these percentage values are rather large be-
cause in the nominal case shown in Figure 10 the consid-
ered capacitive loads were only to ground. In other words,
the nominal case capacitive loads do not consider the cou-
pling capacitances loading effect. The decrease in throughput
due to crosstalk was greater for TPVmP than for PMCm, spe-
cially at long wire length. For example at 12 mm wire length,
the throughput of TPVm was decreased by 38% while the
PMCm was only by 30%.

7. DISCUSSION

In order to mitigate real-life applications, we can assume
there is a 64-bit data transfer using the long links presented in
this work. In the pipelined voltage-mode interconnect, there
is a need of completion detection circuits at both sides of the
communication; in the receiver side to indicate the validity
of the arrived data and in the transmitter side to indicate
the acceptance of the transmitted data since an acknowledg-
ment is sent per each 1-of-4 group. This requires 32-input
C-element at both sides which creates a considerable delay,
because its complexity approximately corresponds to that of
a 32-input AND gate with multiple logic levels. However, the
pulsed multilevel current-mode interconnect requires only
receiver side completion detection since it is possible to use
one acknowledgment signal per data transfer. Even though
the delay due to the completion detection is reduced by half
in the current-mode interconnect, it is necessary to have a
fast completion detection mechanism. Thus, our future work
will be designing of a fast and area efficient completion detec-
tion circuit for the pulsed multilevel current-mode intercon-
nect, for example performing completion detection by sens-
ing currents. This can be done by summing up the currents
of all the wires and comparing the sum with a threshold cur-
rent.

Based on International Technology Roadmap for Semi-
conductors [27], the long on-chip wire length can be even
longer than 10 mm in future nanoscale technologies. The
proposed current-mode interconnect throughput becomes
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almost equal and even slightly less than the pipelined voltage
mode throughput when the wire length exceeds 10 mm. To
maintain the high throughput of the current-mode intercon-
nect, an efficient current-mode pipeline stage could be in-
serted after every 10 mm wire length. This increases the for-
ward latency but it will not be that significant since a pipeline
stage is needed only every 10 mm.

Another direction of our future work is examining how
much improvement in overall average latency and through-
put of the network can be achieved by using our high-
performance current-mode link for end-around torus chan-
nels and for additional long channels of mesh network and
what are the expenses.

8. CONCLUSION

We presented a high-performance delay-variation-insensi-
tive long on-chip interconnect which uses two-phase 1-of-4
encoding and multilevel current-mode signaling. This inter-
connect is a promising candidate for long-range NoC com-
munication links since it has low latency, high through-
put, and low power-throughput ratio. In addition, its delay-
insensitive data transfer ability makes it appropriate for fu-
ture nanoscale long-range NoC interconnects where delay
variations are inevitable. Since the usual way of improv-
ing the performance of long on-chip interconnects is using
voltage mode signaling along with either repeater insertion
or using pipeline stages, we designed two-phase 1-of-4 en-
coded voltage-mode signaling references, one with pipeline
stages and the other with optimally inserted repeaters. These
voltage-mode interconnects serve as references to our pro-
posed current-mode interconnect.

Throughput (Gword/s)

Wire length (mm)

—+— Best PMCm
—*— Best TPVmP

—&— Worst TPVmP
—A— Worst PMCm

Figure 15: Throughput of the interconnects in the presence of
crosstalk.

The performance analysis shows that the current-mode
interconnect has higher throughput and lower latency than
the two reference interconnects. It achieves a throughput
of 1.222 Gword/s at 8 mm wire length which is 1.58 times
higher than the throughput of the pipelined voltage-mode
interconnect and 1.89 times higher than the one using opti-
mal repeater insertion. From the power consumption analy-
sis, it is seen that the current-mode interconnect consumes
less power than the reference voltage-mode interconnect
with optimal repeater insertion starting from the wire length
of 6 mm. On the other hand, it consumes more power than
the voltage-mode interconnect with pipeline stages for 2 to
12 mm wire length. However, the power consumption dif-
ference between these two interconnects becomes smaller
when the wire length increases. The power-throughput ra-
tio of the proposed current-mode interconnect is much less
than the voltage-mode interconnect with optimal repeaters
and slightly greater than the pipelined voltage-mode inter-
connect. The effects of crosstalk on latency and throughput
of the interconnects are also analyzed. The variation in for-
ward latency of the current-mode interconnect was a few per-
cents larger than that of the pipelined voltage-mode inter-
connect. In case of throughput reduction due to crosstalk,
the throughput of pipelined voltage mode is more affected
than the current mode.

Therefore, using the proposed multilevel current-mode
interconnect for long-range NoC links such as the torus end-
around channels allows the network to achieve high through-
put and low latency along with delay-variation-insensitive
communication. The delay insensitivity makes the commu-
nication robust and attains average-case performance rather
than worst-case performance which is the situation in com-
munication based on timing constraints.
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