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a Department of Built Environment, Aalto University School of Engineering, P.O. Box 14100, FI-00076 Aalto, Finland 
b Department of Geography and Geology, University of Turku, 20014 Turku, Finland 
c Finnish Geospatial Research Institute FGI, Geodeetinrinne 2, FI-02430 Masala, Finland 
d Forum Virium Helsinki Oy, Unioninkatu 24, FI-00130 Helsinki, Finland   

A R T I C L E  I N F O   

Handling Editor: Tenley Conway  

Keywords: 
Green space 
3D city model 
Urban planning 
Digital twin 
Perception 
Virtual reality 

A B S T R A C T   

Virtual reality-based urban audit methods are gaining increasing attention; however, most virtual urban audit 
studies have focused on panoramic views. The 3D city model-based geovisualizations have remained until now 
rather unexplored in user studies for urban audits and for communicative urban planning. We explored the 
feasibility of a 3D geovisualization-based urban audit in virtual reality (VR) for assessing the perceived quality of 
an urban park deck in Helsinki, Finland. For this purpose, we created a photorealistic and geometrically accurate 
3D model (Bryga 3D) based on photogrammetric and laser scanning data. Bryga 3D was implemented on a game 
engine to be viewed with a head-mounted VR display. Bryga 3D’s ability to convey information in a subjective 
urban audit, that is, subjectively perceived affordances of a park deck, was tested in a walk-along interview study 
comparing auditing in situ and via the VR method. A comparison of the results with in-situ (n = 13) and VR 
interviews (n = 21) show that the perception of several tangible elements, such as spatial division, landforms, 
paths, and chairs when using Bryga VR was similar to when performed in situ. Perception of vegetation was 
weaker in VR in terms of its detailed quality, which somewhat affected the presented development ideas and 
assessment of the seasonal context. Also, weaker perception of the surroundings and city context affected the 
results in VR. However, considering that Bryga 3D presents an example of a highly automated 3D city modeling 
process conducted with minimal manual work, its results are encouraging for future attempts to advance such 
realizations for the purposes of communicative urban planning. 3D geovisualization-based virtual audits could be 
used when urban green space audits are not possible or when they are demanding to implement in situ.   

1. Introduction 

1.1. 3D geovisualizations and assessment of urban green spaces 

The potential of 3D geovisualizations for a variety of land use and 
planning assessments has been increasingly addressed in academic 

research (e.g., Willenborg et al., 2018, Onyimbi et al., 2018). While 3D 
geovisualization is a broad concept and includes a variety of 
three-dimensional geospatial data visualizations (Hildebrandt and 
Döllner 2010, Bleisch, 2012, Neuville, 2020), 3D city models aim to 
serve as public scalable multipurpose platforms (Döllner et al., 2006, 
Biljecki et al., 2015, Julin et al., 2018). 3D city models usually refer to 
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city-wide data sets (Kaden and Kolbe, 2013); nevertheless, some studies 
have applied 3D city models for spatial analyses at the local and 
neighborhood scale, such as in property assessment (Krüger and Kolbe, 
2012, Palliwal et al., 2021) and analysis related to urban green infra-
structure (Dissegna et al., 2019, Virtanen et al., 2021). 3D city models 
are also related to digital twins of the city, as 3D city models play a role 
in their development (Batty, 2018, Ketzler et al., 2020). Recently, 3D 
city models have been increasingly applied to game engines, which offer 
a multi-perspective and multimodal reconstruction of three-dimensional 
space and open up opportunities for virtual reality applications with 
geospatial datasets (Laksono and Aditya, 2019, Tschirschwitz et al., 
2019, Keil et al., 2021). 

One of the potential examples of how to utilize 3D geovisualizations 
in communicative planning is the assessment of urban green spaces. In 
recent years, the importance of easy-access and equally distributed 
local-scale urban ecosystem services have gained attention in urban 
green infrastructure (UGI) planning and research (Wolch et al., 2014, 
Tan and Samsudin, 2017). In addition to access to green spaces, several 
studies have posed concerns about the quality of green spaces, as the 
existence of green space in a locality does not always equate with quality 
of the environment (Lennon et al., 2019). Thus, the assessment of cul-
tural ecosystem services in particular (i.e., the cultural nonmaterial 
benefits people obtain from ecosystems (see e.g., Chan et al., 2012)) is 
stated to benefit from human audits and participation (Faehnle et al., 
2014, Rall et al., 2019) and the importance of inclusive urban green 
infrastructure governance has been actively debated (Møller et al., 
2019). 

1.2. Omnidirectional virtual urban audits 

To gather perception-based data on the environment, urban field 
audits and walk-along interviews (or walking interviews) have been 
used as methods in which the participant is located in situ (also on foot 
or on-site) while observing the environment. Audits are either objecti-
ve—that is, they are implemented by researchers or trained fieldworkers 
(usually with a detailed field manual)—or subjective audits, assessing 
perceived qualities and satisfaction, or a mix of these (Kim and Lee, 
2022). A remarkable share of the field audit literature is designed to 
assess built environment characteristics that affect health-related be-
haviors, such as walkability audits (see e.g., Clifton et al., 2007, 
Aghaabbasi et al., 2018). Some of the field audit and walk-along studies 
are motivated by urban green space research, such as investigating how 
the size of a park affects the perception of green space (Macintyre et al., 
2019), which park features influence visiting a park (Veitch et al., 2020), 
and how residents value green infrastructure within their neighborhood 
(van Vliet and Hammond, 2021). 

During the last decade researchers have increasingly started to test 
alternative ways to conduct urban audits with digital omnidirectional 
data. The materials used in omnidirectional virtual audit studies can be 
roughly divided into two main categories: hypothetical 3D visualiza-
tions of the built environment (see e.g., Birenboim et al., 2019), and 3D 
geovisualizations, which are based on reference data from the real-life 
environment, usually representing a distinct place or area. Again, the 
latter can be further divided into two (Fig. 1). Firstly, there are several 

audit studies that advance panoramic view images, such Google Street 
Views (GSVs) as one or the main source material for the audit (e.g., 
Pliakas et al., 2017, Cleland et al., 2021). These emerged after 2007 
when Google Street View debuted in American cities (Anguelov et al., 
2010, Wilson et al., 2012, Charreire et al., 2014). A recent study 
compared street view images, 360-degree videos presented in a 
head-mounted display (HMD) and in-situ field audits, indicating that the 
advantage of a virtual audit is connected to a larger study area (Kim and 
Lee, 2022). 

Secondly, there are some audit-like studies, sometimes targeted at 
participatory planning, advancing geospatial 3D models, that is, 3D 
geovisualizations (e.g., Newell et al., 2017), including communicative 
planning with park areas (van Leeuwen et al., 2018). Sanchez et al. 
(2017) utilized a predetermined walk in a VR-based 3D geovisualization 
for comparing audio-visual designs of public spaces, and Pouke et al. 
(2019) investigated a VR-based 3D geovisualization for future urban 
planning scenarios. 3D geovisualizations are also applied in landscape 
preference studies (Manyoky et al., 2014), while some studies concen-
trate on perception-alternating factors of 3D geovisualizations. These 
include an examination of stimuli and experience-altering factors, such 
as immersiveness (e.g., Pouke et al., 2019), sense of place (Newell and 
Canessa, 2015, Jaalama et al., 2021a), and user performance (Lokka and 
Çöltekin 2019, Kubíček et al., 2019). The perception of 3D geo-
visualizations has also been studied through affordances (Jaalama et al., 
2021a), that is, subjectively perceived opportunities of the environment 
(e.g., Kyttä 2004, Lennon et al., 2017). 

Clearly, a user’s perception and performance are of importance, 
because for designing effective virtual environments, it is necessary to 
understand how users perform within immersive simulations, that is, 
which virtual environments are more successful at stimulating and 
replicating real-world user behavior (Halik and Kent, 2021). However, 
apart from designing effective environments, the investigation moti-
vated by communicative planning is also an important matter, that is, 
how 3D geovisualizations can stimulate participant discussion and in-
formation transfer for planning objectives (Hayek, 2011). Yet there are 
fewer studies that study 3D geovisualizations in terms of their feasibility 
for subjective urban audits for urban green space planning. 

1.3. Study aim 

Until now we have not been able to find a subjective urban audit or 
walk-along interview study that applies a photorealistic and geometri-
cally accurate 3D geovisualization of urban green space perceived 
through an HMD. Thus, we demonstrate a general workflow for a 3D 
measurement-based and highly automated 3D city modeling process for 
game engines. The study aim is to assess to what extent the respective 
application can be utilized to convey information on affordances in 
reality-based VR audits, such as in walk-along interviews for the quality 
assessment of an urban park. To do this, we compare walk-along inter-
view data conducted in situ on an urban park deck in Helsinki, and with 
a 3D geovisualization of the park deck on an HMD in VR (later Bryga 
3D). Finally, the effects of embedded 360-degree panoramic views and 
participants’ prior visit(s) to the park deck are analyzed. Our research 
questions are (1) how do the perceived affordances differ between VR 
and in-situ interviews, and (2) how do the distinct approaches of 3D 
geovisualization-based VR audits convey information on affordances for 
virtual audits? 

2. Materials and methods 

2.1. Study site 

The study area was the Bryga park deck, located in the Kalasatama 
district (lit. Fish Harbour) of Helsinki, Finland (see Fig. 6, section c). 
Kalasatama is a former brownfield district with 5,000 inhabitants as of 
2021. It is one of Helsinki’s flagship renewal projects that is expected to Fig. 1. Omnidirectional virtual urban audits in the academic literature.  

K. Jaalama et al.                                                                                                                                                                                                                                



Urban Forestry & Urban Greening 76 (2022) 127712

3

become an urban district of 25,000 inhabitants and 10,000 workers by 
2035. (City of Helsinki, 2021) Bryga park deck is a newly-built urban 
recreational outdoor area, spanning 0.7 ha and located on the roof of the 
shopping mall Redi. Bryga features mounds and rocks, stormwater 
structures, steel pergolas and a playground area, in addition to picnic 
areas with tables, chairs and sun loungers. Trails and smaller paths run 
between vegetation areas. Apart from lawn, there are some 50 species of 
vegetation, including conifers, perennials and different kinds of grasses. 
35% of the park area is covered by vegetation, and another 18% by other 
permeable surfaces. A metro line and a highway connection to eastern 
Helsinki run under the construction complex of Bryga. (Landezine 
Media, 2022). The park deck is connected to four courtyards of nearby 
high-rise buildings that were still under construction when the 3D 
measurements for the Bryga 3D model and the in-situ walk-along in-
terviews took place. 

2.2. VR application development of Bryga 3D 

To conduct VR-assisted interviews, a VR application was produced 
with the help of 3D measuring technology, highly automated 3D model 
processing, and game engines. The general workflow of the application 
development is described in Fig. 2. 

2.2.1. Data acquisition and data preprocessing 
The datasets for developing Bryga 3D were collected using terrestrial 

laser scanning and aerial imagery based on unmanned aerial vehicles 
(UAV). Laser-scanned data sets were collected using two Leica RTC360 
scanners with on-field preregistration. UAV-based aerial image datasets 
were collected with a DJI Phantom 4 Pro+ drone for subsequent highly 
automated 3D modeling. A set of ground control points were measured 
to assist in combining the collected datasets by using a Leica GS18 GNSS 
RTK device. The detailed specifications and parameters of the scanners 
and UAV are listed in Appendix A. 

2.2.2. Data preprocessing 
Laser-scanned preregistered point cloud data was preprocessed with 

Leica Cyclone Register 360 (version 2020.1.0). The process included 
cleaning the data of erroneous and outlier points, for example points 
caused by reflections and dynamic objects, such as vehicles and people. 
All scanning stations were registered, and the point cloud was colorized. 
To improve the visual quality of the point cloud colorization and later 
3D model texturing, the panoramic images for each scan were processed 
using the external image editing software Darktable (version 3.0.0). 
Aerial imagery was processed using Adobe Lightroom Classic (version 
10.1.1). The tonal scales of the images were adjusted to recover lost 
details due to over- and underexposure. Blurred images were excluded 
from the image set to avoid problems during photogrammetric 
reconstruction. 

2.2.3. Automated 3D modeling 
The 3D model was produced as automatically as possible using the 

photogrammetric 3D reconstruction software RealityCapture (version 
1.1). The laser-scanned point cloud data and the collected aerial images 
were used to produce the resulting textured 3D mesh model. The model 
was also georeferenced by registering it with the measured ground 
control points. The resulting final game engine-compatible model was 
simplified from the original full density model in order to run in a VR 
application. 

2.2.4. VR application development 
The final Bryga 3D application development was achieved in Unreal 

Engine 4 (version 4.26.2), a versatile commercial game engine. The 
application was built around the automatically processed 3D model of 
the Bryga park deck (Figs. 3a, 4a, 5a). In addition, two manually 
generated 3D model assets, namely high-rise buildings and untextured 
Helsinki 3D city model data (level of detail 2 (LoD2)) were added to the 
final VR scene to visualize the surroundings of the Bryga park deck (for 
untextured model, see Fig. 3a). Also, dynamic lighting (sun and clouds) 
was added to further increase the immersion of the VR application. 
Bryga 3D in VR was built lightly in terms of data so that it would run 
effortlessly in the game engine. Figs. 3, 4 and 5 show a comparison of the 
final Bryga 3D model with the photographs taken in situ. 

In the final VR application, the users could move with the 
teleportation-based locomotion technique in a predefined area within 
the scene using VR controllers. The navigable area was defined to match 
the walking route of the walk-along interviews. In addition, a set of 17 
interactive panoramic image spheres were added along the route, 
marked with green dots. These spheres utilized the panoramic photo-
graphs collected by the laser scanner to show a purely image-based view 

Fig. 2. General workflow of the Bryga park deck VR application development.  

Fig. 3. Bryga 3D in VR (section a) and the respective view in situ as captured in 
photographs (section b). 
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in contrast to the 3D model-based view. The spheres with the panoramic 
images, perceivable through HMD, were distributed evenly along the 
route to illustrate the most focal points of the park; however, we wanted 
to avoid adding too many panoramic images to maintain the usability of 
the application. The panoramic images were activated only in the sec-
ond interview round in Bryga 3D. The participant could see panoramic 
views by navigating to the dot and raising the hand-held controller. 
Other interactive elements included a map of the area with the walking 
route and arrows as guidance markers. 

2.3. Interview study design 

2.3.1. Recruitment of participants and presurvey 
During the fall of 2020 we recruited 11 participants to the in-situ 

interviews, which took place on the Bryga park deck in September and 
October 2020. An additional two participants were recruited to the in- 
situ interviews in October 2021 to fulfill the data. In fall 2021, 21 par-
ticipants were recruited to take part in the VR-assisted interviews at 
Oodi public library in Helsinki. VR interviews were the main interest in 
our study, and the in-situ interview data was collected to be used as 
reference. For this reason, the number of participants was higher in the 
VR interviews. 

Recruitment was conducted via the study project’s social media ac-
counts, via the study staff members’ networks, and via snowball sam-
pling. The participants were laypersons and professionals interested in 
supporting our research or getting to know the Bryga park deck and/or 
the technology behind 3D geovisualizations better. In recruiting the 
participants, we aimed for a group representing diverse backgrounds; 
therefore, while marketing the interviews, we did not especially target 
professional green space planners, for example. In addition, remote 
sensing experts, researchers and students were excluded from the VR 
interviews to avoid biased perception towards 3D geovisualization. 
However, some of the interview participants were professionally 
involved with the topics of land use planning. These participants had 
occasional challenges in answering the interview questions, including 

affordances, from a personal user perspective. These challenges were 
considered when analyzing the interview data. Participants were aged 
30–43, except for a single participant aged 59. The average age of the 
participants was 35, while the median age was 33. In both interview 
groups, the number of participants who had visited the park deck prior 
to the interviews was five; that is, 38% of the in-situ participants and 
24% of the VR participants. 

All the participants signed the informed consent document and 
replied to a presurvey that included information on the participants’ 
age, prior familiarity with the Kalasatama area, and possible former 
visits to the Bryga park deck (Appendix B). Also, prior use of VR headsets 
and familiarity with 3D geovisualizations were asked about before the 
VR interview was conducted (Jaalama et al., 2021a, Newell and Can-
essa, 2018). The average length of the VR interviews was 24 min and 
that of in-situ interviews 19 min (interview length without instructions 
at the beginning). Some 24% (n = 5) of the VR participants and 38% 
(n = 5) of the in-situ participants had visited the Bryga park deck prior 
to the interview. The overall results of the presurvey on participants’ 
background variables are presented in Appendix C. 

2.3.2. Interview procedure 
The same interview design was applied to the in-situ and the VR 

walk-along settings to compare the two methods. The walk-along 
interview design included a predetermined path that was followed in 
both interview settings (Fig. 6) to ensure the comparativeness of the two 
methods. After the VR interview, a brief additional round was performed 
with the participants using panoramic views in selected spots of Bryga 
(these were not included in the reported interview lengths). The field 
study process in the VR and in-situ interviews are presented in Fig. 7. 

All the interviews were semi-structured in character, as we asked 
predetermined questions (Appendix D) but also let the participants point 
out and describe the attributes in the environment freely. In the VR 
interview, the participant could do this by using the virtual hands for 
pointing and by gazing at the objects while interviewer was observing 
the walk from a laptop screen (Fig. 8). In the in-situ interview, this was 

Fig. 4. Bryga 3D in VR (section a) and the respective view in situ as captured in photographs (section b).  

Fig. 5. Bryga 3D in VR (section a) and the respective view in situ as captured in photographs (section b).  
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done by observing the participant while walking along. All the in-
terviews were initiated by giving the participant a general task for the 
course of the whole interview: “during the walk, describe in your own 
words what you see around you and what kind of a place Bryga is.” 
Further questions were asked according to the plan (Appendix D). The 
idea was that the participants could describe the environment rather 

freely and intuitively; however, we ensured that all the topics of the 
affordances star were touched upon by the end of the interview. The 
interviewer could also ask further questions based on the responses and 
observations of the participants; nevertheless, we aimed to avoid leading 
the participants one way or another. It was not uncommon that the 
participant would come up with some of the topics of the affordances 

Fig. 6. Predetermined route for the walk-along interviews in VR and in situ (section a; an adaptation of original map on the Bryga park deck), the study site shown on 
orthophotograph (section b; city of Helsinki map service), and the study site’s location in the Kalasatama district (section c; city of Helsinki map service). 
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star intuitively by themselves. In such cases, the interview plan was 
adjusted to follow the discussion and the questions were modified 
accordingly (i.e., if not necessary, the same topics were not covered 
twice). As illustrated above, the questions were not strictly bound to 
specific points or exact moments along the walk. However, due to the 
interview plan, similar patterns emerged throughout all the interviews. 
For example, the question “how would you improve Bryga?” was asked 
as the final question in the majority of the interviews. 

The interviews were conducted following the Aalto University’s 
Research Ethics and Research Integrity guidelines and the Finnish 
Advisory Board on Research Integrity guidelines (Finnish National 
Board on Research Integrity, 2019). COVID-19 security measures were 
followed in the VR interviews and particular caution was shown toward 
the participant in terms of possible nausea caused by the VR system (see 
e.g., Hupont et al., 2015). In the in-situ interviews, we faced technical 
problems with the interview recording. For this reason, in two of the 
in-situ interviews we had to use interview notes as an additional data 
source—these were excluded from the summative analysis but used for 
the content analysis. 

2.3.3. Affordance star to capture green space quality 
To understand how the quality of green space could be determined 

through human audits, academic literature has suggested the affordan-
ces approach, which refers to the subjectively perceived opportunities of 
the environment. In the ecological approach to affordances (Gibson, 
1979 cited in Lennon et al., 2019) the environmental attributes are dealt 
together with the context, that is, acknowledging the diversity of per-
sonal, social, and environmental conversion factors that advance or 
hinder the realization of needs and desires (Douglas et al., 2017; 
Withagen et al., 2012, Lennon et al., 2019). 

To concretize the use of affordances for reviewing the qualities of a 
green space, Lennon et al. (2017) have provided an affordances star 
concept, through which the distinct environmental qualities perceived 
by a human subject can be articulated and structured. The affordances 
star has six dimensions that interact to produce opportunities and con-
straints. These are space (e.g., landforms); scale; time; objects (e.g., 
presence or absence of trees, benches); actions (e.g., jogging, bird 
watching); and the physical and psychological state of the person posi-
tioned in relation to these other dimensions. Further, these dimensions 
do not exist independently of the others in producing the experience of 
quality of the green space (Lennon et al., 2017). 

The interview design was thus based on the affordances star (Lennon 
et al., 2017) that models the qualities of a green space that are important 
in green space planning and assessment from an individual, observable 
point of view, including tangible and intangible aspects of the green 
space. The affordances star was the test frame—not the primary study 
subject but a tool that enabled us to gather and compare observations 
central to the planning aspect. The topics of the affordances star were 
used to form the semi-structured interview topics (Appendix D). We 
applied a realist study perspective (Braun and Clarke, 2006) which has 
been shown to be convenient in interview settings dealing with 
perceived environmental attributes (see e.g., Macintyre et al., 2019). 
That is, we applied a larger interview sample size and analyzed partic-
ipants’ explicit descriptions instead of a more in-depth analysis with few 
individuals’ experience, and a semantic rather than a latent approach. 

2.3.4. Data analysis 
Qualitative data was audio-recorded during the walk-along in-

terviews and transcribed verbatim. The data was anonymized prior to 
reporting the results and analyzed using content analysis, coding, and 
regular expression search with the support of Atlas.ti (Version 9) (see 
phases 1–3 in Table 1). Both for in situ and walk-along interview data, 
the inductive coding of items was conducted. This was followed by 
deductive thematic content analysis (see e.g., Outermans et al., 2016), 
based on preliminary coding driven by the affordances star framework 
(Lennon et al., 2017). When possible and meaningful, we advanced a 
summative content analysis approach; that is, counting and comparisons 
followed by interpretation of the findings (Hsieh and Shannon, 2005, 
Veitch et al., 2020). The results of the two data sets were compared to 
gain insight into their differences (phase 4). The possible effect of a prior 
visit to the Bryga park deck was controlled in the VR interview data 
(phase 5). A brief content analysis was performed with the interview 
data with 17 panoramic images embedded in Bryga 3D. By doing this, 
we could identify the benefit of additional panoramic views for the use 
of 3D geovisualization in VR (phase 6). Finally, based on the previous 
analysis results, the distinct approaches of Bryga 3D in VR were 
compared subjectively (by N.N.) by assessing their abilities (low = 1, 
good = 2, or moderate ability = 3) to convey information on the central 
affordances, and by using in-situ interview data as reference. 

Fig. 7. The interview procedure in the VR (1) and in-situ (2) interviews.  

Fig. 8. VR interview at Oodi public library in Helsinki.  
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A total of 80 items were identified from the VR and in-situ interview 
data and allocated under the six categories of the affordance star. One 
additional category was formed for constraints in perception. 74 items 
were included in the summative analysis; that is, the number of in-
terviews in which the respective item occurred was investigated. Hence, 
six items were only investigated through content analysis, as these were 
not meaningful for validation via summative means but they did bring 
insight to the data via content analysis. 

3. Results 

3.1. Individual affordance categories as perceived in situ and in 
VR—results from summative and content analysis 

3.1.1. Space (tangible and intangible) 
The tangible and intangible descriptions of space occurred in the 

majority of the VR and in-situ interviews (see Appendix E). Both positive 
and negative intangible descriptions occurred in both data sets, some-
times within the same interview. In the VR interviews, positive char-
acteristics included terms such as pleasant and good quality of space. 
Negative descriptions of space included terms such as run-down, dirty, 
and unwelcoming, and were to some extent different between the two 
groups. The VR participants were disturbed by the flaws in the model, 
resulting in space descriptions such as “unsafe, weird, and 
apocalyptical”. 

In the VR interviews, the negative descriptions were often related to 
the hesitation caused by the feeling of unrealness or weirdness, as the 
majority of the participants found that there was something wrong in the 
environment or that the environment did not make sense, or they made a 
wrong interpretation caused by misleading visual information. Also, the 
impression that VR participants were alone in the virtual environment 
led to hesitation for some. Some VR participants described the place as 
private and empty or open and spacious. On the contrary, some of the in- 
situ participants described the place as “controlled” due to the 
comprehensive fencing, and that there were “cage-like” structures. 
These notions did not appear in the VR interview data, but a controlled 
feeling was reported due to the surveillance cameras in the VR group as 
well. 

In both groups there were participants who would not refer to the 
Bryga park deck as a green area. This was connected to the identified 
purpose of the space; a good share of participants in both groups said 
that they would not come to visit the place for the nature but for some 
other recreational purpose. The divisions of space, such as play area, 
paths, and places for picnics were broadly identified and in line with 
each other in both groups. 

3.1.2. Scale (surroundings, size, and connectivity to the surroundings) 
Both groups were aware that the park is located above the streets, 

and in both groups an equal share of participants compared the Bryga 
park deck to another real-life place. Both groups found it difficult to 
assess the size of the park deck; however, the presented assessments and 

references were generally in line with each other. Instead, there were 
some differences between the groups in how the participants perceived 
the surroundings and linked them to the park use. In the in-situ in-
terviews, more than half mentioned the remoteness of the Bryga park 
deck and its weak accessibility to the surroundings, while less than a 
quarter mentioned this in the VR interviews. This difference between the 
groups was accentuated if the VR participants with prior visits to the 
Bryga park deck were excluded. 

In the in-situ interviews, the scenery was reported in more detail and 
the role of the surrounding city was present in the descriptions and was 
well elaborated. In the VR interviews the descriptions were much more 
linked to the park itself, and if the views were mentioned, the de-
scriptions were more likely to be speculative and to include un-
certainties. More than half of the VR participants mentioned the 
surrounding views, but for many it was challenging to identify the 
buildings or other premises in the scenery, and for some it was chal-
lenging to locate the park deck within the city district. Around half of the 
VR participants reported having issues in understanding the surround-
ings and the views or made wrong interpretations of the surrounding 
environment. Some in-situ participants found nice spots in terms of 
scenery, while others were somewhat disappointed with the views. VR 
participants saw potential in the scenery but could not tell for sure. 

Apart from the content analysis, uncertainty with the surroundings 
was shown in summative analysis, as the shopping center under the park 
was mentioned in 47% of the VR interviews, and in 91% of the in-situ 
interviews (see Fig. 10). The big road under the park deck was 
mentioned by 33% of the VR participants and 64% of the in-situ par-
ticipants. The majority (n = 20, 95%) of the VR participants mentioned 
the surrounding high-rises (these were the only objects with a modeled 
texture outside the park premises). 

3.1.3. Time (temporal context and possibilities) 
Both VR and in-situ participants included notions on the changing 

characteristics of space, such as that the area is still being built, it is 
newly built, and the vegetation is newly planted and has not grown yet. 
Generally, the potential seasons and day- and night-time possibilities 
were identified similarly in both groups. Sunny weather was reported by 
many in the VR interviews, but when the VR participants were asked to 
assess the current season, the responses varied from spring to summer 
and fall. Thus, VR participants had issues in identifying the relevant 
season. 

3.1.4. Objects (materials, vegetation, and facilities) 
According to the summative analysis, the objects were the most 

commonly occurring category in both interview data sets (see Appendix 
E). The participants in the VR and in-situ interviews identified the ma-
terials and facilities in a similar manner. Facilities were generally 
comprehensively identified by both groups, and the descriptions of them 
were given in detail. Bicycle stands, pergolas, and deck chairs, benches 
and tables, sunloungers and play area equipment were mentioned by at 
least 80% of all the participants in both interviews (see Fig. 9). 

Table 1 
Analysis design.  

Data Phase 1 Phase 2 Phase 3 Phase 4 Phase 5 Phase 6 

1 VR walk- 
along 
interview 
data 

Coding of the 
interview data into 
items to identify 
recurring space 
descriptions and 
affordances 

Coding of the items 
into the categories 
according to the 
affordances star 

Regular expression 
search for 
summative analysis 
and content analysis 
where applicable 

Comparison of the 
results and 
identification of 
differences between 
the groups 

Analysis of the 
effect of prior 
visit in the VR 
interview data 

Content analysis of interview data 
with the embedded panoramic 
images to identify the possible 
change in perception and additional 
benefit of embedded panoramic 
views in a 3D geovisualization 

2 In-situ walk- 
along 
interview 
data 

Coding of the 
interview data into 
items to identify 
recurring space 
descriptions and 
affordances 

Coding of the items 
into the categories 
according to the 
affordances star 

Regular expression 
search for 
summative analysis 
and content analysis 
where applicable 

Comparison of the 
results and 
identification of 
differences between 
the groups    
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However, from a quality point of view, VR participants occasionally 
expressed uncertainty with some of the materials and the facilities. For 
example, there were misunderstandings connected to the problematic 
geometry and texture of the playground equipment and the Bryga park 
deck fence (since the laser scanner was not able to capture the parts 
made of glass). Some of the VR participants considered the fence to be 
broken or a confusing design, or they could not tell what was wrong with 
it. Thus, the fence was mentioned more often in the VR data. Both VR 
and in-situ groups generally found the decks a dominating, sometimes 
even disturbing feature in the scene. Also, the amount of bicycle stands, 
as well as the convenience of their use on a high deck, was consistently 
questioned in both groups. As the bicycle stands were so numerous, 
some of the VR participants started to doubt their own perception (even 
if it was correct). 

Identifying or naming the vegetation was challenging for VR par-
ticipants. If the details and species were described, they were merely 
speculations or obviously wrong interpretations. On the contrary, if 
inquired, the in-situ participants could provide detailed description of 
the vegetation, that is, they could name or describe the vegetation type 
in detail. The in-situ participants also commented often on the lack or 
quality of the greenery and presented their personal opinions on the 
plantings. 

While unable to name the species, many VR participants still iden-
tified the general type of the vegetation. More than half of the VR group 
reported trees, shrubs, and grass, and many were able to identify be-
tween low and high vegetation. The majority of the VR participants 
reported grass and more than half of the VR participants could also 
distinguish between the artificial grass and the real grass. They were also 
to some extent able to describe the color and color intensity, and some 
physical forms and the size of the vegetation, and some reported that the 

vegetation was recently planted. Many VR participants also noticed a 
variation in the spatial division of vegetation, as many reported 
preferring the western side of the park since the impression of vegetation 
was fuller and nicer there. The same spatial variations and preferences 
were reported in the in-situ group. 

3.1.5. Actions 
Both groups could name potential actions on the park deck. The 

differences in perceived actions were often linked to the differing ability 
to perceive surroundings between the VR and the in-situ settings. For 
example, when almost half of the VR participants suggested that it 
would be possible to come and look at the scenery, only one in-situ 
participant found it a possibility to consider (and that idea was linked 
to watching not the scenery itself, but a festival that is organized 
annually nearby). Most of the in-situ participants linked the park to a 
visit to the nearby shopping center or to visit while passing by. Less than 
one third of the VR participants mentioned this. This difference between 
the groups was accentuated if the VR participants with prior visits to the 
Bryga park deck were excluded from the analysis. 

3.1.6. Persons (personal context, social aspects, and development ideas) 
Finally, participants assessed their potential visits to the park deck in 

similar way. In both groups many considered the Bryga park deck too 
urban and less like nature in terms of their recreation preferences. 
However, in both groups many considered the park as a good option if 
passing by or if there were another reason to spend time somewhere 
nearby. For the in-situ participants, it was easier to describe and link 
their potential visit to the surrounding services, and to point out possible 
constraints for a park visit (such as the remoteness and perceived bad 
accessibility to the deck). Even if most of the VR participants (n = 18, 

Fig. 9. Key similarities in perception between VR and in-situ interviews. Items mentioned by at least 35% of the participants in the VR or in-situ interviews, with 15 
or fewer difference in percentage points between the occurrence rates. Darker color denotes VR interviews and lighter color denotes in-situ interviews. 
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86%) understood that the Bryga park deck is a real place and located in 
the Kalasatama area, they could not always describe the exact location, 
and thus the context was given less weight in the VR interview data. 

Participants in both groups felt that the park deck is meant mainly for 
young people or children, or for the residents of or workers in the nearby 
high-rises. The majority of the in-situ participants mentioned other park 
visitors currently visiting the park deck, and their actions were observed 
in terms of interpreting the meaning and affordances of the park deck, 
which was not possible in VR. 

The presented development ideas were mostly shared between the 
VR and in-situ participants and included adding or changing physical 
properties or facilities (like changing the pergolas, and adding warm 
materials such as wood), adding services, such as commercial services 
and venue for concerts, for example. Unlike the VR participants, the 
majority of the in-situ participants presented the development idea of 
increasing greenery and vegetation on the park deck (see Fig. 10). In the 
VR interview data, some expressed concerns about the park’s safety, as 
the fence and playground seemed to be broken and generally the place 
looked unwelcoming (these were connected to the flaws in the semi- 
automated model). These concerns did not occur in the in-situ inter-
view data. 

3.2. The effect of prior visits and embedded panoramic views 

3.2.1. Results from participants with prior visits to the Bryga park deck 
There were implications that context and surroundings were un-

derstood more comprehensively among the VR participants with prior 
visits to the Bryga park deck (and were more similar to the in-situ in-
terviews). It is also notable that the participants who had visited the park 
deck before described their visit(s) during the interview. 

Two out of five participants with prior visits mentioned that Bryga’s 
location is remote in their opinion, while only three out of 16 mentioned 
the same thing among the VR participants with no prior visit. Three out 
of five mentioned that Bryga could be visited while at the shopping mall 
under the deck, while only three out of 16 of the VR participants with no 
prior visit mentioned the same thing. Nine out of 16 VR participants 
with no prior visit reported uncertainties in understanding the views and 
what is in the immediate surroundings, while only one out of five par-
ticipants with prior visits reported these challenges. VR participants 
with prior visits found the park deck worth visiting “if I happened to be 
spending time nearby,” or as a secondary destination, linking the visit to 
some other purpose for visiting the area (this was similar to the in-situ 
participants). Furthermore, there were implications that prior visits 
affected the perception of intangible space to some extent; out of the six 

VR participants who described the park deck as windy, three had visited 
the park deck before. While five VR participants presented a develop-
ment idea including a covering shelter, as many as four of them had 
visited the park deck before. However, as there were only a few VR 
participants who had visited the park deck (n = 5/21), the stated com-
parisons are strongly qualitative and indicative. 

3.2.2. Results with embedded panoramic views 
The additional round in Bryga 3D with 17 embedded panoramic 

images resulted in enhanced perception for some of the items. These 
were: (1) Participants were now able to see and interpret the views, 
which helped some to comprehend their location in the city. This made 
some of the participants more critical as they now found that the views 
were not as nice as they had hoped, and the space seemed busier due to 
the traffic. (2) Some reported that they now can be sure of the materials 
and that the interpretation of details was now easier. (3) The partici-
pants were able to make more detailed comments on the vegetation and 
vegetation color, which resulted in mixed outcomes. Some found that 
the vegetation seemed smaller and the place less green, but some found 
that the vegetation seemed larger and/or generally nicer. Some said that 
their idea of the vegetation did not change significantly. (4) Further, 
participants reported to have received better information on the rele-
vant season. (5) Some reported that after seeing the people, they got 
more information on the space and how and by whom it is used. Also, 
some mentioned that it is nice not to be alone on the park deck anymore. 
(6) Finally, the environment did not look “intimidating” anymore, as the 
fence and play devices were no longer “broken”. For some, the clarifi-
cations were an improvement but for some they were a disappointment. 
When asked about the reason for this, one participant explained that the 
game-like model offered a more place-neutral or even exotic image of 
the space that probably led to replacing the shortcomings in the model 
with the ideal features. 

Even if many considered that the panoramic views were successful in 
assisting them with their understanding of the park deck, there were also 
some difficulties. These were linked to (1) to the lack of depth, which 
some found to be hindering their perception. (2) The absence of degrees 
of freedom (i.e., that one could not move within panoramic views and 
that the view was locked) was considered disturbing after moving freely 
in the environment. (3) Panoramic images did not always offer clear 
visual information, as they, for example, included reflections of the glass 
fence that prevented the view through the fence. (4) Also, the changing 
weather nuances in the panoramic images gave an incoherent impres-
sion of the environment. 

Generally, the perception linked to the purpose of the place, its 

Fig. 10. Key differences in perception between VR and in-situ interviews. Items mentioned by at least 35% of the participants in the VR or in-situ interviews, with 35 
or more difference in percentage points between the occurrence rates. Darker color denotes VR interviews and lighter color denotes in-situ interviews. 
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facilities, and possible actions remained the same with panoramic 
photographs. Only a few added or changed their earlier development 
ideas after the second round, unless the development ideas were linked 
to the flaws in the model (such as repairs to the fence). The effects on 
perception varied: Some said that only minor clarifications occurred in 
the second round and the park looked like they thought it would. For 
some, the difference was more remarkable, and they showed greater 
surprise when seeing panoramic photographs. 

3.3. Distinct approaches of Bryga 3D in conveying information for the 
perception of affordances—indicative synthesis 

An indicative synthesis shows that if the participant did not visit the 
green space prior to viewing it via a 3D geovisualization, the social as-
pects and contextual information are perceived less accurately. Pano-
ramic images embedded in the 3D geovisualization can help in 
perceiving vegetation, materials and temporal context (further expli-
cations of valuing the distinct approaches of Bryga 3D are shown in 
Appendix F). The synthesis was made according to the qualitative and 
summative results by giving a value for how well the studied realizations 
were able to transmit information for the perception of affordances. The 
synthesis is based on three realizations; on Bryga 3D in VR when the 
participant had not visited the place before (blue line), when the 
participant had visited the park deck before (red line), and on Bryga 3D 
in VR combined with panoramic views (gray line) (Fig. 11). 

4. Discussion 

This paper presented a comparison of VR and in-situ walk-along 
interviews related to an urban park deck in Helsinki, Finland, in order to 
subjectively audit perceived affordances. We introduced three ap-
proaches for studying omnidirectional virtual urban audits: (1) The 
tested 3D geovisualization of the park deck is a geometrically accurate 
3D model, as it was built utilizing laser scanning and photogrammetry. 
The tested 3D geovisualization was built with a highly automated 
workflow enabling a scalable modeling process. (2) The virtual reality 
application of Bryga 3D was built on a game engine enabling the use of 
an HMD. Finally, (3) the user study advanced a multidisciplinary 
approach as it applied a theoretical affordances star framework for 
testing the subjectively perceived qualities of an urban green space, and 
we were able to compare its results with those derived from in-situ data. 

We can conclude that the study resulted in encouraging results for 
the future uses and development of omnidirectional virtual urban audits 
for the perception of affordances in urban green spaces and the 

assessment of their quality. The comparison of in-situ and VR interviews 
resulted in more similarities than remarkable differences (Figs. 8–10). 
Hence, the different methods applied for walk-along interviews resulted 
in comparable outcomes. The perceived size, tangible and intangible 
elements, development ideas, and potential actions were mostly in line 
with each other in the VR and in-situ interview data. The differences 
between the VR and in-situ interviews were linked to perception of 
surroundings, vegetation, and the social and temporal context. 

The weaknesses of Bryga 3D in VR were linked to the flaws in the 
modeling texture and geometry, which hindered the perception espe-
cially in terms of vegetation and, as a result, temporal context (season). 
Due to the technical restrictions of laser scanning and UAV 
photogrammetry-based highly automated modeling (e.g., Remondino 
et al., 2005, Soudarissanane et al., 2011, Julin et al., 2019) the flaws in 
visual quality appeared with dynamic (moving) items, with items of 
small-scale geometry (such as small vegetation), and with reflecting 
materials (such as glass fence). Hence, with the photogrammetry and 
laser scanning-based modeling techniques, the elements of urban green 
spaces are variably detectable (Jaalama et al., 2021b). The flaws could 
be improved by increasing the degree of manual modeling in the highly 
automated model, for example with vegetation modeling software such 
as Speedtree (Xiong and Huang, 2010). However, we chose not to do so 
as our task was to test to what extent highly automated and 
minimum-effort modeling is able to convey information for perception. 

Also, the perception of surroundings resulted in being weaker in the 
VR walk-along interview, as the used data source for the park sur-
roundings was a simplified LoD2 city silhouette without textures. The 
context of the park deck was perceived weakly in Byga 3D, and future 
studies need to solve how the links to the surroundings and urban 
context (i.e., how the park is situated in the city) can be illustrated as 
part of a virtual audit. This could be done by using a bird’s-eye-view and 
a more detailed model of the surroundings of the targeted audit envi-
ronment, for example. Having that said, with the use of game engines, it 
is recommendable to optimize the data volume to ensure the function-
ality of the application with lower computational power and with virtual 
reality systems. Hence, a combination 2D and 3D spatial data sets could 
be applied (Yin, 2017). 

Furthermore, the social aspect of the VR application was addressed, 
as some of the VR participants disliked being alone on the deck or re-
ported challenges in identifying the season or the purpose of the place 
when they found no reference to other park users. Future research could 
still address how to tackle the deficit in social interaction in the VR- 
based 3D geovisualizations. It also remains to be examined to what 
extent urban audits in green spaces need social reference, and how it 
shows in the results. Further, multimodality is addressed in previous VR 
studies for subjective perception (Maffei et al., 2016, Cranmer et al., 
2020), and virtual urban audits could benefit from audio-visual infor-
mation, as shown in Sanchez et al. (2017). 

Previous research with 360-degree panoramic images has shown that 
omnidirectional virtual audits are particularly useful for auditing larger 
areas (Kim and Lee, 2022). With 3D geovisualizations, the same may not 
be true. While the Bryga 3D-like realization is easily scalable in terms of 
model construction, auditing was actually no faster in VR than in situ. 
This may also be due to the fact that in our study very few participants 
were experienced with HMDs, or that navigating in VR was new and 
exciting. On the other hand, compared to the panoramic view, navigable 
and geometrically accurate 3D geovisualizations in HMD enable the 
freedom of movement and unlocked perspective (Nebiker et al., 2010). 
Compared to panoramic views, this opens up possibilities (Pouke et al., 
2019, Keil et al., 2021) for navigable simulation-like walk-along in-
terviews and free exploration of the environment. In our study, we 
advanced a predetermined path to ensure the comparability of VR and 
in-situ results. In the future, similar studies could be conducted without 
a predetermined path by letting the participant lead the audit. As the 
tested audit concerned subjective perception and was explorative in 
terms of identified items, further testing could be conducted with 

Fig. 11. Indicative synthesis of the distinct Bryga 3D approaches for the ability 
to convey information for perception of green space affordances. Three denotes 
good ability, two denotes moderate ability and one denotes low ability. 

K. Jaalama et al.                                                                                                                                                                                                                                



Urban Forestry & Urban Greening 76 (2022) 127712

11

objective and prestructured park audits (see e.g., Kaczynski et al., 2012). 
Automated auditing derived with computer vision (Koo et al., 2022) 
offer possibilities for objective audits and for audits mixing subjective 
and objective approaches. 

The study also briefly explored the effect of prior visits to the location 
in the VR interviews. The importance of memory as a factor in 
strengthening understanding proved to be promising (Degen and Rose, 
2012), as participants with prior visits used their knowledge to compile 
observations of the area. The importance of prior knowledge in envi-
ronmental assessment has also been identified in previous studies 
related to the use of geovisualizations (Newell and Canessa, 2018, 
Jaalama et al., 2021a). As our results showed, because a prior visit to the 
park deck supported the perception in Bryga 3D, it may be that 3D 
geovisualizations with a semi-automated modeling process better suit 
those who are already familiar with the area, and conversely, extra effort 
with manual modeling should be used for audiences that are only 
exploring the relevant space for the first time. This notion should be 
verified in future studies. 

The application of geospatial tools to advance the management and 
planning of urban green spaces is not a new approach. Studies with 
digital geospatial tools have presented distinct –although most often 
quantitative – approaches to measuring the quality of urban green space 
and ecosystem services, for example per capita green cover of the city 
(Anguluri and Narayanan, 2017), 3D urban green volume for ecological 
connectivity (Casalegno et al., 2017) and to advance air purification, 
carbon storage and cooling of the city (Derkzen et al., 2015). However, 
several studies have noted the importance of subjective approaches in 
ensuring the quality of urban green spaces. These assessments cannot 
always be derived from large-scale data with objective and quantitative 
means (Faehnle et al., 2014, Rall et al., 2019, Møller et al., 2019, Lennon 
et al., 2019). Visually appealing tools, such as urban digital modeling 
and twins, are developing rapidly, and their application in inclusive 
green space planning might become more tempting in the future. 

We suggest that green space planning can benefit from human-scale 
digital approaches. However, due to the sensitive character of human- 
computer interaction (e.g., Osborne & Jones, 2022), their implementa-
tion also entails potential confrontations. While assessing the applica-
tion of digital approaches instead of in-situ audits, it is advisable to 
consider the context: for instance, whether the use of 3D geo-
visualizations makes the green space assessment more accessible, or not, 
and whether the 3D geovisualization is able to foster the discussion on 
the various subjective meanings of the green space (Faehnle et al., 
2014). When the 3D geovisualizations are used alongside the in-situ 
approaches, attention should be paid to whether the VR application 
distorts, for example, the perception of social affordances that might 
bias the results. 

Also, the use of 3D geovisualizations in human audits requires the 
planners to acknowledge the effects of distinct design choices, such as 
the use of dynamic instead of stationary elements (e.g., Newell et al., 
2017), the level of interactivity of the application (e.g., Herman et al., 
2018), and the use of non-realistic visualization elements (such as 
low-detailed city modeling assets) (e.g., Döllner and Buchholz, 2005). 
The use of gamification in 3D geovisualizations could benefit the audits 
that are designed for more task-oriented participatory and collaborative 
planning processes (e.g., Ampatzidou et al., 2018, Hassan and Hamari, 
2020). In our application, apart from the sun and clouds, we did not 
apply animated elements. When carefully designed and applied, the use 
animated elements in geovisualization has been shown to support the 
representation of spatial information, for example of spatiotemporal 
information (Harrower and Fabrikant, 2008, Mayr and Windhager, 
2018). 

In future audits, apart from the built infrastructure in urban green 
spaces (Veitch et al., 2020) it would be advisable to pay attention to the 
modeling quality of vegetation, as vegetation has a central role in green 
space assessment (Veitch et al., 2020, van Vliet and Hammond, 2021), 
and as we show, problems with it could lead to misinformed perception, 

and to delusively optimistic or pessimistic assessments. Vegetation has 
been shown to be a determining factor in VR-based assessments of the 
pleasantness of urban designs (Sanchez et al., 2017), and the importance 
of vegetation modeling might thus be even greater in the audit studies 
motivated by green space planning. Future studies on subjective audits 
for urban green space assessment could be applied in real-life planning 
processes to support their further critical examination in practice. 

5. Conclusions 

While technical advancements with 3D city models and digital twins 
of the cities are developing quickly, assessing the quality of urban green 
space through such a VR application represents interesting potential, not 
only from a technical but also communicative and methodological point 
of view. In the future, omnidirectional virtual urban audits could benefit 
from VR-based 3D geovisualizations that are built in a photorealistic and 
highly automated modeling process, especially when audits are not 
possible or are demanding to implement in situ. Our walk-along inter-
view study showed encouraging results, especially for the assessment of 
green space quality with affordances linked to the perceived actions and 
tangible objects of a park. Key items in the park, such as fencing, ma-
terials and vegetation, should preferably be of decent quality in the 
automated model as part of the audit, especially if the participants do 
not have any previous experience of the targeted green space and are 
exploring it for the first time. Additional panoramic photographs could 
be embedded in the 3D model to further enhance the perception and 
conveyance of information. As our study comprises a qualitative 
assessment with an explorative study aim, more research is needed to 
further examine the prospects and constraints of VR-based 3D geo-
visualizations, and further to critically discuss the advances in distinct 
virtual geospatial realizations for the purposes of communicative green 
space planning. 
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