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Large-Scale Memristive Associative Memories
Eero Lehtonen, Jussi H. Poikonen, Mika Laiho, Member, IEEE, and Pentti Kanerva

Abstract— Associative memories, in contrast to conventional
address-based memories, are inherently fault-tolerant and allow
retrieval of data based on partial search information. This paper
considers the possibility of implementing large-scale associative
memories through memristive devices jointly with CMOS cir-
cuitry. An advantage of a memristive associative memory is that
the memory elements are located physically above the CMOS
layer, which yields more die area for the processing elements
realized in CMOS. This allows for high-capacity memories even
while using an older CMOS technology, as the capacity of the
memory depends more on the feature size of the memristive
crossbar than on that of the CMOS components. In this paper, we
propose the memristive implementations, and present simulations
and error analysis of the autoassociative content-addressable
memory, the Willshaw memory, and the sparse distributed
memory. Furthermore, we present a CMOS cell that can be used
to implement the proposed memory architectures.

Index Terms— Associative memory, memristors, mixed analog
digital integrated circuits.

I. INTRODUCTION

THE memristor is a passive programmable resistive com-
ponent that was theoretically discovered and described

in 1971 by Chua [1]. In 2008, scientists from HP Labs
revealed to have found a nanoscale device which can be
classified as a memristive device [2]. Since this announcement,
many physical memristive devices have been reported [3]–[7];
it has been stated that all two-terminal memory devices based
on resistive switching are memristors [8]. Memristors are
particularly well-suited for memory applications; they are
practically nonvolatile, which means that they retain their state
when unpowered, and the feature size of a memory structure
realized using memristive devices is minimal, as each memory
element consists of a single memristive device.

Memristors are naturally fabricated within a nanowire cross-
bar where a memristor is placed at each crossing of two
nanowires [9]. The nanowires are driven by CMOS circuitry,
which is proposed to be located physically below the nanowire
crossbar [10]. This CMOS/molecular hybrid (CMOL) architec-
ture makes memristive nanowire crossbars ideally suited for
facilitating programmable communication and memory within
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a CMOS chip. Neuromorphic systems, which are inspired
by the functionality and architecture of the nervous system,
are particularly well-suited to be implemented as CMOL
architectures. In these architectures, neurons are implemented
using CMOS components, whereas the intercellular communi-
cation and synapses are realized through memristive nanowire
crossbars [11].

In this paper, we consider various memristive implementa-
tions of a neuromorphic memory structure called the associa-
tive memory. In contrast to random access memories, where
the information is stored to and retrieved from explicitly given
locations, the information is retrieved through a search in
associative memories; given an input vector one wants to
obtain the stored vector that has been previously associated
with the input. Such a search typically requires computations
of many thresholded inner products between the input vector
and the contents of the memory. In a parallel hardware
implementation of a large-scale associative memory, one thus
needs many such inner product units, which in neuromorphic
terms can be regarded as artificial neurons. In [12], it is shown
that to improve energy efficiency, such neurons should be
implemented in the analog rather than in the digital domain—
we apply this approach in the associative memory circuits
proposed in this paper.

The prospect of high-capacity associative memory archi-
tectures is the prime motivation in this paper. In particular,
in this paper it is assumed that the wordlength L of the
memory input—and output—is very large, in the order of
thousands of bits. Such a memory architecture would be well
suited, for example, for real-time pattern recognition in natural
images, which would be useful in autonomous robotics, to
name one particular field of application. Moreover, there is a
reason to believe that the associative memory in the brain uses
high-dimensional input and output data [13], and thus such a
memory may be needed for implementing a whole-brain model
such as the one discussed in [14].

In the following, we propose CMOL implementations of
three associative memory structures, namely the memris-
tive ACAM described in Section III-C, and the memris-
tive Willshaw and sparse distributed memories presented in
Sections IV-A and IV-C. All of these memory structures are
well suited to be implemented as CMOL architectures, as they
require large synaptic networks to achieve high capacities.

II. DEVICES, ARCHITECTURES, AND DEFINITIONS

A. Memristive Devices

A memristor is a nonvolatile programmable resistor, whose
resistance, or memristance to be precise, can be changed by
applying a voltage across, or current through, the device.
The number of allowed resistive states of a memristor depends
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on its fabrication. For example, bistable devices called binary
memristors have been reported in [2] and [4], and an analog
memristor with a seemingly continuous range of memristances
is presented in [7]. The associative memory implementations
described in this paper use both binary and analog memris-
tors. Binary memristors are used as programmable switches,
whereas analog memristors are used to implement the counters
needed in the sparse distributed memory (SDM) discussed in
Section IV.

A binary memristor is modeled in this paper as a linear
resistor with two possible resistive states, ROFF and RON.
A binary memristor’s state can be switched by applying a
sufficiently large positive or negative voltage across it. More
precisely, the resistance state R(t) of a binary memristor at
time t satisfies

R(t) =

⎧
⎪⎨

⎪⎩

ROFF, if v(t) < −V T

RON, if v(t) > V T

R(t − 1), otherwise

(1)

where V T is the programming threshold of the memristor and
v(t) is the voltage across it at time t .

For the analog memristor, we apply the qualitative model
presented in [15]. Accordingly, the behavior of a memristor
can be defined by the following two equations:

i = c1w sinh(d1v) (2)
dw

dt
= c2 sinh(d2v) (3)

where i and v are the current through and voltage across
the device, ck and dk , k = 1, 2 are positive constants, and
w ∈ [0, 1] is the state variable of the memristor.

We assume that the analog memristors used in this paper
have an effective programming threshold V T [15], which
means that there exists a range of voltages across the device
that do not cause the conductivity state of the memristor to
change rapidly. In the qualitative model, the programming
threshold corresponds to a large value of the exponent d2 in (3)
relative to the timescale of the programming operation.

We consider two approaches to programming, or changing
the state of conductivity, of memristors. As noted above, binary
memristors are programmed to the low-conductivity state
denoted by 0 by applying a voltage smaller than −V T across
the device. Conversely, programming to the high-conductance
state 1 is performed by applying a voltage larger than +V T

across the memristor. Using a positive voltage below the
threshold voltage makes it possible to read the state of the
memristor without changing it. Analog memristors can be
programmed by pulse-based programming in which square
voltage pulses are set across the memristor to change its state
of conductivity by an amount depending on the number and
the amplitude of the pulses.

B. CMOL Circuits

An example of a CMOL-type CMOS/memristor hybrid
architecture [10], [16] is illustrated in Fig. 1. It consists of
a CMOS layer stacked vertically with a memristive crossbar.
The CMOS layer is used for signal restoration, gain, and

Fig. 1. Example CMOL circuit with 9 CMOS cells connected to a memristive
crossbar containing 9 · 9 = 81 memristors. The CMOS cells are depicted as
square tiles, with circular interfaces to the nanowire crossbar. The nanowire
crossbar is tilted with respect to the array of CMOS cells to allow each CMOS
cell to access a unique pair of nanowires. Each CMOS cell is addressed by
four microwires: Cdri, Rdri, Ccomp, and Rcomp.

processing, and it is interfaced with the memristive cross-
bar, which acts as a memory layer and as a programmable
communication network for the chip, by vertical vias. The
CMOS layer is divided into cells whose designs depend on
the functionality of the system. For example, if a CMOL
architecture is used as a random access memory, the CMOS
cells comprise merely of two pass-transistors, which are used
to select two mutually perpendicular nanowires and thus the
memristor located between them. As illustrated in Fig. 1,
each CMOS cell can drive one horizontal and one vertical
nanowire, and thus two CMOS cells are required to address
a single memristor located at the crossing of a horizontal and
a vertical nanowire. To simultaneously control only these two
CMOS cells, four microwires are needed—thus the CMOL
architecture generally requires double addressing compared,
for example, to an array of CMOS cells. It is also crucial to
note that in a CMOL architecture N CMOS cells can control at
most N2 memristors. This upper limit can be attained in the
ideal case of nonsegmented nanowires that cover the whole
CMOS cell array. This approach is assumed in this paper
where we consider a 100 × 100 CMOS cell array used to
control 108 memristors. Another solution to implement the
CMOL architecture is to vertically stack segmented nanowire
crossbars as explained in [9]. The largest fabricated CMOL-
type random access memories published to date are presented
in [17] and [18]. In [17], a 64-Mb memristor memory is
presented, while [18] describes a 8-Gb phase-change memory,
a technology closely related to memristors. Although these
examples demonstrate the viability of the CMOL architecture,
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more experimental data is still required to determine the
practical limitations of reliable fabrication of CMOL circuits.
From the perspective of in this paper, the most significant open
question is the maximum length of unsegmented nanowires.
However, large-scale associative memories can be imple-
mented using relatively wide nanowires, which should increase
the reliability of the fabrication process. In the examples
of Sections III and IV, the nanowire width is chosen to
be 125 nm, which is attainable for interconnects in modern
CMOS processes.

In this paper, the CMOS cells are used to implement artifi-
cial neurons that compute thresholded sums of input currents,
which represent inner products of vectors as described in
Section III-A. Vectors are stored into the memristive crossbar
as the states of the memristors, and the input vector is
communicated to the CMOS cells by address decoders at the
edges of the CMOL architecture.

C. Associative Memory

Let ui and vi , where i = 1, . . . , M , be binary vectors of
length L. An associative memory can store a set of associations
ui → vi between these vectors. Formally, this means that
when the memory is searched by a vector z, it returns the
index i (or vector vi ) for which the Hamming distance

dH (z, ui ) =
L∑

j

(z( j) − ui ( j))2 (4)

is minimized. Here, x( j) is the j th element of x.
A memory satisfying the definition above is called heteroas-

sociative, and besides simply storing key-value pairs, it can
also be used to store sequences of vectors provided that the
key and value vectors have the same length. A sequence is
formed by letting the value of a previous pair to be the key
of the next pair. When ui = vi for all i , the memory is called
autoassociative, and it allows for pattern completion or error
correction.

An early review and system-theoretical formulation of asso-
ciative information structures was given in [19]; notably also
physical realizations of content-addressable and distributed
memory structures are presented in this monograph. Further-
more, a first broad review and analysis of content-addressable
memories (CAMs) and their hardware implementations were
presented in [20]. Further discussions on the theoretical basis
of the memory architectures considered in this paper can be
found for example in [21]–[25].

D. Data Representation

In this paper, the vector length L is assumed to be very
long, in the order of thousands of bits. Furthermore, all stored
vectors are assumed to be either sparse or dense. A sparse
vector contains only a small fraction of ones, for example,
50 ones out of a total of L = 10 000 b, while in dense binary
vectors the numbers of zeros and ones are close to L/2.

Raw data is often inherently dense, as well as compressed
data is dense, as it contains a maximal amount of information.
There is thus use for associative memory architectures storing

dense input patterns. The usefulness of sparse representation
may be understood by considering a data-processing method
called dimensionality reduction. In this scheme, a dense vector,
such as a gray-scale bitmap image, is mapped into a sparse
vector whose nonzero coordinates contain most of the variance
in the original data. Sparse representation is suitable for
pattern recognition and completion, since the nonzero entries
correspond to specific features in the data. In sparse coding of
natural images [26], the basis functions correspond to oriented
local structures.

It is known that the neural activity in parts of the brain
is sparse [27]. In the visual and auditory cortex, this may
serve pattern recognition, but sparse activity of neurons is
also beneficial in terms of metabolic efficiency [27]. This
suggests that sparse representation may be useful in reducing
the power consumption of hardware implementations of asso-
ciative memories. Such reduction is observed in the power con-
sumption of the Willshaw memory discussed in Section IV-A.

E. Unary and Distributed Architectures

Neural associative memory architectures can be divided
into two categories: unary—also known as grandmother cell—
architectures and distributed architectures [28]. In the former,
each stored vector is allocated to a specific neuron which
activates only when a vector close to it is given as input to
the network. It follows from this that the number of neurons,
N , is the upper limit to the number of binary vectors, M ,
the network can store, that is, M ≤ N . Generally, a unary
associative memory can be implemented as a lookup table or
as a CAM as discussed in Section III.

In distributed memory architectures, multiple neurons are
activated for each input. In principle, this enables storing more
input vectors than there are neurons in the network, that is, it
is possible that M > N . The upper limit for the number of
vectors that can be retrieved without errors depends not only
on the memory architecture but also on the data distribution
of the input vectors. When operating with sparse vectors
the storage capacity of the network may be much greater
than N when N is large. Memristive implementations of two
distributed memory architectures are proposed in Section IV.

F. Capacities of Associative Memories

The network capacity C of an associative memory is
defined as the maximum quantity of stored information per
synapse [29]. By definition, C is always non-negative, and for
binary synapses it satisfies C ≤ 1. To calculate the vector
capacity M , which is the number of vectors that can be stored
into the memory, one needs to know C , the total number of
synapses S, and the information content in a single vector I ,
assuming that the input vectors are independent and contain
an equal quantity of information. Then

M = C S/I. (5)

For example, in a square associative memory with N neurons,
the number of synapses equals S = N2. If logarithmically
sparse vectors of length L = N are used, each vector contains
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TABLE I

NETWORK CAPACITIES OF ASSOCIATIVE MEMORY ARCHITECTURES

Architecture CD CS

Autoassociative CAM 1 N/A

Willshaw memory N/A 0.69

Sparse distributed memory 0.15 ≥ 0.69

I ≈ log(N)2 bits of information. Then the vector capacity of
the memory equals

M ≈ C N2

log2(N)
. (6)

On the other hand, if dense vectors are stored, then I = N
and

M = C N. (7)

In Table I, we have collected network capacity values of the
associative memories discussed in this paper. These results are
adopted from [23], [29], and [30]. Here CD and CS denote
the capacity for dense and sparse data vectors, respectively.
Notice that for ACAM we do not consider sparse vectors,
but Willshaw memory is assumed to operate only on sparse
vectors.

G. Previous Work

Memristive associative memories were presented in litera-
ture previously in [31]–[34]. Of these, the most relevant to
the current work is [31], which discusses the implementation
of a classic associative memory architecture called the Hop-
field network [22] as a CMOL circuit. This implementation
requires analog synaptic weights, which are proposed to be
realized as small crossbars of binary devices, and it yields a
vector capacity of M = 0.118L [35]. Being a CMOL-based
neuromorphic network, this architecture closely resembles the
ones described in Sections III and IV. The Hopfield network
has several disadvantages when compared with the memory
designs described in this paper. As noted above, the capacity
of the memory is directly proportional to the length of the input
vector. With the memristive ACAM described in Section III
or the SDM discussed in Section IV, this is not the case,
as their capacities depend on the number of rows in the
memory matrices, and can therefore be chosen independently
from the input vector length. Moreover, the Hopfield net-
work is a dynamical system, whose artificial neurons need
to communicate with each other multiple times during an
associative search to find the equilibrium state that corresponds
to the output of the search. In contrast to this, the memory
structures described in this paper yield the output of a search
in a single step. The capacity of a Hopfield network using
dense input vectors equals that of a similarly sized SDM,
whereas on logarithmically sparse vectors, the capacities of
a Hopfield network and the Willshaw memory described in
Section IV are roughly the same [29]. Therefore, we conclude
that the associative memory architectures proposed in this
paper are better suited for a memristive implementation than
the Hopfield network, since they yield the same or higher
capacities with a simpler implementation.

Memristive implementation of a CAM is described in [32].
The CAM is a memory architecture which compares input
search data with a table of stored data, and returns the address
of the matching data [36]. It is not an associative memory
as defined in the context of this paper, as it recognizes an
input only if it exactly matches a stored vector. Therefore,
despite its name, the design of the ACAM in Section III differs
significantly from the one described in [32].

In [33] and [34], the dynamics of analog memristors are
used to create associative responses in small-scale memristive
circuits. For example, [33] presents a three-memristor circuit,
whose dynamics are reminiscent of the famous Pavlov’s exper-
iment. These considerations are not relevant to our work, since
here we consider memristors only as synaptic weights and
do not exploit their dynamics except when the devices are
programmed. Moreover, in our approach it is crucial that the
number of synapses is much larger than the numbers of devices
considered in [33] and [34].

III. MEMRISTIVE AUTOASSOCIATIVE CAM

A. Inner Product as a Sum of Memristor Currents

As mentioned in Section I, the inner product is a basic
operation used in the associative search. In the following, we
describe how to implement a specific type of inner product
with memristors; this method will be an integral part of all
the memory implementations proposed in this paper.

Let a and b be vectors of length L, where the values of a
are nonnegative real numbers, and the values of b are binary,
taken from the set {0, 1}. Consider the inner product

b ◦ a =
L∑

j=1

b(i)a( j) =
∑

b( j )=1

a( j) (8)

where, as before, a( j) is the j th component of a.
The elements of a are represented in the following by the

currents flowing through memristors when a unit voltage Vunit
is set across them. More precisely, let the current I j flowing
through the j th memristor equal

I j = ĉ · a( j) (9)

for all j = 1, . . . , L, when the unit voltage is set across it,
where ĉ is a scaling constant common to all of the memristors.

Let Vj = b( j) · Vunit for all j in the circuit of Fig. 2. By
Kirchoff’s current law, the current flowing through the resistor
Rref is ∑

b( j )=1

ĉ · a( j) (10)

and therefore the voltage Vout equals

Vout = c · b ◦ a (11)

where ◦ denotes the inner product, and the constant c = −ĉ ·
Rref.

For the autoassociative CAM described in this section, the
vector a is binary, and its elements can thus be represented
with binary memristors. Here, we assume that the resistance
ratio ROFF/RON is large enough so that a memristor in the OFF-
state yields a negligible amount of current when compared
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−

+

Rref

Vout

V1 V2 Vj VL

... Ij
...

Fig. 2. Memristive circuit for computing the inner product b◦a. The elements
of the binary vector b are represented by the voltages Vj , j = 1, . . . , L ,
whereas the elements of the real-valued vector a are represented by the
currents I j . The voltage Vout is directly proportional to the value of the inner
product.

with a memristor in the ON-state. Analog memristors are used
in Section IV for representing counters of the SDM.

B. Autoassociative CAM

An ACAM [28] compares input search data against a table
of stored data, and returns the addresses of the stored data,
which are nearest to the input data in Hamming distance.
As ACAM is a unary architecture, its vector capacity equals
M = N , where N is the number of memory rows, independent
of the distribution of the input data. In this section, we assume
dense representation of data; associative memories operating
on sparse data are considered in Section IV.

Let the contents of the memory be represented by a binary
matrix U , whose rows ui correspond to the stored vectors, and
let z be the input vector for the associative search. Therefore,
the search should yield the indices i for which the Hamming
distance H (z, ui ) is minimized. Since

H (z, ui ) = ||z||2 − 2z ◦ ui + ||ui ||2 (12)

it follows that the vector ui that minimizes the Hamming
distance is the one which maximizes the inner product z ◦ ui .
Indeed, since the vector length L is large and the vectors were
assumed to be dense, it follows that:

||z||2 ≈ ||ui ||2 ≈ L/2. (13)

For the hardware implementation, it is very convenient that the
inner product is sufficient for measuring the distance between
two vectors, and thus, only ones, and not zeros, need to be
matched in the input vector and the stored vectors. As inner
products can be computed with the method discussed in the
previous subsection, we are now ready to present a memristive
implementation of the ACAM.

C. Implementation of a Memristive ACAM

We consider a CMOL-type implementation of an ACAM
whose memory elements are binary memristors. The contents
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Fig. 3. Schematic of a single CMOS cell of the memristive ACAM.

matrix U is represented by the resistance states of the memris-
tors of the nanowire crossbar, as depicted in Fig. 1. The vertical
nanowires are used for communicating the input and output
vectors, and input and stored vectors are compared with the
horizontal nanowires. All of the nanowires are interfaced with
CMOS blocks as depicted in Fig. 3—the vertical nanowires
are interfaced with driver blocks (DB), whereas the horizontal
nanowires are interfaced with comparison blocks (CB).

In general, the length L of an input vector and the number N
of the stored vectors need not be equal. Consider, for example,
the case N > L. This corresponds to N horizontal and L
vertical nanowires, and thus N − L of the CMOS cells consist
only of a CB depicted in Fig. 3. Notice here that we use
the word cell instead of a neuron, since each of the CMOS
cells includes a local memory latch and inputs of multiple
global signals, and therefore contains more functionality than
a generic artificial neuron. This choice of terminology is
maintained in Section IV where the CMOS cell is extended to
function as a part of the SDM. In the following, we describe
in detail the operation of the proposed memristive ACAM.

1) Storing a Vector: When a binary vector u is stored into
the memory, an available row of the ACAM is chosen. The
corresponding horizontal nanowire is driven to a negative volt-
age −VPROG, and the vertical nanowires are driven to voltages
that correspond to the bits of u: the j th vertical nanowire is
driven to a positive voltage VPROG if the corresponding bit
u j = 1, and to ground otherwise. The voltage VPROG is chosen
to satisfy

VPROG < V T < 2VPROG (14)

where V T is the programming threshold of the memristor. This
assignment of voltages programs the bits of the input vector as
the resistances of the memristors on this row of the nanowire
crossbar, assuming that the memristors are initially in the OFF-
state: bit zero is represented as a memristor in the OFF-state,
and bit one is represented as a memristor in the ON-state.
If the row has been used previously, one may first initialize
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Fig. 4. Memristive ACAM CMOS cell configured for the write-in operations.
(a) Storing the input vector as the states of the memristors on a horizontal
nanowire. The programming of the memristors is performed by driving the
vertical nanowires sequentially by voltages {VPROG, GND} corresponding to
the input bits, and by driving the selected horizontal nanowire at a constant
negative voltage −VPROG. The horizontal nanowires not attending to this
operation can be connected to ground, or they can be left floating. On these
nanowires, the memristors are not programmed, as the voltage across them
does not exceed their programming threshold. (b) For the search operation,
the input vector bits are stored into the latches at the DBs.

it by driving a negative voltage across the corresponding
memristors. The selection of the nanowires is accomplished
with the CMOS microwires denoted by Cdri, Rdri, Ccomp, and
Rcomp, as is depicted in Figs. 1 and 3. In particular, Rdri
controls the switch connecting Cdri to the latch in the DB,
whereas Ccomp controls the switch connecting Rcomp either to
the CMOS circuitry in the CB or directly to the horizontal
nanowire, depending on the selected global configuration of
the memory circuit.

2) Search Operation: When the memristive ACAM is
searched by a binary vector z, the DBs are used to drive
the vertical nanowires to voltages corresponding to z: the
j th vertical nanowire is driven either to a positive voltage
VREAD if z j = 1, or to ground if z j = 0. For this,
the search vector must be stored into the DB latches before
the search as depicted in Fig. 4(b), since the addressing
scheme does not allow providing data to all vertical nanowires
simultaneously. Indeed, there are only of the order of

√
N

address lines for the N DBs. The currents coming in from the
horizontal nanowires to the virtual ground of the comparison
cells are then measured and thresholded with a negative
threshold voltage Vth, which should not be confused with
the memristor programming threshold V T . As described in
Section III-A, the voltage at the input of the comparator
represents the value of an inner product z ◦ ui . Thus the
horizontal nanowires whose currents exceed the threshold
value correspond to the rows of the ACAM, which are within
a desired distance of the search vector. The result can be read
from the output of the comparator, as shown in Fig. 5(a).

In general, multiple stored vectors u may be close enough
to the search vector z to be selected during the search. The
number of selected vectors u depends on the threshold voltage
Vth that can be correspondingly adjusted, for example, in a
logarithmic search, to yield k vectors u closest to z.

3) Reading Out: The readout of a vector ui is achieved
by driving the corresponding horizontal nanowire while
measuring the currents at the vertical nanowires. In Fig. 5(b),
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Fig. 5. Memristive ACAM CMOS cell configured for the read-out operations.
(a) Search operation. The input vector bits are driven to the vertical nanowires
by the DB latches. The horizontal nanowires are connected to virtual ground,
and the incoming current is measured and thresholded. The result of the
threshold comparison can be read from the Rcomp microwire. (b) Readout of
a stored vector. A selected horizontal nanowire is driven with a read voltage,
and the vertical nanowires are connected to the virtual grounds. The incoming
currents from the vertical nanowires are thresholded, and the results are stored
into the latches at the DBs, from where they can be read out.

the read-out operation is depicted. The value corresponding to
a bit in the stored vector is written into the DB’s latch, from
which it can be driven onto the Cdri microwire.

D. Simulation of the ACAM Cell

To demonstrate the operation of the proposed memristive
memory design, we simulated the 9 × 9 example circuit
depicted in Fig. 1 using Cadence Spectre software with the
HCMOS9GP process from ST Microelectronics. The CMOS
cell depicted in Fig. 3 was implemented using two two-stage
operational amplifiers, multiple pass-transistor switches, and
some basic logic gates. We estimated the power consumption
and area of a circuit with 10 000 CMOS cells and 108 mem-
ristors. In these simulations, we applied the binary memristor
model described in Section II with parameters RON = 10 M�,
ROFF = 10 G�, and V T = 1 V. These resistance values
correspond to the physical memristor reported in [37]. The
capacitance between perpendicular nanowires was estimated
as a plate capacitance

Cnw = Nεr ε0W 2
nw

d
(15)

where N = 10 000, ε0 ≈ 8.85419 · 10−12 F/m is the vacuum
permittivity, Wnw = 125 nm is the nanowire width, and d is the
vertical distance between perpendicular nanowires, assumed to
be 10 nm. The nanowire width assumed here is conservative,
as for example in [38] an analog memristor with width 100 nm
was reported. For the relative permittivity εr , we assumed the
values 3.9 and 120, which, respectively, correspond to silicon
dioxide and titanium dioxide two materials that can be used in
the memristor switching layer. Thus, the approximate values
0.6 and 18 pF are obtained for Cnw. The simulations described
in the following are performed using both of these capacitance
values. The parasitic capacitances between parallel nanowires
and between nanowires and the CMOS layer are modeled as
2 pF per nanowire. The voltage waveforms shown in Fig. 6
correspond to the more difficult case of Cnw = 18 pF.
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Fig. 6. Voltage waveforms at the comparator inputs of the CMOS cells in
the 9 × 9 memristive ACAM example. The search operation is performed in
the left subfigure from 1 to 2 μs and the readout of the second row of the
memory matrix is performed in the right subfigure from 2 to 3 μs.

In the following simulations, we consider the search and
read operations of the proposed ACAM circuit, but not mem-
ristor programming, which is analyzed in detail, for example,
in [10] and [15], and also discussed in Section IV-D.

1) Example: 9 × 9 Memristive ACAM: Let the content of
a 9 × 9 ACAM correspond to the matrix

U =

⎛

⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎜
⎝

0 1 0 1 0 1 0 1 0
1 0 0 1 1 0 0 1 0
0 0 1 1 0 0 1 0 1
1 1 1 0 0 0 0 1 0
0 1 0 0 1 0 1 0 1
1 0 0 0 0 1 1 0 1
0 0 1 0 1 1 0 0 1
1 0 0 1 0 1 0 1 0
1 0 1 1 1 0 0 0 0

⎞

⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎟
⎠

where 0 represents a memristor in OFF-state and 1 represents
a memristor in ON-state, as shown in Fig. 1. Notice that each
row contains exactly four ones, which means that the total
resistance seen by each CB can be approximated by RON/4.
To keep this total resistance equivalent to the circuit con-
taining 108 memristors, we choose here RON = 8 k�, as
8 k�/4 = 10 M�/5000—assuming dense data, each row of a
108–memristor ACAM contains 5000 memristors in ON-state.

We simulated the search operation for the 9 × 9 circuit by
setting the search input as the second row of U . The values
of the inner product are in this case equal to (2, 4, 1, 2, 1, 1,
1, 3, 3), where the i th entry equals the inner product between
the search input and the i th row. Fig. 6 shows the waveforms
obtained from the comparator inputs of each of the CMOS
cells. Not shown in the figure, the input bits are stored into
the latches from 0 s to 1 μs in parallel for each of the CMOS
cell rows. From 1 to 2 μs the circuit performs the search
operation, whose result is read at 1.75 μs. The voltage at
the comparator input corresponding to the second horizontal
nanowire has the smallest value, reflecting the fact that the
inner product between the search input and the second row
of U has the maximum value 4. Voltages at the CMOS cells
corresponding to horizontal nanowires 8 and 9 have the second
smallest voltages at the comparator input, corresponding to
the value 3 of the corresponding inner products. Rows 1 and
4 yield the third smallest voltages corresponding to the inner

product value of 2, while the rest of the voltages correspond
to the inner product value of 1. Notice that the sum node is
maintained by the inverting operational amplifier at the virtual
ground at 0.7 V.

From 2 to 3 μs, the circuit is configured to read the contents
of the second row of the memory matrix U . In this case,
the comparator input voltages in the CMOS cells controlling
vertical nanowires 1, 4, 5, and 8 are low, corresponding to
ones in the stored vector.

Note that in the simulated CMOS cell the feedback resis-
tor of the inverting operational amplifier is implemented as
a PMOS transistor. This explains the nonlinearity in the
amplification of input currents visible in Fig. 6. Furthermore,
the operational amplifiers were designed with very low bias
currents so that in practice they only pull excess current
from the virtual ground. This is possible since, as noted in
Section III-B, only ones in the input and stored vectors are
matched in the search operation. This helps to reduce the
power consumption of the operational amplifiers.

E. Performance Analysis of a 108—Memristor ACAM

Using the 9 × 9 simulation, and a separate simulation
of a single CMOS cell together with memristances RON =
10 M�, ROFF = 10 G�, we have estimated the speed, power
consumption, and area requirements of a memristive ACAM
containing 104 CMOS cells and 108 memristors. The speed of
the search and readout operations can be seen from Fig. 6, as
the memristances and nanowire capacitances were selected in
the 9×9 example to yield equivalent performance to a large-
scale ACAM circuit. We conclude that the search and readout
operations can each be performed within 1 μs. For the search
operation, this means that the effective number of bit com-
parisons per second performed by the proposed memristive
ACAM with 108 memristors equals 106 · 108 = 1014.

To estimate the power consumption of an N-cell ACAM
circuit analytically, let us denote the idle power consumption
(zero input current, not driving a wire) of the considered
CMOS cell as Pidle. Our simulations indicate that for the
chosen CMOS process and design, Pidle ≈ 5.9 μW. Assuming
dense data, N/2 of the cells are driving an input one, and each
of the driver cells are connected to N/2 memristors in ON-
state and N/2 memristors in OFF-state. Denoting the driving
voltage corresponding to the input one by Vmem, one obtains
the following approximation of the power consumed by the
entire ACAM circuit during the search operation:

PA
search ≈ N Pidle + VDDVmem (1/RON + 1/ROFF) (N/2)2 .

(16)
In these simulations, N = 10 000, VDD = 1.2 V, and
Vmem ≈ 0.35 V. In the read-out operation, only one horizontal
nanowire is driven, and therefore its power consumption can
be approximated as

PA
readout ≈ N Pidle + VDDVmem (1/RON + 1/ROFF) (N/2) .

(17)
The power consumption of the proposed CMOS cell was

also simulated by assuming different correlations of the input
vector and the stored vector corresponding to that cell, and
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TABLE II

CIRCUIT PERFORMANCE SIMULATED USING CADENCE SPECTRE WITH

0.13 μm CMOS TECHNOLOGY. EACH OF THE SIMULATED OPERATIONS

WAS ALLOCATED 1 μs, AS DEMONSTRATED IN FIG. 6

Psearch Preadout Area

Simulated CMOS cell 0.11 mW 7.2 μW < 40 × 40 μm

Estimated 108-bit ACAM 1.1 W 72 mW < 4 × 4 mm

Analytical estimate 1.1 W 60 mW –

by separately simulating the two cases of the cell driving an
input one or an input zero. The results of the simulations
are summarized in Table II. An estimate for the power
consumption of the search operation of a 108 memristor
ACAM is 1.1 W; because the effective number of bit com-
parisons per second equals 1014, it follows that the energy
per bit comparison for the search operation is approximately
1.1 × 10−14 J. To further verify our results, we note that
in the 9 × 9 example, the mean power consumption of a
single CMOS cell in the search operation was approximately
0.10 mW, which is reasonably close to the simulated and
analytical values in the 108—memristor case.

To estimate the area of the proposed ACAM CMOS cell
on the 0.13-μm process, we used a layout tool to place all
transistors within one CMOS cell to an area approximately
21 × 21 μm. The transistors were placed next to each other
without overlap in the drain or source areas. Therefore, we
consider it safe to assume that the total layout area of the cell,
including wiring, should not exceed 40 × 40 μm—thus an
ACAM circuit containing 10 000 of the proposed CMOS cells
should fit to a chip of size 4 × 4 mm. Additionally in each of
the cells the inverting operational amplifier requires a 200 fF
capacitor which in this process is implemented on a separate
metal-insulator-metal (MIM) layer that does not increase the
size of the CMOS cell. The capacitor fits into the available cell
area, as it requires an area of 10 × 10 μm on the MIM layer.
We also note that the required 108 memristors fit within the
total circuit area with the assumed nanowire width of 125 nm
and a nanowire spacing of 275 nm.

1) Comparison With Pure CMOS Implementations: In pure
CMOS implementations of associative memories, such as
those presented in [12] and [39]–[41], the artificial neurons
must share die area with the memory elements, which can
be, for example, SRAM cells or floating-gate memories. In
contrast to this, in a CMOL implementation the memory
elements, memristors, are located above the CMOS, which
frees up CMOS die area and enables more artificial neurons
to be fabricated. Memristive associative memories should be
relatively cost efficient as the memristive crossbars can be
post-processed on top of a CMOS layer fabricated with an
older, less dense process.

Recently a pure CMOS implementation of the ACAM was
proposed in [41]. The energy per bit comparison of this circuit
is approximately 1.46 × 10−14 J, which is comparable to the
simulated energy per bit comparison value of 1.1×10−14 J of
the memristive ACAM. Furthermore, a single memory cell in
the ACAM of [41] occupies an area of 6.6×23.4 μm2, whereas

the memristive ACAM proposed in this paper uses memristors
whose nanowire width is 125 nm and nanowire spacing is
275 nm, yielding thus a memristor footprint 400 × 400 nm2.
It should, however, be noted that this density comparison
is only tentative, because no physical implementation of the
memristive ACAM has so far been fabricated.

IV. DISTRIBUTED ARCHITECTURES

As demonstrated by the network capacities given in Table I,
the associative memory architecture used in any given appli-
cation should depend on the distribution of the stored data.
If dense data is used, ACAM as described in the previous
section is recommended. For operation with sparse data, sparse
distributed memories are preferred. These are artificial neural-
net associative memories that can be seen as associative
generalizations of the conventional random-access memory
(RAM). In contrast to RAM, where each address refers to
its own memory location, addresses to sparse distributed
memories activate multiple memory locations. This yields a
distributed representation of the input address, which is used
in the subsequent read and write operations in the memory;
the data vector that is associated with an address is stored
in multiple locations. In the following, we present memristive
implementations of two distributed memory architectures: the
Willshaw memory and the SDM. SDM can be seen as a
generalization of the Willshaw memory with analog weights
and an auxiliary memristive ACAM-type read-only memory
which is used to make the size of the memory—and therefore
also its capacity—independent of the input vector length.

A. Memristive Willshaw Memory

The Willshaw memory [25] is a neuromorphic heteroasso-
ciative memory, which uses binary synapses and stores sparse
data vectors. As the ACAM, its contents can be represented
by a binary matrix, which is denoted by W . A key-value pair
u → v of two sparse column vectors of lengths L and N ,
respectively, is stored into the memory by updating the matrix
W according to the outer-product rule

W := OR(W, vuT ) (18)

where the Boolean OR-operation is performed elementwise. As
noted in Section II-C, autoassociation is achieved by setting
u = v. If the stored vectors are sparse and have K ones, the
vector capacity of the Willshaw memory equals

M ≈ 0.69(N/K )2. (19)

As the number of ones in the matrix W never decreases
when storing a new vector into the memory, one should use
sparse representation of data in order to limit the amount
of overwriting of previously stored data. In the information
theoretical sense, the maximum capacity of this memory is
obtained when K = log2(N), as is shown in [29].

The search of a Willshaw memory is performed as L
thresholded inner products between the rows of W and the
search vector z

v( j) = H (w j ◦ z − �) (20)
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where � is a threshold value and H is the Heaviside function

H (a) =
{

1, a ≥ 0

0, a < 0.
(21)

The optimal choice of the threshold depends on the types of
bit errors present in the address z. In the original Willshaw
model [25], the threshold � = ∑

zi was specified; this thresh-
old is optimal in the case where z contains only miss-type
errors, that is, only values zi = 0 are potentially erroneous.
For simplicity, we choose this threshold for the memristive
implementation of a Willshaw memory.

The only difference between the search operation of the
Willshaw memory and that of the ACAM is the distribution of
the input data. Indeed, with the Willshaw memory the search
vector is sparse, and thus the threshold should be smaller
than with the ACAM. Storing vectors is also performed very
similarly to the ACAM, the only difference being that in
the Willshaw memory the input is stored on multiple rows.
Therefore, the memristive ACAM architecture described in
Section III and shown in Fig. 3 implements the Willshaw
memory as well. As a conclusion, this memory architecture
should be configured as an ACAM when dense vectors are
used, and as a Willshaw memory when sparse vectors are used.

The advantage of using sparse data is evident when con-
sidering the power consumption of the search operation of
the proposed memory circuit. The power consumption of the
search operation with the Willshaw memory can be attained
from (16) by substituting the number of driven input ones by
K , resulting in

PW
search ≈ N Pidle + VDDK Vmem (1/RON + 1/ROFF) (N/2) .

(22)

As with sparse data K/N 	 1, it follows that PW
search 	

PA
search. It is important to notice that the Willshaw memory

does not have a separate readout operation, as the search
operation yields the output vector directly.

B. Structure and Operation of a SDM

The SDM is an artificial-neural-net associative memory
whose circuit resembles that of the cerebellar cortex [24].
It also resembles the conventional RAM architecture more
than the Willshaw memory does, as it uses an explicit address
vector along with a word-in vector. A high-level view of the
SDM architecture is depicted in Fig. 7. It consists of two
parts: a memristive ACAM-type read-only address matrix A,
and a Willshaw-type content matrix C, whose elements are
integer counters of small absolute value. The binary address
matrix is used to produce a sparse activation vector y, which
indicates rows of the content matrix used in the store and
retrieve operations.

A vector z is stored into SDM by incrementing the j th
counters of all activated rows if z j = 1, and by decrementing
them otherwise. The retrieve operation is performed by the
columnwise summing of contents of activated rows of the
content matrix and by thresholding the result, thus yielding
w = H (y
C), where H is the Heaviside step function (21).
In other words, the read operation works as with the Willshaw

ADDRESS REG

x 1 0 1 ... 0 0 1 

N
 r

ow
s

A

ADDRESS MATRIX

DECODER

N addresses

0
0

0 0

0 0

0
0 0
0 0

0

0 0

0 1 1
1 1
1 1

1 1
1 1 1

1

1
1 1 1

1

1 1
1

1
Distance
measure

d

Activations

y
0
0

0

0

1

1

L columns

N
 r

ow
s

C

CONTENTS MATRIX

0 2 −2 4 2 −2
1−1 3 1 5−3
0 2 −4 2 4 4

4 2 4 6 −4 0
0 2 −2 0 0 2
1 3 1 −1 0 1

WORD−OUT REG

z

0 1 0 1 1 1

WORD−IN REG
0 1 0 1 1 1

w

STORAGE

d(a,x) (d)ϕ

Fig. 7. High-level view of the SDM. The address vector x is compared with
the rows of the address matrix A, for example, with respect to their Hamming
distance, resulting in the distance measure vector d. Thresholding d gives the
activation vector y, which is used to activate the corresponding rows in the
content matrix C . In the search operation, these rows are summed element-
wise, and the result is thresholded yielding the output vector w. When the
input vector z is stored into the memory, the corresponding activated counters
on the content matrix rows are incremented or decremented as explained in
the text.

memory, whereas the write operation differs in that the value
of the counter is not binary and it is also allowed to decrease. It
has been shown that five-bit counters with values in [−16, 15]
are sufficient for practical operation of the SDM [24]. Reduc-
ing the range of the counter reduces the capacity of the
memory—SDM works even with one-bit counters but then
only the most recently stored data can be retrieved reliably. As
we propose implementing the counters by analog memristors,
it follows that the capacity of the memristive SDM depends
on the multilevel programming capability of the memristors.
In particular, the programming rate of the state variable should
be approximately constant at a fixed programming voltage
pulse, and the number of allowed state variable values should
be large. The generic analog memristor model described in
Section II satisfies these requirements, as does the physical
memristor reported in [38].

If the address register and the word-in register coincide then
the SDM functions as an autoassociative memory. This gives
rise to improved error-correction, as the word-out vector can be
seen as a corrected version of the original input, and can be fed
back as the input vector for an iterated search [24]. When the
address register and the word-in register do not coincide but
have the same length L, the feedback loop from the word-out
register to the address register establishes a heteroassociative
memory structure capable of storing sequences, as described
in Section II-C. Also in this case, there is iterative error-
correction; an erroneously begun sequence converges to the
stored one [24].

In the rest of this section, we propose an implementation
of the SDM using analog memristors, and consider in detail
its autoassociative operation, for which the lengths of the
address and word-in register both equal L. A major difference
between the SDM and Willshaw memory architectures is that
the capacity of the SDM is not limited by the input vector
length L, because the address matrix yields a sparse activation
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Fig. 8. CMOS cell of the memristive SDM. This layout extends the CMOS
cell of Fig. 3(b) by an interface to a second nanowire layer and some required
CMOS logic for the operation of the memory architecture. The iterative search
of SDM is obtained by closing the switch WRM and copying the result of
the search from the latch Y to the input latch in the DB. Then a new search
can be conducted with the updated search vector.

vector whose length N is independent of L, and this activation
vector is used as the locations to store the word-in vector in
the Willshaw-type content matrix. Thus one can design an
SDM for which N � L, and since the vector capacity M
of the SDM is a function of N , it is possible that M � L.
However, M depends heavily on the distribution of the word-
in data. When it is dense, the capacity of the SDM is of the
order M = 0.15N [30]. On the other hand, when the word-in
data and the activation pattern are logarithmically sparse, the
capacity is much higher, at least of the order of a Willshaw
memory of that size

M ≈ 0.69L N

log(L) log(N)
(23)

the exact number depending among other things on the range
of the counters in the content matrix and the required fidelity
of the retrieval operation.

C. Implementation of a Memristive SDM

Fig. 8 shows the schematic of our proposed memristive
SDM cell. CMOS circuitry is used to implement the address
register, the distance vector d, the activation vector y, the
word-out register, and the word-in register. The address and
content matrices are mapped to two vertically stacked memris-
tive crossbars, as this layout allows a more efficient utilization
of silicon area. The address matrix is mapped to a crossbar
array of binary memristors as in the ACAM, and the content
matrix is mapped to a crossbar array of analog memristors.
Compared with the ACAM implementation shown in Fig. 3,
the CMOS cell has been appended with a latch for bitwise
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Fig. 10. SDM CMOS cell configured for reading and programming the
content matrix. (a) Retrieval operation. The result of the address matrix
search is driven from the Y latch to the second-layer horizontal nanowire,
while the second-layer vertical nanowire is connected to virtual ground. The
currents coming in from the second-layer vertical nanowires are measured
and thresholded, and the result of the retrieval operation can be read from
the Rcomp microwire. (b) Incrementing and decrementing the counters in
the content matrix. The rows selected for this operation are determined by
the result of the address matrix search stored into latch Y . The direction of
programming is determined by the bit values Z stored into the latch at the
DB. Global square wave voltage signal VP is used for the programming.

storing of the activation pattern y, and with multiple switches
for selecting between the use of the address matrix and the
content matrix, and furthermore between the write and read
phases of the content matrix.

The search of the address matrix is shown in Fig. 9. During
this phase, the SDM cell is configured as an ACAM cell, and
the search operation is conducted as explained in Section III.
In contrast to Fig. 3, the thresholded result that identifies
the active rows in the SDM Decoder is stored into the latch
Y instead of a direct readout. This result is used to read
and write the content matrix. The retrieval of data from the
content matrix is depicted in Fig. 10(a). The latched result Y
is used to drive the second-layer horizontal nanowire, while
the second-layer vertical nanowire is connected to the virtual
ground at the input of the operational amplifier. As noted in the
previous subsection, the retrieval is achieved by a thresholded
matrix product between the activation vector y and the content
matrix C, which in the memristive implementation consists
of nonnegative analog values. Thus the inner product method
described in Section III-A can be applied here. Notice that the
threshold voltage Vth should be proportional to the number of
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rows selected by the address matrix search, and to count the
number of selected rows, additional analog CMOS circuitry
needs to be used. For example, each activated CMOS cell
can drive a constant current on a global microwire, and by
measuring the sum current one obtains the number of activated
rows. However, for simplicity we have omitted this part of the
CMOS cell circuitry from the schematic of Fig. 8.

Content matrix is written by applying a voltage pulse on
those second-layer horizontal nanowires, which are selected by
the address matrix search explained above. The direction of the
programming is determined by the word-in vector which must
be written bitwise to the latches at the DBs in advance. The
configuration of the memristive SDM cell during the writing
of the content matrix is shown in Fig. 10(b).

D. Simulations and Error Analysis

The main difference in the operation of the proposed imple-
mentations of the SDM and the ACAM is the programming
of the analog weights representing the SDM counters. The
fidelity of the retrieve operation depends on the accuracy
of the programming of the analog memristors—the retrieve
operation itself is simply implemented by the inner product
method described in Section III-A. Simulations of the ACAM
cell presented in Section III-D apply here for the search and
retrieve operations; the exact power consumption of the cell
depends on the resistances of the analog memristors. However,
here it should be noted that the activation pattern of the SDM
decoder is sparse, which reduces the power consumption as
noted for the Willshaw memory in (22). The total area of
the transistors in the SDM cell implemented using a 0.13-μm
CMOS process is approximately 25 × 25 μm, from which
we estimate that the total area of one cell should not exceed
50 × 50 μm. In the following, we present a simulation of
programming the analog memristor located at the crosspoint of
the second-level horizontal and vertical nanowires contacted to
the simulated cell. Furthermore, we have simulated the effect
of mismatched programming rates of analog memristors on
the capacity of the SDM.

In Fig. 11, voltage waveforms during the write operation
are shown. Here, Z denotes the voltage at the DB latch and
corresponds to the value of a single bit of the word-in vector,
Y is the voltage at the CB latch corresponding to a single bit
of the activation vector, and VP is a square wave voltage signal
used to program the analog memristors. The voltage signal VP

is propagated onto the second-layer horizontal nanowire only if
Y = 1, that is, if the corresponding SDM row is selected at the
SDM Decoder. If Y = 0, the second-layer horizontal nanowire
is tied to ground. Moreover, due to an appropriate choice of
the memristor’s programming threshold, it is programmed only
when the polarity of VP is different from the polarity of Z .
Thus the direction of the programming depends on the value of
Z , that is, on the value of the corresponding bit of the word-in
vector. The amount of change in the state of a memristor when
programmed is determined by the amplitude and wavelength
of VP .

The accuracy of the counters depends on the characteris-
tics of the analog memristors. The proposed write operation
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Fig. 11. SPICE simulation of the programming of an analog memristor in
the content matrix. Top inset: different combinations of the latch voltages Y
and Z . Middle inset: voltage across a simulated analog memristor within the
content matrix. Bottom inset: state variable w ∈ [0, 1] of the memristor during
the programming. Programming takes place when the memristor is selected
by the activation signal Y , and the direction of the programming depends
on the value of the word-in bit Z . Square wave voltage signal VP used in
this simulation had dc value of 0.5 V, amplitude of 1.0 V and frequency of
5 MHz. The generic analog memristor model described in Section II-A is used
with parameters c1 = 1 × 10−3, d1 = 1 × 10−2, c2 = 0.27, and d2 = 10,
corresponding to a programming threshold of approximately V T = 1.1 V at
the timescale of 1 μs.

does not guarantee an integer change in the counter value,
as the magnitude of the programming step is affected by
several nonidealities, including device-to-device mismatch in
the programming thresholds among the analog memristors.
On the other hand, as the write operation is distributed over
multiple second-layer horizontal nanowires corresponding to
rows in the content matrix, the individual variations may
average out. The advantage of the proposed design is that
programming can be performed in parallel for each memristor
on a given row, and simultaneously for all rows. If the accuracy
of this pulse-based programming is not enough, we propose
using cyclic programming discussed in [15] and [42]. How-
ever, this programming method requires considerably more
complex CMOS circuitry than that presented above. It also
requires multiple programming cycles per device, and cannot
be easily applied to all memristors in the content matrix
simultaneously.

Fig. 12 shows simulation results for the effect of inaccurate
programming on the capacity of an SDM. In the simulations,
a varying number of dense binary input vectors are stored in
the content matrix with L = N = 211 using logarithmically
sparse activation patterns, corresponding to the theoretical
vector storage capacity M = 0.15N . This capacity is defined
as the number of vectors storable in the memory with a bit
error probability PE = 0.005. Pulse-based programming of
the memristors is assumed with 32 nominal states. Errors in
the programming phase are approximated by assuming that
the magnitude of state change in programming a memristor is
drawn from the normal distribution N (1, σ 2

P ). These magni-
tudes are assumed to be different for each memristor in the
content matrix, but fixed for a given memristor. The state value
of each memristor is limited to [−16, 15]; note that due to the
random variation in the programming, not all devices have
exactly 32 distinct states within this programming interval.
This simulation indicates that the SDM is not very sensitive
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Fig. 12. Probability of bit error PE versus standard deviation σP of the
programming error in the SDM content matrix, simulated for L = N = 211,
nominal memristances integer-valued in [−16, 15], and number of stored
vectors from 0.1M to M, where M = 0.15N ≈ 307.

to error in programming the counter values; a 10% standard
deviation of the programming magnitude has negligible effect
on the bit error probability in the content matrix, and a
standard deviation of over 80% is required to reduce the vector
capacity by a factor of 0.5.

V. CONCUSION

We proposed memristive implementations of three
associative memory architectures: the autoassociative content
addressable memory, the Willshaw memory, and the SDM.
Our work was motivated by the prospect of low-power
memristive CMOL-circuits that allow scaling up the capacity
and input word length of these memory architectures compared
with software and pure CMOS implementations. We conclude
that the proposed memristive SDM implementation provides
an area-efficient associative memory circuit whose memory
capacity can be dynamically maximized by configuring the
memory to operate as an associative CAM with dense stored
data, and as an SDM when the data is sparse. However, a
full proof of the benefits of the proposed designs will be
possible only when more empirical data on the characteristics
of CMOL circuits becomes available.
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