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ABSTRACT
We introduce several notions of random positive operator valued measures (POVMs), and we prove that some of them are equivalent. We
then study statistical properties of the effect operators for the canonical examples, starting from the limiting eigenvalue distribution. We
derive the large system limit for several quantities of interest in quantum information theory, such as the sharpness, the noise content, and
the probability range. Finally, we study different compatibility criteria, and we compare them for generic POVMs.

Published under license by AIP Publishing. https://doi.org/10.1063/1.5131028

I. INTRODUCTION
In the last few years, significant developments have been reported in quantum information theory as a consequence of applying sophis-

ticated techniques coming from random matrix theory and free probability theory. Indeed, the introduction of suitable models for random
quantum states and channels has generated results in various topics, such as quantum entanglement,1 classical capacity of quantum chan-
nels,2 and additivity question.3,4 It is of interest to apply such methods to other concepts or open problems from quantum information, such
as positive operator-valued measures (POVMs).5

In this paper, we define random POVMs and study thoroughly their properties. Moreover, we ask questions about the (in)-compatibility
of two independent random POVMs and find suitable conditions using various criteria from the literature. We actually present several models
of randomness for POVMs, and we also study the connections between them. The most natural way to define a random POVM is as the image
of diagonal unit rank projections through random unital, completely positive maps coming from Haar isometries. This is the model that we
shall consider mostly in this paper:

Definition I.1. Fix an orthonormal basis {ei}k
i=1 of Ck and consider a Haar-distributed random isometry V : Cd → Ck ⊗Cn, for some

integers d, k, n with d ≤ kn. Define the random unital, completely positive map Φ(X) = V∗(X ⊗ In)V. A Haar-random POVM is the k-tuple
(M1, . . . , Mk) defined by Mi ∶= Φ(∣ei⟩⟨ei∣).

This model for random completely positive maps has been used also in other frameworks; see Ref. 4 (Sec. VI) for a review. Two other
models of randomness for POVMs are introduced: one coming from the Lebesgue measure on the compact set of POVMs and the other
given by the Wishart-random POVM ensemble. It is relevant to stress that in Theorem V.9, we prove the equivalence of the Wishart-random
POVM model to the one coming from the Haar ensemble, while in Corollary V.14, we show that the Lebesgue measure is the special case
n = d in the definition above; these facts justify our choice in studying its properties. We would like to mention that random POVMs have
been previously considered in the literature: Naimark dilations to a random orthonormal basis of Cn ⊗Ck were considered in Ref. 6; in
Ref. 7, the authors study Gaussian perturbations of a fixed POVM; normalized unit rank projections on independent, identically distributed
(i.i.d.) random vectors were considered in Ref. 8, in a situation where the number of outcomes is larger than the dimension. Finally, in the
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work9 (which appeared after the preprint version of our work was made available online), the authors compute several probabilities for the
compatibility of independent dichotomic qubit POVMs, parameterized by points on the Bloch sphere.

Using the most general Wishart model, we analyze the spectral distribution of the effect operators, which are elements of the Jacobi
ensemble.10 We compute in Proposition VI.1 the moments of the individual effects from a Haar-random POVM using the (graphical) Wein-
garten calculus. In Proposition VI.2, we re-derive the asymptotic spectral distribution of the random effect as a dilatation of free additive
convolution of a Bernoulli measure. These results are of help for deriving auxiliary properties of random POVMs, which involve spectral
expressions, such as regularity, the norm-1 property, or the probability range. Furthermore, we study and compare (in)-compatibility criteria
for Haar-random POVMs, such as the noise content criterion, the Jordan product criterion, the optimal cloning criterion, the Miyadera–Imai
criterion, and the Zhu criterion. Our study shows that, for certifying compatibility for typical random POVMs, it is of interest to check first
the Jordan product criterion.

The paper is organized as follows. In Sec. II, we recall basic notions related to POVMs, definitions, relevant examples, and remarks.
Section III deals the notion of compatible POVMs and contains a brief presentation of the known incompatibility criteria. In Sec. IV, we review
the basic ingredients needed for a good understanding of random matrix theory techniques used in the paper. To this aim, different topics
are approached, such as random isometries, Weingarten calculus (also in its graphical incarnation), and some tools from Voiculescu’s free
probability theory. In Sec. V, we describe in details the models of randomness for POVMs and we state remarks related to their equivalence.
We present in Sec. VI the statistical properties of random POVMs, whereas in Sec. VII, we consider incompatibility criteria for them, which
are compared in Subsection VII F.

Before we move on, let us introduce some basic notation. We write [n] ∶= {1, 2, . . . , n}, and we denote by Sn the symmetric group acting
on [n]. For a given permutation σ ∈ Sn, we use the following notations: #σ is the number of cycles of σ and ∣σ∣ is the length of σ, that is, the
minimal number of transpositions that multiply to σ. We denote by γ ∶= (n, . . . , 3, 2, 1) ∈ Sn the full cycle permutation (in reverse order). In
this paper, the following asymptotic notation is used:

xn ∼ yn ⇔ lim
n→∞

xn

yn
= 1.

We denote by Hd a finite d-dimensional complex Hilbert space and by L(Hd) the algebra of linear operators on Hd. Furthermore, we denote
by Tr the (un-normalized) trace of matrices.

II. POVMs AND THEIR PROPERTIES
The states of a quantum system are mathematically described as density operators on a complex Hilbert space Hd ≅ Cd, i.e., positive

semi-definite operators with unit trace. A measurement is, mathematically speaking, a map that assigns a probability distribution to every
state. The probability distribution is interpreted as the distribution of measurement outcomes. The additional requirement is that this kind
of map is affine; a convex mixture of states must go into the respective mixture of the probability distributions. It follows that quantum
measurements can be identified with positive operator valued measures (POVMs).5 We will only consider POVMs with a finite number
of outcomes, and Hilbert spaces are assumed to be finite dimensional. In this section, we recall some physically motivated properties of
POVMs.

A. POVMs
For a POVM A, we denote by ΩA the set of all outcomes of A, ΩA = {1, . . . , k} for some k ∈ N. A POVM is then a map,

A : ΩA → L(H) , i↦ Ai

such that∑iAi = I (=the identity operator on Hd) and Ai are positive semi-definite operators, Ai ≥ 0 for all i ∈ ΩA. The operators Ai are called
the effects of the POVM A.

Example II.1. A POVM T is called trivial if Ti is proportional to the identity operator I for every outcome i ∈ ΩT . In this case, there is a
probability distribution p on ΩT such that Ti = piI.

Example II.2. Let {φi}d
i=1 be an orthonormal basis of Hd. We set Ai = ∣φi⟩⟨φi∣ for every i = 1, . . . , d, and then A is a POVM. It is called the

POVM associated to the orthonormal basis {φi}d
i=1.

Both types of POVMs from the previous examples are commutative, i.e., AiAj = AjAi for all i, j ∈ ΩA. One can easily construct
examples of non-commutative POVMs by mixing two POVMs corresponding to two different orthonormal bases. There are also non-
commutative POVMs that are extreme in the set of all POVMs with the same outcome set; we refer to Refs. 11 and 12 for further
examples.
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B. Operator range and probability range of a POVM
Let us first observe that when we have a measurement device that implements a POVM A, we can obtain not only the numbers Tr(ρAj)

but also all sums of these numbers simply by grouping the measurement outcomes differently. For this reason, the following concept is useful
when we talk about properties of POVMs.

Definition II.3. For a POVM A and a subset X ⊆ ΩA, we denote AX ∶= ∑i∈XAi. The (operator) range of A is the set

Ran(A) ∶= {AX : X ⊆ ΩA}.

Instead of starting from POVMs, one can consider a measurement as an affine map from the state space to a probability simplex,

Δk = {(p1, . . . , pk) : 0 ≤ pi ≤ 1 for all 1 ≤ i ≤ k,∑
i

pi = 1}.

It is well known that these descriptions are equivalent; any POVM determines such an affine map, and any such affine map determines a
unique POVM.13 From this point of view, it is of equal importance and interest to study both the range of the affine map related to a POVM
and its operator range; see also Ref. 14.

Definition II.4. The probability range of a k-outcome POVM A is the convex subset of the probability simplex,

ProbRan(A) ∶= {(Tr(ρA1), . . . , Tr(ρAk)) : ρ is a density matrix} ⊆ Δk.

A trivial POVM T, given as Ti = piI for a probability distribution t, has a probability range reduced to the single point p = (p1, . . . , pk).
On the other side of the spectrum, it is easy to see that a POVM A has full probability range, that is, ProbRan(A) = Δk, if and only if its effects
have all unit operator norm, ∥Ai∥ = 1, for all 1 ≤ i ≤ k; see Definition II.8.

We present next two examples of probability ranges. First, let us consider the case of diagonal effects. Let us assume that the POVM
effects Ai are diagonal, Ai = diag(ai), for some vectors ai ∈ [0, 1]d satisfying

∀j ∈ [d],
k

∑
i=1

ai(j) = 1.

Considering the vectors αj ∈ [0, 1]k, for j ∈ [d], defined by αj(i) = ai(j), we have the following result.

Proposition II.5. The probability range of a diagonal POVM A is the polytope conv{α1, . . . ,αd}.

Proof. First, note that the normalization condition for the POVM A translates to the fact that αj are probability vectors. Next, for a unit
vector x ∈ Cd, we have

[⟨x, Aix⟩]ki=1 =
⎡⎢⎢⎢⎢⎣

d

∑
j=1
∣xj∣2ai(j)

⎤⎥⎥⎥⎥⎦

k

i=1

=
d

∑
j=1
∣xj∣2αj,

proving the claim. □

As an example, see the left panel in Fig. 1 where we have depicted the probability range of the following diagonal 3-outcome POVM:

A1 = diag(1
2

,
1
3

,
1
6

,
1
6

,
1
3

,
1
2
),

A2 = diag(1
3

,
1
2

,
1
2

,
1
3

,
1
6

,
1
6
),

A3 = diag(1
6

,
1
6

,
1
3

,
1
2

,
1
2

,
1
3
).

(1)

The following example of a non-trivial probability range is taken from Ref. 15. Consider a 3-outcome qubit POVM, with unit rank effects
Ai = 2

3 ∣ai⟩⟨ai∣, where

a1 = [10] , a2 = [
−1/2√

3/2] , a3 = [
−1/2
−
√

3/2]. (2)

J. Math. Phys. 61, 042202 (2020); doi: 10.1063/1.5131028 61, 042202-3

Published under license by AIP Publishing

https://scitation.org/journal/jmp


Journal of
Mathematical Physics ARTICLE scitation.org/journal/jmp

A direct computation shows that the squared distance from a point (Tr(ρAi))3
i=1 to the “center” (1/3, 1/3, 1/3) of the probability simplex Δ3 is

less than [(1 − 2a)2 + 4∣b∣2]/6, where ρ is an arbitrary qubit density matrix,

ρ = [a b
b̄ 1 − a].

Using the positivity condition for ρ, i.e., ∣b∣2 ≤ a(1 − a), we conclude that the probability range of the POVM A is contained in a circle of radius
1/
√

6 around the equiprobability vector (1/3, 1/3, 1/3); doing the computations backward shows that in fact we have equality between the
probability range and the aforementioned circle; see the right panel of Fig. 1.

C. Spectral properties of POVMs
This section contains a list of properties of quantum effects and POVMs relevant from the point of view of quantum information theory.

We shall introduce them via a list of definitions followed by some simple properties and remarks; in Secs. VI and VII, we shall study these
properties for random POVMs. All these properties reduce to some property on the spectrum of the effects. We denote by spec(E) the
spectrum of an operator E.

1. Sharpness and regularity
An effect E is called sharp if it is a projection (i.e., E2 = E), and otherwise unsharp. Hence, being sharp is equivalent to spec(E) ⊆ {0, 1}.

A POVM A is called sharp if Ai is sharp for every i ∈ ΩA; otherwise A is called unsharp. As a measure of unsharpness, we use the following.

Definition II.6. The unsharpness of an effect E is

σ(E) ∶= 4 ∥ E − E2 ∥. (3)

The unsharpness of a POVM A is

σ(A) ∶= max
i
σ(Ai). (4)

For quantum effects, we have 0 ≤ σ(E) ≤ 1, with σ(E) = 0 iff E is a sharp and σ(E) = 1 iff 1
2 ∈ spec(E). For POVMs, it also holds that

0 ≤ σ(A) ≤ 1.
One may ask if there is a qualitative property between sharpness and unsharpness. This kind of property is regularity.16,17

Definition II.7. An effect E is called regular if neither E ≤ 1
2 I nor 1

2 I ≤ E. A POVM A is called regular if all effects, except 0 and I, in Ran(A)
are regular.

FIG. 1. Examples for the probability range of two POVMs with three outcomes. On the left, the diagonal POVM from (1). On the right, the example from (2); the probability
range is a disk around the equiprobability vector (1/3, 1/3, 1/3). The axes are in gray, the probability simplex Δ3 is the blue triangle, and the probability range is the red
convex set.
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For effects, the definition above is equivalent to the fact that the spectrum spec(E) of E is not contained in [0, 1
2 ] or [ 1

2 , 1]. Interest-
ingly, it can be shown16 that a POVM A is regular if and only if Ran(A) is a Boolean lattice with respect to the operator order ≤ and the
complementation E ↦ I − E restricted to Ran(A).

2. Norm-1 property
We recall the following definition.18

Definition II.8. A POVM A has the norm-1-property if ∥Ai∥ = 1 for every i.

Physically, the norm-1-property means that for each outcome i, there is a state ρi such that the outcome i occurs with certainty, i.e.,
Tr[ρiAi] = 1. It follows that Tr[ρiAj] = 0 for i ≠ j, thereby each operator Ai has both the eigenvalues 0 and 1. In particular, a POVM with the
norm-1-property is regular.

We recall another characterization of the norm-1-property that links to a different physical property. An instrument I is a mapping
from an outcome set (here, a finite set) to the set of quantum operations (completely positive maps), satisfying the obvious normalization
and additivity properties5 (Sec. 5.1.2). Instruments encode the transformations of a quantum state following a measurement, so they contain
more information than POVMs, which only deal with the probabilities of obtaining different outcomes. For any given POVM A, there are
several instruments that describe some state transformation associated with some measurement of A.5 An instrument I is called repeatable if
a subsequent measurement with the same device gives the same outcome, i.e.,

Tr[Ii(Ij(ρ))] = δijTr[Ii(ρ)].

As shown in Ref. 19 (Sec. III.4.6), a POVM A admits a repeatable instrument if and only if A has a norm-1-property. The POVMs with
the norm-1-property have also appeared in relation to a strong notion of additivity for quantum channels; see Ref. 15 (Definition 1 and
Theorem 4).

3. Noise content
Trivial POVMs (see Example II.1) can be use to describe measurement noise. Namely, if we start from a POVM A and mix it with a

trivial POVM T, then we get a noisy version of A. Reversely, we can investigate how much noise a given POVM has. We recall the following
definition.20

Definition II.9. The noise content w(A) of a POVM A is defined as

w(A) ∶= sup{0 ≤ t ≤ 1 : A = tT + (1 − t)B for some trivial POVM Tand some POVM BwithΩT = ΩB = ΩA}.

It can be shown20 that

w(A) = ∑
i
λmin(Ai),

where λmin(Ai) denotes the minimal eigenvalue of an operator Ai.
Instead of considering all trivial POVMs as noise, it is sometimes of interest to take only uniformly distributed trivial POVM as noise.

The uniform noise content wu(A) of a POVM A with k outcomes is defined as

wu(A) ∶= sup{0 ≤ t ≤ 1 : A = t
1
k

I + (1 − t)B for some POVM B withΩB = ΩA}.

In this case, we define similarly wu(A) = mini λmin(Ai). We note that the uniform noise content behaves very differently than the noise content.
For instance, w(T) = 1 for all trivial observables, whereas wu(T) = 0 for T = pI such that pi = 0 for some outcome i.

III. INCOMPATIBILITY OF POVMs
Mathematically, incompatibility is an n-place relation in the set of n-tuples of POVMs. In this work, we concentrate only on the binary

incompatibility relation. Physically speaking, the incompatibility relation describes the impossibility to measure simultaneously two (or more)
POVMs. The simplest physical example of incompatible measurements consists of two different spin component measurements.21 The realm
and applications of incompatibility have been extensively developed in the past years. We refer to Ref. 22 for a more extensive explanation
and for further references. In this section, we recall all results on incompatibility that are needed later.
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A. Definition and basic properties
Given two POVMs A and B, we say that B is a post-processing of A if there exists a column stochastic matrix μ such that

B(x) = ∑
y∈ΩA

μxyA(y)

for all x ∈ ΩB. The post-processing relation is a preorder on the set of POVMs and has been introduced in Ref. 23.
Two POVMs A and B are compatible if there exists a third POVM C such that A and B are both post-processings of C; otherwise, A and

B are incompatible. The compatibility relation is clearly reflexive and symmetric but not transitive.24

We recall that if A and B are compatible, then they are marginals of a third POVM,25 called their joint POVM. Namely, let us
assume that A(x) = ∑μA

xzC(z) and B(y) = ∑μB
yzC(z) for some POVM C and column stochastic matrices A and B. We then define a new

POVM G as

G(x, y) = ∑
z
μA

xzμ
B
yzC(z).

Then,

∑
y

G(x, y) = A(x) , ∑
x

G(x, y) = B(y). (5)

We see that if A and B are compatible and G satisfies (5), then Ran(A) ∪ Ran(B) ⊂ Ran(G). However, the existence of a POVM G such
that Ran(A) ∪ Ran(B) ⊂ Ran(G) does not guarantee the compatibility of A and B.26

B. Criteria for compatibility
In the following, we recall three sufficient conditions for compatibility or, in other words, necessary conditions for incompatibility. We

present their proofs for the reader’s convenience.

Proposition III.1. Noise content criterion20: if two POVMs A and B satisfy

w(A) + w(B) ≥ 1, (6)

then they are compatible.

Proof. If (6) holds, then there exist trivial POVMs Si = piI and Tj = qjI and numbers s, t ∈ [0, 1] such that s + t = 1 and A = sS + (1 − s)A′

and B = tT + (1 − t)B′ for some POVMs A′, B′. We define a map M as Mij ∶= tqjA′i +spiB′j . Then, M is a joint POVM for A and B. □

Proposition III.2. Jordan product criterion27: if two POVMs A and B are such that

∀i, j : Ai ○ Bj ∶= AiBj + BjAi ≥ 0, (7)

then A and B are compatible.

Proof. We define Mij = 1
2 Ai ○ Bj. Then,∑jMij = Ai and∑iMij = Bj. The requirement Ai ○ Bj ≥ 0 implies that M is a valid POVM. □

This Jordan product criterion covers as a special case the following well-known implication: if A and B commute, then they are
compatible.

Proposition III.3. Optimal cloning criterion28: if two POVMs A and B satisfy

∀i : λmin(Ai) ≥
1

2(1 + d)
Tr[Ai], (8)

∀j : λmin(Bj) ≥
1

2(1 + d)
Tr[Bj], (9)

then they are compatible.

Proof. We recall that the so-called symmetric universal cloning machine Λ, presented in Ref. 29, is defined as

Λ(ρ) = sd S(ρ⊗ I)S,
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where S is the projection from H⊗2
d to the symmetric subspace of H⊗2

d and the normalization coefficient sd is independent of ρ. The state ρ̃ of
each approximate copy is obtained as the corresponding marginal of Λ(ρ) and, as it was shown in Ref. 30, it reads

ρ̃ = cdρ + (1 − cd)
I
d

,

where the number cd is independent of ρ and given by cd = (2 + d)/(2 + 2d). We are then performing measurements of POVMs A′ and B′ on
the two copies of ρ obtained through the cloning machine. A measurement of A′ on the approximate copy ρ̃ gives the same result as the action
of the noisy POVM cdA′ + (1 − cd)TA′ on the initial state ρ, where TA′ is the trivial POVM related to the probability distribution 1

d Tr[A′i]. By
choosing

A′i =
1
cd
[Ai −

1 − cd

d
Tr[Ai]I], (10)

the mixture cdA′ + (1 − cd)TA′ is A. The condition is hence that A′ in (10) is a valid POVM, meaning that

Ai ≥
1 − cd

d
Tr[Ai]

for each outcome i. This is equivalent to (8). □

Remark III.4. The conditions (8) and (9) look similar to Eq. (6) from the noise content compatibility criterion. They are, however, incompa-
rable at a fixed dimension. To see this, let A and B be two qubit POVMs that correspond to two different bases {φ1,φ2} and {ψ1,ψ2}. We form
two families of noisy versions of A and B. First, we define A′ and B′ as A′1 = 1

2 A1, A′2 = 1
2 A2 + 1

2 I and B′1 = 1
2 B1 and B′2 = 1

2 B2 + 1
2 I. The POVMs

A′ and B′ satisfy the condition (6) but not (8) and (9). Second, we define A″
1 = 2

3 A1 + 1
6 I, A″

2 = 2
3 A2 + 1

6 I and B″
1 = 2

3 B1 + 1
6 I and B″

2 = 2
3 B2 + 1

6 I.
The POVMs A″ and B″ now satisfy the conditions (8) and (9) but not (6).

C. Miyadera–Imai criterion for incompatibility
In Ref. 31 (Corollary 2), Miyadera and Imai provide a condition satisfied by all pairs of compatible POVMs. We recall it below (see also

Ref. 22, Sec. 3.2). We denote by [., .] the commutator, and σ(.) is the sharpness measure from Definition II.6.

Proposition III.5. If two POVMs A and B satisfy

4∥[Ai, Bj]∥2 > σ(Ai) ⋅ σ(Bj),

for all i ∈ ΩA and j ∈ ΩB, then they are incompatible.

This condition covers as a special case following the well-known implication: if A is sharp, then any POVM B compatible with A
commutes with A.

D. Zhu’s criterion for incompatibility
In the following, we recall Zhu’s criterion32 for detecting incompatible observables, which stems from the application of the Gill–

Massar inequality for Fisher information matrices.33 The criterion has a constructive approach, which we recall briefly, for the reader’s
convenience.

Given two POVMs A and B, we define the superoperators GA,GB ∈Md(C)⊗Md(C) as

GA ∶= ∑
i

∣Ai⟩⟨Ai∣
Tr[Ai]

and GB ∶= ∑
j

∣Bj⟩⟨Bj∣
Tr[Bj]

, (11)

where ∣Ai⟩ = vec(Ai) ∈ Cd ⊗Cd denotes the vectorization (or flattening) of the matrix Ai: if X = ∑i,jxijeie∗j is a matrix, then

∣X⟩ = vec(X) = ∑
ij

xijei ⊗ ej,

for some orthonormal basis {ei}d
i=1 of Cd. By denoting

τ(GA,GB) = min
H≥GA ,H≥GB

Tr[H], (12)

Zhu established the following incompatibility criterion32 [Eq. (10)].
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Proposition III.6. If τ(GA,GB) > d, then the POVMs A, B are incompatible.

It is clear that the quantity τ from (12) is the value of a semidefinite program.34 Indeed, we can associate to it the Lagrangian

L(H, x, y) = Tr[H] + ⟨x,GA −H⟩ + ⟨y,GB −H⟩

and define

g(x, y) ∶= min
H

L(H, x, y) = min
H
⟨H, I − x − y⟩ + ⟨x,GA⟩ + ⟨y,GB⟩

=
⎧⎪⎪⎨⎪⎪⎩

⟨x,GA⟩ + ⟨y,GB⟩, if x + y = I
−∞, otherwise.

(13)

Furthermore, by associating the dual condition to (13), it follows that

max
x,y≥0, x+y=I

⟨x,GA⟩ + ⟨y,GB⟩ = max
0≤x≤I
⟨x,GA − GB⟩ + Tr[GB]. (14)

The optimal value for x for (14) is achieved at xopt = P+(GA − GB), the orthogonal projection on the eigenspaces corresponding to non-negative
eigenvalues ofGA − GB; one notices the similarity between this SDP and the one for optimal discrimination of quantum states.13,35 We conclude
that

τ(GA,GB) = Tr[(GA − GB)+] + Tr[GB] =
1
2
[Tr[GA] + Tr[GB] + ∥GA − GB∥1]. (15)

IV. INTERLUDE: RANDOM MATRIX THEORY AND FREE PROBABILITY
This section aims to recall basic definitions and concepts necessary for a facile understanding of the current work, rendering it self-

contained. The theory of Haar-distributed random unitary operators and isometries is reviewed to be connected to the theory of random
quantum channels and random POVMs. In addition, overviews on the (graphical) Weingarten calculus and free probability are given. In each
case, the main concepts are presented, and the theorems which shall be used later are stated without proofs; references are given for the reader
interested in further exploring these topics.

A. Random isometries and channels
Let us recall here the notion of quantum channel in order to justify the study of random isometries. A quantum channel is a linear map

Ψ : Md(C)→Mk(C) which is completely positive and trace preserving. Alternatively, using the dual map with respect to the usual scalar
product, the map Ψ∗ : Mk(C)→Md(C) is completely positive and unital. Stinespring’s representation theorem [see, e.g., Ref. 5 (Chap. 4) or
Ref. 36 (Chap. 2.2)] states that any quantum channel Ψ can be written as

Ψ(X) = [idk ⊗ Trn](VXV∗), ∀X ∈Md(C), (16)

where V : Cd → Ck ⊗Cn is an isometry. In the dual picture, we have the following representation of completely positive, unital maps:

Ψ∗(Y) = V∗(Y ⊗ In)V , ∀Y ∈Mk(C). (17)

The Stinespring representation works also conversely: any isometry V gives rise to a quantum channel. This fact is used to introduce
a random quantum channel, obtained by a random choice of the isometry V in (16) or (17); we explain next what we call a random
isometry.

The set of all isometries {V : Cd → CD} admits a unique left- and right-invariant probability measure, called the Haar measure, which
can be obtained from the Haar measure on the unitary group U(kn)37 (Sec. 4.2) by truncation. More precisely, there is a unique probability
measure μHaar on the set of isometries Cd → CD which has the property that if V ∼ μHaar , then, for all U1 ∈ U(d) and U2 ∈ U(D), the isometry
U2VU1 ∼ μHaar .

Using random isometries, random quantum channels were introduced in Ref. 38 by choosing the isometry V appearing in the Stinespring
representation from the Haar ensemble. Indeed, for each pair of integers d, k and for all values of the parameter n, the set of all channels
{Ψ : Md(C)→Mk(C)} is endowed with the measure induced by the Haar distribution on the set of isometries V by the map (16) that
associates to V the channel Ψ. Although there are many other probability distributions on the set of quantum channels, in this paper, we are
going to be concerned with the one above.
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This model of random quantum channels has been used with great success in the theory of quantum information, starting with the
work of Hayden and Winter.38 Subsequently, several authors39–41 have studied the application of this model of randomness to the problem of
additivity of the minimum output entropy of quantum channels; see Ref. 4 (Sec. 6) for a review.

B. Weingarten formula
In order to compute properties of random quantum channels, one has to integrate over the set of Haar-distributed random isometries,

or, equivalently, over the set of Haar-distributed unitary operators. The expectation of products of entries of a random unitary operator has
been considered in the physics literature by Weingarten in Ref. 42 for the case of large matrix dimension. The rigorous mathematical analysis
at a fixed matrix size is due to Collins43 and Collins–Śniady,44 where it was shown, using Schur–Weyl duality, that the moment integrals can
be expressed as sums over the symmetric group.

Theorem IV.1. Let N be a positive integer and i = (i1, . . . , in), i′ = (i′1, . . . , i′n), j = (j1, . . ., jn), j′ = (j′1, . . ., j′n) n-tuples of positive integers
from [N] = {1, 2, . . . , N}. Let U ∈ U(N) be an N ×N Haar-distributed unitary random matrix and denote by U ij the (i, j)-th entry of U and

δij =
⎧⎪⎪⎨⎪⎪⎩

1, i = j
0, i ≠ j

. Then, we have

∫
U (N)

Ui1j1 . . .Uinjn Ū i′1j′1 . . . Ū i′nj′n dU = ∑
α,β∈Sn

δi1i′α(1)
. . . δini′α(n)

δj1j′β(1)
. . . δjnj′β(n)

Wg(N,α−1β), (18)

where the function Wg is called the Weingarten function. If n ≠ n′, then

∫
U (N)

Ui1j1 . . .Uinjn Ū i′1j′1 . . . Ū i′
n′

j′
n′

dU = 0. (19)

The Weingarten function Wg dates back to Weingarten,42 but the terminology and the notation were introduced by Collins.43

Remark IV.2. For α ∈ Sn, n ≤ N and for U ∈ U(N), an N ×N Haar-distributed unitary random matrix, where dU the normalized Haar
measure, we have that

Wg(N,α) = ∫
U (N)

U11 . . .UnnŪ1α(1) . . . Ūnα(n)dU = E[U11 . . .UnnŪ1α(1) . . . Ūnα(n)].

In the following, we recall the definition of the Weingarten function, give examples of it, and present some of its properties used in the
current paper.

Definition IV.3. The unitary Weingarten function Wg(N,α), depending on the dimension parameter N and on the permutation α in the
symmetric group Sn, is the inverse of the function α↦ N#α under the following convolution operation for the symmetric group:

∀σ,π ∈ Sn, ∑
τ∈Sn

Wg(N, σ−1τ)N#(τ−1π) = δσ,π .

The Weingarten function has the particularity that it depends only on the cycle structure of the permutation. For example, Wg (N, [2, 1])
denotes the value of every permutation in S3 which decomposition consists of a transposition and a fixed point. It holds that

Wg(N, [2, 1]) = −1
(N2 − 1)(N2 − 4)

.

More details related to the computation of Weingarten functions are given in Ref. 44. The dimension parameter in the notation of Wg can be
omitted when there is no confusion (Wg(N,α) ≡Wg(α)). To the aim of our paper, it is of interest to present information about the behavior
of the Wg function in the large limit of N (when n is kept fixed).

Remark IV.4. The asymptotics of the Weingarten function is given by

Wg(N,α) = N−(n+∣σ∣)(Möb(α) + O(N−2),
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where the Möbius function on the symmetric group is multiplicative with respect to the cycle structure of permutations,

Möb(α) = ∏
c cycle of α

(−1)card(c)−1Catcard(c)−1.

Here, CatN is the N-th Catalan number and card(c) denotes the cardinality of the set on which the cycle c acts non-trivially: ∣c∣ = card(c) − 1. In
particular, if α is a product of disjoint transpositions, then

Möb(α) = (−1)∣α∣.

Frequently, we shall use the (justified) notation Möb(α−1β) ∶=Möb(α,β).

C. Graphical calculus for random independent unitary matrices
The integration formula (18) used to evaluate expectation over Haar-distributed unitary random matrices usually involves sums indexed

by large sets of indices, which often turns out to be a complicated task to handle. In order to simplify tensors operations, the graphical
Weingarten formalism was introduced in Ref. 45. It builds up on Penrose’s graphical tensor notation46 where diagrams consisting of boxes,
decorations, and wires are used to represent tensors, collection of tensors, their dimensions, and contraction operations on them. In Ref. 45,
expectation values of diagrams D containing random, Haar-distributed unitary matrices U and Ū are computed graphically, using the so-
called removal procedure. According to (19), if the number of U boxes is different from the number of Ū boxes, then ED = 0. Otherwise, we
shall use a pair of permutation (α,β) ∈ S2

n to pair the decorations of the n pairs of boxes U/Ū. For each i = 1, . . . , n, wires are used to connect
white decorations of the k-th U box with the white decorations of the α(k)-th Ū box. By a similar procedure, the black decorations are paired
using now the β permutation; see Fig. 2. The next step consists of erasing the U/Ū boxes and denoting by Dα,β the resulting diagram. It holds
that

EU (D) = ∑
α,β

Dα,βWg(N,α−1β). (20)

The formula above is just the interpretation of the algebraic expression (18) in the tensor graphical calculus. Explicit examples for the use of
(20) are given in Ref. 45.

D. Tools from free probability
This section aims to recall basic statements from free probability needed for a good understanding of the paper. We shall only sketch the

concepts and results that shall be used later in the paper; we refer the reader to the monographs47–49 for details.
A C∗ probability space is the pair (A,φ), where A is a unital C∗ algebra, with involution a↦ a∗, endowed with the state φ, i.e., φ : A→ C,

φ-positive. The norm satisfies ∥a∥ = lim
p→∞

(φ(ap))1/p. Given a selfadjoint element a, the distribution of a, denoted by μa, is the probability

measure on the spectrum of a, given by

∫ xpdμa(x) = φ(ap), ∀p ∈ N∗.

The number φ(ap), p ∈ N∗ is called the p-th moment of a. The moments of the random variable a are usually identified to the moments of
the probability measure μa, which are given by mp(μa) ∶= ∫ xpdμa(x). In this paper, we are mostly concerned with the convergence of the

FIG. 2. A part of a tensor diagram before and after the removal procedure. On the right panel, we add new wires to pair the decorations of U with the decorations of Ū boxed
according to the permutations α and β; on the left panel. we then delete the boxes corresponding to the Haar-distributed random unitary matrix U.
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eigenvalues of random matrices. In C∗ probability spaces, one can consider two types of convergence: the convergence in distribution (which
is the convergence of all moments if, say, the limit measure has compact support) and the strong convergence (which implies, in particular,
the convergence of the extreme eigenvalues of the matrices). It is of interest to recall that the convergence in distribution does not imply strong
convergence.

Definition IV.5. Given the C∗ probability spaces (A,φ, ∥ ⋅ ∥φ) and (A(N),φN , ∥ ⋅ ∥φN ) with N ∈ N, where φ and φN are faithful traces. For
the n-tuple a = (a1, . . . , an) ∈ A and a(N) = (a(N)

1 , . . . , a(N)
n ) ∈ A(N), we say that

● a(N) converges in distribution if

lim
N→∞

φN[P(a(N), a(N)∗)] = φ[P(a, a∗)].

● a(N) converges strongly in distribution if, in addition,

lim
N→∞

∥P(a(N), a(N)∗)∥φN = ∥P(a, a∗)∥φ.

The theory of free probability is based on new concepts such as free independence, free cumulants, and free convolution. In the following,
we recall some of them. Given a probability measure μ on the real line with compact support, its free cumulants kp(μ) are given by the
moment-cumulant formula,48

mp(μ) = ∑
π∈NC(p)

∏
b∈π

k∣b∣(μ). (21)

Obviously, the free-cumulants kp(μ) contain the same information as the moments of the measure mp(μ).
We recall that given two free elements a, b having distributions μ, ν, the distributions of a + b is denoted by μ ⊞ ν and it is called the free

additive convolution of μ and ν; see Ref. 48 (Lecture 12). Given the case of Bernoulli distributions bt = (1 − t)δ0 + tδ1, it holds that [see Ref. 47
(Example 3.6.7) and Ref. 48 (Exercise 14.21)].

Proposition IV.6. For any T ≥ 1, the free additive power of a Bernoulli distribution is given by

b⊞T
s = max(0, 1 − Ts)δ0 + max(0, 1 − T(1 − s))δT +

T
√

(γ+(s, T) − x)(x − γ−(s, T))
2πx(T − x)

1[γ−(s,T),γ+(s,T)](x)dx,

where γ± = (T − 2)s + 1 ± 2
√

(T − 1)s(1 − s).

We recall below a lemma related to the push-forward property of the free additive convolution of probability measures. The following
notation is used: f #μ is the push-forward of a measure μ by a measurable function f ; it holds that given a random variable X of distribution μ,
then f (X) has distribution f #μ.

Lemma IV.7. Let μ be a compactly supported probability measure on R so that, for any T ≥ 1, the distribution μ⊞T is well-defined. Then,
we have, for any a, b ∈ R,

((x ↦ ax + b)#μ)⊞T = (x ↦ ax + Tb)#(μ⊞T).

V. RANDOM POVMs
This section contains one of the main contributions of this work, the definition and the basic properties of random POVMs. We focus

on one specific model, which we study in detail in Subsection V A; this same model will be used in the rest of the paper to analyze the
different quantities and (in-)compatibility criteria introduced in Subsections V B and C. In the second part of this section, we consider an
a priori different probability distribution over the set of POVMs of a given size with a given number of outcomes, obtained by normalizing
independent Wishart random matrices. We then show that, in the range of parameters we are interested in, under some symmetry assumption,
this Wishart-like distribution coincides with our main model. Finally, we briefly discuss other possibilities for defining random POVMs in
Subsection V C

A. Haar-random POVMs
Our approach to random POVMs comes from the observation that if Φ : Mk(C)→Md(C) is a unital and positive map, then the image

of the diagonal projections {∣ei⟩⟨ei∣}k
i=1 through Φ form a POVM,
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Mi ∶= Φ(∣ei⟩⟨ei∣), 1 ≤ i ≤ k.

Indeed, since the mapΦ is positive, the POVM elements Mi are positive semidefinite, and the total probability condition follows from the fact
that Φ is unital:

k

∑
i=1

Mi = Φ(
k

∑
i=1
∣ei⟩⟨ei∣) = Φ(Ik) = Id.

We are going to strengthen the requirements above and consider random unital, completely positive maps Φ coming from Haar isometries.
Such maps Φ are duals (for the Hilbert–Schmidt scalar product) of random quantum channels; see the discussion at the beginning of Sec. IV.
As explained, choosing the isometry V appearing in the formula (16) for the Stinespring dilation of a quantum channel [or its dual; see (17)],
one induces a random quantum channel. Let us note that a similar model of random POVMs has been introduced in Ref. 6 in relation to the
hidden subgroup problem; there, however, the focus was on the distinguishability power of such measurements, and the analytical properties
of the random POVMs were not investigated.

Definition V.1. Fix an orthonormal basis {ei}k
i=1 of Ck and consider a Haar-distributed random isometry V : Cd → Ck ⊗Cn, for some

triple of integers (d, k, n) with d ≤ kn. Define the unital, completely positive map

Φ : Mk(C)→Md(C)

X ↦ V∗(X ⊗ In)V .

A Haar-random POVM of parameters (d, k; n) is the k-tuple (M1, . . . , Mk) defined by

Md(C) ∋Mi ∶= Φ(∣ei⟩⟨ei∣).

Remark V.2. In Definition V.1, the parameter n can be any integer satisfying n ≥ d/k. However, the distribution of the random POVM M
makes sense for all real values n ∈ [d/k,∞); see Remark V.10.

Remark V.3. The POVM elements Mi can be written as

Mi = V∗i Vi, 1 ≤ i ≤ k,

where V i are the n × d blocks of V, V = ∑k
i=1∣ei⟩ ⊗ Vi.

Remark V.4. A decomposition Mi = V∗i Vi defines an instrument of the POVM M. Namely, the map ρ↦ ViρV∗i has the properties that

Tr[ViρV∗i ] = Tr[ρMi]

and ρ↦ ∑iViρV∗i is a quantum channel. We remark that not all instruments of M are of this form; in general, an instrument I of M is given as

Ii(ρ) = ∑
j∈Xi

VijρV∗ij ,

with

∑
j∈Xi

V∗ij Vij =Mi,

where X1, . . . , Xk form a partition of some index set {1, . . . , n} into disjoint subsets.

Remark V.5. The same approach for constructing random POVMs is used in the function randomPOVM of the QETLAB library50, with
the particular choice n = d/k. Our MATLAB routine51 is more general and allows for arbitrary integer values of n (satisfying n ≥ d/k).

We gather in the next proposition some basic facts about Haar-random POVMs.

Proposition V.6. Let M = (M1, . . . , Mk) be a Haar-random POVM of parameters (d, k; n). The random k-tuple M is a permutation
invariant; for any permutation σ ∈ Sk, the random variables

J. Math. Phys. 61, 042202 (2020); doi: 10.1063/1.5131028 61, 042202-12

Published under license by AIP Publishing

https://scitation.org/journal/jmp


Journal of
Mathematical Physics ARTICLE scitation.org/journal/jmp

(M1, . . . , Mk) and (Mσ(1), . . . , Mσ(k))

have the same distribution. In particular, the random matrices {Mi}k
i=1 are identically distributed. Moreover, with probability one, the rank of a

POVM element Mi is min(d, n).

Proof. The first assertion follows from the invariance of the Haar distribution of the random isometry V from Definition V.1; for
any permutation σ ∈ Sk, the isometries V and (Pσ ⊗ In)V have the same distribution (here, Pσ is the permutation matrix corresponding
to σ).

The second assertion follows from the fact that the rank of any sub-matrix of a Haar-distributed random unitary matrix is the minimum
of its dimensions (i.e., the maximum rank allowed). Indeed, if a sub-matrix had smaller rank, one could find a polynomial in the matrix
entries which would vanish; it is a classical result in algebraic geometry (see, e.g., Ref. 52, Lemma 4.3 and the references within) that such a
polynomial either vanishes on the whole unitary group or it vanishes on a set of measure zero. By constructing an explicit example, one can
see that the former situation cannot happen, and the proof is complete. □

Remark V.7. In Sec. V, we will vary the parameter n to interpolate between POVMs having elements with small rank (n≪ d) and
POVMs with invertible elements (n ≥ d) allowing us to test the strength of various necessary (respectively, sufficient) conditions for com-
patibility found in the literature. One of the reasons we prefer this model of randomness for POVMs is the existence (at fixed d, k) of this
1-parameter family of probability measures. A similar framework was developed for the study of random quantum states; see Refs. 53 or 4
(Sec. IV.A.2).

B. Wishart-random POVMs
We consider in this section another model of randomness than the one stemming from (duals of) random quantum channels. The

starting point here is the Wishart ensemble of random matrix theory54 [see also Ref. 55 (Chap. 3) for a textbook introduction]. Recall that a
Wishart random matrix with parameters (d, s) is given by W = G

∗

G, where G ∈Ms×d(C) is a Ginibre random matrix, that is, a matrix with
i.i.d. complex standard Gaussian entries. Wishart matrices are, by construction, positive semidefinite, so one needs to apply a normaliza-
tion procedure in order to construct a POVM. A similar model has been considered in Ref. 8, where instead of normalizing independent
Wishart matrices, the authors consider independent rank one projection (this imposes that the number of outcomes should be larger than the
dimension).

We summarize the construction in the following definition.

Definition V.8. A Wishart-random POVM of parameters (d, k; s1, . . . , sk) is a k-tuple of matrices (M1, . . . , Mk), where

Mi = S−1/2WiS−1/2

with S = ∑k
i=1Wi and {Wi}k

i=1 is a family of independent Wishart matrices of respective parameters (d, si) for 1 ≤ i ≤ k.

The Wishart-POVM ensemble might be useful in practice in the presence of an a priori requiring different distribution for the POVM
elements. Note that, in the case when s1 = ⋅ ⋅ ⋅ = sk, the distribution of the POVM elements {Mi} is a permutation invariant. In fact, in the
case where the common value of the parameters is an integer, the distribution of a Wishart-random POVM is exactly the distribution from
Definition V.1.

Theorem V.9. The distribution of a Wishart-random POVM of parameters (d, k; n, n, . . . , n) is equal to the distribution of a Haar-random
POVM of parameters (d, k; n).

Proof. Consider a Wishart-random POVM obtained from independent complex Gaussian matrices G1, . . . , Gk ∈Mn×d(C). Stack the Gi
matrices on top of each other to form

G ∶=
k

∑
i=1
∣i⟩ ⊗Gi ∈Mkn×d(C).

The matrix G is again a Gaussian matrix since its entries are independent and follow a standard complex Gaussian distribution. Hence, its
polar decomposition G = VP can be chosen in such way that

1. the positive part is P = (G∗G)1/2 ≥ 0, with P ∈Md(C) and
2. the angular part V : Cd → Ckn is Haar distributed.

The latter condition follows from the unitary invariance of the Gaussian ensemble (note that d ≤ kn). We have

Wi = G∗i Gi = G∗(In ⊗ ∣i⟩⟨i∣)G,
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and thus, S = ∑k
i=1Wi = G∗G = P2. It follows that S−1/2 = P−1 (where one might need to use the pseudo-inverse), and thus,

Mi = S−1/2WiS−1/2 = P−1G∗(In ⊗ ∣i⟩⟨i∣)GP−1 = V∗(In ⊗ ∣i⟩⟨i∣)V = V∗i Vi,

where we have decomposed

V =
k

∑
i=1
∣i⟩ ⊗ Vi.

Since V was chosen to be a Haar isometry, the conclusion follows. □

Remark V.10. Since Wishart matrices with parameters (d, s) can be defined not only for integer s but also for all real s ≥ d, one can consider
(Haar or Wishart)-random POVMs of parameters (d, k; n) for any integers d, k and

n ∈ {⌈d
k
⌉, ⌈d

k
⌉ + 1 . . . , d − 1} ∪ [d,∞).

Remark V.11. In practice, it is computationally cheaper to sample random Haar POVMs using Wishart matrices, than using Haar-
distributed random isometries. However, from an analytical perspective, it is often more enlightening to use Definition V.1 of random
POVMs.

Remark V.12. Let us also point out that the distribution of a single effect of a Wishart-random POVM is given by the Jacobi (or double
Wishart) distribution from random matrix theory. Indeed. if M is a Wishart-random POVM of parameters (d, k; s1, . . . , sk), then the random
matrix Mi has the same distribution as (A + B)−1/2A(A + B)−1/2, where A has a Wishart distribution of parameters (d, si) and B is another
Wishart matrix, independent from A, with parameters (d, ši), with ši = ∑j≠isj.

One can explicitly compute the density of a Wishart-random POVM with respect to the Lebesgue measure on k-tuples of Hermitian
matrices using the matrix Dirac delta function;56,57 we defer the proof to the Appendix.

Theorem V.13. The distribution of a Wishart-random POVM of parameters (d, k; s1, s2, . . . , sk) has the following density at a point
m = (m1, . . . , mk):

dP
dLeb

(m1, . . . , mk) = Cd,k,s1 ,...,sk 1∑jmj=Id∏
i

1mi≥0 det (mi)si−d, (22)

where Cd,k,s1 ,...,sk is a normalization constant.

Corollary V.14. In the particular case where s1 = ⋅ ⋅ ⋅ = sk = d, the density above is flat, so one recovers the Lebesgue measure on the set of
POVMs.

C. Other distributions
A third model of random POVMs comes from the notion of random bases. Consider, for fixed d, a random basis {e1, . . . , ed} of

Cd, which can be obtained from the columns of a Haar-distributed, random unitary matrix U. For a mixing parameter t ∈ [0, 1], define
the effect operators Mi = t∣ei⟩⟨ei∣ + (1 − t)I/d, for all i ∈ [d]. This procedure defines a random d-outcome POVM in Md(C), depend-
ing on the parameter t. For t = 1, we obtain a random von Neumann measurement on the vectors ei, while for t = 0, we get the trivial
uniform POVM (I/d, . . . , I/d). Note that for this model of random POVMs, the number of outcomes is equal to the dimension of the
effects.

A fourth model is provided by the Lebesgue measure. By Corollary V.14, this measure is a special case of the parametric families we
consider; we can obtain it either as a Haar-random POVM of parameters (d, k; d) or as a Wishart-random POVM of parameters (d, k; d, . . . , d).

Finally, let us mention that random perturbations by Gaussian noise of a fixed given POVM have been considered in Ref. 7 in a numerical
algorithm used to find the optimal POVM for some particular state-estimation problem.

VI. STATISTICAL PROPERTIES OF RANDOM POVMs
We consider in this section the statistical properties of the effects M1, . . . , Mk of a random POVM M, sampled from the ensemble

introduced in Sec. V A, Definition V.1. We shall be interested in the asymptotic spectrum of the individual effects Mi. These effect operators are
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elements of the Jacobi ensemble, introduced by Wachter10 and studied thoroughly in the random matrix theory literature [Ref. 58 (Sec. 13.2),
Refs. 59 and 55 (Theorem 4.10), and Ref, 60 (Sec. 3.6)]. We use the graphical Weingarten calculus from Ref. 45 to obtain moment formulas in
a simple, combinatorial way and then use free probability to re-derive the limiting spectral distribution.

A. Exact moments of random effects
In the following proposition, we aim to compute explicitly the moments of a POVM element Mi from the Haar-POVM ensemble; note

that since the distribution of the random POVM M is permutationally invariant, the value of i is irrelevant, so we shall set i = 1. We shall use
the graphical Weingarten calculus introduced in Sec. IV C.

Proposition VI.1. For any integer dimensions parameters n, d, the moments of the random matrix M1 ∈Mnd(C) are given by

∀p ≥ 1, ETr Mp
1 = ∑

α,β∈Sp

n#αd#(βγ−1)Wg(kn,α−1β). (23)

Proof. Without loss of generality, we can replace the random isometry V in the definition of a random POVM by a random Haar-
distributed unitary matrix U ∈ Ukn. We aim to compute, for ∀p ≥ 1, the moment ETr Mp

1 ; using indices, this reads

ETr Mp
1 = E

d

∑
i1 ,...,ip=1

M1(i1, i2)M1(i2, i3) ⋅ ⋅ ⋅M1(ip, i1).

In the graphical notation, we aim to compute the expectation of the diagram D in Fig. 3. We use the formula (20) to compute
the expectation value with respect to the random unitary matrix U. We use the removal algorithm, which assumes the rules recalled
below:

● replace U∗ boxes by Ū, as the removal procedure is requiring to pair decorations of the same color; the resulting diagram is presented
in Fig. 4,

● round decorations correspond to Cn, whereas the square ones correspond to Cd. Diamond shaped decorations correspond to Ck, but
they are not important in what follows since their contribution will be trivial,

● we aim to wire p groups of (U, Ū),
● using formula (20), the expectation of the diagram is a weighted sum (with Weingarten weights) of diagrams Dα,β, obtained after the

removal of U and Ū, and
● the loops in the diagram are of two types: the ones connecting round decorations(each having a value of n) and the others are

connecting square decorations (each having a value of d).

In consequence, the diagram Dα,β consists of a collection of loops that correspond to different vector spaces, as follows:

● #α loops of dimension n, corresponding to the round-shaped white labels. These decorations are actually connected to the iden-
tity permutation (in the original diagram) and the graphical expansion connects them by α. The resulting number of loops is
#α = #(α ⋅ id−1)

● #(βγ−1) loops of dimension d, corresponding to square-shaped black labels. The square decorations are initially connected with the
permutation

γ ∶= (p p − 1 ⋅ ⋅ ⋅ 3 2 1) ∈ Sp

that allows links of the form l → l − 1 and the graphical expansion connects them with the permutation β. The total number of loops is
#(βγ−1).
Putting together the contributions above, weighted by the Weingarten factors, we obtain the claimed formula. □

Let us consider now the simplest cases of the formula in the result above, p = 1 and p = 2, respectively.
At p = 1, there is only one term in the sum, and we obtain

ETr M1 = dnWg(kn, (1)) = dn
kn
= d

k
. (24)

FIG. 3. The diagram corresponding to the moment E Tr Mp
1 . There are p copies of the box M1. The square labels attached to the boxes correspond to the space Cd .
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FIG. 4. The diagram for the random matrix M1. We just write 1 for the basis element e1 ∈ Ck .

This result was to be expected since we know that

d = Tr Id =
k

∑
i=1

ETr Mi = kETr M1.

For p = 2, the result is already non-trivial. We have thatETr M2
1 is a sum of four terms, corresponding to α,β ∈ {id, (12)}; the correspond-

ing diagrams Dα,β are depicted in Fig. 5. The terms are as follows: the wiring α = β = id gives a contribution of n2 dWg(kn, id). When α = id
and β is the transposition (12), we get the term n2d2Wg(kn, (12)); but, if α = (12) and β = id, the contribution to the sum is ndWg(kn, (12)).
The final situation, corresponding to α = β = (12), yields the term nd2Wg(nk, id). In conclusion, the total sum reads

ETr M2
1 = (n2d + nd2)Wg(kn, id) + (n2d2 + nd)Wg(kn, (1 2)).

Using the corresponding values for the Weingarten functions

Wg(kn, id) = 1
(kn)2 − 1

, Wg(kn, (1 2)) = −1
kn((kn)2 − 1)

,

it follows that

ETr M2
1 = (n2d + nd2)

1
(kn)2 − 1

+ (n2d2 + nd)
−1

kn((kn)2 − 1)
= d(kn2 + dn(k − 1) − 1)

k((kn)2 − 1)
. (25)

A similar computation gives the covariance between two different random POVM elements M1 and M2. The diagram for Tr[M1M2] consists
of the product of two copies of the diagram in Fig. 4, with the “1” replaced by a “2” in the second copy. This fact imposes the constraint β = id
in the Weingarten sum: terms with β = (12) are zero because of the scalar product ⟨e1, e2⟩. We have, thus,

ETr[M1M2] = n2dWg(kn, id) + n2d2Wg(kn, (1, 2)) = nd(kn − d)
k((kn)2 − 1)

. (26)

B. The asymptotical spectral distribution of random POVM effects
With the help of free probability theory, we give here a simple derivation of the formula for the distribution of a POVM element Mi

from the Haar-POVM ensemble, in the large d limit; for different approaches; see, e.g., Ref. 55 (Theorem 4.10). To be more precise, we shall
consider the following asymptotical regime:

● k, the number of outcomes of the POVM, is fixed,
● d, the dimension of the POVM effects, grows to infinity,

FIG. 5. The four diagrams appearing in the graphical expansion of E Tr M2
1 . From top to bottom and left to right, the diagrams correspond to (α, β) = (id, id), (id, (12)),

((12), id), ((12), (1(2)). The permutation α is drawn on top, in blue, while β is drawn downward, in red. The value of each diagram is given by the number of loops in blue/red.
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● n, the parameter appearing in the definition of Haar-random POVMs, grows to infinity, in such a way that

lim
d→∞

d
kn
= t,

where t ∈ (0, 1] is a constant.

Proposition VI.2. In the asymptotical regime where k is fixed and d, n→∞ in such a way that d ∼ tkn for some constant t ∈ (0, 1], the dis-
tribution of a POVM element Mi from the Haar-POVM ensemble of parameters (d, k; n) converges in moments toward the probability measure,

Dt[b⊞t−1

k−1 ] = max(0, 1 − t−1k−1)δ0 + max(0, 1 − t−1 + t−1k−1)δ1

+

√
(x − φ−)(φ+ − x)

2πtx(1 − x)
1[φ− ,φ+](x)dx,

(27)

where

φ± = t + k−1 − 2tk−1 ± 2
√

t(1 − t)k−1(1 − k−1). (28)

Above, D. is the dilation operator (if X has distribution μ, then aX has distribution Daμ), b is the Bernoulli distribution (bp = (1 − p)δ0 + pδ1),
and ⊞ is the free additive convolution operation defined in Sec. IV D.

Moreover, the convergence also holds strongly, in the sense of Ref. 61. In particular, the extremal eigenvalues of Mi converge almost surely
to the edges of the support of the measure from (27).

Proof. The result follows from the large d, n limit of the formula (23). We shall study the terms which contribute asymptotically and then
we shall identify the limiting probability distribution with the help of its free cumulants.

To this end, we recall that the Weingarten function Wg(nk,α−1β) may be approximated to second order by (nk)−p−∣α−1β∣Möb(α−1β), for
permutations α,β ∈ Sp. Consequently, the moments behave as

d−1ETr Mp
i ∼ (ntk)−1 ∑

α,β∈Sp

n#α(ntk)#(βγ−1)(nk)−p−∣α−1β∣Möb(α,β).

Above, the only non-vanishing terms, as d, n→∞, are the ones containing the largest power of n. A straightforward analysis shows that

power of n = −1 + #α + #(βγ−1) − p − ∣α−1β∣ = p − 1 − (∣α∣ + ∣α−1β∣ + ∣β−1γ∣) ≤ 0,

where we have used the relation ∣α∣ = p − #α and the triangle inequality

∣α∣ + ∣α−1β∣ + ∣β−1γ∣ ≥ ∣γ∣ = p − 1.

The above inequality is saturated if and only if the both α and β lay on the geodesic between the identity permutation and the full cycle γ; we
write id − α − β − γ. Here, the notion of geodesic is in relation to the following distance function on the symmetric group Sp:

dist(σ,π) ∶= ∣σ−1π∣.

We say that a permutaion χ lies on the geodesic between σ and π if χ saturates the triangle inequality,

dist(σ, χ) + dist(χ,π) ≥ dist(σ,π).

Hence, we obtain the asymptotic moments

lim
n→∞

d−1ETr Mp
i = ∑

id−α−β−γ
t−1+#(β−1γ)k−1−∣β−1γ∣−∣α−1β∣Möb(α,β).

Using the fact that, for geodesic permutations α,β, −1 − ∣α−1β∣ − ∣β−1γ∣ = −p + ∣α∣ = −#α, the equation above may be rewritten as

∑
id−α−β−γ

t−1+#(β−1γ)k−#(α)Möb(α,β) = ∑
id−α−β−γ

tp−#(β)k−#(α)Möb(α,β). (29)

We now fix β ∈ Sp and use the moment-cumulant formula48 in free probability to write

∑
id−α−β

k−#(α)Möb(α,β) = ∑
id−α−β

mp(bk−1 )Möb(α,β) = Kβ(bk−1 ),

where bk−1 is the Bernoulli distribution bk−1 = (1 − k−1)δ0 + k−1δ1.
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Therefore, Eq. (29) becomes

∑
id−β−γ

tp−#(β)Kβ(bk−1 ) = tp ∑
id−β−γ

t−#(β)Kβ(bk−1 ) = tpmp(b⊞t−1

k−1 ) = mp(Dt[b⊞t−1

k−1 ]),

proving the first claim. In the following, we aim to express the distribution Dt[b⊞t−1

k−1 ] in the form presented in the statement of the theorem.
Indeed, using Proposition IV.6, we get that

Dt[b⊞t−1

k−1 ] = {x ↦ tx}#(b⊞t−1

k−1 ) = max(0, 1 − t−1k−1)δ0 + max(0, 1 − t−1(1 − k−1))δ1+

1/t
√

(γ+ − x
t )( x

t − γ−)

2π x
t ( 1

t −
x
t )

1[γ− ,γ+](
x
t

)
dx
t

,

where γ±(1/k, 1/t) = ( 1
t − 2) 1

k + 1 ± 2
√

( 1
t − 1) 1

k (1 − 1
k ). By denoting tγ±(1/k, 1/t) = φ±(1/k, t), we obtain the result announced in (27).

The strong convergence follows from the strong asymptotic freeness results of Collins and Male61 (Theorem 1.4) applied to the Haar-
distributed random unitary matrices Un and a sequence of deterministic projections. □

Remark VI.3. For t = 1, the measure in the theorem is the Bernoulli measure bk−1 .

Remark VI.4. Since the probability distribution (27) can have Dirac masses at 0 or 1 (never at both end points), its support may be non-
convex. This happens whenever one or the other Dirac mass is present, that is, when t < 1/k (Dirac mass at 0) or when t > 1 − 1/k (Dirac
mass at 1).

Remark VI.5. In light of the results from Ref. 62, the distribution above is equal to the free multiplicative convolution of two Bernoulli
distributions of parameters 1/k and t, respectively. We do not discuss this equivalent point of view here.

We now present some immediate consequences of the theorem above. These results are about quantities of interest in quantum
information theory, such as regularity or the norm-1 property; we refer the reader to Sec. II C for the definitions.

Proposition VI.6. In the asymptotical regime where k is fixed and d, n→∞ in such a way that d ∼ tkn for some constant t ∈ (0, 1], the first
two limiting moments of the random effects Mi read

lim
n→∞

1
d
ETr[Mi] =

1
k

,

lim
n→∞

1
d
ETr[M2

i ] =
tk + 1 − t

k2 ,

while the asymptotic covariance of two different effects (i ≠ j) behaves like

lim
n→∞

1
d
ETr[MiMj] =

1 − t
k2 .

Proof. The first two formulas follow either from Proposition VI.2 for p = 1, 2 or from taking the limit in (24) and (25). The covariance
formula follows from Eq. (26). □

Proposition VI.7. In the asymptotical regime where k is fixed and d, n→∞ in such a way that d ∼ tkn for some constant t ∈ (0, 1], a
random POVM M is regular (see Definition II.7) iff

t ∈ (1
2
− 2
√

k − 1
k

,
1
2

+
2
√

k − 1
k

).

Proof. The condition from the statement is equivalent to asking that 1/2 is not an element of the support of the limiting spectral
distribution of the random effects (27). □

Proposition VI.8. In the asymptotical regime where k is fixed and d, n→∞ in such a way that d ∼ tkn for some constant t ∈ (0, 1], a
random POVM M has the norm-1 property (see Definition II.8) iff t > 1 − 1/k.

Proof. This follows from (27), by asking that the weight of the Dirac mass δ1 is positive. □

We display Monte Carlo simulations of a Haar-random POVM element, together with the theoretical curve from the theorem above in
Fig. 6. Different statistical properties of these POVM elements will be analyzed in Sec. VII.
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FIG. 6. Monte Carlo simulations vs theoretical curves for the eigenvalues of Haar-POVM elements with the following (d, k; n) triples: top-left (1000, 2; 1000), top-right (1000,
2; 2000), bottom-left (1000, 2; 4000), and bottom-right (1000, 4; 2000). Since the first three examples are dichotomic POVMs, the plots are symmetric with respect to x = 1/2.
The histogram from each plot corresponds to the eigenvalues of a single sample.

C. The probability range of random POVMs
We now discuss the probability range of random POVMs. Since there is a close connection between the probability range and the output

set of unital, completely positive maps, we shall use the results from Ref. 63 in the latter setting to obtain a characterization of the asymptotic
probability range in the large dimension limit. Before we do this, let us provide a heuristic argumentation for Theorem VI.9. Consider a
random quantum channel

Ψ : Md(C)→Mk(C) , Ψ(ρ) = [idk ⊗ Trn](VρV∗),

where V : Cd → Ck ⊗Cn is a Haar-distributed random isometry. We know from Sec. V that a random POVM has effects Mi = Ψ∗(∣i⟩⟨i∣),
where Ψ∗ is the Hilbert–Schmidt adjoint of Ψ. Using this duality, we have

[Tr(ρMi)]ki=1 = [Tr(ρΨ∗(∣i⟩⟨i∣))]ki=1 = [Tr(Ψ(ρ)∣i⟩⟨i∣)]ki=1 = diagΨ(ρ). (30)

First, note that, given an arbitrary fixed pure quantum state ∣ψ⟩ ∈ Cd, the distribution of the (random) probability vector

(⟨ψ∣M1∣ψ⟩, . . . , ⟨ψ∣Mk∣ψ⟩) ∈ Δk

is the Dirichlet distribution of parameter n,

Dir(n)
k (p1, . . . , pk) ∼ pn−1

1 pn−1
2 ⋅ ⋅ ⋅ pn−1

k .

Indeed, this follow from (30) and the fact that the diagonal of a random density matrix from the induced ensemble of parameters (k, n) is
Dir(n)

k ; see Ref. 64 (Sec. VIII).
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Moreover, the probability range of a random POVM is related to the diagonals of the output set of a random quantum channel. In
order to state and prove the main theorem, let us recall the definition of the (t)-norm from Ref. 63. To any vector x ∈ Rk associate a self-
adjoint element in the non-commutative probability space (Ck, tr), where we denote by tr ∶= 1

k Tr[⋅] the normalized trace. Consider also the
projection p of trace t ∈ (0, 1) living in the non-commutative probability space (C2, tr). We define the (t)-norm of x as

∥x∥(t) ∶= ∥pxp∥,

where the elements in the right-hand side live in the free product of the two non-commutative probability spaces mentioned above. Moreover,
let us define the set

Kk,t ∶= {λ ∈ Δk : ∀a ∈ Δk, ⟨λ, a⟩ ≤ ∥a∥(t)}.

Theorem VI.9. Consider a sequence (M(n))n of k-valued random POVMs, with effects M(n)
i ∈Mdn (C). The effect dimensions scale as

dn ∼ tkn, for some constant t ∈ (0, 1). Almost surely, the probability ranges of the random POVMs M(n) converge to the deterministic convex set
Kk,t , in the following sense:

K○k,t ⊆ lim inf
n→∞

ProbRan(M(n)) ⊆ lim sup
n→∞

ProbRan(M(n)) ⊆ Kk,t .

Proof. The result for the output sets of the random quantum channels Ψ(n) is Ref. 65 (Theorem 6.2), which in turn builds on
Ref. 63 (Theorem 5.4). Restricting to diagonals obviously preserves the upper bound, by the Schur–Horn theorem: for any Hermitian
matrix A, diag(A) ≺ spec(A), where ≺ denotes the majorization relation; see Ref. 66 (Exercise II.1.12). For the lower bound, note that Ref. 65
(Theorem 6.2) is stated at the level of matrices: any self-adjoint matrix having its spectrum in the interior of Kk,t will eventually be in the
output set of Ψ(n); in particular, this holds for diagonal matrices. □

In general, computing the (t)-norm of vectors in Rk requires solving polynomial equations of high degree. The only analytical result in a
closed form is the value of the (t)-norm for bi-valued vectors. First, note that for non-negative reals 0 ≤ a ≤ b, we have

∥(a, a, . . . , a, b, b, . . . , b∥(t) = a + ∥(0, 0, . . . , 0, b − a, b − a, . . . , b − a∥(t).

Then, it follows from Ref. 63 (Proposition 3.6) that

∥(1, 1, . . . , 1
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

j times

, 0, 0, . . . , 0
´¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¸¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¹¶

k−j times

)∥(t) =
⎧⎪⎪⎨⎪⎪⎩

t + u − 2tu + 2
√

tu(1 − t)(1 − u) if t + u < 1

1 if t + u ≥ 1,

where u = j/k ∈ [0, 1]. We have, thus, a complete picture of the asymptotic probability range for k = 2: K2,t = {(p, 1 − p) : ∣p − 1/2∣ ≤ xt}, with

xt =
⎧⎪⎪⎨⎪⎪⎩

√
t(1 − t), if t ≤ 1/2

1/2, if t > 1/2.

VII. (IN-)COMPATIBILITY CRITERIA FOR RANDOM POVMs
Having developed in Secs. V and VI the theory of random POVMs, we turn in this section to the question of compatibility of generic

POVMs. The fundamental question here is the following:
Given two independent random POVMs, what is the probability that they are compatible?
More precisely, the two random POVMs are chosen independently from the Haar ensembles with parameters (di, ki; ni), respectively

(i = 1, 2); we assume obviously that d1 = d2. Since compatibility of random POVMs can be formulated as a semidefinite program, the
considerations in this section could also be seen as giving bounds for the existence of solutions of random SDPs (see, e.g., Ref. 67).

As it is often the case in random matrix theory, we shall focus on the asymptotic regime where the Hilbert space size d = d1 = d2 grows
to infinity. We shall keep the number of effects k1,2 in the POVMs constant, and the respective parameters n1,2 will follow linear scalings with
respect to d; this is precisely the asymptotical regime studied in Proposition VI.2.

Sections VII A, VII B, and VII C deal with compatibility criteria that is sufficient conditions for compatibility. Sections VII D
and VII E are focused on incompatibility criteria, i.e., necessary conditions for compatibility; it turns out that the two such criteria we dis-
cuss are not informative in the asymptotical regime we investigate. Finally, we compare the noise content and the Jordan product criteria in
Sec. VII F.
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A. The noise content criterion
We analyze in this section the noise content criterion, stated in Proposition III.1, when applied to Haar-random POVMs.
We know from Proposition VI.2 that, for a Haar-random POVM A with parameters (d, k; n), in the asymptotic regime where k is fixed

and d, n→∞ in such a way that d ∼ skn for some constant s ∈ (0, 1], the smallest eigenvalue of some POVM element Ai converges, almost
surely, to the constant φ− from (28),

φ−(s, k) =

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

s +
1 − 2s

k
− 2

k

√
s(1 − s)(k − 1), if s < 1

k

0, if s ≥ 1
k

.

The formula above allows us to obtain the limiting noise content of random POVMs; for a sequence of random POVMs of parameters
(d, k; nd), where nd is a sequence of integers with the property that d ∼ sknd (as d →∞), the noise content w(M) = ∑k

i=1λmin(Mi) converges,
almost surely as d →∞ and k, s fixed, to the quantity kφ−(s, k).

Using this result, we obtain the following compatibility criterion for Haar-random POVMs.

Theorem VII.1. Let (A(d)) and (B(d)) be two sequences of random POVMs of respective parameters (d, k; nd) and (d, l; md), where nd and
md are two integer sequences growing to infinity in such a way that d ∼ sknd and d ∼ tlmd for two constants s, t ∈ (0, 1]. If

kφ−(s, k) + lφ−(t, l) > 1, (31)

then, almost surely as d →∞, the Haar-random POVMs A(d) and B(d) are asymptotically compatible.

Proof. From Proposition VI.2, we know that for individual POVM operators A(d)
i (respectively, B(d)

j ), the minimum eigenvalue converges,
almost surely as d →∞, to the corresponding value φ− (here, we need the strong convergence flavor of the theorem). Taking the intersection
of k + l almost sure events, we obtain the simultaneous almost sure convergence of the sum of minimum eigenvalues to the left-hand-side of
(31). The conclusion follows from a standard countable approximation argument. □

Remark VII.2. Note that in Theorem VII.1, we do not need to make any assumptions on the joint distribution of the random POVMs A and
B (such as independence). This is due to the fact that the minimum eigenvalue compatibility criterion we are using only depends on individual
spectral characteristics of the two POVMs.

Corollary VII.3. In the case k = l ≥ 2 and s = t (identically distributed Haar-random POVMs), the condition from (31) simplifies to

s < 1
6k − 4 + 4

√
(k − 1)(2k − 1)

.

Corollary VII.4. In the case k = l = 2 and s, t arbitrary (dichotomic POVMs), the condition from (31) simplifies to

t < 1
2
−
√√

s(1 − s) − s(1 − s) and s < 1
2

.

The condition s < 1
2 appears because one needs to take the first branch of the definition of the function φ− in order to satisfy (31). The

inequalities of Corollaries VII.3 and VII.4 are depicted in Fig. 8.

B. The Jordan product criterion
In this section, we focus on the compatibility criterion given by the Jordan product; see Proposition III.2. To apply this criterion to

Haar-random POVMs A and B, one has to compute the minimum eigenvalue of the Jordan product Ai ○ Bj of two (independent) random
matrices having limiting eigenvalue distributions such as in Proposition VI.2. The computation of the distribution of the anti-commutator of
two random matrices is an important problem in the general theory of random matrices, which has received some attention in the last years,
especially in the framework of free probability.68,69 A nice description of the anti-commutator of a pair of free random variables remains
elusive in the most general case, despite some partial results [e.g., for even random variables, see Ref. 68 (Proposition 1.10)] and some implicit
characterizations [see Ref. 69 (Theorem 2.2)].

In the absence of an analytical description of the smallest eigenvalue of the Jordan product of two random POVM elements, we rely here
on the following general lower bound. For a positive definite matrix X, we denote

R(X) ∶= λmax(X)
λmin(X)

∈ [1,∞).
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Lemma VII.5 (Refs. 70–72). Let X, Y ∈Md(C) be two positive definite matrices. If any of the two equivalent conditions below holds

● (
√

R(X) − 1)(
√

R(Y) − 1) < 2 and
● (R(X) − 1)2(R(Y) − 1)2 < 16R(X)R(Y),

then Z = X ○ Y = XY + YX is a positive definite.

The next result uses the previous lemma to provide a sufficient criterion for the asymptotic compatibility of Haar-random POVMs. We
omit the proof since it is very similar to the Proof of Theorem VII.1. We need the following notation (k ≥ 2 and 0 < s ≤ 1):

R(k, s) ∶=

⎧⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎩

s + 1−2s
k + 2

k

√
s(1 − s)(k − 1)

s + 1−2s
k −

2
k

√
s(1 − s)(k − 1)

, if s < 1
k

+∞, if s ≥ 1
k

.

Theorem VII.6. Let (A(d)) and (B(d)) be two sequences of random POVMs of respective parameters (d, k; nd) and (d, l; md), where nd and
md are two integer sequences growing to infinity in such a way that d ∼ sknd and d ∼ tlmd for two constants s, t ∈ (0, 1]. If

(
√

R(k, s) − 1)(
√

R(l, t) − 1) < 2, (32)

then, almost surely as d →∞, the Haar-random POVMs A(d) and B(d) are asymptotically compatible.

Remark VII.7. As for Theorem VII.1, we do not need to make any assumptions on the joint distribution of the random POVMs A and B.
Although the Jordan product compatibility criterion depends jointly and in a non-trivial manner on the POVM elements of both A and B, the
inequality from Lemma VII.5 separates these contributions, allowing for the very general bound (32).

Corollary VII.8. In the case k = l ≥ 2 and s = t (identically distributed Haar-random POVMs), the condition from (32) simplifies to R(k, s)
< 3 + 2

√
2, which, after some algebra, yields

s < k(3 − 2
√

2) + 2(
√

2 − 1)
k2 + 4k − 4

< 1
k

.

Corollary VII.9. In the case k = l = 2 and s, t arbitrary (dichotomic POVMs), the condition from (32) simplifies to
√

s(1 − s) +
√

t(1 − t) < 1
4
⇐⇒ t < 1

2
−
√

s(1 − s) and s < 1
2

.

The inequalities of Corollaries VII.8 and VII.9 are depicted in Fig. 8.

C. The optimal cloning map criterion
We briefly discuss here the optimal cloning compatibility criterion presented in Proposition III.3 for Haar-random POVMs. The relevant

quantities here are the minimal eigenvalues of the effects (which were discussed at length in Proposition VI.2 and used in Theorem VII.1) and
the traces of the effects. Regarding the latter quantities, we know from Proposition VI.2 that, almost surely as d →∞,

∀i : lim
Tr[A(d)

i ]
d

= 1
k

for a sequence of random Haar-POVMs A(d) with parameters (d, k; nd) in the scaling d ∼ sknd. It follows that the asymptotical version of
Eq. (8) reads

φ−(s, k) > 1
2k

.

Assuming also the corresponding condition for a second sequence of random Haar-POVMs B(d) with parameters (d, l; md), we recover by
summing them [Eq. (31)], showing that, asymptotically, for Haar-random POVMs, the optimal cloning criterion is weaker that the noise
content criterion. Note, however, that this is not the case at fixed dimension d as it was pointed out in Remark III.4.

D. Unsharpness and the Miyadera–Imai criterion
Our goal in this section is to analyze under which conditions independent random POVMs are certified incompatible by the Miyadera–

Imai criterion recalled in Sec. III C.
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Since the sharpness measure from Definition II.6 plays an important role in the Miyadera–Imai criterion, let us study it in the case of the
random POVMs defined in Sec. V.

Proposition VII.10. Let (A(d)) be a sequence of random POVMs of parameters (d, k; nd), where nd is an integer sequence growing to infinity
in such a way that d ∼ sknd for a constant s ∈ (0, 1]. Then, almost surely, for all i = 1, . . . , k,

lim
d→∞

σ(M(d)
i ) = σ(k, s) ∶=

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎩

4φ+(s, k−1)(1 − φ+(s, k−1)), if s ∈ [0, s0)

1, if s ∈ [s0, 1 − s0]
4φ−(s, k−1)(1 − φ−(s, k−1)), if s ∈ (1 − s0, 1)

0, if s = 1,

(33)

where σ(.) is the sharpness measure from (3), φ± are the constants defined in (28), and

s0 =
1
2
−
√

k − 1
k

∈ [0, 1/2).

Proof. The result follows from a simple analysis of the support of the measure (27). □

Remark VII.11. It is easy to see that the limiting value σ(k, s) is symmetric with respect to s = 1/2: σ(k, s) = σ(k, 1 − s). Moreover, for all k
and s ∈ (0, 1), σ(k, s) ≥ k−1 − k−2. At s = 1, the random POVM elements M1, . . . , Mk are random projections summing to the identity, hence, the
unsharpness is null.

Remark VII.12. For k = 2, we have s0 = 0 and thus, for all s ∈ [0, 1], σ(2, s) = 1. This is because 1/2 is, asymptotically, almost surely an
element of the spectrum of both effects of a binary random POVM.

In Fig. 7, we plot the limiting value of the unsharpness σ(Ai) as a function of s, for fixed k.
Regarding now the application of the Miyadera–Imai criterion, since this is only a necessary condition for compatibility of POVMs, the

only scenario in which it can be used is if

4∥[Ai, Bj]∥2 > σ(Ai)σ(Bj), (34)

in which case the POVMs are guaranteed to be incompatible. Above, Ai and Bj are quantum effects belonging to two POVMs A and B. In
the case of random POVMs A and B, the difficulty lies in computing the left-hand side. For example, in the most natural setting, when A(d)

and B(d) are sequences of independent, identically distributed Haar-random POVMs as in Proposition VII.10, one needs to compute the
limiting eigenvalue distribution of the random matrix AiBj − BjAi in a strong sense (in order to also obtain the convergence of the opera-
tor norm). As it was argued in Sec. VII B, the computations of the limiting distributions of commutators and anti-commutators is a highly

FIG. 7. The limiting value of the unsharpness of a random POVM as a function of s, for k = 5 (left) and k = 50 (right). The dotted horizontal lines correspond to the minimal
(4(k−1

− k−2)) and maximal (1) values of the unsharpness, corresponding to a fixed value of k.
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TABLE I. The average value of 4∥[Ai , Bj]∥
2 for 10 pairs of independent

quantum effects Ai , Bj from the Haar-random POVM ensemble of parameters
(d = ⌊skn⌋, k; n = 1000) for s = 0.1, 0.3, 0.5, 0.7, 0.9 and k = 2, 3, 5. In all these
cases, the right-hand side of (34) is equal to 1, asymptotically, so the application of
the Miyadera–Imai criterion is inconclusive.

k (s) 0.1 0.3 0.5 0.7 0.9

2 0.025 522 0.199 76 0.472 05 0.756 35 0.963
3 0.020 689 0.170 55 0.426 74 0.722 26 0.957 12
5 0.011 771 0.112 01 0.317 46 0.603 86 0.914 34

non-trivial question in free probability, so we lack a precise answer in our setting. More recent theoretical results based on the theory of
operator-valued free probability73 might be the right framework to tackle such questions; we leave this question open. Numerical simula-
tions74 seem to suggest, however, that the Miyadera–Imai criterion does not allow to conclude that Haar-random POVMs are incompatible;
see Table I.

E. The Zhu criterion
The Zhu criterion from Proposition III.6 is unfortunately uninformative in the asymptotical regime we are interested in. Indeed, using

the triangle inequality, we upper bound the expression of τ from (15) by

1
2
[Tr[GA] + Tr[GB] + ∥GA∥1 + ∥GB∥1] = Tr[GA] + Tr[GB].

Since Tr[GA] = ∑k
i=1Tr[A2

i ]/Tr[Ai] ≤ k, to obtain a violation of the inequality from Proposition III.6, one needs k + l > d, where k, respectively,
l is the number of outcomes of the POVMs A, respectivel, B. In the regime we are interested in (fixed number of outcomes, large dimension),
this inequality cannot hold, so the Zhu criterion is not applicable in our setting.

FIG. 8. Efficiency of the noise content and Jordan product criteria. Left: the range of values (k, s) for which one can infer the compatibility of two identically distributed
Haar-random POVMs (see Corollaries VII.3 and VII.8). Right: the range of values (s, t) for which one can infer the compatibility of two dichotomic Haar-random POVMs (see
Corollaries VII.4 and VII.9). The top curves (in blue) correspond to the Jordan product criterion, while the bottom ones (in red) to the noise content criterion.
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F. Comparing the different compatibility criteria
We compare in this section the different compatibility criteria described previously. As it was noted, the optimal cloning criterion is

asymptotically weaker than the noise content criterion, so we do not discuss it here. The two relevant criteria are the Jordan product criterion
and the noise content criterion. We compare them in Fig. 8, and we note that the Jordan product criterion performs systematically better. This
result is surprising since we have used several inequalities in our analysis from Sec. VII B in order to be able to apply the criterion to random
matrices.

We conclude that, in the presence of typical random POVMs, one has interest in checking first the Jordan product criterion in order to
certify compatibility.

We would like also to point out that, at this time, we do not know of any incompatibility criteria that would give any insightful informa-
tion in the asymptotic regime studied in this paper (fixed number of outcomes, large matrix dimension). It would be interesting to develop
such criteria, adapted to noisy POVMs.
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APPENDIX: DENSITY OF WISHART-RANDOM POVMs

We prove in this appendix Theorem V.13 with the help of the matrix Dirac delta functions.56,57 Let us recall that a Wishart-
random POVM M of parameters (d, k; s1, . . . , sk) is obtained by normalizing k independent Wishart matrices W1, . . . , Wk of respective
parameters (d, si),

Mi = S−1/2WiS−1/2, where S =
k

∑
j=1

Wj.

We also recall that a Wishart random matrix of parameters (d, s) has density

dP
dLeb

(w) = Cd,s1w≥0 exp(−Trw)(detw)s−d.

Proof of Theorem V.13. In the course of the proof, we shall not keep track of constants although this could be done with the help of the
Weyl integration formula75 (Proposition 4.1.3) and the Selberg integral76 [Eq. (17.6.5)]. We have

dP
dLeb

(m1, . . . , mk) ∼ ∫
k

∏
i=1

dWi1Wi≥0 exp(−Tr Wi)(det Wi)si−d

⋅ δ
⎡⎢⎢⎢⎢⎢⎣

mi −
⎛
⎝∑j

Wj
⎞
⎠

−1/2

Wi
⎛
⎝∑j

Wj
⎞
⎠

−1/2⎤⎥⎥⎥⎥⎥⎦

= ∫ dS(
k

∏
i=1

dWi)δ
⎛
⎝

S −∑
j

Wj
⎞
⎠

k

∏
i=1

1Wi≥0 exp(−Tr Wi)(det Wi)si−dδ(mi − S−1/2WiS−1/2).

We shall now make a change of variables Wi = S1/2m1/2
i Yim1/2

i S1/2, where S and mi are treated like constants and Y i are the new variables.
Computing the Jacobian of this transformation [see also Ref. 77 (Proposition 3.7)], we have

dWi = (det S)d(det mi)ddYi.

Factorizing the expressions appearing in the delta functions and using57 Proposition 3.3, we get

δ
⎡⎢⎢⎢⎢⎢⎣

mi −
⎛
⎝∑j

Wj
⎞
⎠

−1/2

Wi
⎛
⎝∑j

Wj
⎞
⎠

−1/2⎤⎥⎥⎥⎥⎥⎦
= (det mi)−dδ(Id − Yi)

δ
⎛
⎝

S −∑
j

Wj
⎞
⎠
= (det S)−dδ

⎛
⎝

Id −∑
j

m1/2
j Yjm1/2

j
⎞
⎠

.

Plugging everything into the expression for the density, we obtain
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dP
dLeb

(m1, . . . , mk) ∼ ∫ dS(
k

∏
i=1

dYi)1S≥0 exp(−Tr S)(det S)(k−1)dδ
⎛
⎝

Id −∑
j

m1/2
j Yjm1/2

j
⎞
⎠

⋅
k

∏
i=1

1Yi≥0(det S)si−d(det mi)si−d(det Yi)si−dδ(Id − Yi)

= δ
⎛
⎝

Id −∑
j

mj
⎞
⎠

k

∏
i=1

(det mi)si−d ∫ dS1S≥0 exp(−Tr S)(det S)∑jsj−d

∼ δ
⎛
⎝

Id −∑
j

mj
⎞
⎠

k

∏
i=1

(det mi)si−d,

which is formula (22), finishing the proof. □
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