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Doctoral Dissertation, 127 pp. 
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ABSTRACT 

Computer-aided drug discovery (CADD) methods are now routinely used in the 
preclinical phase of drug development. Powerful high-performance computing 
facilities and the extremely fast CADD methods constantly scale up the coverage of 
drug-like chemical space achievable in rational drug development. In this thesis, 
CADD approaches were applied to address several early-phase drug discovery 
problems. Namely, small molecule binding site detection on a novel target protein, 
virtual screening (VS) of molecular databases, and characterization of small 
molecule interactions with metabolic enzymes were studied. Various CADD 
methods, including molecular dynamics (MD) simulations in mixed solvents, 
molecular docking, and binding free energy calculations, were employed. Co-solvent 
MD simulations detected biologically relevant binding sites and provided guidance 
for screening potential protein-protein interaction inhibitors for a crucial protein of 
the SARS-CoV-2. VS with fragment- and negative image-based (F-NIB) models 
identified three active and structurally novel inhibitors of the putative drug target 
phosphodiesterase 10A. MD simulations and docking provided detailed insights on 
the effects of active site structural flexibility and variation on the binding and 
resultant metabolism of small molecules with the cytochrome P450 enzymes. The 
results presented in this thesis contribute to the increasing evidence that supports 
employment and further development of CADD approaches in drug discovery. 
Ultimately, rational drug development coupled with CADD may enable higher 
quality drug candidates to the human studies in the future, reducing the risk of 
financially and temporally costly clinical failure. 

KEYWORDS: Structure-based drug development, Computer-aided drug discovery 
(CADD), Molecular dynamics (MD) simulation, Virtual screening (VS), Fragment- 
and negative image-based (F-NIB) model, Structure-activity relationship (QSAR), 
Cytochrome P450 ligand binding prediction  
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TURUN YLIOPISTO 
Lääketieteellinen tiedekunta 
Biolääketieteen laitos 
Farmakologia, lääkekehitys ja lääkehoito 
ELMERI JOKINEN: Molekyylidynamiikka- ja virtuaaliseulontamenetelmät 
lääkeaine-etsinnässä 
Väitöskirja, 127 s. 
Lääketutkimuksen tohtoriohjelma 
Lokakuu 2022 

TIIVISTELMÄ 

Tietokoneavusteista lääkeaine-etsintää käytetään nykyisin yleisesti prekliinisessä 
lääketutkimuksessa. Suurteholaskenta ja äärimmäisen nopeat tietokoneavusteiset 
lääkeaine-etsintämenetelmät mahdollistavat jatkuvasti kattavamman lääkkeen-
kaltaisten molekyylien kemiallisen avaruuden seulonnan. Tässä väitöskirjassa 
tietokonepohjaisia menetelmiä hyödynnettiin lääketutkimuksen prekliiniseen 
vaiheeseen liittyvissä tyypillisissä tutkimusongelmissa. Työhön kuului pien-
molekyylien sitoutumisalueiden tunnistus uuden kohdeproteiinin rakenteesta, 
molekyylitietokantojen virtuaaliseulonta sekä pienmolekyylien ja metabolian 
entsyymien välisten vuorovaikutusten tietokonemallinnus. Työssä käytettiin useita 
tietokoneavusteisen lääkeaine-etsinnän menetelmiä, sisältäen molekyylidynamiik-
kasimulaatiot (MD-simulaatiot) vaihtuvissa liuottimissa, molekulaarisen telakoinnin 
ja sitoutumisenergian laskennan. Orgaanisen liuottimen ja veden sekoituksessa 
tehdyt MD-simulaatiot tunnistivat biologisesti merkittäviä sitoutumisalueita SARS-
CoV-2:n tärkeästä proteiinista ja ohjasivat infektioon liittyvän proteiini-proteiini-
vuorovaikutuksen potentiaalisten estäjien etsintää. Virtuaaliseulonnalla tunnistettiin 
kolme rakenteellisesti uudenlaista tunnetun lääkekehityskohteen, fosfodiesteraasi 
10A:n, estäjää hyödyntäen fragmentti- ja negatiivikuvamalleja. MD-simulaatiot ja 
telakointi tuottivat yksityiskohtaista tietoa sytokromi P450 entsyymien aktiivisen 
kohdan rakenteen jouston ja muutosten vaikutuksesta pienmolekyylien sitoutu-
miseen ja metaboliaan. Tämän väitöskirjan tulokset tukevat kasvavaa todistus-
aineistoa tietokoneavusteisen lääkeaine-etsinnän käytön ja kehityksen hyödylli-
syydestä prekliinisessä lääketutkimuksessa. Tietokoneavusteinen lääkeaine-etsintä 
voi lopulta mahdollistaa korkeampilaatuisten lääkekandidaattien päätymisen 
ihmiskokeisiin, pienentäen taloudellisesti ja ajallisesti kalliin kliinisen tutkimuksen 
epäonnistumisen riskiä. 

AVAINSANAT: Rakennepohjainen lääkeainekehitys, Tietokoneavusteinen lääke-
aine-etsintä, Molekyylidynamiikkasimulaatio (MD-simulaatio), Virtuaaliseulonta, 
Fragmentti- ja negatiivikuvamalli, Rakenne-aktiivisuussuhde, Sytokromi P450 
ligandien sitoutumisen ennustus   
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1 Introduction 

The proteome of an organism constitutes a multi-tool for maintaining biological 
systems that can be a single cell or a highly complex multi-tissue life form. Proteins 
mediate practically all biological processes within living matter by interactions with 
ligands, such as other proteins, DNA, or endo- or exogenous small molecules. 
Therefore, it is not surprising that diseases very often relate to the malfunction of 
specific proteins. Drug discovery and development aim to find substances that can 
be used to modulate the function of such proteins or counteract their effects 
indirectly. The development of novel drugs is, however, extremely laborious and 
expensive. The financial and time investments required for developing a new drug 
are currently estimated at over 2 billion USD and more than ten years, respectively 
(DiMasi et al., 2016). Moreover, a drug development project always includes 
significant risk of failure. The common root cause for clinical failure is that 
predicting the behavior of novel substances in the human body is still extremely 
challenging (Sun et al., 2022). On the other hand, many promising drug development 
campaigns are halted right at the start due to the target protein, despite being 
medicinally interesting, seeming technically too difficult to be targeted with drugs. 

Initiating a drug development project with a novel target protein requires solving 
the following problems: where into the protein’s structure should the drug bind, and 
what kind of compound will an effective drug be? The traditional approach to 
address these issues is to test large quantities of molecules experimentally by high-
throughput screening and see if some of them modulate the function of the protein 
in a pharmacologically desirable manner (Szymański et al., 2012). However, to find 
compounds that affect a specific protein, segments of the astronomically sized 
chemical space of small-sized organic molecules must be sieved through 
exhaustively. Despite having shown many accomplishments, highly automated high-
throughput screening can test only a tiny fraction of the possible drug-like 
compounds. Limited sampling of the relevant chemical space may lead to the best 
candidates remaining hidden, while those who enter the clinical trials may be 
doomed to fail if suitable candidates are found at all. 

Structure-based drug development (SBDD) aims to make drug discovery more 
efficient by considering the structure of the target protein in the search for active and 



Introduction 

 11 

selective compounds (Huggins et al., 2012; Lounnas et al., 2013). SBDD is strongly 
coupled with computer-aided drug discovery (CADD) that can be used to simulate 
protein-drug interactions in great detail and with unmatched speed (Sliwoski et al., 
2014). Rapid and continuous development of the CADD methods constantly brings 
novel and improved drug discovery strategies available for investigators. Already 
today, CADD tools exist for detecting novel binding sites on target proteins, 
extremely fast evaluation of compound affinity to a drug target, and prediction of 
drug candidate metabolism. Employment and development of better CADD methods 
may bring forward novel drug targets and help improve the quality of the compounds 
that enter the clinical trials. In this thesis, the utility of current CADD workflows is 
demonstrated by focusing on binding site identification with a novel target protein, 
virtual screening (VS) with a novel approach, and prediction of small molecule 
binding to metabolic enzymes. 
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2 Review of the Literature 

2.1 Structure-based drug discovery 
SBDD relies on the availability of high-resolution structural models of the target 
protein, obtained, for example, by X-ray crystallography. The structure is then used 
as a template where molecules in enormously sized molecular databases are fit to 
evaluate their shape and electrostatic complementarity with the binding site and 
estimate their suitability for binding to the target (Huggins et al., 2012; Lounnas et 
al., 2013; Figure 1). Evaluating up to billions of compounds within just days or 
weeks is enabled by the extremely fast CADD approaches (Gorgulla et al., 2020). 
While the ability of the CADD methods to provide predictions within the chemical 
accuracy still cannot be guaranteed, they can be used to prioritize compounds or 
compound classes for experimental studies. In addition, VS has been argued to 
increase the chemical diversity of the obtained active hit compounds due to its ability 
to cover a more significant portion of the drug-like chemical space than what is 
possible for any experimental high-throughput screening protocol (Shoichet, 2004). 
Having multiple active structural scaffolds could be paramount for developing 
compounds with a chance of succeeding in the clinical trials by fulfilling the strict 
pharmacodynamics and –kinetics criteria of potent and safe drugs (Sun et al., 2022). 
SBDD and CADD approaches have been pivotal in developing many of the drugs 
currently on the market (Sabe et al., 2021). 
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Figure 1. The rationale behind SBDD. In the illustrative SBDD flow, the target protein structure 

(orange) is used to find the compounds that could most potentially bind to the designated 
binding site. A potential hit compound is highlighted with an orange dashed circle. While 
experimental confirmation for the compounds predicted active by CADD is needed, the 
testing can be directed only to the most potential candidates.  

Various in silico approaches exist that offer tools for the preclinical phase of the 
drug development process. Bioinformatics tools are generally used to identify 
putative drug targets (Jiang and Zhou, 2005). In contrast, simulations of varying 
chemical detail can be utilized to detect target binding sites for drugs and the drug 
screening itself. Optimization of binding affinity, selectivity, and pharmacokinetics 
is also supported by numerous CADD-based predictive approaches (Heifetz et al., 
2016; Sliwoski et al., 2014). Computer hardware and software are constantly 
evolving, and high-performance computing facilities and large compound databases 
are becoming more readily available for CADD investigators (Puertas-Martín et al., 
2020; Sterling and Irwin, 2015). Due to this development, the application of SBDD 
and CADD methods for solving problems that are more complex than before is 
drawing attention in both academia and industry. 

Inadequate consideration of the structural flexibility of the target protein has 
been one traditional limitation of the CADD methods (Alvarez-Garcia and Barril, 
2014). It is well known that many proteins undergo structural adaptation upon ligand 
recognition (Buonfiglio et al., 2015; Mobley and Dill, 2009). Such ligand-bound 
conformations may be non-visible in the protein’s non-liganded (apo) form. 
Especially, cryptic binding sites that require ligand occupation to be observable in 
an open state may be extremely difficult to detect with experimental methods 
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(Bowman and Geissler, 2012; Johnson and Karanicolas, 2015). Obtaining 
information on conformational changes that facilitate small molecule binding could 
bring up novel strategies for SBDD. Specifically, many disease-related signaling 
pathways are mediated by protein-protein interactions (PPIs), making them a 
promising drug discovery and development target. PPI interfaces are also infamously 
difficult targets for developing selective small molecule drugs. Protein-protein 
contacts are generally made through large, flat, and hydrophobic interfaces that lack 
suitable binding sites for small molecules (Wells and McClendon, 2007). Many 
examples have emerged where a PPI interface accepts a small molecule binder 
through structural adaptation, inhibiting a specific PPI (Scott et al., 2016). Several 
drugs targeting PPIs have already entered the market, and many more are being 
evaluated in clinical trials, demonstrating the feasibility of the approach (Arkin et 
al., 2014; Lu et al., 2020). Modern CADD methods offer valuable tools for 
simulating the flexibility of such technically challenging target proteins, possibly 
revealing conformations where drug discovery could be targeted (Scott et al., 2016; 
Shan et al., 2022). Computer simulations may bring forward novel SBDD 
approaches considering also known drug targets. Structural rearrangements at known 
binding sites may reveal additional sub-pockets or conformations that could be 
utilized by novel ligand chemotypes with possibly improved potency and drug-like 
properties (Amaral et al., 2017; Shiau et al., 1998). 

Fragment-based drug discovery (FBDD) has become an essential strategy within 
the SBDD field. A significant benefit of screening molecular fragments (MW < 300 
Da) is that much smaller compound library can sample much broader chemical 
diversity than with the small molecules (Scott et al., 2012). Due to low affinity, 
binding fragments usually need to utilize efficiently the available binding 
interactions. Fragment binding may thus recognize interaction sites that significantly 
contribute to the binding energy. Ideally, active fragments binding to different high-
affinity regions of the binding are fused into a tight-binding small molecule. CADD 
methods are having a growing impact on FBDD (Bian and Xie, 2018; Bissaro et al., 
2020; Chen and Shoichet, 2009; Xiong et al., 2016), especially interesting being the 
recent attempts to derive fragment dissociation constants from molecular dynamics 
(MD) simulations (Pan et al., 2017). An experimental FBDD approach was recently 
combined with MD simulations to detect a cryptic binding site for Heat Shock 
Protein 70 (O’Connor et al., 2022). Inspection of aromatic residue fluctuations of 
cryptic sites in MD simulations provided structural insight for FBDD (Iida et al., 
2020). The following sections present current CADD approaches utilized in SBDD 
for druggable binding site identification and small molecule affinity, binding mode 
and metabolism prediction. 
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2.2 Computer-aided target site identification 
Especially with emerging drug targets, locations of the possible orthosteric or allosteric 
target sites or their ligand-bound conformations are often unknown. Even with 
established target sites, improved consideration of the site’s flexibility may enable the 
identification of active compounds that contain novel structural scaffolds. The first 
computational approaches addressing this issue were developed already in the 1980s. 
The GRID program placed a protein inside a grid and probed the protein surface with 
various functional groups, labelling grid points with favourable energetics as potential 
binding hotspots (Goodford, 1985). Since then, various binding site detection 
algorithms have evolved that analyze protein surfaces using a single static structure, 
enabling rapid detection of potential binding sites from an experimental model. 
FPOCKET is a geometry-based method where suitable sites are located by detecting 
curvature or cavities within the protein structure by placing and clustering alpha 
spheres on the protein surfaces (Le Guilloux et al., 2009). Further calculations 
considering the pocket volume and cavity-lining amino acids allow scoring of the 
detected pockets according to their suitability for small molecule binding. Other 
approaches include probing the protein surface with chemical moieties, similarly to 
GRID, that generates energy potentials by forming non-covalent interactions on 
putative binding sites, or similarity-based prediction using known binding sites of 
structurally homologous proteins (Ngan et al., 2012; Wass et al., 2010). Moreover, 
machine learning is increasingly utilized in binding site detection (Jiménez et al., 2017; 
Stepniewska-Dziubinska et al., 2020). Recently, the performance of geometry-, 
energy- and machine-learning-based binding site detection algorithms was 
investigated using apo and holo protein structures (Clark et al., 2020). 

As druggable binding pockets are not always present in the available 
experimental models, the potential opening of such pockets can be investigated using 
MD simulations. MD simulation is a tool for modelling the structural dynamics of 
molecules at the atomic level. The method can be used to explore the time-dependent 
conformational fluctuations and solvent interactions of a protein in water. Motion of 
all atoms in the system is integrated within femtosecond time steps. Forces that affect 
each atom and determine their motion are mathematically approximated using a 
potential energy function based on classical molecular mechanics. Commonly used 
force field families for proteins include AMBER, CHARMM, and OPLS (Best et al., 
2012; Maier et al., 2015; Robertson et al., 2015). Continuous progress in computer 
hardware and simulation algorithms has made it possible to simulate bio molecular 
systems consisting of millions of atoms in reasonable time scales. Using specialized 
computer hardware, processes up to millisecond scale, for example, protein folding, 
are accessible for MD simulations (Shaw et al., 2009). Generally, medicinally 
interesting nanosecond to microsecond scale events, such as ligand binding, plasma 
membrane effect to ligand binding, force propagation along proteins, and protein-
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protein interactions, can be routinely simulated in atomic detail (Heifetz et al., 2016; 
Lolicato et al., 2020; Postila et al., 2010; Seppälä et al., 2017; Shan et al., 2022; 
Sliwoski et al., 2014; Veeramachaneni et al., 2021). This development has made MD 
simulation an extraordinarily versatile and exciting tool for basic research, 
discovery, and optimization related to drug development (Durrant and McCammon, 
2011). In the following two sections, an increasingly popular technique for binding 
site detection, the co-solvent MD simulation, is presented. 

2.2.1 Binding pocket detection by co-solvent MD simulations 
Co-solvent MD simulation is a method for detecting high-affinity interaction sites 
on a protein structure (Defelipe et al., 2018; Ghanakota and Carlson, 2016a). The 
basic idea in co-solvent MD is to probe the surface of the simulated protein with 
small-sized organic molecules that express drug-like chemical properties (Figure 2). 
The detected interaction sites may contain novel regions where drug discovery 
efforts could be targeted. In addition, the organic probe molecules may induce the 
opening of occluded or cryptic binding pockets that open only upon ligand 
recognition. 

 
Figure 2. Overview of a co-solvent MD simulation. In co-solvent MD, the protein is solvated into a 

mixture of water and an organic probe molecule (upper row). In the analysis phase, the 
sites of high probe occupancy on the protein surface are detected and visualized as 
volume density (lower row, left, and middle). Here, probe occupancy was detected on a 
PPI site (lower row, middle; protein surface is colored white, while protein-protein 
contact areas are colored orange). The most common binding modes of the probe 
molecules on specific binding hotspots can be extracted from the simulation trajectories 
(lower row, right). The figure is arranged according to the co-solvent MD protocol 
described in Ghanakota and Carlson, 2016b. 
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The experimental background of the method is in the multiple solvent crystal 
structure studies where protein crystal structures were solved with various organic 
co-solvents (Allen et al., 1996). The Barril group presented the first co-solvent MD 
simulation technique where the simulations were performed in 20% isopropanol-
water solvent, and localization of the probe was compared to multiple solvent crystal 
structures with three target proteins (Seco et al., 2009). The probe occupancies were 
analyzed by a grid-based approach where binding free energy change associated with 
a probe binding to a specific spot was evaluated. Ligand competitive saturation, 
SILCS, is another early co-solvent MD method characterized by the use of artificial 
repulsion between the hydrophobic probes to avoid aggregation due to high probe 
concentrations (Guvench and MacKerell, 2009). SILCS has found applications 
related to pharmacophore modelling, free energy calculations, and sampling of 
buried binding pockets (Lakkaraju et al., 2015; Raman et al., 2012; Yu et al., 2015). 
The mixed solvent molecular dynamics (MixMD) protocol, developed by the 
Carlson group, was applied in this thesis. In the current MixMD, the simulations are 
performed with binary solvents expressing 5% probe-to-water ratio and fully flexible 
target protein (Lexa and Carlson, 2011; Ung et al., 2016). The commonly used 
probes include pyrimidine, acetonitrile and isopropanol. Usage of charged probes 
has also been demonstrated (Ghanakota and Carlson, 2016b). MixMD and its related 
parameters have been calibrated and benchmarked using various target proteins 
(Lexa et al., 2014). Generally, the method has been shown to successfully identify 
orthosteric and allosteric binding sites and PPI sites in both retrospective and 
prospective studies (DasGupta et al., 2022; Ghanakota and Carlson, 2016b; 
Ghanakota et al., 2018; Makley et al., 2021; Smith and Carlson, 2021). In addition 
to the co-solvent MD approaches discussed above, many others do exist and they 
have been comprehensively reviewed recently (Ghanakota and Carlson, 2016a). 

Benchmarking studies have shown that the co-solvent MD simulations typically 
map additional sites on the protein structure that do not overlap with the known 
binding sites. While some of such sites could be relevant for drug discovery through 
allosteric effects, prospective usage of the co-solvent MD methods requires metrics 
for ranking and prioritization of the sites based on their druggability. In the MixMD 
method, a true binding hotspot is defined as a site with strong occupancy by at least 
two different probe types (Ghanakota and Carlson, 2016b). Several studies have 
employed pocket detection algorithms, such as Sitemap or PocketAnalyzer, to assess 
the druggability of the sites identified and sampled by the co-solvent MD methods 
(Bakan et al., 2012; Craig et al., 2011; Halgren, 2007, 2009; Kalenkiewicz et al., 
2015; Schmidt et al., 2019; Yang, 2015). Usage of probe mixtures and conversion of 
probe occupancies to maximal binding free energy values at specific hotspots 
provided affinities that corresponded to the best-known ligands for those binding 
sites with several targets (Bakan et al., 2012). Improved docking performance with 
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co-crystal ligands was reported using interaction site information obtained from co-
solvent MD simulations using ethanol as a probe (Arcon et al., 2017). 

2.2.2 Conformational sampling of binding pockets by co-
solvent MD 

A crucial feature of co-solvent MD is to enrich simulation structures where the 
possible occluded and cryptic binding pockets are in an open state due to probe 
occupation. Such a phenomenon has been reported in multiple co-solvent MD 
studies (Bakan et al., 2012; Kalenkiewicz et al., 2015; Kimura et al., 2017; Schmidt 
et al., 2019). The effect has been attributed to either induced fit or conformational 
selection effects during the production simulation or to probes occupying specific 
pockets that open during an annealing stage of the equilibration protocol. MD 
simulations in pure water have also been reported to sample holo-like binding pocket 
states, but very infrequently or only partially (Gao et al., 2017; Prakash et al., 2015). 
Kimura et al. demonstrated complete or partial opening and mapping of cryptic 
pockets during co-solvent MD simulations for multiple targets when starting the 
simulations from their apo structures (Kimura et al., 2017). Cryptic pockets opened 
readily when they were associated with minor structural changes such as sidechain 
movements. In contrast, pockets related to more significant changes, such as helix 
displacement, were more often only partially mapped. The co-solvent MD 
simulations were shown to sample pocket states structurally close to experimentally 
determined ligand-bound structures. Schmidt et al. presented a highly automatized 
protocol for detecting cryptic pockets that become accessible during co-solvent MD 
simulations (Schmidt et al., 2019). Co-solvent MD induced cryptic pocket 
conformations that resembled their experimentally determined ligand-bound forms 
with several targets, although the simulations were started from the apo forms. 
Crystal structure poses of known ligands were reproduced by docking to the 
simulation structures, indicating the feasibility of the extracted structures in VS 
studies. 

Integrating enhanced sampling techniques with co-solvent simulations has 
become an intriguing option to facilitate the opening of binding sites that depend on 
large backbone movements (Oleinikovas et al., 2016). Accelerated MD (aMD) has 
been combined with co-solvent MD using different probe types to investigate the 
opening of several allosteric or occluded binding sites and provide druggable 
conformations for docking (Kalenkiewicz et al., 2015; Smith and Carlson, 2021; 
Tze-Yang Ng and Tan, 2022; Yang, 2015). In aMD, a boost potential is added to the 
system’s potential energy if the potential energy is under a threshold value. The 
approach enhances the system’s ability to overcome energy barriers, allowing 
efficient sampling of conformations separated by such barriers (Hamelberg et al., 
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2004). Comparison of pure water aMD simulations showed less frequent opening of 
small molecule binding pockets on the PPI interface (Kalenkiewicz et al., 2015). 
Systems where cryptic pocket opening required helix displacement were challenging 
for an aMD-MixMD approach, as holo-like conformation was not observed during 
100 ns standard or aMD-MixMD simulations (Smith and Carlson, 2021). Running 
longer simulations was speculated to improve the situation as helix displacement was 
sometimes observed in individual simulation trajectories. Interestingly, molecular 
docking of known ligands to the cryptic sites showed similar performance when 
using structures from water or co-solvent simulations. This result was somewhat 
inconsistent with earlier work where co-solvent simulations had been reported to 
improve the generation of holo-like structures and docking compared to classical 
MD (Kimura et al., 2017; Schmidt et al., 2019). Sampling water interfaces through 
scaled Hamiltonians (SWISH) showed promising performance when combined with 
co-solvent MD (Comitani and Gervasio, 2018). In SWISH, nonpolar water-protein 
interactions are scaled so water gets a higher affinity for the nonpolar protein atoms. 
As a result, occluded or cryptic pockets open faster and are more easily mapped by 
the probe molecules. SWISH showed excellent performance in the detection of 
cryptic pockets and also allowed the binding of a known cryptic site ligand to a 
crystal structure-like conformation during a simulation. 

2.3 Computational prediction of small molecule 
activity and binding mode 

One of the central goals of SBDD is to predict molecular interactions and their 
resultant affinity between small molecules and proteins with high precision. The 
swift VS workflows enable the efficient identification of potentially active 
compounds from large molecular libraries (Figure 3). Consequently, knowing the 
exact binding mode of the active hit molecules is crucial for subsequent structure-
based optimization to obtain even higher binding affinity and selectivity. In addition, 
binding mode information is critical for predicting transformations the compound 
will undergo when bound and processed by metabolic enzymes. Undisputed speed 
of the CADD methods together, with the implementation of parallel computing, 
allows for much broader coverage of the drug-like chemical space than what is 
achievable by the experimental methods (Bender et al., 2021; Grebner et al., 2020). 
For example, using the VirtualFlow VS platform, a billion compounds can be 
processed in approximately two weeks (Gorgulla et al., 2020). In the following 
sections, several widely used structure- and ligand-based CADD methodologies are 
presented. 
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Figure 3. A structured-based virtual screening workflow. A molecular database is prepared and 

filtered, for example, by molecular weight, to contain drug-like compounds. The high-
throughput VS is performed by evaluating the potential of each compound to bind to the 
target protein. The compounds are scored and ranked by their predicted affinity, 
possibly by multiple scoring functions. The most potential VS hits can be subjected to 
computationally more intensive analyses, such as MD simulations and free energy 
calculations. Finally, the compounds identified as the most promising will be tested 
experimentally. 

2.3.1 Molecular docking 
Molecular docking is one of the most widely applied methods in SBDD (Pinzi and 
Rastelli, 2019; Shoichet et al., 2002). In the general docking scheme, a 
conformational sampling algorithm searches low-energy configurations for a ligand 
and fits them into the designated binding site. A scoring function is used to assess 
the quality of the generated poses based on the interactions between the ligand and 
the targeted binding site. 

In the conformational sampling phase, ligand degrees of freedom can be 
systematically or stochastically explored. The general aim in a systematic search is 
to cover the complete positional, orientational and conformational space available 
for a ligand. However, such a full search is often computationally too demanding, 
especially in the case of highly flexible ligands. GLIDE, for example, performs 
several filtering steps for the conformations obtained from an exhaustive sampling 
of ligand torsion-angle space before the computationally more expensive energy 
calculations (Friesner et al., 2004). A genetic algorithm is an example of a stochastic 
search where the conformations are produced by random bond rotations. Sharing 
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analogy with natural selection, the fitness of each conformation is evaluated by an 
energy function after going through mutations, crossovers, or recombination that 
alter the conformation. This optimization continues until an energy minimum has 
been reached (Korb et al., 2007; Morris et al., 2009). The balance between algorithm 
speed and exhaustiveness of the conformational search is crucial, as under sampling 
the ligand conformational space may decrease docking performance (Bender et al., 
2021). 

The scoring functions utilized in docking programs are traditionally classified as 
empirical, knowledge-based or force field-based (Guedes et al., 2018). Empirical 
scoring functions are trained with known binding affinity data to correlate the 
binding free energy to factors that describe the binding event. Knowledge-based 
scoring function development utilizes 3-D structures of protein-ligand complexes. A 
statistical analysis is conducted with the available data to describe favoured 
geometries for specific interacting atom pairs. Force field- or physics-based 
functions are built on classical molecular mechanics force fields and include energy 
terms for non-bonded interactions between a protein and a ligand and internal ligand 
energy for bonded and non-bonded interactions. Implicit solvation models are 
employed with the force field-based scoring functions to account for solvation 
energy (Liu and Wang, 2015). Some widely used empirical, knowledge-based, and 
force field-based scoring functions include PLANTSCHEMPLP, ITScore and DOCK, 
respectively (Huang and Zou, 2006; Korb et al., 2009; Meng et al., 1992). In 
addition, a new class of scoring functions, labelled descriptor or machine learning-
based functions, has emerged lately (Liu and Wang, 2015). Rescoring docking 
solutions with different scoring functions, as well as using docking in combination 
with other methods, such as similarity screening or pharmacophore modelling, has 
been reported to provide satisfying results in benchmarking VS studies (Miller et al., 
2021; Palacio-Rodríguez et al., 2019; Sastry et al., 2013). 

A great variety of docking programs is available both academically and 
commercially. Due to the varying scoring functions and data sets used to train them, 
many docking programs have shown a tendency for a highly case-specific 
performance in identifying active compounds and producing their bioactive binding 
modes. Performance of different docking programs in affinity and binding pose 
prediction has been compared in multiple studies, such as the CSAR benchmarking 
exercises (Carlson et al., 2016; Cross et al., 2009; Parks et al., 2020; Selwa et al., 
2016). The typical limitations of docking software include inadequate consideration 
of solvation effects and target protein flexibility. Including explicit water molecules 
in docking models has been reported to improve docking performance (Murphy et 
al., 2016). Techniques to consider protein flexibility, such as soft docking and 
induced fit docking, consider target site adaptation by softening the van der Waals 
repulsion of the binding site atoms or by performing conformational sampling for a 
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user-defined set of binding site residues, respectively (Ferrari et al., 2004; Lexa and 
Carlson, 2012; Miller et al., 2021). Ensemble docking has been used to dock to 
multiple structures extracted from MD simulations (Amaro et al., 2008, 2018; 
Salmaso and Moro, 2018). Docking to a structural ensemble of the target protein was 
central in explaining the drug gefitinib binding an epidermal growth factor receptor 
mutant more efficiently than ATP (Wan et al., 2012). 

2.3.2 Negative image-based methods 
Negative image-based (NIB) modelling aims to consider the shape complementarity 
between ligands and the binding cavity in VS. The importance of three-dimensional 
shape complementarity for ligand binding has long been acknowledged (Nicholls et 
al., 2010). However, the shape is often underestimated in the scoring functions aimed 
at evaluating ligand affinity as more weight is put on the contribution of electrostatics 
(Virtanen and Pentikäinen, 2010). This was the primary motivation for developing 
PANTHER, a program used to generate a negative image of the targeted binding 
cavity (Niinivehmas et al., 2015). A NIB model fills the cavity with spheres that 
describe the pocket’s shape and electrostatic interaction sites. The spheres are either 
charged or neutral, depending on the amino acid adjacent to each sphere. The NIB 
model is used in a shape and electrostatics similarity screening of molecular 
databases performed by the program SHAEP (Vainio et al., 2009). Resulting 
superimpositions of the screened ligands and the NIB model can be readily 
visualized with the target cavity structure to design affinity-increasing modifications. 
The NIB protocol combines structural information of the target protein with an 
extremely fast ligand-based screening phase, making the method optimal for large-
scale SBDD studies. NIB screening has been demonstrated to provide significant 
early enrichment of active compounds and excellent separation of actives and 
inactives in VS benchmarking studies with many targets (Ahinko et al., 2019a; 
Niinivehmas et al., 2011, 2015, 2016; Virtanen and Pentikäinen, 2010). Furthermore, 
rescoring docking solutions with NIB models improved docking performance with 
multiple docking software (Kurkinen et al., 2018, 2019). Recently, a greedy search 
algorithm for optimizing NIB models with existing ligand activity data was 
published and was shown to boost the enrichment metrics even further with all tested 
target proteins (Kurkinen et al., 2022). NIB screening was successfully employed in 
a prospective drug discovery study where novel inverse agonists for the retinoic acid-
related orphan receptor γt were found (Rauhamäki et al., 2018). In addition to 
PANTHER, the idea of generating space-filling NIB models to consider a precise 
description of the shape and geometric and topographic constraints of the binding 
cavity has been applied in, for example, SHAPE4 and DOCK (Ebalunode et al., 
2008; Shoichet and Kuntz, 1993). 
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2.3.3 Binding free energy calculations 
In theory, molecular docking programs should be able to give estimations of 
affinities between ligands and their target proteins by using their scoring functions. 
However, the predictions produced by docking typically lack accuracy due to 
approximate modelling of the events contributing to binding free energy, applied for 
speed in the screening procedure. While docking may still provide enrichment of 
active compounds that is sufficient for large-scale VS, hit-to-lead and lead 
optimization phases require a more rigorous estimation of the binding free energy 
change upon ligand binding. The commonly used end-point and alchemical free 
energy methods, Molecular Mechanics/Generalized Born Surface Area 
(MM/GBSA) and free energy perturbation (FEP), respectively, require extensive 
sampling of the studied system by MD simulations, making them computationally 
too demanding for straightforward use in VS. In a typical SBDD workflow, a portion 
of the top-ranked docking solutions is subjected to these methods (Gopinath et al., 
2020). 

MM/GBSA is based on calculating the energy of the free and bound states of the 
system (Kollman et al., 2000). Typically, the analysis is performed on an MD 
simulation trajectory of the protein-ligand complex. Running several simulation 
replicas is generally recommended to provide statistical significance for the binding 
free energy calculation by obtaining an ensemble average value from multiple 
independent simulations (Wan et al., 2020). MM/GBSA calculations are relatively 
fast due to the utilization of the Generalized Born continuum solvation model in the 
solvation energy calculation. MM/GBSA has often outperformed scoring functions 
of docking software in ranking ligands by binding affinity (Ahinko et al., 2019b; 
Hou et al., 2011; Niinivehmas et al., 2011; Sun et al., 2014a). Case-specific 
performance is reported considering the correlation between MM/GBSA energy and 
experimental binding affinity (Niinivehmas et al., 2011; Sun et al., 2014b; Virtanen 
et al., 2015; Ylilauri and Pentikäinen, 2013). Error in the binding energy predictions 
originates mainly from the lack of conformational entropy and explicit consideration 
of water-mediated interactions (Genheden and Ryde, 2015). The effect of various 
parameters, such as simulation length, dielectric constants, and inclusion of the 
entropy term, on the method’s precision has been extensively studied recently (Hou 
et al., 2011). 

FEP is considered a high-end approach among the binding energy calculation 
methods (Cournia et al., 2020). Usage of FEP in SBDD is limited by its high 
computational cost that originates from the necessity to sample unphysical 
intermediate states between the initial and final states of the system (Shirts et al., 
2007). Performance of the FEP+ method developed by Schrödinger was recently 
assessed prospectively by predicting binding affinities in active drug development 
projects (Schindler et al., 2020; Wang et al., 2015). For 17 of the 19 studied chemical 
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series, the pairwise root-mean-square error between the relative predicted and 
experimental binding energy was < 2.0 kcal/mol. Such accuracy is considered 
sufficient for screening large libraries or hit-to-lead optimization, but not necessarily 
for late stage lead optimization. Various other studies have demonstrated FEP to 
outperform MM/GBSA and docking in ligand affinity and binding mode predictions 
(Kaus et al., 2015; Pu et al., 2017). One of the significant sources of error in FEP 
simulations is the inadequate sampling of relevant ligand binding conformations 
(Boyce et al., 2009; Chodera et al., 2011; Mobley et al., 2007). It has been suggested 
that MM/GBSA could be used to detect biologically relevant ligand binding modes 
that could be submitted for a more rigorous analysis by FEP (Ahinko et al., 2019b). 
Recently, FEP was successfully employed in the identification of the bioactive 
binding mode of a PPI inhibitor in a cryptic binding site (Shan et al., 2022). 

2.3.4 Ligand-based methods 
Ligand-based CADD methods offer a viable complement or alternative for the 
structure-based approaches when large amount of ligand activity data is available or 
if data of the target binding site structure is limited. Ligand-based approaches 
typically utilize structural similarity comparisons or alignment of active ligands and 
a subsequent search of the structure-activity relationship. 2-D fingerprinting methods 
can be employed with many atom-typing or bit scaling schemes and similarity 
metrics to obtain significant enrichment of active compounds in fast similarity-based 
VS (Sastry et al., 2010). Performing shape similarity screening with a 3-D structure 
may improve the identification of novel active scaffolds while retaining the overall 
shape of the query molecule (Rush et al., 2005; Sastry et al., 2011; Vainio et al., 
2009). 3-D pharmacophore methods are used to find an optimal alignment for a set 
of active compounds where the activity-defining features, such as hydrophobic 
groups, aromatic rings or hydrogen bond acceptors and donors, are described by 
pharmacophore points in the 3-D space. The commonly used program PHASE 
accomplishes this task by defining pharmacophore features based on substructure 
detection within a set of conformations generated for each aligned molecule (Dixon 
et al., 2006b, 2006a). Various software for 3-D pharmacophore modelling have been 
developed that utilize different methods in the conformational sampling of ligands, 
their alignment and common pharmacophore detection (Schaller et al., 2020). 

3-D quantitative structure-activity relationship (3D-QSAR) modelling is another 
method that relies on the correct alignment of active ligands in the 3-D space, 
performed, for example, by pharmacophore or similarity screening methods. The 
field-based QSAR (FQSAR) approach comparative molecular field analysis 
(CoMFA) is based on measuring van der Waals and electrostatic interactions 
between a probe atom and the aligned ligands in the form of Lennard-Jones and 
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Coulomb potentials, respectively (Cramer et al., 1988). Based on the same idea, 
comparative molecular similarity indices analysis (CoMSIA) was developed to 
provide smoother and more general distance dependence for the measured properties 
by using a Gaussian functional form (Klebe et al., 1994). CoMSIA allows 
computation of property fields for any important physicochemical property, such as 
hydrophobicity and hydrogen bonding features. The partial least squares (PLS) 
method is utilized in CoMFA and CoMSIA to define 3D-QSAR between in vitro 
activity data and the high-dimensional data in the property fields. CoMFA and 
CoMSIA have been commonly employed in the development of 3D-QSARs for 
ligands of various classes and targets and in the design of novel active compounds 
(Fan et al., 2018b; Ke et al., 2013; Li et al., 2017; Lorca et al., 2018; Tsai et al., 
2006). 

2.4 Computer-aided modelling of small molecule 
metabolism 

Drugs are xenobiotic substances to the human body and are thus apace modified into 
more hydrophilic and easily excreted forms by the metabolic enzymes. The 
cytochrome P450 (CYP) monooxygenases comprise a significant operator in 
eliminating both endogenous and exogenous compounds in phase I metabolism. 
Mainly members of the CYP1, CYP2, and CYP3 families catalyze oxidation 
reactions of xenobiotics, especially in the liver. Specifically, the hepatic CYP forms 
1A2, 2C9, 2C19, 2D6, and 3A4 are responsible for the majority of the metabolic 
reactions of the clinically used drugs (Guengerich, 2017; Rendic and Guengerich, 
2015). Optimization of drug metabolism is an integral part of the drug development 
(Zhang and Tang, 2018). The pharmacologic effect of a drug may be decreased if it 
is metabolized to an inactive form too quickly. In contrast, too slow metabolism can 
cause toxicity by the accumulation of the substance. The matter is complicated by 
the genetic polymorphism of the metabolic enzymes, leading to individual 
differences in metabolic activities of specific compounds (Eichelbaum et al., 1992). 
For example, individuals expressing rapid CYP2D6-mediated metabolism of the 
analgesic codeine to morphine are known to suffer from opioidergic side effects that 
may be dangerous (Kirchheiner et al., 2007).  Unmanageable toxicity, often related 
to toxic metabolites, is a common reason for drug failure in clinical trials (Sun et al., 
2022). On the other hand, the prodrug technology is based on delivering an inactive 
form of the drug to its target site, where it becomes converted to an active metabolite, 
for example, by the CYP enzymes (Ortiz de Montellano, 2013). Statins are a well-
known class of lipid-lowering drugs that employ a prodrug approach mediated by 
the esterase and paraoxonase enzymes. In contrast, inhibition of their CYP-mediated 
metabolism may lead to toxicity (Neuvonen et al., 2006). These aspects considered, 
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fine control of the metabolic reactions of a drug candidate is crucial to its success in 
the clinical phase. 

Despite animal testing being used for preclinical predictions of substance 
toxicity in humans, unexpected toxic metabolites may still appear during the clinical 
phase (Zhang and Tang, 2018). SBDD and CADD methods can be used to help in 
minimizing the toxicity potential associated with bio activation of drug candidates. 
CADD methods offer the option of modelling the studied compounds with the 
human forms of enzymes active in drug metabolism. The usual aim in computational 
CYP studies is to predict a site of metabolism (SOM) on a substrate compound 
(Kirchmair et al., 2012). Extremely fast ligand-based methods, such as SMARTCYP 
and structural alert databases, predict reactive groups on the substrate structure either 
by knowledge-based or physics-based approaches (Claesson and Minidis, 2018; 
Rydberg et al., 2010). For example, SMARTCYP considers both quantum 
mechanics-derived activation energy and accessibility of a specific site in the SOM 
predictions. Recently published BioTransformer software was reported to combine 
knowledge-based and machine learning approaches for predicting SOMs and the 
resulting metabolites in human tissues, the human gut and the environment 
(Djoumbou-Feunang et al., 2019). 

A small molecule’s metabolism is not determined solely by the presence of a 
chemical group subject to, for example, an oxidation reaction. Binding mode of the 
compound in the active site of a specific CYP enzyme is a major determinant in 
predicting if the oxidation reaction will occur. By principle, an active substrate needs 
to bind in an orientation that allows optimal placement of the SOM into the vicinity 
of the heme iron atom while leaving room for reactive oxygen that participates in the 
catalysis (Isin and Guengerich, 2008; Kirchmair et al., 2012). Hydrogen bonding and 
steric interactions in the other parts of the active site contribute to the overall stability 
of the active binding mode and thus affect rate of the metabolic reaction. Some 
substrates may adopt alternative binding modes by binding to multiple 
conformations of a specific CYP, some of which may lead to the formation of 
additional metabolites or inhibit the activity of the enzyme (Guengerich et al., 2019). 
Numerous crystal structures have been solved for the relevant CYP isoforms 
complexed with various xenobiotic substances (Sansen et al., 2007; Sevrioukova and 
Poulos, 2013; Wang et al., 2012). This structural data enables the utilization of 
various CADD approaches, including binding mode prediction by molecular 
docking and MD simulations (Hritz et al., 2008; Kirchmair et al., 2012; Nair et al., 
2019; Panneerselvam et al., 2015). Ensemble-based methods, based on docking to 
multiple crystal structures or structures sampled by MD simulations, may provide 
crucial information on how the flexibility of different CYP isoforms affects their 
substrate selectivity (Guengerich et al., 2019; Sheng et al., 2014). Such methods are 
typically coupled with various metrics for defining the active binding modes, 
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considering distance and orientation of the substrate to the heme group, fluctuation 
of the active site residues, stability of the substrate orientation, and binding free 
energy of different binding modes (Ahinko et al., 2019b; Hritz et al., 2008; Juvonen 
et al., 2016; Sheng et al., 2014). Recently, the binding of a series of profluorescent 
coumarin derivatives to the CYP1 family was studied utilizing docking, MM/GBSA, 
and the former metrics (Juvonen et al., 2021; Raunio et al., 2020). In this thesis, a 
similar study was conducted with the CYP2A13. Comparisons were made with the 
CYP2A13’s structural homolog, CYP2A6, to understand how slight differences in 
the active site composition and the resultantly varying binding modes affect the 
experimentally observed enzyme kinetics (Figure 4). NIB modelling has also been 
successfully employed in CYP substrate SOM predictions (Juvonen et al., 2019). 

 
Figure 4. Superimposition of the active site residues of CYP2A6, CYP1A2, and CYP2A13. Heme 

group-lining residues that differ between the three CYP forms are displayed. The 
residue labels are in the order: CYP2A6/CYP1A2/CYP2A13. The heme group and 
coumarin are from the CYP2A6’s PDB structure 1Z10. Carbon atoms are colored as 
follows: CYP2A6 amino acids green, heme white, coumarin orange, CYP1A2 cyan, and 
CYP2A13 grey. Other atoms are colored: oxygen red, nitrogen blue, and iron yellow. 
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3 Aims 

The main goal of this thesis was to demonstrate the utility of current in silico SBDD 
approaches in phases of preclinical drug discovery and development. Specifically, 
in Study I, the aim was to test F-NIB, a novel VS approach, in a prospective drug 
discovery study where novel inhibitors were searched for a disease-related target 
protein, phosphodiesterase 10A (PDE10A). Studies II and III aimed to explain 
metabolism and binding selectivity of novel CYP ligands by considering the 
flexibility and structural differences of the active sites via computational approaches. 
Finally, Study IV aimed to detect potential small molecule binding sites on a crucial 
protein of the severe acute respiratory syndrome coronavirus 2 (SARS-CoV-2). The 
detected sites were targeted with VS to investigate if any known drugs could inhibit 
the internalization-mediating interactions between the virus and its host cell receptor.  
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4 Materials and Methods 

A summary of the main methods used in this thesis is given here. A more 
comprehensive description of the methods and their settings can be obtained from 
the original publications. Table 1 lists the most important methods and software used 
in Studies I-IV. 

Table 1.  Primary methods and software used in Studies I-IV. 

Method Purpose Software Original 
publication 

Software and 
protocol references 

NIB modelling NIB or F-NIB model 
generation 

PANTHER I, IV Niinivehmas et al., 
2015 

Similarity 
screening 

Virtual screening or 
rescoring 

SHAEP I, IV Vainio et al., 2009 

Molecular 
docking 

Virtual screening or 
binding mode 
prediction 

PLANTS I, II, III, IV Korb et al., 2009 

FQSAR Rescoring MAESTRO I Schrödinger, LLC, New 
York, NY 

MD simulation Ligand binding 
stability 

NAMD 
AMBER 

II, IV Phillips et al., 2005; 
Salomon-Ferrer et al., 
2013 

MixMD Binding site 
detection 

AMBER IV Ghanakota and 
Carlson, 2016b; 
Salomon-Ferrer et al., 
2013 

MM/GBSA Binding free energy 
calculations 

Prime MM-GBSA 
MMPBSA.py 

I, II, IV Schrödinger, LLC, New 
York, NY 
Miller et al., 2012 

Data analysis Analysis of MD 
simulation or 
docking data 

CPPTRAJ 
SDFCONF 
PROBEVIEW 

II, III, IV Graham et al., 2018; 
Lätti et al., 2022; Roe 
and Cheatham, 2013 

Visualization Visualization of 
simulations and 
docking solutions 

BODIL 
VMD 
PYMOL 

I, II, III, IV Humphrey et al., 1996; 
Lehtonen et al., 2004 
Schrödinger, LLC 
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4.1 Protein structure selection and preparation 
In Studies I-IV, high-resolution (<= 3.0 Å) crystal structure models of the studied 
proteins were obtained from Protein Data Bank (PDB; rcsb.org; Berman et al., 2000; 
Table 2). In addition to resolution, structure selections were based on completeness 
of the amino acid sequence and variation of the bound small molecules or 
conformational state of the binding regions. In Study I, two crystal structures with 
subnanomolar inhibitors were selected. The inhibitors represented different 
occupations of the active site. In Study II, structures of CYP1A1, CYP1A2, and 
CYP1B1 in complex with the CYP1 inhibitor alpha-naphthoflavone (ANF) were 
obtained. In Study III, all the CYP1A13 crystal structures available in PDB at the 
time were employed to consider the flexibility of the active site in the binding mode 
predictions. In addition, the crystal structure of coumarin bound with CYP2A6 was 
used in comparative studies. In Study IV, a crystal structure of the Spike protein (S 
protein) receptor-binding domain (RBD) in complex with its host cell receptor 
angiotensin-converting enzyme 2 (ACE2) was chosen due to its adequate resolution 
and quick availability after the emergence of the novel virus. 

Table 2.  The crystal structures used in Studies I-IV. 

PDB ID Description Resolution 
(Å) 

Original 
publication 

Reference 

4HEU PDE10A with an inhibitor 2.00 I Rzasa et al., 2012 
3SN7 PDE10A with an inhibitor 1.82 I Malamas et al., 2011 
4I8V CYP1A1 with ANF 2.60 II Walsh et al., 2013 
2HI4 CYP1A2 with ANF 1.95 II Sansen et al., 2007 
3PM0 CYP1B1 with ANF 2.70 II Wang et al., 2011 
2P85 CYP2A13 with an indole 2.35 III Smith et al., 2007 
3T3S CYP2A13 with pilocarpine 3.00 III DeVore et al., 2012 
4EJG CYP2A13 with nicotine 2.50 III DeVore and Scott, 2012 
4EJH CYP2A13 with 4-

(methylnitrosamino)-1-(3-
pyridyl)-1-butanone 

2.35 III DeVore and Scott, 2012 

4EJI CYP2A13 with two 4-
(methylnitrosamino)-1-(3-
puridyl)-1-butanones 

2.10 III DeVore and Scott, 2012 

1Z10 CYP2A6 with coumarin 1.90 III Yano et al., 2005 
6M0J SARS-CoV-2 Spike RBD 

with ACE2 
2.45 IV Lan et al., 2020 

 
Before molecular docking and virtual screening, entities other than the target protein, 
such as crystal waters, ligands, ions, or other peptides, were removed. Hydrogens 
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were added to the protein structures using REDUCE (Word et al., 1999). Regarding 
MD simulations, structures with an incomplete N- or C-terminus were capped with 
acetyl and N-methyl groups, respectively. Histidine protonation and disulphide 
bridges (when relevant) were assigned by visual inspection and literature search. 

4.2 Ligand preparation and parameterization 
Small molecule ligands were either downloaded from public databases (e.g., 
DrugBank or ChEMBL; Gaulton et al., 2017; Wishart et al., 2006) in 1D or 2D 
format or extracted from co-crystallized protein-ligand complexes available in PDB. 
If ligand structures were not readily available, they were drawn in MAESTRO 
(Schrödinger, LLC, New York, NY; Studies II and III). For molecular docking, 
ligands were converted to 3D format, and partial charges were assigned with 
LIGPREP in MAESTRO, using the OPLS3 force field (Harder et al., 2016). 
Ionization states in pH 7.4 were generated with EPIK (Greenwood et al., 2010; 
Shelley et al., 2007). The ligands were desalted, and tautomers were generated when 
appropriate. Specified chiralities were retained, and other chiral centers were varied, 
generating at most 32 stereoisomers per ligand. Prior to performing VS, molecular 
databases were filtered by molecular weight (150-550 or 250-600 g/mol) and the 
number of rotatable bonds (=<8 or =<10) using LIGFILTER in MAESTRO. When 
necessary, multiple conformations were generated for each compound using 
CONFGEN in MAESTRO (Watts et al., 2010). 

For MD simulations, atomic charges were derived using either the AM1-BCC 
approach, based on semi-empirical calculations and bond charge corrections (Study 
IV), or restrained fit to quantum mechanically calculated electrostatic potential 
(RESP; Study II) (Bayly et al., 1993; Jakalian et al., 2000, 2002). AM1-BCC is 
computationally cheaper, which is beneficial when multiple compounds need 
parameterization. Atomic charges derived by either AM1-BCC or RESP have been 
shown to perform similarly in free energy calculations (Bhati and Coveney, 2022; 
Manzoni and Ryde, 2018). For the RESP method, electrostatic potentials were 
calculated with GAUSSIAN16 (Gaussian Inc. Wallingford CT, 2016) at the Hartree-
Fock/6-31*G level using the continuum solvent model. AM1-BCC charge derivation 
and RESP charge fitting were performed with ANTECHAMBER (Wang et al., 
2006). All ligands were parameterized using General AMBER Force Field (Wang et 
al., 2004). 

In Study III, pentacoordinate ferric high spin parameters and General AMBER 
Force Field were used for the cofactor heme group and its proximal cysteine 
(Shahrokh et al., 2012). In Study IV, the GLYCAM_06j-1 force field was used to 
parameterize the glycosylated asparagine (Kirschner et al., 2008). 
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4.3 Molecular dynamics simulations 
Classical MD simulations are based on integrating the Newtonian equations of 
motion coupled with a potential energy function (i.e., force field) that depends on 
the positions of the atoms: 

𝑚𝑚𝛼𝛼𝑟̈𝑟𝛼𝛼 =  −  
𝜕𝜕
𝜕𝜕𝑟𝑟𝛼𝛼

 𝑈𝑈𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇(𝑟𝑟1, 𝑟𝑟2, … , 𝑟𝑟𝑁𝑁),𝛼𝛼 = 1, 2, …  𝑁𝑁 

where mα is the mass of atom α, 𝑟𝑟𝛼𝛼 is the atom’s position and UTotal is the potential 
energy function that couples the motions of atoms and allows exploration of the 
conformational space of proteins and other biomolecules (Phillips et al., 2005). The 
simulation time is divided into small steps (usually 1-2 fs) that define the interval at 
which the energy of the system and coordinates and velocities of the atoms are 
calculated. The basic routine performed by the standard Velocity Verlet MD 
simulation algorithm can be simplified into the following: 

1. Calculation of potential energy of the current time step. 

2. Calculation of coordinates of the next time step. 

3. Calculation of energy gradient of the next time step by using the 
coordinates calculated in step 2. 

4. Calculation of velocities of the next time step by using the coordinates and 
energy gradient calculated in steps 2 and 3. 

These steps are repeated until the end of the simulation (Phillips et al., 2005). 
Additional calculations related to, for example, temperature and pressure control are 
performed within this basic simulation scheme. 

The force field is a crucial element in the simulation as it describes the physical 
rules according to which the simulation is performed, significantly affecting how 
realistic the simulation results will be. Common molecular mechanics force fields 
calculate the potential energy as a sum of covalent and non-covalent interactions: 

𝑈𝑈𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇𝑇 =  𝑈𝑈𝑏𝑏𝑏𝑏𝑏𝑏𝑏𝑏 +  𝑈𝑈𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎𝑎 + 𝑈𝑈𝑑𝑑𝑑𝑑ℎ𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒𝑒 +  𝑈𝑈𝑣𝑣𝑣𝑣𝑣𝑣 +  𝑈𝑈𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶𝐶 

Covalently bonded atoms share bonds between neighbouring atoms, angles between 
atoms separated by two covalent bonds, and dihedrals between atoms separated by 
three covalent bonds. Ubond, Uangle, and Udihedral describe the energy related to 
stretching, bending, and torsional bonding interactions of covalently linked atoms. 
Non-covalent van der Waals and electrostatic interactions, incorporated by UvdW and 
UCoulomb, respectively, occur between all atoms in the system, their calculation being 
the computationally most intensive part of the simulation routine. UvdW is typically 
described by Lennard-Jones 6-12 interaction energy truncated to zero at a specific 
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distance cut-off to reduce the computational cost. Coulomb law describes the 
pairwise short-range electrostatic interactions, whereas the particle-mesh Ewald 
method is used to consider long-range electrostatic in a computationally efficient 
manner (Darden et al., 1993; Essmann et al., 1995). 

4.3.1 Simulation setup and protocol 
In Studies II and IV, MD simulations were performed using the NAMD 2.12 and 
AMBER18 software, respectively (Götz et al., 2012; Phillips et al., 2005; Salomon-
Ferrer et al., 2013). Protein was modelled by the AMBER FF14SB force field in all 
simulations (Maier et al., 2015). Parameter and starting coordinate files for all 
systems were built with TLEAP of AMBER18. Parameters for protein, ligand, 
cofactors, ions, and water were loaded, and each system was solvated to a cubic 
TIP3P water box (Jorgensen et al., 1983). When necessary, counter ions were added 
to neutralize the system. In Study IV, the co-solvent MD protocol developed by 
Carlson and colleagues, MixMD, was applied (Ghanakota and Carlson, 2016b). 
Carlson’s method has shown excellent performance in the identification of various 
biological interaction sites, including orthosteric and allosteric small molecule 
binding sites (Ghanakota and Carlson, 2016b; Ghanakota et al., 2018; Lexa and 
Carlson, 2012; Ung et al., 2016). The method utilizes the pmemd MD engine of the 
AMBER simulation package, which is optimized for efficient usage of graphics 
processing units to run the simulations (Case et al., 2020; Salomon-Ferrer et al., 
2013). For MixMD simulations, the “solvateshell” command was used in TLEAP to 
surround the protein with a layer of probe molecules before adding water. MixMD 
simulations were performed with pyrimidine, acetonitrile and isopropanol probes, 
using 5% (v:v) probe to water ratio. Probe molecule parameters validated for usage 
with TIP3P water were employed (Lexa et al., 2014). 

All simulations were performed with periodic boundary conditions in constant 
temperature and pressure maintained at 300 K and 1 atm, respectively. Langevin 
dynamics and the Nosé-Hoover Langevin piston method were used with NAMD in 
Study II, and Andersen thermostat and Berendsen barostat were used with AMBER 
in Study IV. A time step of 2 fs was used. The SHAKE algorithm was used to restrain 
hydrogen motions (Ryckaert et al., 1977). Cut-off or switching for short-range non-
bonded interactions was set to 10 Å and 12 Å with AMBER and NAMD, 
respectively. With NAMD, the switching distance was set to 10 Å. Particle-mesh 
Ewald was employed to treat long-range electrostatic interactions. The systems were 
energy minimized before applying the simulation conditions, and equilibration runs 
were performed with harmonic restraints on protein backbone atoms. The restraining 
force was gradually decreased after reaching the target temperature and pressure. 
Production MD simulations were run without any restraints. 
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4.3.2 Analysis 
Simulation trajectory analyses were performed using CPPTRAJ in AMBER18 (Roe 
and Cheatham, 2013). In Studies II and IV, all the analysed MD simulation 
trajectories were superimposed with a common reference structure by atomic root 
mean square deviation (RMSD) fit of protein backbone Cα atoms. RMSD analyses 
were used to evaluate the stability of ligand binding and conformational changes at 
potential binding sites identified by MixMD. Common structures of the predicted 
binding sites were obtained by RMSD-based clustering with CPPTRAJ. Regarding 
MixMD simulations, the high-occupancy sites of the probe molecules were 
determined using the “grid” function in CPPTRAJ (Ghanakota and Carlson, 2016b). 
Sites occupied by multiple probe types were identified using the PYMOL-plugin 
PROBEVIEW (Graham et al., 2018) that combines and clusters the occupancy data 
from multiple simulations. The most common binding modes of the probe molecules 
on the identified hotspots were determined by extracting the closest probe molecules 
to the hotspots from each snapshot and clustering them with CPPTRAJ. The 
identified probe poses were incorporated into F-NIB models used in virtual 
screening. 

4.3.3 Binding free energy calculations 
MM/GBSA was employed in Studies I, II, and IV to estimate the binding affinity of 
small molecule ligands to the target binding site. MM/GBSA calculates the binding 
free energy difference between two states of a system, the bound and unbound states 
of solvated protein and ligand. The calculation is represented as a thermodynamic 
cycle that is described by: 

ΔGbind = Gcomp – Gprot – Glig 

where ΔGbind is the binding free energy, calculated by subtracting the free energies 
of the unbound protein (Gprot) and ligand (Glig) from the free energy of the complex 
(Gcomp). Each free energy term is calculated by the equation: 

G = Ebond + Eel + EvdW + ΔGGB + ΔGnon-polar – TΔS 

where Ebond, Eel, and EvdW are the molecular mechanics terms for gas-phase bonded, 
electrostatic, and van der Waals interactions. ΔGGB and ΔGnon-polar are the polar and 
non-polar components of the desolvation free energy. In MM/GBSA, the 
Generalized Born model is used to calculate the polar component. In the binding free 
energy calculations performed in this thesis, the calculation of entropic change (TΔS) 
was omitted due to its high computational cost. 
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In Study I, Prime MM/GBSA (Jacobson et al., 2002) implemented in 
MAESTRO was employed to estimate the binding energy of the complexes 
generated by either F-NIB screening or molecular docking. Prime MM/GBSA 
performs a short energy minimization to the ligand and a user-defined part of the 
protein. In Study I, residues within 4 Å of the ligand were defined as flexible for the 
MM/GBSA. The routine was performed using the OPLS3 force field and VSGB 
solvation model (Li et al., 2011). In Studies II and IV, the binding energy analyses 
were conducted with trajectories of the simulated protein-ligand complexes. 
MM/GBSA analysis was performed with MMPBSA.py (Miller et al., 2012) using 
the igb5 model for Generalized Born calculations (Onufriev et al., 2004). Binding 
energy estimations were based on the ensemble averages calculated for the 
simulation trajectories. 

4.4 Molecular docking and fragment- and negative 
image-based screening or rescoring 

All docking experiments in Studies I-IV were performed using the PLANTS 
software (Korb et al., 2007, 2009). PLANTS uses a stochastic ant colony 
optimization method for conformational sampling and generation of docking 
solutions. In this work, the docking solutions were scored by the empirical 
CHEMPLP scoring function. CHEMPLP considers the intermolecular steric, 
hydrogen bonding, and metal-acceptor interactions as well as intramolecular 
interactions for both the protein and the ligand (Korb et al., 2009). Docking was 
employed in VS (Study IV) and binding mode predictions of CYP inhibitors, 
substrates (Studies II and III), and VS hits (Study I). 

In addition to traditional molecular docking, NIB cavity models (Figure 5) were 
used in virtual screening (Study I) and rescoring of docked poses obtained from 
virtual screening (Study IV). In NIB modelling, the in-house program PANTHER 
was used to generate a negative image of the binding cavity (Niinivehmas et al., 
2015). The program SHAEP was used to score the screened compounds based on 
their shape and electrostatic similarity with the NIB model (Vainio et al., 2009). In 
NIB rescoring, a set of docking poses was generated for each compound and they 
were rescored by similarity screening with the NIB model. The SHAEP option 
“noOptimization” was used to ensure the comparison of the exact docking poses to 
the NIB models without further optimizing the alignment between the compounds 
and the NIB model. 
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Figure 5. NIB and F-NIB model generation. A NIB model describes the shape and electrostatic 

properties of a binding cavity (white surface) by using neutral (cyan) and polar (positively 
charged blue, negatively charged red) spheres. The polar cavity spheres are placed in 
locations where the atoms of an adjacent amino acid are capable of forming hydrogen 
bonds. In F-NIB, a molecular fragment describes part of the model more precisely. The 
fragments can be obtained from, for example, a co-crystal structure where an active 
molecule is bound to the target cavity. For clarity, the F-NIB model (bottom right) is 
shown without the protein surface. 

In Study I, an extension to the established NIB screening protocol was presented. 
In fragment- and negative image-based (F-NIB) screening, molecular fragments 
obtained from co-crystal structures or virtual screening hits are incorporated into an 
existing NIB model. This way, regions of the model where important binding 
interactions are formed get described more accurately (Figure 5). Upon fragment 
incorporation, the overlapping NIB model spheres were removed, while the more 
general NIB cavity description was retained for the rest of the model. Atomic point 
charges for the fragments were either obtained from the OPLS3 force field or derived 
from the AMBER-based charge model of PANTHER. In Study IV, for the polar 
atoms of the pyrimidines included in F-NIB models, the charges assigned for 
MixMD simulations were retained. 

In NIB- and F-NIB model generation, several parameters were adjusted case-
specifically as is usually required due to differences in forms of the modelled binding 
cavities (Ahinko et al., 2019a). Namely, model centre coordinate, box radius, protein 
C atom radius, and packing method (face centred cubic or body centred cubic) were 
varied to obtain the best possible coverage of the essential binding areas for each 
binding cavity. 
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4.5 Ligand-based virtual screening and rescoring 
models 

In addition to docking and NIB/F-NIB, pharmacophore modelling and FQSAR 
modelling were used in virtual screening and rescoring in Study I. Ligand activity 
data for pharmacophore and FQSAR modelling was obtained from the ChEMBL 
database (Gaulton et al., 2017) for specific sets of 53 and 78 active PDE10A 
inhibitors (Malamas et al., 2011; Rzasa et al., 2012, 2014). In the used sets, IC50 of 
the compounds varied from micromolar to subnanomolar. The pharmacophore 
model was built with PHASE in MAESTRO (Dixon et al., 2006b, 2006a). The 
FQSAR models were developed using the CoMSIA-based approach implemented in 
MAESTRO (Klebe et al., 1994). The ligands used for FQSAR model development 
were aligned either with the F-NIB models or with the pharmacophore model. Steric, 
electrostatic, hydrophobic, hydrogen bond donor, and hydrogen bond acceptor 
properties were included in the models. Ligands were randomly divided into training 
and test sets for training and external validation of the models. Statistical evaluation 
was performed to select FQSAR models with sufficient predictive power. Especially 
the R2, Q2, and R2 Scramble values were inspected. R2 and Q2 values (in the range 
0-1) tell how well the variance in activity data of the training and test set, 
respectively, is explained by the model. R2 Scramble is an R2 value calculated with 
randomized activity values. Therefore, if R2 Scramble is comparable to R2, the model 
should be considered unreliable. The FQSAR models were used to predict the 
activities of compounds obtained by pharmacophore or F-NIB screening. 

4.6 Detection of active binding modes of CYP2A13 
substrates 

Scoring functions of molecular docking software often fail in the identification of a 
high-affinity binding mode. Besides, a catalytically active binding mode is not 
always equivalent to the one with the highest affinity to the target enzyme. To avoid 
these pitfalls in Study III, docking was used to generate a set of binding poses for 
each compound with each CYP2A13 crystal structure, and these solutions were 
filtered with specific criteria obtained from the literature. Docking conformations 
where the 7-hydroxylation site was located more than 6 Å from the heme iron atom 
were discarded using SDFCONF (Hritz et al., 2008; Lätti et al., 2022). Next, 
conformations where the 7-hydroxylation site was orientated inaccessibly for the 
heme iron atom were considered unreactive and were discarded (Sheng et al., 2014). 
Finally, the remaining conformations were visualized, and compounds whose polar 
atoms did not form any hydrogen bonds with the active site residues were discarded. 
The assumption was based on the crystal structure showing coumarin binding with 
CYP2A6, which shares a high sequence identity with CYP2A13 (Yano et al., 2005). 
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The remaining complexes were subjected to a brief minimization by Prime in 
MAESTRO. The minimized complexes were visualized to identify binding modes 
consistent with the experiment based on the placement of the 7-hydroxylation site. 
Active binding modes of different substrates were compared to explain differences 
in their experimentally determined kinetic constants. 

4.7 Figure preparation 
Figures in the Studies I-IV and Figures 1-5 in this thesis were prepared using BODIL 
(Lehtonen et al., 2004), VMD (Humphrey et al., 1996), MOLSCRIPT (Kraulis, 
1991), RASTER3D (Merritt and Murphy, 1994) and PYMOL (The PyMOL 
Molecular Graphics System, Schrödinger, LLC). 
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5 Results 

5.1 Identification of biological interaction sites on a 
novel target protein (IV) 

Rational drug discovery requires knowledge of the sites on the target protein’s 
structure where a drug can bind and induce the desired pharmacological effect. This 
information may be minimal, especially when active compounds for the target 
protein are not known. The SARS-CoV-2 that emerged in late 2019 presented such 
a challenge for the drug discovery field. Impressive efforts by the scientific 
community to characterize the novel pathogen provided vast amounts of data 
extremely quickly, including the first high-resolution structural models of the 
essential viral proteins within just weeks of the first reported infections (Lan et al., 
2020). 

Study IV was commenced shortly after the publication of the first crystal 
structures showing S protein of the SARS-CoV-2 in complex with the human ACE2. 
SARS-CoV-2 attaches to the host cell by contacting an ACE2 receptor on the cell 
surface via a specific RBD on the trimeric S protein (Walls et al., 2020). The contact 
initiates internalization of the virus, after which the host cell is subjected to produce 
new virions and ultimately release them to its surroundings, resulting in more 
infected cells. The interaction between the S protein and ACE2 was quickly regarded 
as one of the potential targets for medicinal intervention. Prevention of the 
interaction could decrease the rate at which the infection spreads and give more time 
for the immune system to adapt and respond to the novel pathogen. In Study IV, the 
goal was to detect potential small molecule binding sites on the ACE2-binding 
interface of S protein and to search for any known drugs that could bind to these sites 
and hamper the internalization process. 

The three probe types used in the MixMD simulations identified multiple 
interaction sites for biomolecules on the S protein RBD. A probe occupancy map 
was derived from the simulations where the sites with high probe residence time 
could be observed (Study IV, Figure 1). Comparison of the probe occupancy map 
with the available high-resolution structural models of S protein complexes showed 
that many probe binding hotspots were located on antibody epitopes (Study IV, 
Figure S1;Ju et al., 2020; Wu et al., 2020; Yuan et al., 2020). These interaction spots 
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identified by the probes may contribute to the antibody binding observed on these 
RBD interfaces. In addition, the probes mapped the binding site of linoleic acid (LA), 
a cavity completely buried in the starting structure used in the simulations (Study IV, 
Figure S2). The site opened due to the movement of a helix adjacent to the site, 
allowing all the used probe types to enter the region. LA has been reported to 
decrease S protein binding to ACE2, possibly via an allosteric effect (Toelzer et al., 
2020). Interestingly, the two sites that showed the highest probe occupancy during 
the simulations were located on both sides of the LA site (clusters 5 and 6; Study IV, 
Figures 1 and S2 and Table 1). Both sites showed a groove-like surface shape that 
could facilitate small molecule binding. Neither of the sites was on the ACE2 
interface, due to which they were not targeted by VS in Study IV. A later report, 
however, indicated that a set of steroidal compounds could bind to the former sites 
and decrease binding between the S protein RBD and ACE2 (Carino et al., 2020). 
This information, together with the LA binding data, suggests that MixMD 
simulations identified a region where the interaction between the S protein and 
ACE2 could be modulated via an allosteric mechanism. 

Looking at the ACE2-binding interface of the RBD, the probes mapped five sites 
that all have been shown to contribute energetically to the S protein – ACE2 complex 
formation (Shang et al., 2020; Study IV, Figure 1). The majority of the mapped sites 
were occupied by just pyrimidine, whereas multi-probe occupation was observed at 
a site that overlapped with the coordinates of ACE2 Lys353 in the original RBD – 
ACE2 crystal structure. RMSD-based clustering of simulation structures using the 
residues lining this probe hotspot revealed two main conformational states for the 
region. The primary conformation was analogous to the crystal structure state, 
having a groove-like surface shape extending from an area next to Tyr505 and below 
Arg403 (Study IV, Figure 2). In 10 – 15% of the MD snapshots, Tyr505 and Arg403 
were observed to adopt a secondary conformation that could be inhibitory for ACE2 
binding due to Tyr505 blocking the binding region of ACE2 Lys353 (Study IV, 
Figure 2). Interestingly, the secondary RBD state was ~5 % less prevalent when 
using pyrimidine as a probe than with the other two probes, acetonitrile or 
isopropanol. The difference in conformational sampling was reasoned to be caused 
by pyrimidine’s tendency to form stable binding interactions at the region next to 
Tyr505, preventing it from turning into the alternative conformation (Study IV, 
Figure 2). 

5.2 Molecular fragments provide binding mode 
information for virtual screening (I, IV) 

In Study I, an extension to the well-established NIB screening methodology, F-NIB, 
was introduced by incorporating molecular fragments into the NIB models. The 
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fragment coordinates can be obtained from experimental protein-ligand co-crystal 
structures or other virtual screening hits (Study I, Figure 1; Study IV, Figure 2). In 
addition, frequently occurring probe poses within the probe hotspots observed in 
MixMD simulations can be considered molecular fragments and fused into the NIB 
models. The mentioned approaches were employed in Studies I and IV to guide the 
NIB screening and NIB rescoring to favour compounds with optimal chemical 
groups at the coordinates designated by the used fragments. 

5.2.1 Simulated probe accumulation captures specific 
binding interactions (IV) 

Of the used probes, pyrimidine showed the highest occupation at the region where 
Lys353 of ACE2 binds to the S protein RBD (Study IV, Figure 1 and Table 1). The 
most common binding poses adopted by pyrimidine with the two observed RBD 
conformations were extracted from the simulation trajectories by RMSD-based 
clustering. With the primary RBD conformation, pyrimidine binding was stabilized 
by hydrogen bonding with Gly502 and pi-stacking with Tyr505 of the RBD, 
indicating spots where similar functional groups could be placed by active small 
molecules (Study IV, Figure 2). Clustering of pyrimidine poses using the secondary 
RBD conformation showed pyrimidine forming pi-stacking and hydrogen bonding 
interactions with the shifted Tyr505 and Arg403, respectively (Study IV, Figure 2). 
A second virtual screening model was derived from this observation as it was 
hypothesized that small molecules could be used to stabilize such a potentially 
inactive RBD conformation. 

The pyrimidine poses were used in the subsequent rescoring of docked 
compounds by incorporating them into the F-NIB models. Visual inspection of the 
top compounds, as scored by each F-NIB model, confirmed that the top-ranked VS 
hits generally placed an aromatic group next to Tyr505. Compounds that were able 
to form hydrogen bonds within the region adjacent to Tyr505 were analysed by MD 
simulations and MM/GBSA to observe their stability and binding energy in the 
predicted binding site. 

The compounds docked to the secondary conformation of the RBD were 
generally not stable in MD simulations. The sole exception, DB08434, had relatively 
poor binding energy according to the MM/GBSA analysis (Study IV, Table 2, and 
Figure S5). Five compounds showed stable binding to the primary RBD 
conformation (DB01937, DB02651, DB03714, DB08248, and DB14826). The 
binding of these compounds showed similarity to pyrimidine binding in the MixMD 
simulations. An aromatic group occupied the area next to Tyr505, and the binding 
was further stabilized by hydrogen bonding mainly with the residues Arg403 
Lys417, Gly496, Asn501, and Gly502 (Study IV, Figures 3 and S5). Binding free 
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energy values, as estimated by MM/GBSA, ranged from -19.7 to -28.9 kcal/mol for 
these compounds (Study IV, Table 2). Based on the MD simulations, the binding of 
the compounds was mediated by the interactions identified by clustering the 
predominant pyrimidine poses observed in the MixMD simulations. 

5.2.2 Molecular fragments guide negative image-based 
virtual screening to detect active inhibitors (I) 

PDE10A is an enzyme that functions primarily in the striatum in the brain by 
catalyzing the hydrolysis of the intracellular second messengers cAMP and cGMP 
to their inactive forms, AMP and GMP (Fujishige et al., 1999). The significant 
regulatory role of the PDE family, along with a record of accomplishment in PDE-
targeted drug development, has drawn attention to PDE10A as a potential target for 
antipsychotic agents. 

In Study I, the active site of PDE10A was targeted with the VS method F-NIB 
to find novel inhibitors that could prevent the binding of the cyclic nucleotides. The 
vast amount of structural and ligand activity data available for PDE10A also enabled 
the usage of other ligand- and structure-based VS tools such as pharmacophore and 
FQSAR modelling. Two crystal structures of the PDE10A complexes with two 
structurally different inhibitors were used as templates for the F-NIB models. The 
known PDE10A inhibitors occupy several specific regions of the active site that are 
known to contribute to affinity and selectivity, designated as “Gln interaction,” 
“selectivity pocket,” “hydrophobic clamp,” and “buried waters” (Chappie et al., 
2012; Study I, Figure 2). Molecular fragments for the F-NIB models were obtained 
from the inhibitors bound in the co-crystal structures or from a pharmacophore VS 
hit compound, emphasizing variation in occupation of the named regions between 
the different models. Specifically, the utilized fragments occupied the “Gln 
interaction” and “hydrophobic clamp” areas in F-NIB Models III and IV and the 
“buried waters” region in F-NIB Model I. Models I and III were also extended to the 
“selectivity pocket” using the default NIB model representation (Study I, Figure 3). 

F-NIB Models I and IV were used to align and geometry optimize specific sets 
of active PDE10A inhibitors for FQSAR model development. The statistics of the 
FQSAR models based on the ligand alignment by F-NIB Models I and IV indicated 
good predictive power as models utilizing 1 and 3 PLS factors had R2 values of 0.89 
and 0.74 and Q2 values of 0.89 and 0.72, respectively (Study I, Table S1). No 
significant overfitting was observed by inspecting the R2 Scramble values of both 
models (R2 Scramble 0.38 for Model I and 0.46 for Model IV), making the models 
feasible for a prospective VS study. The FQSAR models were used to rescore a 
portion of the molecular database that scored best in VS performed by a 
corresponding F-NIB model. Two of the three compounds selected for in vitro 



Results 

 43 

testing, based on the Model IV and I FQSAR activity predictions and visual 
inspections, were active with IC50 values at ~27 µM and ~49 µM, respectively 
(compounds 1 and 2; Study I, Figure S6 and Tables 1 and S4). No rescoring scheme 
was applied in VS using the F-NIB Model III. The top-scored compounds of the 
Model III VS contained varying structural scaffolds that were visually evaluated to 
be suitable for hydrogen bonding within the “Gln interaction” region. Nine of these 
compounds were tested experimentally, one being found active with an IC50 of ~67 
µM (compound 3; Study I, Figure S6 and Tables 1 and S4). Detection of active 
compounds with Models I, III, and IV demonstrated F-NIB’s applicability in both 
straightforward VS and consensus approaches where the compounds aligned and 
scored best by F-NIB are re-evaluated with another scoring function. 

Generally, the novel active compounds formed hydrogen bonds with Gln716 or 
Tyr683 or both and filled the “hydrophobic clamp” region with a ring structure 
(Study I, Figures 2 and 3 and Table S3). Compounds 2 and 3 also utilized the 
“Selectivity pocket” region of the active site, whereas compound 1 left it unfilled. 
The exact binding mode of compound 3 remained uncertain as F-NIB and molecular 
docking suggested different solutions with opposite compound orientations (Study 
I, Figures 3 and S5). No significant difference for these binding modes was observed 
in the binding energy calculation by Prime MM/GBSA, suggesting that both 
orientations could be biologically relevant. 2D fingerprint similarity comparison 
using the Tanimoto coefficient showed structural uniqueness for the identified 
compounds compared to the known PDE10A inhibitors (Study I, Table 1). The 
PDE10A inhibitors identified by F-NIB could therefore provide starting points for 
developing potent lead compounds with novel structural scaffolds. 

5.3 Characterization of CYP tool compounds (II, III) 
In Studies II and III, the binding of small molecules to the catalytic sites of the CYP1 
and CYP2A13 enzymes was studied. CYP1A2 has a major role in metabolism of 
xenobiotics in the liver, whereas CYP2A13 is known to mediate bioactivation of 
several procarcinogens in the respiratory system (Rendic and Guengerich, 2015; Su 
et al., 2000). Docking and MD simulations were utilized to explain the CYP1A2-
selective activity of a novel inhibitor and the binding kinetics of a set of 
profluorescent coumarin derivative substrates of CYP2A13. Study II focused on how 
structural variation between the CYP1 enzyme active sites affects the catalytic 
outcome of small molecule binding. Study III emphasized studying how structural 
modifications of the 3-phenyl-coumarins affect their binding and the resultant kinetic 
constants with the CYP2A13. 
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5.3.1 Small changes in the binding of a novel CYP1A2 
inhibitor induce selectivity (II) 

N-(3,5-dichlorophenyl)cyclopropanecarboxamide (DCPCC) is a novel inhibitor of 
CYP1A2 (Raunio et al., 2016). DCPCC inhibited CYP1A2-mediated conversion of 
non-fluorescent 7-ethoxyresorufin and a set of 3-phenyl-coumarins to their 
fluorescent metabolites with IC50 of 0.20 – 0.71 µM. Inhibition was 10-95 times less 
efficient with CYP1A1 and CYP1B1. Moreover, DCPCC itself was rapidly oxidized 
to a single metabolite by CYP1A1, while CYP1A2 and CYP1B1 formed the 
metabolite at a much slower rate. A structure-based explanation for these 
observations was sought by modelling the binding of DCPCC at the active sites of 
CYP1A1, CYP1A2 and CYP1B1. 

MD simulations were performed starting with multiple docking solutions for 
DCPCC binding into the active site of each CYP1. Based on the simulations, stability 
and binding interactions of each pose were assessed, and MM/GBSA analysis was 
performed with the simulations trajectories to estimate the binding energy of each 
complex. The lowest predicted binding energies for DCPCC binding to CYP1A1, 
1A2 and, 1B1 were -35.5 kcal/mol, -38.0 kcal/mol and -33.0 kcal/mol, respectively 
(Study II, Figures S2, S3, and S4, and Table S1). Compared to the experimental IC50 
values, DCPCC was correctly ranked to bind CYP1A2 most efficiently, whereas the 
rank order for 1A1 and 1B1 differed from the experiment. MM/GBSA estimates the 
binding free energy of complex formation, whereas IC50 may be affected by factors 
such as the fast metabolism rate. For example, the fast oxidation of DCPCC by 
CYP1A1 may increase the experimental IC50 value due to the compound rapidly 
converting to a metabolite with lower inhibitory activity. Such events are not 
captured by the classical MD simulations, making it extremely difficult to consider 
their contribution to binding free energy. 

The low-energy binding mode of DCPCC with CYP1A1 and 1A2 was predicted 
to be very alike. In both complexes, the cyclopropane group was determined to be 
the primary site of metabolism as it was orientated towards the heme iron (Study II, 
Table S1). A single hydrogen bond formed between the amide group of DCPCC and 
the sidechain of Ser122 and Thr124 of CYP1A1 and 1A2, respectively (Study II, 
Figure 7). The dichlorophenyl group formed pi-stacking interactions with 
phenylalanine residues lining the active site. The cyclopropane and dichlorophenyl 
groups were similarly orientated in the DCPCC-CYP1B1 complex. However, a 
hydrogen bond formed with Thr334 on the opposite side of the active site to the 
Ser122/Thr124 site of CYP1A1/1A2 (Study II, Figure 7). Ser122/Thr124 is replaced 
by Ala133 in CYP1B1, abolishing the possibility of forming a hydrogen bond at this 
position. In all three low-energy complexes, the binding of DCPCC was stabilized 
after the single hydrogen bond formed, even though the original docking solution 
did not contain such interaction in all cases (Study II, Figure 7). 
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The fast DCPCC oxidation by CYP1A1 and decreased catalytic activity of 
CYP1A2 were linked to subtle differences in the cyclopropane group positioning in 
the predicted DCPCC binding modes. Based on the simulations, the cyclopropane 
resided close to the Ile386 sidechain ethyl and did not completely cover the heme 
iron with CYP1A1 (Study II, Figure 8). With CYP1A2, the conformation of Ile386’s 
sidechain was altered by the presence of Thr124 sidechain’s methyl, shifting the 
cyclopropane placement right above the heme iron (Study II, Figure 8). The 
cyclopropane occupying too much space over the heme iron could prevent molecular 
oxygen from participating in the reaction and result in an inhibitory effect instead of 
catalysis. Regarding CYP1B1, the distance between the cyclopropane and heme iron 
was slightly greater than with CYP1A1 or 1A2 (average distances from simulations: 
5.2 Å for 1B1, 4.8 Å for 1A1, and 4.4 Å for 1A2; Study II, Figure S5), which could 
be non-optimal for the oxidation reaction to proceed. 

5.3.2 Alternative binding poses were identified for a 
classical CYP1 inhibitor (II) 

The binding of the CYP1 inhibitor alpha-naphthoflavone (ANF) was evaluated using 
the same modelling approach as with DCPCC. The results were compared to the 
available crystal structures with ANF bound to CYP1A1, 1A2, and 1B1. ANF 
exceeds DCPCC in potency but does not show significant selectivity within the 
CYP1 family. These qualities were reflected in the calculated ANF binding energies 
as the values were within the range -48.5 to -49.4 kcal/mol with all three CYP1 
enzymes, suggesting tighter but non-selective binding (Study II, Figures S6, S7, and 
S8, and Table S2). 

The low-energy pose of ANF with CYP1A1 was similar to the binding pose 
observed in the crystal structure with a phenyl ring orientated towards the heme 
group and a single hydrogen bond formed between carbonyl oxygen of ANF and 
Asn222 of CYP1A1 (Study II, Figure 9). The crystallized binding pose of ANF with 
CYP1A2 is highly similar to the one observed with CYP1A1. Such binding pose was 
ranked second by binding energy calculations of the ANF-CYP1A2 complexes, with 
a 1.2 kcal/mol difference from the first-ranked pose (Study II, Table S2). The pose 
ranked best had ANF in an orientation where the phenyl group pointed away from 
the heme group while the space above the heme was occupied by the 
benzo(h)chromen-4-one system (Study II, Figure 9). This three-ring moiety has been 
reported to contain a site of slow CYP1-mediated metabolism of ANF, indicating 
that both the first and the second-ranked poses are possibly biologically relevant 
(Bauer et al., 1995). For ANF-CYP1B1, ANF binding pose highly similar to the 
ANF-CYP1A1 and 1A2 crystal structure poses was predicted to have the lowest 
energy. However, this differs from the ANF pose observed in the ANF-CYP1B1 
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crystal structure, where the compound’s orientation is flipped roughly 180° around 
its longitudinal axis (Study II, Figure 9). A crystal structure-like binding pose was 
ranked sixth with a 6.2 kcal/mol binding energy difference from the best-ranked 
pose. Un-modelled electron density can be observed in the density difference map 
of the ANF-CYP1B1 crystal structure (PDB: 3PM0), possibly suggesting the 
presence of an alternative binding pose for ANF. 

5.3.3 Binding site conformation matters in docking-based 
search of active CYP2A13 substrate binding modes 
(III) 

The binding of coumarin derivatives (Study III, Figure 1) to the active site of 
CYP2A13 was modelled to study how structural variations affect their Michaelis-
Menten kinetic constants in a 7-hydroxylation reaction. Modelling was focused on 
coumarin and nine other compounds that were metabolized more efficiently by 
CYP2A13 than coumarin, based on their measured intrinsic clearances (Vmax/Km; 
Study III, Table 1). Multiple docking solutions for each substrate were generated 
using all available CYP2A13 crystal structures to consider the flexibility of the 
active site in the binding predictions. The docking complexes were inspected and 
filtered to detect binding modes that would allow 7-hydroxylation of each substrate. 
The binding modes that passed these criteria are called ‘active binding modes’. 

Comparing the CYP2A13 crystal structures shows that the active site undergoes 
structural rearrangements in adaptation to different binders. The active site residues 
Phe107, Phe118, Phe209, Phe300, Thr305, Leu366, and Leu370 express relatively 
subtle conformational changes. In contrast, Met365 shows more significant 
movements that affect the space available for a binding molecule above the heme 
group (Study III, Figure S2). One of the crystal structures (PDB: 4EJI) differs 
significantly from the others due to the formation of a channel leading out of the 
active site. Movements of two residues lining the active site, Gln104 and Phe480, 
induce the channel formation. In the crystal structure, one of the two ligands present 
in the active site occupies the channel. 

The effect of the catalytic site conformation on the detection of active binding 
modes was tested using the different crystal structures in docking (Study III, Table 
S1). Except for 4EJI, at least one active binding mode was generated by docking for 
nine of the ten studied compounds. With 4EJI, many of the docking poses occupied 
the additional channel, ending too far from the heme group for 7-hydroxylation. 
Docking with the PDB-structure 4EJH showed the best performance as an active 
binding mode for five of the compounds was ranked first by docking score and for 
three more compounds, a suitable pose was within the top three poses. With the 
PDB-structure 4EJG, nine compounds had a relevant binding mode within the top 
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three docking poses. The PDB-structure 3T3S was the only one where docking 
produced a binding mode suitable for 7-hydroxylation for compound 10. Compound 
10 was the largest of the active compounds and did not fit well in the active site with 
any of the crystal structures. 

5.3.4 Identification of active binding modes of CYP2A13 
substrates (III) 

Predicted active binding modes of the substrates were compared with each other to 
explain differences in their catalytic efficiency by CYP2A13. In the case of 
coumarin, a comparison was also performed with a crystal structure (PDB: 1Z10) 
that has coumarin bound to the active site of the structurally homologous CYP2A6 
(Study III, Figure S4). Coumarin metabolism was less efficient by CYP2A13 than 
by CYP2A6 (Study III, Table 1). A comparison of the CYP2A6 co-crystal structure 
with the CYP2A13 docking solutions for coumarin showed that the orientation of 
the compound’s 7-hydroxylation site differed with the two enzymes (Study III, 
Figure 5). With CYP2A13, the 7-hydroxylation site was orientated slightly away 
from the heme iron atom due to the sidechain of Ala301 occupying space over the 
heme group. In CYP2A6, the corresponding residue, Gly301, leaves more space in 
the area and allows more optimal orientation for coumarin. Of the modelled 
substrates, 7-ethoxycoumarin and scoparone were structurally the most analogous to 
coumarin. In their predicted active binding modes, the 7-ethoxy and 7-methoxy 
substituents lift the coumarin core higher from the heme group level than with 
coumarin, which lacks corresponding substituents (Study III, Figure 5). All three 
compounds form a hydrogen bond with Asn297 via their carbonyl oxygen. Elevated 
positioning of the coumarin core of 7-ethoxycoumarin and scoparone likely 
enhances the stability of the binding by pi-stacking interactions with Phe107, 
Phe118, Phe300, and Phe480 that line the active site. The faster metabolism of 7-
ethoxycoumarin than scoparone was explained by the 7-ethoxy being able to form 
more compact hydrophobic packing with the surrounding residues Leu370, Leu366, 
Thr305, and Ala301 than the shorter 7-methoxy (Study III, Figures 5 and S3). 
Consistently, 7-ethoxycoumarin was less actively metabolized by CYP2A6. Gly301 
and Ile300 in CYP2A6 replace CYP2A13’s Ala301 and Phe300, respectively, which 
could cause decreased hydrophobic packing and pi-stacking interactions, and reduce 
the stability of the active binding mode. 

Seven of the studied 3-phenyl-coumarins exceeded coumarin in oxidation 
efficiency by CYP2A13 (Study III, Table 1). In the active binding modes identified 
for the 3-phenyl-coumarins, the coumarin core was generally placed closer to the 
heme group than 7-ethoxycoumarin or scoparone (Study III, Figures 5, 6, and S3). 
A single hydrogen bond was formed to Asn297 of CYP2A13 via the carbonyl 
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oxygen of the coumarin core of each 3-phenyl-coumarin. The 3-phenyl resided in 
the phenylalanine-rich region of the active site (Study III, Figure 6).  

Substituents in the 6-position of the coumarin core and in the para- or meta-
positions of the 3-phenyl modulated the activity of the substrates. Compound 15 had 
the highest Vmax with hydroxyl groups at both the 6- and 3-phenyl-meta positions. 
The 6-position hydroxyl was predicted to stabilize the anchoring of the compound 
to an optimal orientation for catalysis via electrostatic interaction with the heme 
nitrogens (Study III, Figure 6). The hydroxyl group at the 3-phenyl-meta position 
was estimated to form direct or water-mediated hydrogen bonds with the backbone 
oxygen of Leu241 or Leu296. These backbone atoms are not readily accessible for 
a hydroxyl group at the para position of the 3-phenyl, which could be the reason for 
decreased activity of compounds 7 and 6 compared to 15 and 4, respectively (Study 
III, Figures 1 and 6). Likewise, the acetate group at the para- or meta-position of the 
3-phenyl decreased activity (compounds 20 and 22), whereas corresponding 
hydrophobic substituents resulted in lower Km values (compounds 21, 3, and 1). 
Carbonyl oxygen of Leu241 and Leu296 may be too close to allow the fitting of an 
acetate group to the region without causing electrostatic repulsion. In contrast, a 
multitude of hydrophobic sidechains, namely those of Leu110, Leu241, Leu244, and 
Leu296, facilitate the binding of compounds with halogen substituents at the 3-
phenyl-para position through hydrophobic interactions (Study III, Figure 6). The 
low Vmax of 5 despite carrying 6-hydroxyl at the coumarin core indicates the 
importance of the 3-phenyl substituents in stabilizing the compounds into the active 
binding modes. 

Compared to the compounds carrying 6-hydroxyl (15 and 7), compounds with 
6-methyl, 6-methoxy or 6-chloro substituents (21, 3, 1, 4, and 6) expressed lower 
Vmax values. The docking suggested hydrophobic packing between the 6-position 
substituents and Met365 to orientate 21 to an active binding mode (Study III, Figure 
6). Met365 can be observed in varying conformations in the CYP2A13 crystal 
structures (Study III, Figure S2), indicating that such stabilization may be transient. 
Fluctuation of Met365 occasionally creates a crevice between Thr305 and Leu366 
that could be utilized by hydrophobic 6-position substituents for additional binding 
interactions (Study III, Figure S2). Occupation of the crevice was predicted to cause 
orientation of the 7-hydroxylation site that is less optimal for oxidation (Study III, 
Figure 6). In addition to affecting the binding mode of 3-phenyl-coumarins, a bulky 
group, such as 6-methoxy, may decrease the accessibility of the 7-hydroxylation site, 
resulting in slower oxidation. 

Compound 10 was the largest 3-phenyl-coumarin and did not fit well to the 
CYP2A13 catalytic site in the docking solutions. Only one docking pose for 10 was 
retained after filtering inactive poses (Study III, Figure S3). Even with this binding 
mode, steric overlap between 10 and the active site residues was relieved only after 
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an energy minimization. Thus, the active binding mode predicted for 10 was 
considered questionable. Interestingly, 10 was the only metabolically active 3-
phenyl-coumarin in the series with a substituent at the 7-position of the coumarin 
core. Compound 10 likely binds to an active site conformation that the available 
crystal structures have not captured. 
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6 Discussion 

6.1 Co-solvent simulations have the potential to 
extend the druggable proteome 

From the drug discovery perspective, a very complex problem was addressed in 
Study IV by targeting a protein of a novel pathogen with no information on active 
small molecule modulators or their binding sites. In such a scenario, the first question 
is that is the novel target protein druggable in the first place. If there is a high-
resolution structure of the protein available, co-solvent MD simulation methods, 
such as MixMD, can be employed to detect potential sites for molecular interaction 
on the structure. Especially interesting is that the organic probe molecules have been 
reported to induce binding site conformations that are structurally close to known 
ligand-bound states, even if the simulation was started from an unbound state 
(Kimura et al., 2017; Schmidt et al., 2019). As was observed in Study IV, the 
conformational space explored by a co-solvent simulation may depend on the used 
probe type (Kimura et al., 2017). In Study IV, MixMD performed consistently with 
earlier work done by many others, including varying implementations of the co-
solvent MD simulation methodology (Ghanakota and Carlson, 2016b; Ghanakota et 
al., 2018). MixMD identified interaction hotspots on PPI interfaces and small 
molecule binding sites, including a site buried in the used S protein RBD crystal 
structure. Detection of binding sites inaccessible in the experimental structures could 
enable development of drugs with novel pharmacology for known targets and 
proteins that have been considered undruggable. The co-solvent MD methods are 
looking very promising for cryptic or occluded binding site identification, mainly 
because such sites may be difficult to detect with experimental methods (Bakan et 
al., 2012; Comitani and Gervasio, 2018; Kalenkiewicz et al., 2015; Kimura et al., 
2017; Oleinikovas et al., 2016; Schmidt et al., 2019; Smith and Carlson, 2021; Tze-
Yang Ng and Tan, 2022). Targeting drug discovery to cryptic binding sites has been 
estimated to increase the size of the druggable human proteome from ~40% to ~78% 
(Cimermancic et al., 2016). 

The discovery of interaction hotspots on PPI interfaces by co-solvent MD 
simulations could become a timely tool for PPI targeted drug discovery. 
Interestingly, MixMD seemed to perform well in identifying essential interaction 
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sites on the ACE2 binding interface of the S protein. In addition, sites on multiple 
antibody epitopes were mapped, and could be speculated to have similar significance 
in S protein complex formation with the antibodies. Recent work by others has 
similarly demonstrated the feasibility of co-solvent MD simulations in the 
identification of various binding sites and in inducing PPI site conformations that 
resemble the ligand-bound states (Ghanakota et al., 2018; Kalenkiewicz et al., 2015). 
The utilization of enhanced sampling techniques with the co-solvent simulations has 
drawn particular interest regarding PPIs where binding pocket formation requires 
crossing a sizeable potential energy barrier (Oleinikovas et al., 2016). Such an 
approach could reveal novel druggable PPI sites for drug discovery purposes. 

Regarding drug development, it is not enough to know the locations of potential 
interaction sites on a protein structure. In addition, knowledge must be gained of 
which of the sites are biologically and, more specifically, pharmacologically 
relevant. Unfortunately, probe accumulation during co-solvent MD simulations does 
not tell much about which ones of the identified interaction sites should be targeted 
to achieve the desired pharmacological effect. In Study IV, probe hotspot coordinates 
were coupled with the knowledge of the S protein – ACE2 complex structure. This 
allowed applying a straightforward screening approach for inhibitors that could 
block the interaction by steric hindrance. In addition, compounds that could lock the 
S protein’s ACE2-binding interface into a potentially inhibitory conformation, 
observed during the MixMD simulations, were sought. Another possibility would be 
to search for more distant probe hotspots with allosteric communication to the region 
of interest. Such communication networks were later reported for the S protein RBD 
(Carino et al., 2020; Toelzer et al., 2020). MD simulations have been used to identify 
communication networks between distant pockets within a protein structure for 
several targets, including the S protein (Carino et al., 2020; Chen et al., 2022; La 
Sala et al., 2017). Recently, potential allosteric crosstalk was identified from MixMD 
simulations of the SARS-CoV-2 main protease using normal mode analysis 
(DasGupta et al., 2022). 

Co-solvent MD simulations often identify sites that cannot be related to any 
known biological function. Such interaction hotspots could also become helpful in 
the future. For example, in the proteolysis targeting chimera (PROTAC) technology, 
a compound with two ligand head groups attached by a flexible linker binds both the 
target protein and an E3 ubiquitin ligase. The E3 ubiquitin ligase tags the target 
protein with ubiquitin for degradation by the cellular machinery (Békés et al., 2022). 
In theory, a PROTAC compound could bind anywhere in the target protein structure 
if the binding is tight enough for the ubiquitination to occur successfully. Such an 
approach coupled with detecting novel binding sites by co-solvent MD simulation 
methods can be envisioned to extend the druggable proteome substantially. 
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6.2 Both experimental and computational binding 
data are helpful in fragment- and negative 
image-based screening 

F-NIB, introduced in Study I, is a welcome extension to the already well-established 
NIB modelling and VS. Utility of the extended method was demonstrated in Study I 
by the discovery of three novel PDE10A inhibitors that showed structural uniqueness 
when compared to the previously known inhibitor compounds. Notably, the active 
compounds were discovered by a straightforward screening with an F-NIB model 
(Model III) and by a combinatory approach where the top-scored compounds of the 
F-NIB screen were rescored with an FQSAR model (Models I and IV). Moreover, 
Models III and I included molecular fragments from crystal structures of inhibitor-
bound PDE10A, whereas Model IV contained a fragment extracted from a docked 
pose of a compound suggested by pharmacophore screening. Despite being the focus 
of multiple drug development campaigns against schizophrenia and 
neurodegenerative disorders, no PDE10A inhibitor has yet reached the market. Lack 
of antipsychotic activity in the clinical setting has led to the termination of several 
PDE10A targeted clinical trials. Compounds with different pharmacology may be 
required to retain the efficacy observed in preclinical studies. On the other hand, 
PDE10A inhibitors have been suggested to provide useful tool compounds for 
developing other antipsychotic drugs, such as dopamine D2 receptor antagonists 
(Menniti et al., 2021). Thus, an emphasis was put in Study I on finding novel 
structural scaffolds for PDE10A inhibition. 2D fingerprint similarity analysis 
confirmed that the F-NIB-based VS workflows provided structurally diverse 
solutions for occupying the known inhibitor binding regions of the PDE10A active 
site. 

Study IV combined the F-NIB approach with probe binding data obtained from 
the MixMD simulations. Conformation-specific pyrimidine binding poses were 
extracted for the two different forms of the S protein RBD’s ACE2-binding interface. 
Reports of utilizing simulated probe binding data in VS models can be found, but 
the idea of using probe binding mode information in space-filling VS models, such 
as NIB models, seems to be rarely applied (Arcon et al., 2017, 2019; Lakkaraju et 
al., 2015). The methodology can be seen as a form of FBDD. Running MixMD 
simulations with various probe types highlights interaction sites where compounds 
with similar structural properties could bind. Naturally, the larger the portion of 
chemical space covered with the probe molecules, the more computationally 
demanding the method becomes. Thus, it is reasonable to use probe molecules that 
identify sites for general aromatic, hydrophobic, hydrogen bonding, and ionic 
interactions, and possibly vary the size of the used probes slightly. Using larger and 
more complex fragments could identify more specific high-affinity scaffolds. 
However, the binding and dissociation of larger fragments with millimolar affinity 
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are much slower than with the smaller probe molecules. Pan et al. found out that co-
solvent MD simulations with molecular fragments had to be extended to a 
microsecond scale to obtain enough binding events for the fragment affinity values 
to converge to a standard error within 0.5 kcal/mol (Pan et al., 2017). An alternative 
approach for discovering larger active fragments could be to screen fragment 
libraries using protein structures or stably bound probe molecules extracted from co-
solvent MD simulations with simpler probes. 

The MixMD-based F-NIB models developed in Study IV identified compounds 
that expressed stable binding to the RBD in complex MD simulations. None of the 
stable compounds had sufficient clinical data available for consideration of their 
repurposing to target the S protein – ACE2 interaction. To date, no small molecules 
targeting the S protein – ACE2 PPI have proceeded to the clinical trials, and no 
significant successes in repurposing known drugs to inhibition of the complex 
formation have been reported (Zhao et al., 2022). This could indicate that the 
magnitude of inhibition of the interaction achievable by small molecules is not strong 
enough for medicinal purposes. In addition, later variants of the SARS-CoV-2 have 
shown the S protein to be prone to mutations, which significantly complicates drug 
development for this target (Liu et al., 2022). Currently, small molecule drugs 
targeting other pivotal proteins of the SARS-CoV-2 are in medical use. 

6.3 CYP active site flexibility should be considered 
in small molecule binding mode predictions 

Studies II and III demonstrated that slight differences in amino acid composition or 
conformation in an enzyme’s active site might affect the binding modes of small 
molecules and, consequently, their reaction kinetics. MD simulations showed a clear 
difference in positioning of DCPCC with CYP1A1, CYP1A2, and CYP1B1, 
explaining the compound’s CYP1A2-selective inhibition and fast oxidation by 
CYP1A1. Residue sidechain rearrangements, caused by Ser122 in CYP1A1 being 
replaced by Thr124 in CYP1A2, pushed DCPCC closer to the heme iron, which 
could hamper optimal placement of molecular oxygen needed for the catalysis. 
Similarly, coumarin’s lower rate of metabolism with CYP2A13 than with CYP2A6 
was related to a difference in the 7-hydroxylation site orientation caused by the 
presence of a more bulky sidechain close to the heme group in CYP2A13. 

Interestingly, in the low-energy binding modes of DCPCC with both CYP1A1 
and CYP1B1, the initial docking pose resided quite far from the heme iron. This 
likely allowed a slight induced fit effect to optimize the active site conformation for 
binding of DCPCC as the compound approached its eventual binding region during 
the simulation. The active site of the CYP1 enzymes is relatively compact, limiting 
the accessible motions of small molecules during a simulation. Thus, docking 
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solutions where either the cyclopropane- or dichlorophenyl-group was orientated 
towards the heme group were not interchangeable within the MD simulations. As the 
scoring functions of docking programs are still often unreliable in correctly 
identifying the energetically best poses, comprehensive sampling of initial ligand 
poses should be done by, for example, starting the simulations from multiple docking 
solutions (Wan et al., 2020). Emerging techniques, such as supervised MD 
simulation, may become useful in reducing the risk of wrongly docked and 
motionally restricted molecules producing error to free energy calculations. In 
supervised MD simulations, the ligand binding pathway is simulated from the 
solvated state to the bound state by running the simulation in short intervals and 
rejecting segments where the ligand has not approached the designated binding site 
(Sabbadin and Moro, 2014). In addition, a recent study was reported where a PPI 
inhibitor’s binding into a crystal structure-like pose was simulated by classical 
unbiased MD simulation (Shan et al., 2022). 

Information on the active site flexibility was crucial in predicting active binding 
modes of coumarin derivatives for the CYP2A13-catalyzed 7-hydroxylation. Most 
significant conformational freedom was observed for Met365, which resides next to 
the heme group. Met365 could adopt several conformations that may help either 
stabilize the 7-hydroxylation site optimally for catalysis or leave room for less 
optimal anchoring of a 3-phenyl-coumarin via its 6-position substituent. In case 
Met365 is not well stabilized by the binding substrate, active binding modes may 
occur less frequently, resulting in less efficient metabolism. Changes in active site 
residue fluctuations induced by substrate binding could affect the populations of 
specific binding modes and alter the rate of metabolism. 

Conformational sampling of the CYP2A13 active site provided by the available 
crystal structures was inadequate for generating a reliable active binding mode 
prediction for compound 10. Generally, docking produced solutions where 10 
overlapped significantly with the active site residues. This could indicate that the 
binding of 10 induces the formation of a sub-pocket or a channel not captured within 
the current crystal forms of the enzyme. Alternatively, 10 could occupy the channel 
formed between Gln104 and Phe480 in the PDB structure 4EJI. However, no 
docking poses consistent with 7-hydroxylation were generated in the docking with 
4EJI. The emergence of additional channels in the CYP2A13 active site has been 
reported in an MD simulation study (Fan et al., 2018a). Compound 10 could occupy 
some of these channels in its active binding mode. 
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6.4 Utility of computer-based predictions in drug 
development 

Computer-based methods exist already for substantial facilitation of preclinical drug 
development. Medicinally interesting target proteins can be identified by analysing 
genomic data with bioinformatics approaches. Target proteins for which high-
resolution structural models are available can be subjected to druggability 
assessment and target site detection with methods such as co-solvent MD 
simulations. Massive molecular databases can be screened virtually to find potential 
active compounds or structural scaffolds if the target site is known. The initial hit 
molecules can be optimized into potent lead compounds and drug candidates using 
MD simulations and binding free energy calculations. The pharmacokinetics and 
metabolism of the potential candidates can be predicted computationally before 
taking them forward to the exhaustive experimental studies. In practice, however, 
the effectivity of the computational approaches is still limited by lack of accuracy, 
especially in the prediction of binding affinity in molecular recognition events. 
Despite the acknowledged need for better scoring functions, the results of this thesis 
contribute to the growing body of evidence regarding the feasible utilization of 
current and the development of novel CADD methods to facilitate preclinical drug 
development. Publications reporting successes in computer-based binding site 
detection, VS, and small molecule metabolism prediction leave no doubt that a 
significant impact can be made on drug development with the currently available 
CADD approaches. 

SBDD is often limited by the low availability of high-resolution structures for 
specific disease-related proteins. The development of artificial intelligence-based 
structure prediction methods is already improving this deficiency. Alphafold, which 
uses experimental databases to predict protein structures based on their amino acid 
sequences, has shown promising performance (Jumper et al., 2021). The usability of 
Alphafold for systems with, for example, bound cofactors or multimeric 
configuration is, however, yet to be seen. As outlined in the literature review of this 
thesis, machine learning and artificial intelligence are being growingly applied in the 
development of novel CADD methods and combined with the more traditional 
methods. Quantum mechanics is widely applied with the classical MD simulations 
to study a specific part of the simulation system in quantum-level detail (Cui et al., 
2021). Usage of quantum mechanics simulations for large systems is practically 
impossible due to their computational cost that exceeds the performance of even the 
most powerful supercomputers. The ongoing development of quantum computers 
can be envisioned to eventually become a game-changer in this regard (Zinner et al., 
2021). 
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7 Summary/Conclusions 

Computational methods are having an increasing impact on drug development. 
Modern high-performance computing allows the elaborate usage of physics-based 
methods such as MD simulations to provide highly detailed data of the studied 
systems. In addition, binding affinity prediction for even billions of compounds to a 
given target protein is achievable with the current VS methods. In this thesis, various 
CADD approaches, including MD simulations, molecular docking, F-NIB screening, 
FQSAR, and binding free energy calculations, were shown to provide biologically 
relevant information in multiple SBDD settings. The utility of these approaches in 
detecting binding sites for drugs in a novel disease-related protein, structure-based 
VS of small molecule inhibitors, and studying the structural determinants for small 
molecule metabolism was demonstrated. 

The ultimate goal of developing CADD approaches is to reduce the need for 
experimental testing in preclinical drug development and improve drug candidates’ 
chances to survive in the exhaustive clinical trials. Undoubtedly, the accuracy of the 
scoring functions, especially for affinity prediction, still needs improvement to reach 
higher reliability. Despite the rapid development of computation methods and 
infrastructure, there still is a significant trade-off between prediction accuracy and 
computation speed. In this thesis, a miniature model of computational preclinical 
drug discovery is presented in the form of separate studies. Combining, for example, 
target site detection and VS still suffers from uncertainties in identifying the 
druggable conformations of the correct binding sites and the reliability of affinity 
prediction by scoring functions. Nevertheless, publications are emerging where 
CADD methods are used to develop novel drug design strategies for identifying 
target proteins, target sites, and structural scaffolds of active compounds. Significant 
technical improvements can be expected in the future, especially by developments 
in machine learning and quantum computing, hopefully shifting the traditional 
accuracy-speed trade-off of CADD closer to a one-sided bargain. 
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