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Abstract—In this paper, a model predictive control (MPC) is
developed for on- and off-road mid-sized heavy duty vehicle-
manipulator systems with a hydraulic working arm. The pro-
posed concept for the control model is also new in the sense of
working only within a local reference coordinate-system relative
to the reference trajectory (so-called Frenét-System). The control
model only needs the errors to the reference trajectory. In
contrast to other state-of-the-art approaches, there is no global
localization method necessary. The control model is kept as
simple as possible, to allow real-time motion prediction of the
real system. For this reason, a kinematic model is used in the
MPC which consists of a bicycle model and a planar robotic
arm with two control variables. The dynamics of the overall
system are considered as optimization constraints, assuming
that the optimized system inputs and states are kinetically and
dynamically feasible. Through this control method, the dual-
trajectories are also optimized and they provide smooth motions
for the overall system. The underlying control of the robotic arm
is realized with a proportional–integral–derivative (PID) con-
troller with feedback linearisation and gravity compensation. The
control algorithm is tested and validated in a MATLAB/Simulink
simulation environment.

Index Terms—modeling, vehicle-manipulator control, hy-
draulics, predictive control, mobile manipulator

I. INTRODUCTION

One of the largest fields of robotic applications is the field
of vehicle-manipulators, which are composed of a vehicle
platform and a manipulator (robotic arm). The analysis and
control of such systems has been studied extensively lately, and
is providing promising new results in control tasks, trajectory
optimization and redundancy resolution. The first applications
of modelling of vehicle-manipulators in the literature are from
the early 1990s [1] [2] [3] [4]. They focused on planning,
controlling and the redundancy resolution of the configuration
of the overall system. Since the year 2000, an even greater
research effort was concentrated on simulating, controlling
and building small vehicle-manipulators [5] [6]. There are
general, singularity-free dynamic approaches [7] [8] [9] [10]
and also other, more practical modelling techniques. One of
the main focuses of these control algorithms is the redundancy
resolution of the robotic arm [11]. In [12], the planning of
the robotic arm trajectories and the nonholonomic vehicle in
a global frame is presented. A control algorithm for these
linked dual-trajectories is implemented and tested. In [13], the

prioritization of these dual-trajectories is discussed. In case,
one of the two subsystems cannot track its reference trajectory,
the control algorithm determines whether the vehicle or the
robotic arm should fulfil its trajectory tracking task with higher
priority. A practical realization is presented in [14], in which a
dual-trajectory control of a wheelchair mounted robotic arm is
simulated and implemented. In [11], the kinematic redundancy
resolution is presented. A general inverse kinematic procedure
is introduced with the help of the so called redundancy pa-
rameters. These parameters allow the reduction of a redundant
robotic arm to a simple one. The computed configuration of
the redundant arm is the result of an optimization problem.

Another domain is the analysis and control of large, hy-
draulic robotic manipulators [15] [16] [17]. Such applications
are forestry cranes, backhoe or road maintenance machineries
[18]. The hydraulic and electro-hydraulic actuation of such
machines is used because of their robustness and good power-
to-weight ratio, but they imply further challenges due to highly
non-linear and complex system characteristics [15]. To handle
these challenges effectively, a stable and accurate low-level
position and force control is required. The identification and
the characterization of these nonlinear components require
deep understanding and knowledge. Another problem is de-
termining appropriate sensors for these open-air applications,
because the installation of rotational displacement sensors is
not possible on hydraulic actors and other fragile sensors do
not operate properly in rough working area [19]. In [20],
a self levelling system for a large working arm with a hy-
draulic actuation is presented. In [19] and [21], the modelling,
the control and the automation of large hydraulic cranes is
discussed. In [22], a model-based approach is discussed for
the feedback control and [23] presents a nonlinear model
predictive control for hydraulic forestry cranes and shows
a great oscillation reduction of the endmanipulator. In [24],
different linear and nonlinear control methods are implemented
and compared on a test-bench. The results show the ne-
cessity and the benefits of the nonlinear control theory for
hydraulic manipulators. Reference [25] presents modeling and
identification methods for hydraulic manipulators and provides
validation with measurements on a test-bench. Among the very
detailed and physically motivated models, there are minimal
and reduced-order models for hydraulic machines [26] [27].



They allow characterizations of such systems with help of
dynamic transfer functions.

In this paper, we present a new approach to handle control
challenges of heavy vehicle-manipulators during moving tasks
(see Fig. 1). We assume that the moving platform is a
middle-sized heavy-duty vehicle or tractor. The robot is a
large hydraulic outdoor working arm with slow, controlled
system dynamics. The equations of motion for the control
model are derived in a local coordinate system around the
reference trajectories, in the so called Frenét-frame [28]. In
such a path-local coordinate system, the lateral and orientation
error of the manipulator and vehicle are required through
on-board localization and no global technique (like GPS) is
necessary. This technique is already applied in automotive
control theory [29]. In [30], this approach for a special case
of small indoor vehicle-manipulator is discussed, but not in a
general perspective. The here presented approach can also be
used for different arm configurations.

Fig. 1: Example for the overall system treating in this work

This paper has the following structure: section 2 presents
a short description of the simulation environment for the
vehicle and the robotic arm. In section 3, the proposed control
model is discussed. The test-scenarios and the results of the
control system are presented in section 4. In section 5, further
challenges and research focuses are given.

II. SIMULATION ENVIRONMENT

A. Vehicle model

A simulation environment is realized in Mathworks MAT-
LAB/Simulink. The models of the chassis and the suspension
system are based on [31]. The accuracy of the model is chosen
to reproduce feasible vehicle motions for handling scenarios
with lane keeping and trajectory following assistance. As the
regarded working vehicles do not reach high velocities, a
combined linear tire model is suitable for simulation. The
implemented tire model is based on [32]. In [33] it has
been shown that a simple modelling approach is suitable for
testing and validating assistance functions for on- and off-road
vehicles handling analysis.

B. Model of the robotic arm

The model of the working arm is set up with one rotary
hydraulic joint and 3 hydraulic cylinders realizing the rotatory
motions. The equations of motion of the arm are derived with
Euler-Lagrange’s equations of the second kind [34]. It is sup-
posed that the hydraulic cylinders have third-order dynamics
[27] [35]. This is a standard proposition for hydraulic systems
actuated with fast directional control valves [17]. The param-
eters for the dead-zone and the transfer characteristics of the
single joints are adapted from the literature [27]. The maximal
angular speed of each single joints, which can be assumed
for this application, is ϕi = 0.3 rad/s. State feedback and
gravity compensation deal with the nonlinearities [34]. For the
trajectory tracking and modelling error compensation a slave
PID controller is implemented with an additional feedforward
term. The PID parameters are tuned empirically to have a good
system response and to avoid strong overshoots. The inverse
kinematic of the manipulator is derived analytically [36]. To
determine the necessary joint angles for the desired position,
the derivation uses the xv, yv, zv coordinates of the end of
the endeffector and the angle relative to the xm-ym plane. As
a result, the high-level MPC is able to set the configuration
of the robotic subsystem and the slave PID controller sets the
desired position of the point Pm using the hydraulic cylinders.

III. PROPOSED CONTROL ALGORITHM FOR
VEHICLE-MANIPULATOR

A. Nonlinear model of the vehicle-manipulator

The proposed algorithm controls the vehicle manipulator in
planar with a fixed horizontal position. The algorithm requires
a control model of the overall system. Its characterisation
happens through the following coordinate systems1 (Fig. 2):

• a global frame O, index G
• frame of the rear axle of the vehicle at the point Pv,

index v
• local frame on the reference trajectory Γv of the vehicle,

around the point Prv
• local frame on the reference trajectory Γm of the manip-

ulator, around the point Prm

Additionally the endpoint of the manipulator Pm is used for
the derivation of the system dynamics. The equation of motion
of the vehicle can be derived through the use of the velocity
of the reference points Pv and Pm. The derivation for car-
like vehicles is presented in [37]. The vehicle-manipulator are
controlled by the steering angle of the vehicle δ, the projected
length, a and by the orientation α of the robotic arm. For
such a system a generalization can be introduced. Defining
the variables s, d and ∆θ for the vehicle (index v) and for the
manipulator (index m):

• sv and sm are the curvilinear abscissas at the points Prv
and Prm obtained by projecting Pv and Pm orthogonally
on Γv and Γm. These points are unique if the point-pairs
are close enough to each other.

1Note that the unit vectors are marked as i and j instead of x and y to
avoid confusion with the latter system states.



• dv and dm are the lateral displacement from the reference
trajectory of the vehicle and the manipulator in m. They
are expressed in the orthonormal basis of the reference
trajectories at the points Pv and Pm.

• ∆θv is the orientation error of the vehicle in radian,
∆θv = θv − θrv

• and ∆θm is the manipulator’s transformation angle from
end-manipulator’s frame to the vehicle’s frame in radian,
∆θm = θv − θrm.

• The variable v without any index is the velocity of the
rear axle of the vehicle in m/s which is necessary for the
further derivation.

• The reference trajectories are described through their
curvature, κrv and κrm in 1/m.

The bicycle model is given according to [37]:

ṡv =
v

1− κrv · dv
cos(∆θv)

ḋv = v sin(∆θv) (1)

∆θ̇v = v
tan(δ)

L
− ṡvκrv

The idea of joint-dependent variables (a and α) can be found
in some earlier works [13] [38], but only for small indoor
robots in global frame for task priority redundancy resolution
or dual-trajectory control.

Through the derivation of the manipulator dynamic in the
Frenét-frame, ṡm, ḋm and ∆θ̇m are determined. The curvature
of e.g. Γm at the point Prm is defined as κrm = ∂θrm/∂sm.
This definition yields after substituting the time derivation of
the manipulator’s transformation angle

∆θ̇m = θ̇v − θ̇rm = θ̇v − κrmṡrm. (2)

Secondly, the position of Pm in the global frame O is required:
−→
OPm =

−→
OPv + ((L+ l) + a cosα) iv + a sinα jv. (3)

Fig. 2: The control model for the prediction of the manipula-
tor’s motion

With respect to the reference trajectory of the manipulator,−→
OPm is alternatively computed as

−→
OPm =

−→
OPrm + dm jrm (4)

and the time-derivation of (3) is

∂
−→
OPm

∂t
=

∂
−→
OPv

∂t
+ (L+ l)

∂ iv
∂t

+ (ȧ cosα− aα̇ sinα) iv

+ a cosα
∂ iv
∂t

+ (ȧ sinα+ aα̇ cosα) jv

+ a sinα
∂ jv

∂ t
. (5)

With the substitution of ∂ iv
∂ t = θ̇v jv, ∂ jv

∂ t = −θ̇v iv and ∂
−→
OPv
∂ t =

v iv the equation of motion (5) is

∂
−→
OPm

∂t
=

(
v + ȧ cosα− a(θ̇v + α̇) sinα

)
iv

+
(
(L+ l)θ̇v + ȧ sinα+ a cosα(θ̇v + α̇)

)
jv. (6)

The same velocity is computed from the reference trajectory
of the manipulator in (4)

∂
−→
OPm

∂t
=

∂
−→
OPrm

∂t
+

∂

∂t
(dm jrm)

= ṡm(1− dmκrm) irm + ḋm jrm. (7)

Assuming dm · κrm ≪ 1 and transforming the manipulator’s
path coordinate system to the vehicle coordinate system, the
dynamics of the manipulator is identified in the terms of
equation (7) and equation (6) as follows:

ṡm = cos∆θm

(
v + ȧ cosα− aα̇ cosα− aθ̇v sinα

)
− sin∆θm

(
(L+ l)θ̇v + aθ̇v cosα+ ȧ sinα+ aα̇ cosα

)
(8)

and

ḋm = sin∆θm

(
v + ȧ cosα− aα̇ cosα− aθ̇v sinα

)
+ cos∆θm

(
(L+ l)θ̇v + aθ̇v cosα+ ȧ sinα+ aα̇ cosα

)
. (9)

Substituting (8) in the equation (2), the manipulator’s trans-
formation angle is

∆θ̇m = κrm

[
cos∆θm

(
v + ȧ cosα− aα̇ cosα− aθ̇v sinα

)
− sin∆θm

(
(L+ l)θ̇v + aθ̇v cosα

+ ȧ sinα+ aα̇ cosα
)]

. (10)

The equations (1), (8), (9) and (2) are used as the state space
equation of the dynamic system.



B. Linear state-space model

For a computationally effective prediction, it is fundamental
to have a linear model, which enables fast matrix computa-
tions. For that, the input vehicle’s curvature is introduced from
(1), κv = tan(δ)

L . Thereby the input vector is

u(t) = [κv ȧ α̇]
T (11)

where ȧ and α̇ are the changing rates of the length and the
angle of the manipulator. The state vector is chosen to

x(t) = [dv ∆θv dm ∆θm a α κrv κrm ]
T
. (12)

where κrv and κrm are the curvatures of the vehicle (index v)
and of the manipulator (index m) reference trajectories. Their
changing rates constitute the disturbance vector

z(t) = [κ̇rv κ̇rm]
T
. (13)

It is assumed that the vehicle and the robotic manipulator
move close along the reference trajectory (orientation errors
∆θi < 20◦ and the lateral displacement di < R, with R =
1/κri the radius of the curve2). In that case, it is possible
to linearize the trigonometrical functions and to assume that
ṡ ≈ v. The chosen operating point for the manipulator is

x0 = [ dv0 ∆θv0 dm0 ∆θm0 a0 α0 κrv0 κrm0 ]T

= [ 0 0 0 0 ae αe 0 0 ]T (14)

and

u0 = [0 0 0]
T

z0 = [0 0]
T
. (15)

The linearization leads to the following time-variant state-
space model:

ẋ(t) = A(t)∆ x(t) + B(t)∆ u(t) + Z∆ z(t), (16)

with the perturbation around the equilibrium ∆x = x − x0,
∆u = u− u0 and ∆z = z− z0. The used matrices are

A =



0 v 0 0 0 0 0 0
0 0 0 0 0 0 −v 0
0 0 0 v 0 0 0 0
0 0 0 0 0 0 0 −v
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


, (17)

B =



0 0 0
v 0 0

(L+ l + ae cosαe)v sinαe ae cosαe

v 0 0
0 1 0
0 0 1
0 0 0
0 0 0


(18)

2The index i = v,m

and

Z =

[
0 0 0 0 0 0 1 0
0 0 0 0 0 0 0 1

]T
. (19)

Note that the parameters v, ae and αe are time varying. They
are updated in each prediction sequence.
Four values are used as outputs of the system:

• the flat output dv of the vehicle dynamics
• the lateral error on the front axle of the vehicle dynamics,

dv + (L+ l) sin(∆θ)
• the lateral error of manipulator dm
• the length of the manipulator a.

They are necessary to handle the constraints. Assuming
sin(∆θ) ≈ ∆θ, the linear output equation is

y = C x (20)

with

C =


1 0 0 0 0 0 0 0
1 L+ l 0 0 0 0 0 0
0 0 1 0 0 0 0 0
0 0 0 0 1 0 0 0

 . (21)

C. Time-varying time-discrete model

The continuous-time system is transformed into a discrete-
time representation to provide a suitable description for the
prediction procedure. For each time step, constant state, input,
and output matrices, as well as piecewise constant control
inputs and disturbances are accounted form. The temporal
discretization is performed by using zero-order hold elements
with the sampling time T [39]:

Ad = eAT , Bd =

∫ T

0

eAτ dτ ·B

Cd = C, Zd =

∫ T

0

eAτ dτ · Z. (22)

The disturbance changing rate is computed with a discrete
forward-euler first order derivative.

D. Cost function and constraints

The cost function of the optimization can be formulated as
quadratic function for N prediction steps:

J(x(t),u(t)) =

N∑
i=0

xT
i Qi xi +

N∑
i=0

uT
i Ri ui, (23)

with

Qi =



Gdv 0 0 0 0 0 0 0
0 G∆θv 0 0 0 0 0 0
0 0 Gdm 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 G∆α 0 0
0 0 0 0 0 0 0 0
0 0 0 0 0 0 0 0


(24)



and

Ri =

Gκv 0 0
0 Gȧ 0
0 0 Gα̇

 (25)

In accordance with the objective of the control algorithm, the
weights of the quadratic cost function need to be chosen with
respect of the following points:

• Gd and G∆θ are required for a smooth lane keeping
• Gκv penalizes the vehicle’s curvature
• Gdm and G∆α are necessary for a smooth control of the

manipulator
• the curvature of the reference trajectories κrv and κrm

are not penalized, as they are only necessary for a good
system description

• a and ∆θm are not penalized, they are only considered
through the output equation to ensure the constraints

• the inputs ȧ and α̇ are penalized to get a feasible and
smooth motion.

Through adjusting the above-mentioned parameters, the prior-
ity of the dual-trajectories can be changed.

Obstacles on the manipulator working space, road side or
other objects are treated as constraints of the optimization
problem. Constraints are necessary for

• the inputs ȧ and α̇, by the reason of the slow dynamics
of the robotic arm and the steering actuator

ȧmin ≤ ȧ ≤ ȧmax

α̇min ≤ α̇ ≤ α̇max (26)

• the length a due to the maximal and minimal configura-
tion of the manipulator

amin ≤ a ≤ amax (27)

• the vehicle curvature κv according to the steering system
on the vehicle

• the vehicle system states due to the roadside
• the lateral error dm of the robotic arm to treat the static

and dynamic obstacles on the working space.

E. Linear quadratic optimization problem

To formulate a linear quadratic optimization problem, the
future system states are computed as function of the input
sequence. This can be done with the help of the so called
batch approach [40] [41]. Using the prediction model, the
cost function and the constraints, it is possible to set up
a constrained linear quadratic optimization problem, which
can be solved effectively with QP-solvers. The future system
states xs and outputs ys computed by use of the future
disturbances-sequence zs, input-sequences us and the initial
system states x0 for N prediction steps3

xs = A x0 + B us + Z zs. (28)

3For the sake of simplicity the index s is used for the vector se-
quences: xs = [ x(1), x(2) . . . x(N)]T for the future system states,
ys = [ y(1), y(2) . . . y(N)]T for the future system outputs, zs =
[ z(0), z(1) . . . z(N − 1)]T for the future curvature changing and us =
[ u(0), u(1) . . . u(N − 1)]T for the optimizing future inputs.

The used matrices are

A =


A
A2

...
AN

 , (29)

B =


B 0 . . . 0
AB B . . . 0

...
. . . . . .

...
AN−1B . . . AB B

 (30)

and

Z =


Z 0 . . . 0
AZ Z . . . 0

...
. . . . . .

...
AN−1Z . . . AZ B

 . (31)

The output matrix is

C = diag[C . . . C], (32)

so that the future output sequence is

ys = C (A x0 + B us + Z zs) . (33)

By applying the system state and output sequence (28) and
(33), the cost function is formed depending on the input
sequence us

J(us) = uT
s H us + 2

(
x0F + zTY

)
us +K. (34)

with H = BTQB+R, F = ATQB and Y = ZTQB. The con-
stant term K does not influence the optimal control sequence.
The constraints from subsection III-D can be expressed with
help of (33) as ymin and ymax. This may be reformulated in
terms of us [

CB
−CB

]
us ≤

[
ymax − CA x0

− ymin + CA x0

]
. (35)

The resulting quadratic optimization problem - minimizing the
cost function (34) under the constraints (26) and (35) - can be
solved by standard numerical QP-solvers.
An iterative solution is provided here by the interior-point
method for convex problems [42].

IV. TEST SCENARIOS AND SIMULATION RESULTS

Based on two predefined scenarios the control algorithm
is tested and validated. The simulations are carried out with
Mathworks MATLAB/Simulink, with dtsim = 0.5 ms fixed
step simulation time and Runge-Kutta solver. The number of
prediction steps is chosen to N = 10 and the sampling-time
is set to Tpred = 0.1 s. The constraints for the manipulator
are ȧmax = 0.025 m/s, ȧmin = −ȧmax, α̇max = 0.02 rad

s and
α̇min = −α̇max. The schematic representation of the simulation
environment is shown in Fig. 3. The MPC only needs the
reference points for the configuration of the robotic arm, αe

and ae, because the other elements of the state-space vector
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Fig. 3: Block representation of the simulation and control

x are defined the errors, meaning they do not need reference
signals (compare with equation 14).

The first scenario (see Fig. 4) starts with an initial ori-
entation and lateral error both for the vehicle and working
arm. After reaching the steady-state straight ahead motion a
double position change for the working arm is performed.
During the lane change the vehicle supports the motion of the
robotic arm by deviating from its desired trajectory between
x = 25 m and x = 35 m as well as between x = 55 m and
x = 75 m. In the second setting, the priorities are changed

Fig. 4: Scenario 1, setting 1 - motions of the overall system
with vehicle motion support

by adjusting the penalty weights. The vehicle motion has
now a higher priority and does not support the robotic arm,
the deviation is smaller than above (see Fig 5). The second

Fig. 5: Scenario 1, setting 2 - motions of the overall system
without vehicle motion support

scenario is a left curve (see Fig 6). After reaching the steady-
state cornering, the trajectory must be re-planned due to an

obstacle in the work-space of the manipulator. This obstacle
is represented by an additional constraint of the optimization
problem. The algorithm is capable of changing the trajectories
smoothly. Note that the modified trajectories are optimized
through the weights of the cost function (23) assigning a
higher priority to the robotic arm, so the vehicle assists the
motion of the manipulator. The selected scenarios show that

Fig. 6: Scenario 2 - trajectory re-planning due to constraints

the control algorithm is able to control the overall system
from initial errors into a steady state motion. It can follow
reference trajectory with changing curvature and it can re-plan
the trajectories smoothly due to active constraints.

V. CONCLUSION AND FUTURE RESEARCH

In this paper a new approach for control and trajectory
optimization of large vehicle manipulators is presented. The
system equations of the control model are introduced in the
so-called Frenét-frame, as a generalization of the equations
of motion in a global coordinate system. The main idea is to
use a model, consisting a 2 DoF robotic arm and a bicycle
model, to describe and predict the motion of the overall
system in planar. The applied MPC operates in a path-local
coordinate system and no global localization is required. A
simulation environment is implemented in MATLAB/Simulink
for tests and validation. A slave control loop regulates each
hydraulic joint according to the high-level MPC controller. The
control problem is formulated as linear quadratic optimization
problem using the prediction model, constraints and a cost
function. The dynamics of the overall system are taken into
account by the constraints. Collisions with obstacles on the
robot’s working area may be avoided by including them in
the constraints, leading to re-plan the dual-trajectories for the
same curvature input. A prioritization between the trajectories
can be done by adjusting the penalty parameters of the cost
function. The control technique has been tested and validated
in simulations by two predefined scenarios.

Future works will focus on the extension of the cost
function with the configuration of a more complex robotic
arm. For such a robotic arm, the redundancy resolution
can be an important aspect. Another focus is to find a
suitable description of the system for 3D motions. Analysis
and control of the vehicle motion to reduce the dynamic
influences on the driver is also an important aspect. For real



applications, the robustness of this control structure should be
discussed. Sensors and other measurement instruments will
be modelled too.
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