
Breather solutions for a semilinear Klein–
Gordon equation on a periodic metric graph

Daniela Maier, Wolfgang Reichel, Guido Schneider

CRC Preprint 2022/60, November 2022

KARLSRUHE INSTITUTE OF TECHNOLOGY

KIT – The Research University in the Helmholtz Association www.kit.edu



Participating universities

Funded by

ISSN 2365-662X

2



BREATHER SOLUTIONS FOR A SEMILINEAR KLEIN-GORDON EQUATION ON
A PERIODIC METRIC GRAPH

DANIELA MAIER, WOLFGANG REICHEL, AND GUIDO SCHNEIDER

ABSTRACT. We consider the nonlinear Klein-Gordon equation

∂2
t u(x, t)− ∂2

xu(x, t) + αu(x, t) = ±|u(x, t)|p−1u(x, t)

on a periodic metric graph (necklace graph) for p > 1 with Kirchhoff conditions at the
vertices. Under suitable assumptions on the frequency we prove the existence and regular-
ity of infinitely many spatially localized time-periodic solutions (breathers) by variational
methods. We compare our results with previous results obtained via spatial dynamics and
center manifold techniques. Moreover, we deduce regularity properties of the solutions
and show that they are weak solutions of the corresponding initial value problem. Our ap-
proach relies on the existence of critical points for indefinite functionals, the concentration
compactness principle, and the proper set-up of a functional analytic framework. Com-
pared to earlier work for breathers using variational techniques, a major improvement of
embedding properties has been achieved. This allows in particular to avoid all restrictions
on the exponent p > 1 and to achieve higher regularity.

1. INTRODUCTION AND RESULTS

We consider the nonlinear Klein-Gordon equation

(1) ∂2
t u(x, t)− ∂2

xu(x, t) + αu(x, t) = ±|u(x, t)|p−1u(x, t)

on the 2π-periodic necklace graph Γ with p ∈ (1, ∞) and α ≥ 0 together with Kirchhoff
conditions at the vertex points. We are interested in breather solutions, i.e., time-periodic,
real-valued, and spatially localized solutions. One of the main features of this problem
is that the Laplacian − d2

dx2 with Kirchhoff conditions at the vertices has a spectrum with
band-gap structure and in particular spectral gaps occur.

Like in any dynamical system, coherent states (such as e.g. breathers and steady states)
are of particular interest. Steady states of (1) solve an elliptic problem on the necklace
graph. Similarly, time-harmonic standing waves of the form u(x, t) = v(x)eiωt also solve
an elliptic problem of the type

(
− d2

dx2 + α−ω2)v = ±|v|p−1v on Γ. Such nonlinear elliptic
problems (arising similarly for standing waves of nonlinear Schrödinger (NLS) rather than
Klein-Gordon equations) have been considered in [21, 22]. The outcome is essentially that
whenever ω2 − α is positive and lies in a spectral gap of the Laplacian then solutions v
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of the nonlinear elliptic profile-equation exist in both the “−” and the “+” case. When
ω2 − α ≤ 0 then the “−” case has no nontrivial solutions decaying to 0 at ±∞ whereas
in the “+” has different types of solutions of the profile-equation exist (solutions with
compact support and solutions with one sign), cf. [22].

If instead of time-harmonic standing waves or stationary solutions one looks for real-
valued breathers then new difficulties arise. By the requirement of the solutions being
real-valued one needs at least two temporal frequencies in the Fourier-decomposition of
any solution. But due to the nonlinearity, new frequencies are generated and hence in
fact infinitely many frequencies are needed. As a result, the Fourier-modes of standing
breathers satisfy an infinitely coupled elliptic system for which the spectral gap condition
becomes more delicate than in the monochromatic case. Finding a method to overcome
this difficulty is one of the main aspects of this paper.

The interest in breather solutions for semilinear wave equations goes back at least as far
as the discovery of the explicit breather solution of the sine-Gordon equation utt − uxx +
sin u = 0 on R × R, cf. [1]. Similarly, in spatially discrete Fermi-Pasta-Ulam-Tsingou
(FPUT) lattices the existence of breathers, cf. [2, 12], is an indication that in certain wave-
type equations energy is not always dispersed to infinity. These wave-type equations
are, however, quite rare as many nonexistence results show. For example, due to the
works [3, 7, 27], and more recently [14] it became clear that breathers do not persist in
homogeneous nonlinear wave-type equations if the sin u nonlinearity in the sine-Gordon
equation is replaced by a more general nonlinearity f (u) with f (0) = 0, f ′(0) > 0.

Therefore, it came as a surprise that heterogeneous wave equations can indeed sup-
port breathers. Examples are nonlinear wave equations on discrete lattices, cf. [12, 15]
or nonlinear wave equations on the real line with x-dependent coefficients, cf. [4, 10].
Whereas the equations considered in [4] and [10] are nearly the same, the methods are
completely different. The former essentially follows a bifurcation approach using spatial
dynamics and center manifold reductions, and produces a family of small breathers bi-
furcating from 0 where all of them have the same time-period. The latter approach uses
variational methods and finds breathers in a larger parameter regime that do not bifurcate
from 0. In both cases a spectral gap near zero of the wave operator acting on time-periodic
functions with a given time-period is vital for the results. Recently, in [23] another exis-
tence result for vector-valued breathers for a 3 + 1-dimensional semilinear curl-curl wave
equation with radial symmetry appeared. It is based on ODE-methods and the fact that
the breather can be found as a gradient of a spatially radially symmetric function.

Yet another way to introduce heterogeneity into a wave equation is to set it up on a
quantum graph. Now the heterogeneity stems from the underlying branched structure
and not from the equation or the operator. While at first [21, 22] standing monochromatic
waves were of interest for NLS equations on quantum graphs, more recently Maier [16]
gave the first existence proof of real-valued breathers for (1). Her method first produced
spectral gaps in the wave operator by the correct choice of the temporal frequency. Then
she used the spatial dynamics point of view and performed a center manifold reduction
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to show the existence of a homoclinic solution on the center manifold which persisted by
going back to the original equation.

Our existence result in Theorem 1.1 for spatially localized, real-valued time-periodic
solutions of (1) is the main outcome of this paper, and it directly compares to the result
from [16]. Methodically, we also use tools from the calculus of variations like in [10].
However, we have much improved the embedding properties of the underlying Hilbert
spaceH on which breathers arise as critical points of a suitable functional. In fact, we can
cover the whole range of Lq-embeddings for q ∈ [2, ∞), whereas in [10] there were still
some suboptimal restrictions to q ∈ [2, q∗) with q∗ < ∞.

For the statement of the existence result note that the precise definition of the functions
spaces is given in Section 2. In the time direction we denote by T the 1-dimensional
4π-periodic torus and by V the set of vertices of Γ. The space H1

c (Γ×T) denotes all H1-
functions on Γ × T such that the L2-traces on V × T coincide by approaching from all
edges leading to a particular vertex. Since weak derivatives in the spatial direction on a
metric graph can only be defined edge-wise and not globally, the Sobolev spaces are also
defined edge-wise and thus do not imply continuity of traces at the vertices unless we
explicitly require it.

Theorem 1.1. Let p ∈ (1, ∞) and α ≥ 0. Then there exist infinitely many distinct weak 2π-
time-antiperiodic solutions u ∈ H1

c (Γ×T)∩H2(Γ×T) of (1) in the sense of Definition 1.3. The
solutions are symmetric with respect to the upper/lower-semicircles and satisfy (1) pointwise a.e.
on Γ×T and the continuity conditions (7) and the Kirchhoff conditions (8) holds at the vertices
for almost all t ∈ T.

The results in [16] also produce solutions that are symmetric with respect to the upper/-
lower-semicircles of the metric graph. It remains an open question whether or not one can
find breathers which are not symmetric w.r.t. to the upper/lower-semicircles. The solu-
tions from [16] have the precise temporal period ω = k

2 , they exist for small ε > 0 when
α = k2

4 + ε2 and bifurcate from 0 with amplitude O(ε). Multiplicities are not given in
this approach. In contrast, we have that infinitely many solutions exist for all values of
α ≥ 0 and in particular do not vanish at the bifurcation points α = k2

4 . However, although
our solutions are in fact 2π

κ antiperiodic in time where κ ∈ Nodd is an integer which is
chosen sufficiently large in dependance of A for α ∈ [0, A], we cannot control their min-
imal period. Finally, while the solutions from [16] are exponentially decreasing in space,
the spatial localization of our solutions is characterized in weaker form by integrability
properties of u up to its second derivatives in space and time.

Remark 1.2. Following [28] one can generalize the right hand side f (s) = |s|p−1s to more general
functions f = f (x, t, u) as follows: assume that

(H1) f : Γ×R×R → R is a continuous function, which is 2π-periodic in the first and 2π-
antiperiodic as well as symmetric w.r.t. the upper/lower-semicircles in the second variable,
with | f (x, t, u)| ≤ c(1 + |u|p) for some c > 0 and p > 1,

(H2) f (x, t, u) = o(u) as u→ 0 uniformly in x ∈ Γ, t ∈ T,
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(H3) f (x, t, u) is odd in u ∈ R and u 7→ f (x, t, u)/|u| is strictly increasing on (−∞, 0) and
(0, ∞) for all x ∈ Γ and all t ∈ T,

(H4) F(x,t,u)
u2 → ∞ as u→ ∞ uniformly in x ∈ Γ, t ∈ T where F(x, t, u) :=

∫ u
0 f (x, t, v) dv.

Definition 1.3. A time-periodic function u ∈ H1
c (Γ×T) is called a weak solution of (1) if

(2)
∫

Γ×T

(
∂xu∂xφ− ∂tu∂tφ + αuφ∓ |u|p−1uφ

)
d(x, t) = 0

holds for every time-periodic φ ∈ H1
c (Γ×T).

Our second theorem describes that the breathers found in Theorem 1.1 are also weak
solution to the initial value problem with their own induced initial values.

Theorem 1.4. Any weak solution u from Theorem 1.1 has the property that u ∈ L2(T; H1
c (Γ)) ∩

H2(T; L2(Γ)) and it solves (1) in the sense that for almost all t ∈ (0, ∞)

(3)
∫

Γ

(
∂2

t uϕ + ∂xu∂x ϕ + αuϕ∓ |u|p−1uϕ
)

dx = 0, ϕ ∈ H1
c (Γ)

with its own initial values u(·, 0) ∈ L2(Γ), ∂tu(·, 0) ∈ L2(Γ) in the sense of traces. As a con-
sequence of (3) the continuity conditions (7) and the Kirchhoff conditions (8) hold for almost all
t ∈ T.

Finally, we mention that spatial heterogeneity is not a necessary condition for breathers.
In fact, it was shown in [17, 26] that weakly localized breathers exist for an entire class
of nonlinearities for constant coefficient nonlinear wave equations in space dimensions
higher or equal than 2.

Our main tool for proving existence of breather solutions for (1) is the use of variational
methods for indefinite functionals, cf. [20, 28]. Such functionals arise typically for wave
equations. On spatially bounded intervals, where the Laplacian has discrete spectrum,
breathers for nonlinear wave equations were indeed found variationally, cf. [5, 6, 11].
These approaches build strongly on the discreteness of the spectrum of the Laplacian,
which fails for unbounded spatial domains like the necklace graph. Therefore, the careful
building and investigation of the functional framework as described in Section 4 is the key
to our result.

The paper is structured as follows. In Section 2 we describe the periodic necklace graph
and define on it the Laplacian with Kirchhoff conditions. In Section 3 we give a char-
acterization of the spectrum of the Kirchhoff Laplacian on the necklace graph and we
introduce the Bloch transform and the representation of functions in Bloch variables. Sec-
tion 4 contains the definition of an appropriate Hilbert space H on which we can define
the functional whose critical points will be the breathers. In particular, we show that H
embeds into the whole range of Lq(Γ×TT) spaces for 2 ≤ q < ∞. This is a major improve-
ment compared to [10]. The existence result of Theorem 1.1 is given in Section 5, where
we rely on variational methods developed in an abstract setting in [28]. The regularity
part of Theorem 1.1 and the connection to the initial value problem for (1) as explained
in Theorem 1.4 is shown in Section 6 by making use of the method of differences, cf. [8,
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Γn,0

Γn,+

Γn,−

Γn

FIGURE 1. Periodic necklace graph

Chapter 7.11]. Finally, in the Appendix we show the concentration compactness result of
Lemma 5.5. This is nonstandard since our functional framework is not in Sobolev spaces.

2. PROPERTIES OF THE PERIODIC NECKLACE GRAPH

The periodic necklace graph is of the form

(4) Γ = ⊕n∈ZΓn, Γn = Γn,0 ⊕ Γn,+ ⊕ Γn,−.

The edges Γn,0 correspond to the horizontal links and the edges Γn,± are parallel edges
that are visualized by the upper and lower semicircles in Figure 1. In order to get a
metric graph we identify each edge with a closed interval of length π. In particular,
Γn,0 is identified isometrically with the interval In,0 = [2πn, 2πn + π] and Γn,± with
In,± = [2πn + π, 2π(n + 1)]. Hence, it makes sense to define differential operators on
the edges. A function u : Γ → C can be represented by a triple of functions uj : R → C,
j ∈ {0,+,−} with

(5) u|Γn,j = uj|In,j and supp(uj) ⊆
⋃

n∈Z

In,j for j ∈ {0,+,−}.

Function spaces. A function u : Γ × T → C, depending on x ∈ Γ and periodically on
t ∈ T, is continuous and belongs to C0(Γ×T), if it is continuous on each edge Γn,j ×T,
j ∈ {0,+,−}, n ∈ Z and the following relations at the vertices are fulfilled for all n ∈ Z

and all t ∈ T:

u0(2πn + π, t) = u+(2πn + π, t) = u−(2πn + π, t),
u0(2π(n + 1), t) = u+(2π(n + 1), t) = u−(2π(n + 1), t).

(6)

Sobolev spaces are defined "edge-wise". If we set uj,n := uj|Ij,n×T then we define for
k ∈N0 the space

Hk(Γ×T) :=
{

u : Γ×T→ C : uj,n ∈ Hk(Ij,n ×T) ∀n ∈ Z, j ∈ {0,+,−}

with ∑
j,n
‖uj,n‖2

Hk(Ij,n×T)
< ∞

}
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with norm ‖u‖2
Hk := ∑j,n‖uj,n‖2

Hk(Ij,n×T)
. Clearly, H0(Γ×T) = L2(Γ×T). For k = 1 we

define the coupled Sobolev space H1
c (Γ×T) by adding continuity of traces at the vertices,

i.e.,

H1
c (Γ×T) = {u ∈ H1(Γ×T) : (6) holds in the sense of traces for all n ∈ Z}.

This means that H1
c (Γ×T) consists of functions which belong to H1 on every edge×TT

and which have additionally traces on V × T that are equal independently from which
edge one approaches the vertex. We will also need spaces of functions with the additional
symmetry between the upper and lower semicircles, i.e., functions u : Γ × T → C with
u+ = u−. Spaces of functions with this additional symmetry will be denoted by H1

c (Γ×
T)symm, L2(Γ×T)symm, and C0(Γ×T)symm. Whenever we consider spaces of functions,
which are independent on time, then we write Hk(Γ), C0(Γ), L2(Γ), H1

c (Γ) = H1(Γ) ∩
C(Γ), and likewise for their symmetric versions H1

c (Γ)symm, L2(Γ)symm, and C0(Γ)symm.
For functions in H1

c (Γ) the conditions (6) simplify to true continuity conditions

u0(2πn + π) = u+(2πn + π) = u−(2πn + π),
u0(2π(n + 1)) = u+(2π(n + 1)) = u−(2π(n + 1))

(7)

for all n ∈ Z.

Laplace operator and Kirchhoff conditions. For functions, which are time-independent,
we define the Kirchhoff Laplace operator ∆ as the second derivative operator on the edges
with domain D which consists of all functions u ∈ H2(Γ)∩ H1

c (Γ) together with Kirchhoff
conditions at the vertex points (conservation of fluxes at the vertices), i.e., for all n ∈ Z

du0
dx (2πn + π) = du+

dx (2πn + π) + du−
dx (2πn + π),

du0
dx (2π(n + 1)) = du+

dx (2π(n + 1)) + du−
dx (2π(n + 1)).

(8)

Then ∆ : D(∆) ⊂ L2(Γ)→ L2(Γ) is a self-adjoint operator, cf. [9], on the domain

D(∆) = {u ∈ H2(Γ) ∩ H1
c (Γ) : u satisfies (8)}.

For time-dependent functions u ∈ H2(Γ × T) ∩ H1
c (Γ × T), the Kirchoff-conditions are

defined as
∂u0
∂x (2πn + π, ·) = ∂u+

∂x (2πn + π, ·) + ∂u−
∂x (2πn + π, ·),

∂u0
∂x (2π(n + 1), ·) = ∂u+

∂x (2π(n + 1), ·) + ∂u−
∂x (2π(n + 1), ·).

(9)

in the sense of traces for all n ∈ Z.

3. SPECTRUM OF THE KIRCHHOFF LAPLACIAN

3.1. Floquet-Bloch spectrum of the Kirchhoff Laplacian. We recall the spectral proper-
ties of the Kirchhoff Laplacian on the necklace graph, cf. [9]. We begin with the definition
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of the Bloch waves g = g(l, x) of the Kirchhoff Laplacian with x ∈ Γ and l ∈ (−1
2 , 1

2 ] as
solutions of the quasiperiodic eigenvalue problem

(10) − d2

dx2 g(l, x) = λ(l)g(l, x), x ∈ Γ and g(l, x + 2π) = g(l, x)eil2π

with continuity (7) and Kirchhoff (8) conditions at the vertices.

The spectrum of the Kirchhoff Laplacian consists of the discrete and the absolutely
continuous part. The discrete part is given by the eigenvalues m2, m ∈ N, of infinite
multiplicity, and the corresponding eigenfunctions u(m) = (u(m)

0 , u(m)
+ , u(m)

− ) are given by

periodicity-shifts of the function u(m) defined by u(m)
0 ≡ 0 and u(m)

± (x) = ± sin(mx) on I1,±

and u(m)
± ≡ 0 on In,± for all n ∈ Z \ {1}. The absolutely continuous part is found by using

Floquet-Bloch theory and consists of ∪l∈(− 1
2 , 1

2 ]
∪m∈Z λm(l), where for each quasiperiodic-

ity parameter l ∈ (−1
2 , 1

2 ] the set {λm(l)}m∈Z is the set of eigenvalues of (10) with conti-
nuity (7) and Kirchhoff (8) conditions at the vertices. As an enumeration of λm(l) we use
m ∈ Z (the reason for the indexing with Z is given below). Clearly, the spectrum of the
Kirchhoff Laplacian is nonnegative.

Instead of computing all eigenvalues λm(l) one can also obtain the spectrum of the
Kirchhoff Laplacian by considering the Hill discriminant, which we will define next. For
λ ∈ R let φ0(λ, ·), φ1(λ, ·) be the fundamental system of solutions of

(11) − d2

dx2 φ = λφ satisfying (7), (8)

with
(φ0(λ, 0), φ′0(λ, 0+)) = (1, 0), (φ1(λ, 0), φ′1(λ, 0+)) = (0, 1).

Then the monodromy matrix M(λ) is given

M(λ) =

(
φ0(λ, 2π) φ1(λ, 2π)

φ′0(λ, 2π+) φ′1(λ, 2π+)

)
and satisfies for any solution φ of (11) that(

φ
φ′

)
(x + 2π) = M(λ)

(
φ
φ′

)
(x), x ∈ Γ.

The Floquet-Bloch theory states that λ ∈ σ(− d2

dx2 ) if and only if trM(λ) ∈ [−2, 2] (or
equivalently: the C-eigenvalues of M(λ) have absolute value ≤ 1). The function λ 7→
trM(λ) is called Hill discriminant. In the case of the necklace graph, see [9], it takes the
particular form

(12) trM(λ) =
1
4
(9cos(2π

√
λ)− 1).

Since a quasiperiodic eigenvalue λ(l) can also be characterized by

det(M(λ)− eil2π) = 0
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-0.4 -0.2 0.2 0.4

2

4

6

8

10

FIGURE 2. The spectral band functions λm(l) for m ∈ {0,±1,±2,±3} plot-
ted versus the quasiperiodicity-parameter l ∈ (−1

2 , 1
2 ]. The integer values

m ∈ N generate the band functions above m2, whereas m ∈ −N generate
the band functions below m2. The band functions with indices m,−m meet
at m2 for l = 0.

0 π 2π

f0

f+

f−

FIGURE 3. Besides the l-dependent Kirchhoff vertex conditions we require
continuity of the functions f j,n in x = π and periodicity between x = 0 and
x = 2π.

we obtain the defining equation for λ(l) as

(13) λm(l) =
(

1
2π

arccos
(

1
9
(8cos(2πl) + 1)

)
+ m

)2

, m ∈ Z

where m ∈ Z is therefore the natural index-set for λm(l). In Figure 2 we illustrate the
band-gap structure of the spectrum by showing the first seven band functions l 7→ λm(l)
for m ∈ {0,±1,±2,±3}. Notice that we have in particular

(14) λm

(
1
2

)
= m2 +

arccos(−7/9)
π

m +
arccos(−7/9)2

4π2 , m ∈ Z.
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Alternatively to the quasiperiodic Bloch waves g = g(l, x) one can also consider func-
tions f = f (l, x) by setting

(15) f (l, x) := e−ilxg(l, x), x ∈ Γ, l ∈ (−1
2

,
1
2
]

Since the quasiperiodicity of g implies periodicity of f we find that the functions f (l, ·) =
( f0, f+, f−)(l, ·) solve the periodic eigenvalue problem

(16) − (
d

dx
+ il)2 f (l, x) = λ(l) f (l, x), x ∈ Γ and f (l, x + 2π) = f (l, x)

subject to continuity (here we use periodicity)

(17) f0(l, π) = f+(l, π) = f−(l, π), f0(l, 0) = f+(l, 2π) = f−(l, 2π),

and l-dependent Kirchhoff boundary conditions (here we use periodicity), cf. Figure 3

( d
dx + il) f0(l, π) = ( d

dx + il) f+(l, π) + ( d
dx + il) f−(l, π),

( d
dx + il) f0(l, 0) = ( d

dx + il) f+(l, 2π) + ( d
dx + il) f−(l, 2π).

(18)

In view of (17) we can rephrase (18) as

(19)
d f0

dx
(l, π) =

d f+
dx

(l, π) +
d f−
dx

(l, π),
d f0

dx
(l, 0) =

d f+
dx

(l, 2π) +
d f−
dx

(l, 2π).

We shall define −( d
dx + il)2 on a suitable domain, which will be a subspace of

L2
per(Γ) =

{
f : Γ→ C : f j,n ∈ L2(Ij,n) and f j,n+1 = f j,n ∀n ∈ Z, j ∈ {0,±}

}
with scalar product

(20) 〈 f , h〉per,2 =
∫

T2π

f h dx :=
∫ π

0
f0h0 dx +

∫ 2π

π
f+h+ dx +

∫ 2π

π
f−h− dx

and norm

‖ f ‖2
per,2 = 〈 f , f 〉per,2

for f , h ∈ L2
per(Γ). If we set

D(( d
dx

+ il)2) :=
{

f ∈ L2
per(Γ) : f j,0 ∈ H2(Ij,0)∀j ∈ {0,±} and (17), (19) hold

}
then by direct verification one sees that −( d

dx + il)2 : D(( d
dx + il)2) ⊂ L2

per(Γ) → L2
per(Γ)

is self-adjoint with discrete spectrum consisting of the eigenvalues {λm(l)}m∈Z given by
(13).
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3.2. Bloch transform and Plancherel’s identity. The Fourier transform on the real line
diagonalizes the Laplacian with the help of the generalized eigenfunctions eiξx. A Fourier
transform on the necklace graph cannot be properly defined due to periodic branching
of the graph. However, the Bloch transform is a suitable substitute that will also diago-
nalize the Kirchhoff Laplacian on the necklace graph. For a function u ∈ L2(Γ), its Bloch
transform ũ : R× Γ→ C is defined by

(21) ũ(l, x) := ∑
n∈Z

u(x + 2πn)e−il(x+2πn)

By construction, ũ is periodic in x and semi-periodic in l, i.e.,

(22) ũ(l, x) = ũ(l, x + 2π), ũ(l, x) = ũ(l + 1, x)eix,

and supp(ũj) ⊆
⋃

n∈Z In,j for j ∈ {0,+,−}.

Lemma 3.1. The Bloch transform is an isomorphism between

L2(Γ) and L2((−1
2 , 1

2 ], L2
per(Γ))

with the inverse given by

(23) uj(x) =
∫ 1

2

− 1
2

eilxũj(l, x)dl, j ∈ {0,+,−}.

In particular, Plancherel’s formula

(24) 〈u, v〉2 =
∫ 1

2

− 1
2

〈ũ(l, ·), ṽ(l, ·)〉per,2 dl =: 〈ũ, ṽ〉2

holds for u ∈ L2(Γ).

Remark 3.2. For u ∈ H1
c (Γ) we have ‖ du

dx‖2 = ‖ d̃u
dx‖2 = ‖( d

dx + il)ũ‖2. For u ∈ D(∆) we
have ũ(·, l) ∈ D(( d

dx + il)2) for all l ∈ (−1
2 , 1

2 ], and thus, if additionally v ∈ L2(Γ), then

〈− d2u
dx2 , v〉2 =

∫ 1
2
− 1

2
〈−( d

dx + il)2ũ(·, l), ṽ(·, l)〉per,2 dl.

3.3. Expansion in eigenfunctions of the Laplacian. Since for every fixed l ∈ (−1
2 , 1

2 ], the
operator −( d

dx + il)2 is self-adjoint on D(−( d
dx + il)2) ⊂ L2

per(Γ) we can expand ũ(l, ·) in
L2-normalized eigenfunctions φm(l, ·) = φm(l, x) of −( d

dx + il)2 as follows

(25) ũ(l, x) = ∑
m∈Z

ũm(l)φm(l, x)

with coefficients ũm(l) =
∫

T2π
ũ(l, x)φm(l, x) dx ∈ C, m ∈ Z. In particular this expansion

diagonalizes the Kirchhoff Laplacian in the following way for u ∈ D(∆):

(26) − d̃2

dx2 u(x) = −( d
dx

+ il)2ũ(l, x) = ∑
m∈Z

ũm(l)λm(l)φm(l, x).
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Using (24) and Remark 3.2 we obtain

(27) ‖u‖2
2 =

∫ 1
2

− 1
2

∑
m∈Z

|ũm(l)|2 dl, ‖du
dx
‖2

2 =
∫ 1

2

− 1
2

∑
m∈Z

|ũm(l)|2λm(l)dl.

The eigenfunctions φm(l, ·) can be chosen in such a way that they depend in a measurable
way on l, cf. [25, XIII.16, Theorem XIII.98]. As a consequence of the min-max principle,
the eigenvalues then also depend on l measurably.

The result stated next, which will be used in a crucial way when we study embedding
properties cf. Theorem 4.3, is about the uniform boundedness of the 2π-periodic eigen-
functions and follows from a result in [13].

Lemma 3.3. The 2π-periodic eigenfunctions φm(l, ·) of the operators −( d
dx + il)2, normalized by

‖φm(l, ·)‖L2
per(Γ)

= 1, are uniformly bounded in m,l and x, i.e.,

(28) ‖φm(l, ·)‖L∞(Γ) ≤
12√

π
.

Proof. On each edge Γn,j with n ∈ Z and j ∈ {0,+,−} we see that the function ψm(l, ·) :=
φm(l, ·)eilx|Γn,j satisfies −ψ′′ = λm(l)ψ on an interval of length π with λm(l) ≥ 0. Hence
we may apply Theorem 2.1. in [13] and obtain ‖φ‖L∞(Γn,j)

≤ 12√
2π
‖φ‖L2(Γn,j)

≤ 12√
π

. �

4. THE FUNCTIONAL ANALYTIC FRAMEWORK FOR BREATHERS

Since we are looking for time-periodic solutions of (1) it is natural to make an ansatz by
Fourier-expanding w.r.t. time

(29) u(x, t) = ∑
k∈κZodd

uk(x)eiωkt

where ω = 2π/T is the temporal frequency, T the temporal period of the ansatz, and
κ ∈ Zodd is an integer to be chosen later. For u to be real we require uk = u−k for all
κ ∈ Zodd, and furthermore we require the symmetry uk,+ = uk,−, i.e., the coefficient
functions uk are symmetric w.r.t. the upper and lower semicircles of the necklace graph.

As we shall see, T will be chosen as an integer fraction of 4π so that all our solutions will
be 4π-periodic. For reasons we will explain later here we have chosen k ∈ κZodd ⊂ Zodd
instead of k ∈ Z. This implies that u is T

2κ -antiperiodic in time, which is compatible with
the odd nonlinearity in (1). The above ansatz decomposes the Klein-Gordon operator
L = ∂2

t − ∂2
x + α into a family of shifted Kirchhoff Laplacians

(30) Lk := − d2

dx2 −ω2k2 + α, k ∈ κZodd,

with domain D(Lk) = D(∆)symm. Notice that the symmetry between the upper and
lower semicircles of the necklace graph is built into the domain of the operator Lk. Then,
Lk : D(Lk) ⊂ L2(Γ)symm → L2(Γ)symm is again a self-adjoint operator. However, now
Lk has lost its discrete spectrum, since the discrete eigenvalues (of infinite multiplicity)
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from Section 3.1 have eigenfunctions which are antisymmetric w.r.t. to the upper/lower-
semicircles. Moreover, the quasiperiodic eigenvalues of Lk are given by λm(l)−ω2k2 + α
with λm(l) from (13). For l 6= 0 the quasiperiodic eigenvalues have multiplicity one and
the corresponding eigenfunctions φm(l, ·) in the expansion (25) are symmetric w.r.t. the
upper/lower-semicircles. For l = 0 the quasiperiodic eigenvalue is in fact a periodic
eigenvalue given by m2 − ω2k2 + α with m ∈ Z and without symmetry restrictions it has
multiplicity three. One periodic eigenfunction is antisymmetric with φ0 = 0 on Γn,0 and
φ±(x) = ± sin(mx) on Γn,±. Two linearly independent symmetric periodic eigenfunctions
are given by φ0(x) = 2 sin(mx) on Γn,0, φ±(x) = sin(mx) on Γn,± and φ0(x) = cos(mx)
on Γn,0, φ±(x) = cos(mx) on Γn,±. By applying the symmetry, the operator Lk has only
continuous spectrum where the quasiperiodic eigenvalues λm(l)− ω2k2 + α have multi-
plicity one for l 6= 0 and multiplicity two for l = 0. Our choice of α, ω and κ will be such
that the following key assumption is satisfied

(Spec) 0 6∈
⋃

k∈κZodd

σ(Lk)

where σ(Lk) is the spectrum of Lk. Knowing the structure of the spectrum of Lk in terms
of quasiperiodic Bloch eigenvalues the condition (Spec) is equivalent to

(31) δ∗ := inf
(∣∣∣λm(l)−ω2k2 + α

∣∣∣ : l ∈ (−1
2

,
1
2
], m ∈ Z, k ∈ κZodd

)
> 0.

The associated semi-bounded, closed, Hermitian sesquilinear form of Lk is given by

(32) bLk(v, w) =
∫

Γ
v′w′ + (−ω2k2 + α)vw dx

with domain D(bLk) = H1
c (Γ)symm. Functional calculus, cf. [24, Chapter VIII,6], also

provides the bilinear form b|Lk| : H1
c (Γ)symm × H1

c (Γ)symm → C and (27) implies

bLk(v, w) =
∫ 1

2

− 1
2

∑
m∈Z

ṽm(l)w̃m(l)(λm(l)−ω2k2 + α) dl,(33)

b|Lk|(v, w) =
∫ 1

2

− 1
2

∑
m∈Z

ṽm(l)w̃m(l)|λm(l)−ω2k2 + α| dl(34)

for all v, w ∈ H1
c (Γ)symm.

Definition 4.1. Define the Hilbert spaceH by

(35) H =

{
u = ∑

k∈κZodd

ukeiωkt : uk ∈ H1
c (Γ)symm, uk = u−k ∀k ∈ κZodd with ‖u‖H < ∞

}
and where the norm is given by

‖u‖2
H := ∑

k∈κZodd

b|Lk|(uk, uk) =
∫ 1

2

− 1
2

∑
m∈Z

∑
k∈κZodd

|(ũk)m(l)|2|λm(l)−ω2k2 + α| dl.
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Remark 4.2. Let us explain why there is a dense subset of H, whose members have compact
support. First note that functions u = ∑k∈κZodd

|k|≤K
ukeiωkt with uk ∈ H1

c (Γ)symm and uk = u−k for

all k ∈ κZodd with |k| ≤ K and K ∈ N arbitrary, are dense in H. Since H1
c (Γ)symm-functions

can be approximated by functions with compact support, the claim follows.

On the spaceH we define the functional

J[u] = ∑
k∈κZodd

bLk(uk, uk)∓ 2
p+1

∫ T

0

∫
Γ
|u(x, t)|p+1 dx dt

and we shall apply critical point theory from variational calculus to show the existence
of u ∈ H such that J′[u] = 0. This function u is then shown to be a weak solution of (1)
in the sense of Definition 1.3. In order to have J as a well-defined Fréchet-differentiable
functional we need to show the embedding from H into Lp+1(Γ× TT), where TT is the
one dimensional torus of length T. This is shown in the subsequent embedding theorem.
The abstract condition on the quasiperiodic Bloch eigenvalues is validated afterwards in
Lemma 4.5 by the particular choice of the admissible values of α and the frequency ω.

Theorem 4.3. Assume that (Spec) holds and suppose σ > 1 and K ∈ κNodd is such that

(36)
∫ 1

2

− 1
2

∑
m∈Z

∑
k∈κZodd
|k|>K

|λm(l)−ω2k2 + α|−σ dl < ∞.

Then there is a continuous embedding H → Lq(Γ × TT) for q ∈ [2, 2σ
σ−1 ], and for any finite

subgraph ΓN = ⊕|n|≤NΓn the embeddingH → Lq(ΓN ×TT) is compact.

Proof. First note that (Spec) implies the embeddingH → L2(Γ×TT).

For s ∈ [1, ∞) let Ls(κZodd ×Z× (−1
2 , 1

2 ]) be the space of measurable maps ˆ̃u : κZodd ×
Z× (−1

2 , 1
2 ]→ C with norm

‖ ˆ̃u‖s
Ls :=

∫ 1
2

− 1
2

∑
m∈Z

∑
k∈κZodd

|(ũk)m(l)|s dl.

Then the map

T : ˆ̃u→ u with u(x, t) :=
∫ 1

2

− 1
2

∑
m∈Z

∑
k∈κZodd

(ũk)m(l)φm(l, x)ei(lx+ωkt) dl

is an isometry from L2(κZodd×Z× (−1
2 , 1

2 ]) to L2(Γ×TT) by (27). It extends as a bounded
linear operator from L1(κZodd×Z× (−1

2 , 1
2 ]) to L∞(Γ×TT) if we make use of Lemma 3.3

and estimate as follows

|u(x, t)| = |
∫ 1

2

− 1
2

∑
m∈Z

∑
k∈κZodd

(ũk)m(l)φm(l, x)ei(lx+ωkt) dl|
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≤ 12√
π

∫ 1
2

− 1
2

∑
m∈Z

∑
k∈κZodd

|(ũk)m(l) dl|.

By applying the interpolation theorem of Riesz-Thorin we see that T extends as a bounded
linear operator from Lr′(κZodd ×Z× (−1

2 , 1
2 ]) to Lr(Γ×TT) for all r ∈ [2, ∞]. Next we fix

q as in the theorem and first split ˆ̃u = ˆ̃u1 + ˆ̃u2 and then u = u1 + u2 as follows

u1(x, t) = T ( ˆ̃u1)(x, t) =
K

∑
k=−K

k∈κZodd

uk(x)eiωkt

u2(x, t) = T ( ˆ̃u2)(x, t) =
K

∑
k∈κZodd
|k|>K

uk(x)eiωkt =
∫ 1

2

− 1
2

∑
m∈Z

∑
k∈κZodd
|k|>K

(ũk)m(l)φm(l, x)ei(lx+ωkt) dl.

For the u1-part we use that (Spec) implies that b|Lk|(uk, uk)
1
2 is equivalent to the H1-norm

of uk so that we have the estimate

‖u1‖Lq∗ (Γ×TT)
≤ T

1
q∗

K

∑
k=−K

k∈κZodd

‖uk‖Lq∗ (Γ) ≤ C
K

∑
k=−K

k∈κZodd

(
b|Lk|(uk, uk)

) 1
2

≤ C̃(K)

 K

∑
k=−K

k∈κZodd

b|Lk|(uk, uk)


1
2

= C̃(K)‖u1‖H ≤ C̃(K)‖u‖H.

For the u2-part we use the Riesz-Thorin result for T with r = q∗ = 2σ
σ−1 and Hölder’s

inequality and get

‖u2‖
q∗′

Lq∗ (Γ×TT)

≤ C‖ ˆ̃u2‖
q∗′

Lq∗′ (κZodd×Z×(− 1
2 , 1

2 ])

= C
∫ 1

2

− 1
2

∑
m∈Z

∑
k∈κZodd
|k|>K

|(ũk)m(l)|q
∗′ |λm(l)− k2ω2 + α|

q∗′
2 |λm(l)− k2ω2 + α|−

q∗′
2 dl

≤ C‖u‖q∗′

H

∫ 1
2

− 1
2

∑
m∈Z

∑
k∈κZodd
|k|>K

|λm(l)− k2ω2 + α|−
q∗′

2−q∗′ dl


2−q∗′

2

,

where the last integral-sum over |λm(l) − k2ω2 + α|−σ is finite due to our assumption
(36). This establishes the continuity of the embedding T ◦ S : H → Lq∗(Γ×TT), where
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Su :=
(
ũk)m(l)

)
k∈κZodd,m∈Z,l∈(− 1

2 , 1
2 ]

. The continuity of the embedding extends to all values

q ∈ [2, q∗]. Concerning the local compactness of the embedding for q∗ we proceed as
follows. First, we truncate the embedding T as follows:

TM : ˆ̃u→ u with u(x, t) :=
∫ 1

2

− 1
2

M

∑
m=−M

M

∑
k=−M

k∈κZodd

(ũk)m(l)φm(l, x)ei(lx+ωkt) dl.

One can then verify that in the operator norm TM → T as M → ∞. Then we inspect the
truncated embedding and we show that TM ◦ S maps H continuously into H1

c (Γ × TT)
which then embeds compactly into Lq(ΓN ×TT). Thus the limiting embedding T ◦ S =
limM→∞ TM ◦ S has the same local compactness property. It remains to show that TM ◦ S
mapsH continuously into H1

c (Γ×TT). We use the estimate |λm(l)| ≤ L(M) for all m ∈ Z

with |m| ≤ M and all l ∈ (−1
2 , 1

2 ]. If w = TM ◦ Su with u ∈ H then

‖∂xw‖2
L2(Γ×TT)

= T
∫ 1

2

− 1
2

M

∑
m=−M

M

∑
k=−M

k∈κZodd

(ũk)m(l)2λm(l) dl

≤ L(M)‖u‖2
L2(Γ×TT)

≤ C(M)‖u‖2
H,

‖∂tw‖2
L2(Γ×TT)

= T
∫ 1

2

− 1
2

M

∑
m=−M

M

∑
k=−M

k∈κZodd

(ũk)m(l)2k2ω2 dl

≤ M2ω2‖u‖2
L2(Γ×TT)

≤ C(M)‖u‖2
H

which is what we claimed for TM ◦ S. The continuity of the traces at the vertices is passed
on from φm(l, ·)ei(l·+ωkt) to w since on each finite subgraph w = (TM ◦ S)(u) is a Bochner-
integral. �

Lemma 4.4. A sufficient condition for the convergence of (36) is that for sufficiently large K ∈
κNodd
(37)

δ := inf
(∣∣∣√λm(l)−

√
ω2k2 − α

∣∣∣ : l ∈ (−1
2

,
1
2
], m ∈ Z, k ∈ κZodd with |k| > K

)
> 0.

Proof. We assume K so large that ω2|k|2 ≥ α + α0 for some α0 > 0 and all k ∈ κZodd with
|k| > K.

Next we make the following observation: if δ := dist(A, Z) > 0 and σ > 1 then there
exists B = B(σ) > 0 such that ∑m∈Z |A − m|−σ ≤ B + δ−σ. In particular B does not
depend on A or δ. This can be seen as follows: let m0 ∈ Z be such that δ = |A − m0|.
From the inequality δ ≤ 1

2 < 1 ≤ |m − m0| for k ∈ Z \ {m0} we find that |A − m| ≥
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|m−m0| − |A−m0| = |m−m0| − δ ≥ 1
2 |m−m0| for m ∈ Z \ {m0}. This implies

∑
m∈Z

|A−m|−σ ≤ δ−σ + ∑
m∈Z\{m0}

2σ|m−m0|−σ

︸ ︷︷ ︸
=:B

as claimed.

From (13) with

(38) a(l) =
1

2π
arccos

(1
9
(8cos(2πl) + 1)

)
∈ [0,

1
2
)

we use the representation
√

λm(l) = m + a(l) if m ≥ 0,
√

λm(l) = −m− a(l), m < 0 and
in particular

√
λm(l) ≥ 1

2 for m 6= 0. Next we estimate the sum in (36) with the help of the
above observation as follows:∫ 1

2

− 1
2

∑
m∈Z

∑
k∈κZodd
|k|>K

|λm(l)−ω2k2 + α|−σ dl

≤
∫ 1

2

− 1
2

∑
m∈N0

∑
k∈Zodd
|k|>K

∣∣∣m + a(l)−
√

ω2k2 − α
∣∣∣−σ∣∣∣m + a(l)︸ ︷︷ ︸

≥0

+
√

ω2k2 − α
∣∣∣−σ

dl

+
∫ 1

2

− 1
2

∑
m∈N

∑
k∈Zodd
|k|>K

∣∣∣m− a(l)−
√

ω2k2 − α
∣∣∣−σ∣∣∣m− a(l)︸ ︷︷ ︸

≥1/2≥0

+
√

ω2k2 − α
∣∣∣−σ

dl

≤2(δ−σ + B) ∑
k∈Zodd
|k|>K

(ω2k2 − α︸ ︷︷ ︸
≥α0

)−σ/2 < ∞

which proves the claim. �

By the previous lemma we can finally give specific values of α and ω for which both
(Spec) holds and (36) converges.

Lemma 4.5. Let ω = k0
2 , α ∈ [0, A] for some A > 0 and k0 ∈ Nodd. Then we can choose

κ ∈ Nodd sufficiently large (depending on A) such that both (Spec) is true and the embedding
H → Lq(Γ× [0, 4π]) holds for every q ∈ [2, ∞).

Proof. We use the representation λm(l) = (m + a(l))2 for m ∈ Z and a(l) as in (38). In
particular 0 < δ0 := 1− 2a(1

2) ≤ 1− 2a(l) for all l ∈ (−1
2 , 1

2 ]. Next let us consider the
expression

√
ω2k2 − α for k ∈ κNodd (w.l.o.g. we can restrict to positive integers k). By the

mean value theorem there is ξ ∈ (1− 4α
k2k2

0
, 1) ⊂ (1− 4

κ2 , 1) such that

√
ω2k2 − α =

kk0

2

√
1− 4α

k2k2
0
=

kk0

2
− α

kk0
√

ξ
≥ kk0

2
− α

κ
√

ξ
≥ kk0

2
− δ0

2
,
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provided κ ∈ Nodd is chosen sufficiently large. In order to show (31), which is equivalent
to (Spec), and (37) from Lemma 4.4 we distinguish two cases for m ∈ Z.

Case 1: |m| ≥ kk0
2 . Since m is an integer and kk0 is an odd number, we see that |m| ≥ kk0+1

2
and consequently |m + a(l)| ≥ |m| − a(l) = |m| − 1

2 +
1
2 − a(l) ≥ kk0

2 + δ0
2 so that

|λm(l)−ω2k2 + α| = |m + a(l)|2 −ω2k2 + α ≥
k2k2

0
4

+ kk0
δ0

2
+

δ2
0
4
−

k2k2
0

4
+ α ≥ κ

δ0

2
.

Likewise

2|
√

λm(l)−
√

ω2k2 − α| ≥ 2|m + a(l)| − kk0 +
2α

kk0
√

ξ

≥ 2|m| − 2a(l)− kk0 ≥ 1− 2a(l) ≥ δ0.

Case 2: |m| < kk0
2 . Then |m| ≤ kk0−1

2 and

|λm(l)−ω2k2 + α| =
k2k2

0
4
− α− (m + a(l))2 ≥

k2k2
0

4
− α− (|m|+ a(l))2

=
k2k2

0
4
− α−m2 − 2|m|a(l)− a(l)2

≥ kk0 −
1
4
− (kk0 − 1)a(l)− α− a(l)2

= kk0(1− a(l))− 1
4
+ a(l)︸︷︷︸
≥0

− a(l)2︸︷︷︸
≤1/4

−α

≥ kk0(1− a(l))− 1
2
− α ≥ κδ0 −

1
2
− A ≥ κ

δ0

2
provided κ ∈Nodd is chosen large enough. Similarly

2|
√

λm(l)−
√

ω2k2 − α| ≥ kk0 −
α

kk0
√

ξ
− 2|m| − 2a(l)

≥ 1− 2a(l)− α

κ
√

ξ
≥ δ0

2

provided κ ∈Nodd is sufficiently large. �

Due to the assumption (Spec) there are two spectral projections P±k : H1
c (Γ)symm →

H1
c (Γ)±symm and two further projections P± : H → H±. By Lemma 4.5 we know that

λm(l)−ω2k2 + α > 0⇔ |m| ≥ |k|k0 + 1
2

and

λm(l)−ω2k2 + α < 0⇔ |m| ≤ |k|k0 − 1
2

.
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Therefore for v ∈ H1
c (Γ)symm with

v(x) =
∫ 1

2

− 1
2

∑
m∈Z

ṽm(l)φm(l, x)eilx dl

we have

v+ := P+
k v =

∫ 1
2

− 1
2

∑
m∈Z

|m|≥ |k|k0+1
2

ṽm(l)φm(l, x)eilx dl,

v− := P−k v =
∫ 1

2

− 1
2

∑
m∈Z

|m|≤ |k|k0−1
2

ṽm(l)φm(l, x)eilx dl

and thus H1
c (Γ)symm = H1

c (Γ)+symm ⊕ H1
c (Γ)−symm. Likewise, for u ∈ H with

u(x, t) = ∑
k∈κZodd

uk(x)eikω

we can now explicitly write down the spectral projections by

u± := P±u = ∑
k∈κZodd

P±k uk(x)eikωt

and hence H± = P±H with P± having the above explicit representation of the projection
operators.

5. EXISTENCE PART OF THEOREM 1.1

In this part we closely follow the existence proof given in [10]. However, compared
to [10] Theorem 4.3 and Lemma 4.5 provide improved embeddings which allow us to
simplify the arguments. Let J : H → R be given by

J[u] := J0[u]∓ J1[u]

with

J0[u] := B(u, u) := ∑
k∈κZodd

bLk(uk, uk), J1(ũ) :=
2

p + 1

∫ T

0

∫
Γ
|u(x, t)|p+1 dx dt.

Here, ∓ in the definition of J corresponds to the sign ± in (1). By Lemma 4.5 and conse-
quently Theorem 4.3 the functional J is well-defined on H. We will find a time-periodic
solution of (1) as a minimizer of the functional J on the generalized Nehari manifold de-
fined as

M := {u ∈ H \H− : J′[u](u) = 0 and J′[u](v) = 0 for all v ∈ H−}.
The idea to useM as a constraint for minimization goes back to [18, 19] and in its general-
ized form to [20]. It was then systematically explored in an abstract form in [28]. One finds
thatM is a natural constraint in the sense that it does not generate Lagrange multipliers.
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We make use of an abstract result from [28] that guarantees the existence of minimizing
sequence for an indefinite functional J onM. For this purpose we check next the assump-
tions of Theorem 35, Chapter 4 from [28].

We first treat the ”+”-case in (1). At the end of this section we explain how the ”−”-case
can be treated. Moreover, for u ∈ H we set

H(u) := R+u⊕H− = R+u+ ⊕H−,

where R+ = [0, ∞). Finally, let S denote the unit ball in H and define S+ := S ∩H+. By
standard calculations (compare Proposition 1.12 in [29]) we deduce J ∈ C1(H) and

J′[u](v) = J′0[u](v)− J′1[u](v) = B(u, v)−
∫

D
|u|p−1uv dx dt.

We start verifying the assumption (B1), (i) and (ii) of Theorem 35 in [28].

Lemma 5.1. The following statements hold true:
(a) J1 is weakly lower semicontinuous,

J1[0] = 0 and
1
2

J′1[u](u) > J1[u] > 0 for u 6= 0.(39)

(b) limu→0
J′1[u]
‖u‖H

= 0 and limu→0
J1[u]
‖u‖2

H
= 0.

(c) For a weakly compact set U ⊂ H \ {0} we have lims→∞
J1[su]

s2 = ∞ uniformly w.r.t.
u ∈ U.

Proof. (a) The inequality in (39) follows from p > 1. The weak lower-semicontinuity of J1
follows form convexity and the continuity of the embeddingH → Lp+1(Γ×TT).

(b) Both claims are immediate by the embedding provided by Theorem 4.3.
(c) Let U ⊂ H \ {0} be weakly compact. To prove the claim it is sufficient to show that

for every sequence (un)n∈N in U and every sequence sn → ∞ we have lim infn∈N
J1[snun]

s2
n

=

∞. Up to a subsequence we have that un → u a.e. in Γ×TT as n → ∞ and u 6= 0 on a set
A ⊂ Γ×TT of positive measure. Clearly

lim
n→∞

|snun(x, t)|p+1

s2
nun(x, t)2 = ∞ a.e. on A

so that by Fatou’s Lemma

lim inf
n∈N

J1[snun]

s2
n

≥ lim inf
n∈N

∫
A

|snun(x, t)|p+1

s2
nun(x, t)2 un(x, t)2 d(x, t) = ∞.

�

Assumption (B2) of Theorem 35 in [28] is guaranteed by the next result.

Lemma 5.2. The following statements hold true:
(a) For each w ∈ H \ H− there exists a unique nontrivial critical point m1(w) of J|H(w).

Moreover, m1(w) ∈ M is the unique global maximizer of J|H(w) as well as J[m1(w)] > 0.
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(b) There exists δ > 0 such that ‖m1(w)+‖H ≥ δ for all w ∈ H \H−.

Proof. (a) We can directly follow the lines of proof of Proposition 39 in [28].

(b) First, consider v ∈ H+. Then we have limv→0
J[v]
‖v‖2
H
= 1 due to Lemma 5.1 (b). Thus

there is ρ0 > 0 s.t. J[v] ≥ 1
2‖v‖2

H for all v ∈ H+ with ‖v‖H ≤ ρ0. Hence for ρ ∈ (0, ρ0) we

find η = ρ2

2 with J[v] ≥ η for all v ∈ H+ with ‖v‖H = ρ. Now, let w ∈ H \H−. Due to the
structure of J we infer that

‖m1(w)+‖2
H ≥ J[m1(w)].(40)

Since m1(w) is the maximizer of J|H(w) we conclude

J[m1(w)] ≥ J
[

ρ
w+

‖w+‖H

]
≥ η(41)

and the combination of (40) and (41) finishes the proof of part (b). �

Lemma 5.3. Any Palais-Smale sequence (un)n∈N of J|M is bounded.

Proof. The following proof is similar to the proof of Theorem 40 in [28].
Step 1: Suppose for contradiction that (un)n∈N is an unbounded Palais-Smale sequence for
J. By selecting a subsequence we may assume that ‖un‖H → ∞ and that vn := un/‖un‖H
has the property that vn ⇀ v as n→ ∞. Note that

(42) 0 ≤ J[un]

‖un‖2
H

= ‖v+n ‖2
H − ‖v−n ‖2

H −
J1[‖un‖Hvn]

‖un‖2
H

.

If v 6= 0 then we can apply Lemma 5.1(c) to the weakly compact set U = {vn : n ∈
N} ∪ {v}which does not contain 0 and find that the expression J1[‖un‖Hvn]

‖un‖2
H
→ ∞ as n→ ∞.

This is not compatible with (42) and hence the weak limit is v = 0.
Step 2: Next, let us show that v+n → 0 in Lp+1(Γ × TT) is impossible. Since J1 ≥ 0 we
conclude from (42) that ‖v−n ‖2

H ≤ ‖v+n ‖2
H which together with ‖v−n ‖2

H + ‖v+n ‖2
H = 1 im-

plies that ‖v+n ‖2
H ≥ 1/2. Since vn is a positive multiple of un (which itself belongs toM)

Lemma 5.2(a) together with ‖v+n ‖2
H ≥ 1/2 imply that for any s > 0

(43) J[un] ≥ J[sv+n ] = s2‖v+n ‖2
H − J1(sv+n ) ≥

s2

2
− 2|s|p+1

p + 1
‖v+n ‖

p+1
Lp+1(Γ×TT)

.

The left hand side is bounded since (un)n∈N is a Palais-Smale sequence. Thus, choosing
s > 0 large, we cannot have ‖v+n ‖

p+1
Lp+1(Γ×TT)

→ 0 as n→ ∞ in (43).

Step 3: Shifting v+n . By Step 2, i.e., v+n not converging to 0 in Lp+1(Γ × TT), Lemma 5.5
applies and we find δ > 0, a sequence of integers (mn)n∈N and a subsequence of (vn)n∈N

(again denoted by (vn)n∈N) such that∫
Γmn×TT

|v+n |2 dx dt ≥ δ > 0 for all n ∈N.(44)
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Next we shift v+n in such a way that we can make use of compact embeddings for the
shifted sequence. To this end we define new functions v∗n by

v∗n(x, t) := vn(x + 2πmn, t).

Note that shifting does not change norms in H and shifting commutes with the spectral
projections P± since the operators Lk are shift invariant, i.e., v∗,+n = v+,∗

n . Then (44) entails∫
Γ0×TT

|v∗,+n |2 dx dt =
∫

Γmn×TT

|v+n |2 dx t ≥ δ for all n ∈N.

We know that (up to a subsequence) v∗n ⇀ v∗ ∈ H as n → ∞. The compact embedding
into L2(Γ0 × TT) from Theorem 4.3 yields ‖v∗,+‖L2(Γ×TT)

6= 0, i.e., v∗,+ 6= 0 and hence
v∗ 6= 0. This, however, contradicts the observation v∗ = w- limn→∞ v∗n = 0 from the
beginning of the proof. This contradiction finishes the proof of the boundedness of Palais-
Smale sequences of J|M. �

Finally, we can turn to our overall goal of this section and verify the following statement.

Theorem 5.4. The functional J admits a ground state, i.e., there exists u ∈ M such that J′[u] = 0
and J[u] = infv∈M J[v].

The proof requires the following variant of a concentration-compactness Lemma of
P. L. Lions, cf. Lemma 1.21 in [29] for a similar result in Sobolev-spaces. Its proof is
given in the Appendix.

Lemma 5.5. Let q ∈ [2, ∞) be given and let (un)n∈N be a bounded sequence inH and

sup
m∈Z

∫
Γm×TT

|un|q dx dt→ 0 as n→ ∞.(45)

Then un → 0 in Lq̃(Γ×TT) as n→ ∞ for all q̃ ∈ (2, ∞).

Proof of Theorem 5.4: Conditions (B1), (B2) and (i) and (ii) of Theorem 35 in [28] are fulfilled,
and only (iii) does not hold, so that J does not satisfy the Palais-Smale condition. As a
consequence, Theorem 35 in [28] only provides a minimizing Palais-Smale (un)n∈N inM
with J′[un]→ 0 as n→ ∞. Lemma 5.3 guarantees that (un)n∈N is bounded. Thus, there is
u ∈ H, and a subsequence (again denoted by (un)n∈N) such that un ⇀ u as n → ∞. We
now proceed in four steps:

First claim: J′[u] = 0. Let k ∈ Zodd. By Remark 4.2 it is enough to check J′[u](v) = 0 for
v ∈ H with compact support. For such v we conclude by weak convergence that

J′0[un](v) = B(un, v)→ B(u, v) = J′0[u](v) as n→ ∞

and due to the compact support property of v and the compactness of the embedding
H ↪→ Lp+1(ΓK ×T), 1 < p < ∞, for any compact subgraph ΓK ⊂ Γ, cf. Theorem 4.3, we
obtain

J′1[un](v) =
∫

ΓK×TT

|un|p−1unv dx t→ J′1[u](v) as n→ ∞.
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Combining the two convergence results we deduce J′[u] = 0. Note that this chain of
arguments only uses that (un)n∈N is a Palais-Smale sequence for J and not un ∈ M.

Second claim: Here we show the existence of a new Palais-Smale sequence (vn)n∈N

such that J[vn] → infM J and that its weak limit v belongs to M (we do not claim that
vn ∈ M). For this purpose we can repeat Steps 2 and 3 from the proof of Lemma 5.3.
First we obtain that u+

n does not converge to 0 in Lp+1(Γ×TT). From this we obtain (via
Lemma 5.5) that

lim inf
n→∞

sup
m∈Z

∫
Γm×TT

|u+
n |2 dx dt > 0.(46)

Therefore we find δ > 0, a sequence (mn)n∈N in Z and a subsequence of (un)n∈N (again
denoted by (un)n∈N) such that∫

Γmn×TT

|u+
n |2 dx t ≥ δ > 0 for all n ∈N.(47)

Setting

vn(x, t) := un(x + 2πmn, t)

we obtain that (vn)n∈N is again a Palais-Smale sequence for J with limn→∞ J[vn] = infM J
and (as in Step 3 of Lemma 5.3) that∫

Γ0×TT

|v+n |2 dx dt ≥ δ > 0 for all n ∈N.

By making use of the compact embedding to L2(Γ0 ×TT) from Theorem 4.3 up to a sub-
sequence we find that vn ⇀ v ∈ H as n → ∞ with v 6= 0. The property J′[v] = 0 follows
from the first claim. It remains to show v+ 6= 0. Assume by contradiction that v+ = 0, i.e.,
v = v−. By testing J′[v] = 0 with v we infer

−‖v−‖2
H =

∫
Γ×TT

|v|p+1 dx dt,

a contradiction since the two expressions have different signs. Thus, v ∈ M.
Third claim: v minimizes J onM. Since v ∈ M we obviously have J[v] ≥ infM J. Since

for a suitable subsequence vn → v pointwise a.e. on Γ × TT the reverse inequality is a
consequence of Fatou’s Lemma as follows:

inf
M

J = lim
n→∞

J[vn]−
1
2

J′[vn](vn) =
p− 1
p + 1

lim
n→∞

∫
Γ×TT

|vn|p+1 dx dt

≥ p− 1
p + 1

∫
Γ×TT

|v|p+1 dx dt = J[v]− 1
2

J′[v](v) = J[v].

Fourth claim (infinitely many critical points): It remains to show the multiplicity re-
sult. Recall that Lemma 4.5 and hence Theorem 4.3 guarantees the embedding of H into
all Lq(Γ × TT)-spaces for 2 ≤ q < ∞ provided κ ∈ Nodd is chosen sufficiently large.
Here κZodd selects the admissible frequencies kω with k ∈ κZodd in the Fourier expan-
sion in time of elements in H. These elements are then 2π

κ -antiperiodic in time. If we
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consider our construction of a minimizer of J|M for all sufficiently large κ ∈ Nodd, then
we obtain a sequence of minimizers (uκ)κ∈Nodd , and in particular uκ 6= 0. Some of the
elements in this sequence may be equal, but we will see that infinitely many are mu-
tually different. For this purpose, assume for contradiction that the set of minimizers
{uκ : κ ∈ Nodd sufficiently large} is finite. But since uκ ⇀ 0 as κ → ∞ and none of the uκ

is equal to 0 this is impossible. This contradiction shows the existence of infinitely many
distinct critical points of the function J and finishes the proof of the theorem. �

Remark 5.6. Let us explain how the case of ”−” in (1) can be treated. In this case one keeps the
functional J1 but replaces J0 by −J0 and flips the spaces H+ and H−. Since J0 is an indefinite
functional this is without relevance for the proof strategy. All proofs of this section can be carried
over with no change.

6. REGULARITY PART OF THEOREM 1.1 AND THEOREM 1.4

Here we first prove the regularity part of Theorem 1.1. The claimed regularity follows
from Lemma 6.2, where we show that every critical point u ∈ H of the functional J is a
weak solution u ∈ H1

c (Γ × TT) of (1), and from Lemma 6.5, where we show that weak
solutions belong to H2(Γ×TT) and are strong solutions which fulfill (1) pointwise a.e. as
well as the Kirchhoff conditions (8). Finally, we show Theorem 1.4.

We begin by first analyzing solutions of the linear problem

(48) Lv = f with L = ∂2
t − ∂2

x.

Here we let f ∈ H′, set v(x, t) = ∑k∈κZodd
vk(x)eikωt and consider a solution v ∈ H of (48)

in the sense that

∑
k∈κZodd

bLk(vk, φk) = 〈 f , φ〉 for all φ ∈ H

where 〈·, ·〉 is the duality bracket betweenH′ andH.

Lemma 6.1. For f ∈ H′ there exists a unique solution v ∈ H of (48) with ‖v‖H = ‖ f ‖H′ . If
additionally f ∈ L2(Γ × TT)symm then v ∈ H1

c (Γ × TT)symm, ‖v‖H1(Γ×TT)
≤ C‖ f ‖L2(Γ×TT)

and v satisfies (48) in the sense that∫ T

0

∫
Γ
(−vtφt + vxφx + αvφ) d(x, t) =

∫ T

0

∫
Γ

f φ d(x, t) for all φ ∈ H ∩ H1
c (Γ×TT)symm.

Proof. The splittingH = H+⊕H− transfers toH′ = (H+)′⊕ (H−)′ and hence f ∈ H′ can
be split as f = f+ + f− with f± ∈ (H±)′. If we denote by 〈·, ·〉H the inner product in H
then by the Riesz representation theorem there exist v± ∈ H± with 〈v±, φ〉H = ±〈 f±, φ〉
for all φ ∈ H. Hence

∑
k∈κZodd

bLk(vk, φk) = 〈v+, φ+〉H − 〈v−, φ−〉H = 〈 f+, φ+〉+ 〈 f−, φ−〉 = 〈 f , φ〉
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for all φ ∈ H. This finishes the existence part of the lemma. If we know additionally
f ∈ L2(Γ×TT)symm then using the Floquet-Bloch-Fourier expansion we have

f (x, t) =
∫ 1

2

− 1
2

∑
k∈κZodd

∑
m∈Z

( f̃k)m(l)φm(l, x)ei(lx+ωkt) dl

and hence

v(x, t) =
∫ 1

2

− 1
2

∑
k∈κZodd

∑
m∈Z

( f̃k)m(l)
λm(l)− k2ω2 + α

φm(l, x)ei(lx+ωkt) dl(49)

= v1(x, t) + v2(x, t)

where

v1(x, t) =
∫ 1

2

− 1
2

∑
k∈κZodd
|k|≤K

∑
m∈Z

( f̃k)m(l)
λm(l)− k2ω2 + α

φm(l, x)ei(lx+ωkt) dl

v2(x, t) =
∫ 1

2

− 1
2

∑
k∈κZodd
|k|>K

∑
m∈Z

( f̃k)m(l)
λm(l)− k2ω2 + α

φm(l, x)ei(lx+ωkt) dl

and where K is chosen so large that k2ω2 − α ≥ k2ω2

2 for |k| > K. Clearly, by (Spec) we
have |λm(l) − k2ω2 + α| ≥ δ∗. Additionally, if |k| ≤ K and |m| > m0(K) then |λm(l) −
k2ω2 + α| ≥ δ0(λm(l) + 1). For |k| ≤ K and |m| ≤ m0(K) then the same holds by (Spec)
by possibly diminishing δ0. Hence for all |k| ≥ K and all m ∈ Z we have |λm(l)− k2ω2 +
α|2 ≥ δδ0(λm(l) + 1). Thus

‖∂tv1‖2
L2(Γ×TT)

= T
∫ 1

2

− 1
2

∑
k∈κZodd
|k|≤K

∑
m∈Z

|( f̃k)m(l)|2
|λm(l)− k2ω2 + α|2 dl

≤ K2ω2

δ∗2 T
∫ 1

2

− 1
2

∑
k∈κZodd
|k|≤K

∑
m∈Z

|( f̃k)m(l)|2 dl

and

‖∂xv1‖2
L2(Γ×TT)

= T
∫ 1

2

− 1
2

∑
k∈κZodd
|k|≤K

∑
m∈Z

|( f̃k)m(l)|2λm(l)
|λm(l)− k2ω2 + α|2 dl

≤ T
δδ0

∫ 1
2

− 1
2

∑
k∈κZodd
|k|≤K

∑
m∈Z

|( f̃k)m(l)|2 dl.
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In a similar way for v2, we can use the estimate (37) of Lemma 4.4 for the lower bound
|λm(l)− k2ω2 + α|2 ≥ δ2(

√
λm(l) +

√
k2ω2 − α)2 so that

‖∂tv2‖2
L2(Γ×TT)

≤ T
δ2

∫ 1
2

− 1
2

∑
k∈κZodd
|k|>K

∑
m∈Z

|( f̃k)m(l)|2ω2k2

(
√

λm(l) +
√

k2ω2 − α)2
dl

≤ 2T
δ2

∫ 1
2

− 1
2

∑
k∈κZodd
|k|>K

∑
m∈Z

|( f̃k)m(l)|2 dl

and

‖∂xv2‖2
L2(Γ×TT)

≤ T
δ2

∫ 1
2

− 1
2

∑
k∈κZodd
|k|>K

∑
m∈Z

|( f̃k)m(l)|2λm(l)
(
√

λm(l) +
√

k2ω2 − α)2
dl

≤ T
δ2

∫ 1
2

− 1
2

∑
k∈κZodd
|k|>K

∑
m∈Z

|( f̃k)m(l)|2 dl.

so that altogether we have ‖∂tv‖2
L2(Γ×TT)

≤ (K2ω2

δ∗2 + 2
δ2 )‖ f ‖2

L2(Γ×TT)
and ‖∂xv‖2

L2(Γ×TT)
≤

2
δ2‖ f ‖2

L2(Γ×TT)
. Our calculation also shows that v given by (49) is an H1(ΓN×TT)-Bochner-

integral for every compact subgraph ΓN. This means that for a vertex P with adjoining
edges Γ0, Γ+, Γ− we know that trace v(·, t)|x=P0 , trace v(·, t)|x=P+ and trace v(·, t)|x=P− ex-
ist. Since for any of theses traces we have (due to the properties of the Bochner integral)

trace v(·, t)|x=P =
∫ 1

2

− 1
2

∑
k∈κZodd

∑
m∈Z

( f̃k)m(l)
λm(l)− k2ω2 + α

trace
(
φm(l, ·)ei(l·+ωkt))|x=P dl

the equality of the three traces at the vertex P is passed on from φm(l, ·)ei(l·+ωkt) to the
solution v. Hence v ∈ H1

c (Γ×TT)symm, and therefore it is easy to verify that

∑
k∈κZodd

bLk(vk, φk) =
∫ T

0

∫
Γ
(−vtφt + vxφx + αvφ) d(x, t) for all φ ∈ H ∩ H1

c (Γ×TT)symm.

This finishes the claim. �

The next lemma transfers the linear result to the nonlinear regime.

Lemma 6.2. Let u ∈ H be a critical point of the functional J. Then u ∈ H1
c (Γ×TT)symm and u

satisfies (1) in the sense of Definition 1.3.

Proof. The proof consists in applying Lemma 6.1 to u with f = ±|u|p−1u. Note that f ∈
L2(Γ × TT)symm because u ∈ Lq(Γ × TT)symm for all q ∈ [2, ∞) by Lemma 4.5. Any
time periodic test function φ ∈ H1

c (Γ× TT) can be split into a symmetric part belonging
to H1

c (Γ × TT)symm and a corresponding antisymmetric part. Whereas testing with the
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symmetric part is covered by Lemma 6.1, testing with the antisymmetric part trivially
yields 0 in every integral. �

In order to reach higher time regularity we apply the method of differences and define
for u ∈ H and h 6= 0 the function

Dhu(x, t) :=
u(x, t + h)− u(x, t)

h
.

Note that Dhu ∈ H.

Lemma 6.3. Let v ∈ H.
(i) If vt ∈ L2(Γ×TT) then ‖Dhv‖L2(Γ×TT)

≤ ‖∂tv‖L2(Γ×TT)
.

(ii) If suph>0 ‖Dhv‖L2(Γ×TT)
< ∞ then ∂tv ∈ L2(Γ×TT).

In both cases Dhv→ ∂tv in L2(Γ×TT) as h→ 0.

Proof. The estimate in (i) follows from |eis − 1| = 2| sin s
2 | ≤ |s| and thus

‖Dhv‖2
L2(Γ×TT)

= ∑
k∈κZodd

‖vk‖2
L2(Γ)

∫ T

0

∣∣∣∣∣ eikw(t+h) − eikwt

h

∣∣∣∣∣
2

dt

≤ ∑
k∈κZodd

‖vk‖2
L2(Γ)Tk2ω2 = ‖∂tv‖2

L2(Γ×TT)
.

Moreover, by dominated convergence we find that

‖Dhv− ∂tv‖2
L2(Γ×TT)

= ∑
k∈κZodd

‖vk‖2
L2(Γ)

∫ T

0

∣∣∣∣∣ eikω(t+h) − eikωt

h
− ikωeikωt

∣∣∣∣∣
2

dt

= ∑
k∈κZodd

‖vk‖2
L2(Γ)

∫ T

0

∣∣∣∣∣ eikωh − 1
h

− ikω

∣∣∣∣∣
2

dt→ 0

as h → 0. In case (ii) there is a weakly convergent subsequence Dhn v ⇀ w in L2(Γ×TT)
as n→ ∞. Starting from the identity for φ ∈ H1

c (Γ×TT)∫
Γ

∫ T

0
Dhn vφ dt dx = −

∫
Γ

∫ T

0
vD−hn φ dt dx

and taking the limit n→ ∞ we get∫
Γ

∫ T

0
wφ dt dx = −

∫
Γ

∫ T

0
v∂tφ dt dx,

i.e., ∂tv exists and = w ∈ L2(Γ×TT). The convergence result then follows from (i). �

The previous lemma will now be applied to weak solutions of the nonlinear wave equa-
tion (1) in the following way.
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Lemma 6.4. Let u ∈ H be a weak solution of (1) and let w := |u|p−1u. Then

sup
h>0
‖Dhw‖H′ < ∞, sup

h>0
‖Dhw‖L2(Γ×TT)

< ∞,

sup
h>0
‖Dhu‖H < ∞, sup

h>0
‖∂tDhu‖L2(Γ×TT)

< ∞,

sup
h>0
‖∂xDhu‖L2(Γ×TT)

< ∞

which implies ∂2
t , ∂x∂tu ∈ L2(Γ×TT).

Proof. Note that Dhw(x, t) = gh(x, t)Dhu(x, t) where

gh(x, t) =
|u(x, t + h)|p−1u(x, t + h)− |u(x, t)|p−1u(x, t)

u(x, t + h)− u(x, t)
.

By using the inequality
∣∣|s|p−1s− |t|p−1t

∣∣ ≤ p|ξ|p−1|s− t| ≤ p(|s|p−1 + |t|p−1)|s− t| for
s, t ∈ R and ξ between s and t, we see that

|gh(x, t)| ≤ p(|u(x, t + h)|p−1 + |u(x, t)|p−1).

Moreover, Dhu ∈ H ∩ H1
c (Γ × TT) is a weak solution of LDhu = ±Dhw in the sense of

Lemma 6.1. Let r > 2 be such that (p− 1)r ≥ 2. Then with q := (1
r +

1
2)
−1 ∈ (1, 2) and

Lemma 6.3(i) we find

‖Dhw‖Lq(Γ×TT) ≤ ‖gh‖Lr(Γ×TT)‖Dhu‖L2(Γ×TT)

≤ 2p‖u‖p−1
L(p−1)r(Γ×TT)

‖Dhu‖L2(Γ×TT)

≤ 2p‖u‖p−1
L(p−1)r(Γ×TT)

‖∂tu‖L2(Γ×TT)

and hence suph>0 ‖Dhw‖H′ < ∞. With the help of the first statement in Lemma 6.1 we
see that suph>0 ‖Dhu‖H = suph>0 ‖Dhw‖H′ < ∞. Now we apply Hölder’s inequality one
more time with 1

t +
1
t′ = 1, t > 1 and get

‖Dhw‖L2(Γ×TT)
≤ ‖gh‖L2t′ (Γ×TT)

‖Dhu‖L2t(Γ×TT)

≤ 2p‖u‖p−1
L(p−1)2t′ (Γ×TT)

‖Dhu‖L2t(Γ×TT)
.

In case 1 < p < 2 we choose t′ = 1
p−1 ∈ (1, ∞) and t = 1

2−p ∈ (1, ∞) and get

sup
h>0
‖Dhw‖L2(Γ×TT)

≤ 2p‖u‖p−1
L2(Γ×TT)

sup
h>0
‖Dhu‖L2t(Γ×TT)

≤ 2pC‖u‖p−1
L2(Γ×TT)

sup
h>0
‖Dhu‖H < ∞.

In the case p ≥ 2 we use t, t′ > 1, (p− 1)2t′ > (p− 1)2 ≥ 2 to get

sup
h>0
‖Dhw‖L2(Γ×TT)

≤ 2p‖u‖p−1
L(p−1)2t′ (Γ×TT)

sup
h>0
‖Dhu‖L2t(Γ×TT)
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≤ 2pC‖u‖p−1
H sup

h>0
‖Dhu‖H < ∞.

In both cases we have established suph>0 ‖Dhw‖L2(Γ×TT)
< ∞. Since Dhu is a solution of

LDhu = ±Dhw we can use Lemma 6.1 and get suph>0 ‖∂xDhu‖L2(Γ×TT)
< ∞ as well as

suph>0 ‖∂tDhu‖L2(Γ×TT)
< ∞. And since Dh commutes with ∂x, ∂t we get by Lemma 6.3

that ∂2
t u, ∂x∂tu ∈ L2(Γ×TT) as claimed. �

The final piece of the regularity statement of Theorem 1.1 is given in the next lemma.

Lemma 6.5. Let u ∈ H be a weak solution of (1). Then in addition to ∂xu, ∂tu, ∂2
t u, ∂x∂tu also

∂2
xu ∈ L2(Γ×TT). Moreover, the solutions satisfy (1) pointwise a.e. on Γ×TT and the Kirchhoff

conditions (8) holds at the vertices for almost all t ∈ TT.

Proof. First we note that with w := |u|p−1u we have that bLk(uk, φk) =
∫

Γ±wkφk dx for all
k ∈ κZodd and all φ ∈ H. In particular∫

Γ
u′kφ′k dx =

∫
Γ

(
(ω2k2 − α)uk ± wk

)
φk for all φ ∈ H

which shows that uk ∈ D(∆) = {v ∈ H2(Γ) ∩ H1
c (Γ)symm : v satisfies (8)}. Moreover∫

Γ×TT

∂xu∂xφ d(x, t) =
∫

Γ×TT

(±|u|p−1u− αu− ∂2
t u︸ ︷︷ ︸

∈L2(Γ×TT)

)φ d(x, t)

for all φ ∈ H ∩ H1
c (Γ×TT) implies that ∂2

xu ∈ L2(Γ×TT) and that

∑
n

j∈{±}

∫ T

0

∫ 2π(n+1)

π(2n+1)
−∂2

xujφj d(x, t) + ∑
n

j∈{±}

∫ T

0
∂xujφj

∣∣∣2π(n+1)

π(2n+1)
dt

+∑
n

∫ T

0

∫ π(2n+1)

2πn
−∂2

xu0φ0 d(x, t) + ∑
n

∫ T

0
∂xu0φ0

∣∣∣π(2n+1)

2πn
dt

=
∫

Γ×TT

∂xu∂tφ d(x, t) =
∫

Γ×TT

(±|u|p−1u− αu− ∂2
t u)φ d(x, t).

From this we deduce that (1) holds pointwise a.e. in Γ × TT as well as the Kirchhoff
conditions

∂xu+(2πn−, t) + ∂xu−(2πn−, t) = ∂xu0(2πn+, t),

∂xu+(π(2n + 1)+, t) + ∂xu−(π(2n + 1)+, t) = ∂xu0(π(2n + 1)−, t)

for all n ∈ Z and almost all t ∈ TT as claimed, cf. (8). This finishes the proof of the
lemma. �

Now we finish the proof of Theorem 1.4.

Proof of Theorem 1.4. By the regularity properties of Theorem 1.1 we already know that
u, ∂tu, ∂2

t u, ∂xu, ∂2
xu, ∂x∂tu ∈ L2(Γ × TT) and hence u ∈ L2(TT; H1

c (Γ) ∩ H2(Γ)), ∂2
t u ∈
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L2(TT; L2(Γ)) as claimed. Moreover, using Definition 1.3 with φ(x, t) = ϕ(x)(eikωt +
e−ikωt), ϕ ∈ H1

c (Γ) and setting w(x, t) = |u(x, t)|p−1u(x, t) we get∫
Γ
−k2ω2uk ϕ + u′k ϕ′ + αuk ϕ dx = ±

∫
Γ

wk ϕ dx

Multiplication with eikωt and summation over k ∈ κZodd implies

(50) ∑
k∈κZodd

∫
Γ
(−k2ω2ukeikωt ϕ + u′keikωt ϕ′ + αukeikωt ϕ) dx = ± ∑

k∈κZodd

∫
Γ

wkeikωt ϕ dx.

We may use that in the sense of L2(Γ×TT)-convergence we have the identities

∑
k∈κZodd

−k2ω2uk(x)eikωt = ∂2
t u(x, t), ∑

k∈κZodd

u′k(x)eikωt = ∂xu(x, t),

∑
k∈κZodd

αuk(x)eikωt = αu(x, t), ∑
k∈κZodd

wk(x)eikωt = w(x, t) = |u(x, t)|p−1u(x, t)

which together with (50) implies the claimed identity (3). Also, since u ∈ H1
c (Γ × TT)

we have u(0, ·) = trace u(t, ·)|t=0. Likewise, since ∂2
t u, ∂t∂xu ∈ L2(Γ×TT) we have ∂tu ∈

H1
c (Γ×TT) so that also ∂tu(0, ·) = trace ∂tu(t, ·)|t=0. Using that ∑k∈κZodd

∫
Γ u′′k (x)eikωt dx =

∂2
xu(x, t) in the L2-sense we may integrate edge-wise by parts with respect to x in (50) and

obtain (as in the proof of Lemma 6.5) the Kirchhoff conditions (8). �

APPENDIX

Here we give the proof of the concentration compactness result of Lemma 5.5. The
proof differs rather largely from the usual proof in the case where Sobolev spaces are
involved. Sobolev spaces with Hilbert space structure have a locality property: functions
with disjoint support are orthogonal. A similar statement, i.e., ‖∑k φk‖

p
Wm,p = ∑k ‖φk‖

p
Wm,p

if supp φj ∩ supp φi = ∅ for i 6= j, also holds for Sobolev spaces Wm,p, m ∈ N, p ≥ 1 with
only a Banach space structure. The locality property is used heavily in the proof of the
concentration compactness principle - but our Hilbert space H does not seem to have the
locality property since it is based on the nonlocal Bloch transform. Therefore we introduce
a new Hilbert space H, which has the advantage of having the locality property but the
disadvantage of embedding only in Lq(Γ×TT) for 2 ≤ q < 4. Together with the better
embedding properties of H this is, however, sufficient for the proof of the concentration
compactness principle.

Definition 6.6. Define the Hilbert space H by
(51)
H = {u(x, t) = ∑

k∈κZodd

uk(x)eikωt : uk ∈ H1
c (Γ)symm, uk = u−k∀k ∈ κZodd with ‖u‖H < ∞}

and where the norm is given by

‖u‖2
H = ∑

k∈κZodd

1
|k| ‖u

′
k‖2

L2(Γ) + |k|‖uk‖2
L2(Γ).



30 DANIELA MAIER, WOLFGANG REICHEL, AND GUIDO SCHNEIDER

Lemma 6.7. The Hilbert space H has the following properties: H embeds continuously into H
and H embeds continuously in Lq(Γ×TT) for 2 ≤ q < 4.

Proof. The first embedding statement follows once we have verified the two inequalities

(52) b|Lk|(v, v) ≥ C|k|‖v‖2
L2(Γ), b|Lk|(v, v) ≥ C

|k| ‖v
′‖2

L2(Γ)

for all v ∈ H1
c (Γ)symm and a constant C > 0 which is independent on v. For the first

inequality we use (37) from Lemma 4.4 and get

|λm(l)−ω2k2 + α| =
∣∣∣∣√λm(l)−

√
ω2k2 − α

∣∣∣∣ · ∣∣∣∣√λm(l) +
√

ω2k2 − α

∣∣∣∣ ≥ δC|k|

if |k| is sufficiently large. Then, the first inequality in (52) follows from this estimate using
the expression of b|Lk| in terms of the Bloch variables. For the remaining small values of
|k| the first inequality in (52) follows from (Spec). For the second inequality in (52) let us
first consider small values of |k|. Then the second inequality in (52) is just a consequence
of the fact that due to (Spec) the bilinear form b|Lk| generates a norm which is equivalent
to the H1

c -norm of the domain of b|Lk|. Now we consider the second inequality in (52) for
large values of |k|. We first take v ∈ H1

c (Γ)+symm. Then, by the first inequality in (52), we
have ∫

Γ
|v′|2 − (ω2k2 − α)|v|2 dx ≥ c|k|

∫
Γ
|v|2 dx ≥ C̃

|k| − C̃
(ω2k2 − α)

∫
Γ
|v|2 dx

for C̃ > 0 small enough and |k| sufficiently large. Hence we find for |k| large∫
Γ

|k| − C̃
|k| |v

′|2 − (ω2k2 − α)|v|2 dx ≥ 0

from which the second inequality in (52) follows. Next we take v ∈ H1
c (Γ)−symm. In this

case
∫

Γ |v
′|2− (ω2k2− α)|v|2 dx ≤ 0 and hence ‖v′‖L2(Γ) ≤ ω|k|‖v‖L2(Γ). Thus, in this case,

the second inequality in (52) directly follows from the first.
Now we turn to the embedding of H into Lq(Γ×TT) spaces. For q ∈ [2, ∞] and q′ = q

q−1
being the conjugate exponent, let us define the space

Xq = {u = ∑
k∈κZodd

ukeikωt : ‖u‖Xq < ∞}

with the norm

‖u‖Xq :=

(
∑

k∈κZodd

‖uk‖
q′

Lq(Γ)

)1/q′

.

To see the relation between Lq(Γ×T) and Xq we observe that ‖u‖L2(Γ×TT)
= ‖u‖X2 and

‖u‖L∞(Γ×TT) ≤ ‖u‖X∞ . Hence the Riesz-Thorin Theorem implies that Xq embeds into
Lq(Γ×TT) for all 2 ≤ q ≤ ∞. To complete our embedding statement for H we need to see
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that it embeds into Xq for 2 ≤ q < 4. This will be done next. For q = 2 the embedding is
clear. For 2 < q < 4 we use the Gagliardo-Nirenberg inequality

(53) ‖v‖Lq(Γ) ≤ CGN‖v′‖θ
L2(Γ)‖v‖

1−θ
L2(Γ), v ∈ H1

c (Γ)symm

with θ = 1
2 −

1
q . Next we use (53) and estimate

∑
k∈κZodd

‖uk‖
q′

Lq(Γ) ≤ Cq′
GN ∑

k∈κZodd

‖u′k‖
q′( 1

2−
1
q )

L2(Γ) ‖uk‖
q′( 1

2+
1
q )

L2(Γ)

= Cq′
GN ∑

k∈κZodd

(|k|− 1
2‖u′k‖L2(Γ))

q′( 1
2−

1
q )(|k| 12‖uk‖L2(Γ))

q′( 1
2+

1
q )|k|

−1
q−1 .

A triple Hölder inequality with exponents 4(q−1)
q−2 , 4(q−1)

q+2 , and 2(q−1)
q−2 leads to

∑
k∈κZodd

‖uk‖
q′

Lq(Γ)

≤ Cq′
GN

(
∑

k∈κZodd

|k|−1‖u′k‖2
L2(Γ)

) q−2
4(q−1)

(
∑

k∈κZodd

|k|‖uk‖2
L2(Γ)

) q+2
4(q−1)

(
∑

k∈κZodd

|k|
−2
q−2

) q−2
2(q−1)

≤ Cq′
GN‖u‖

q′
HC

where C =
(

∑k∈κZodd
|k|

−2
q−2
) q−2

2(q−1)
< ∞ since 2 < q < 4. The finishes the proof of the

embedding result. �

Proof of Lemma 5.5. It is enough to prove the result in the case q = 2. Further, it suffices
to treat the case where q̃ ∈ (2, 3). Once this has been accomplished, the remaining case
of q̃ can then be obtained by Hölder-interpolating the Lq̃-norm between two values q1 ∈
(2, 3) and q2 ∈ (q̃, ∞) and using from the previous case that the Lq1-norm of the sequence
(un)n∈N tends to 0 while its Lq2-norm stays bounded since it is controlled by theH-norm,
see Lemma 4.5.

If we let 2 < s < q < 4 and set θ := s−2
q−2 ·

q
s then Hölder interpolation yields

‖u‖Ls(Γn×TT) ≤ ‖u‖
1−θ
L2(Γn×TT)

‖u‖θ
Lq(Γn×TT)

.

If we make the choice s = 4(q−1)
q then s varies in (2, 3) if q varies in (2, 4) and s < q.

Moreover, θ = 2
s so that after taking it to the power s, the previous inequality becomes

‖u‖s
Ls(Γn×TT)

≤ ‖u‖(1−θ)s
L2(Γn×TT)

‖u‖2
Lq(Γn×TT)

.

Summing over n yields

(54) ‖u‖s
Ls(Γ×TT)

≤ sup
n∈Z

‖u‖(1−θ)s
L2(Γn×TT) ∑

n∈Z

‖u‖2
Lq(Γn×TT)

.
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If we use this inequality for the sequence (un)n∈N form the assumption of the lemma,
then the first term of the right-hand side tends to 0. Thus, we need to find a bound for the
second term. Since q ∈ (2, 4) we can use Lemma 6.7 in the following argument. We take a
cut-off function φn : Γ→ [0, 1], n ∈ Z with the properties

φn(x) =


1 in Γn,
0 in Γm with |m− n| ≥ 2,
∈ [0, 1] in Γm with |m− n| = 1.

We can assume that φ grows linearly and that φ ∈ H1
c (Γ)symm with 0 ≤ |φ′| ≤ 1 on Γ.

Then

∑
n∈Z

‖u‖2
Lq(Γn×TT)

≤ ∑
n∈Z

‖uφn‖2
Lq(Γ×TT)

≤ C ∑
n∈Z

‖uφn‖2
H by Lemma 6.7

= C ∑
n∈Z

∑
k∈κZodd

|k|‖ukφn‖2
L2(Γ) +

1
|k| ‖(ukφn)

′‖2
L2(Γ)

≤ ∑
k∈κZodd

3|k|‖uk‖2
L2(Γ) + ∑

n∈Z

∑
k∈κZodd

2
|k| (‖u

′
kφn‖2

L2(Γ) + ‖ukφ′n‖2
L2(Γ))

≤ C ∑
k∈κZodd

(
3|k|+ 4

|k|
)
‖uk‖2

L2(Γ) +
6
|k| ‖u

′
k‖2

L2(Γ)

≤ C̃‖u‖2
H ≤ C̄‖u‖2

H.

Applying these inequalities to the sequence (un)n∈N from the assumption of the lemma
and inserting it into (54) establishes the claim that ‖un‖Ls(Γ×T) → 0 as n → ∞. This
finishes the proof of the concentration compactness lemma. �
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