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ARTICLE INFO ABSTRACT

Keywords: Owing to the favorable depth-dose distribution and the radiobiological properties of heavy ion radiation,
Radioactive ion beams ion beam therapy shows an improved success/toxicity ratio compared to conventional radiotherapy. The
Ton beam therapy sharp dose gradients and very high doses in the Bragg peak region, which represent the larger physical
Range monitoring

advantage of ion beam therapy, make it also extremely sensitive to range uncertainties. The use of f*-
radioactive ion beams would be ideal for simultaneous treatment and accurate online range monitoring through
PET imaging. Since all the unfragmented primary ions are potentially contributing to the PET signal, these
beams offer an improved image quality while preserving the physical and radiobiological advantages of the
stable counterparts. The challenging production of radioactive ion beams and the difficulties in reaching high
intensities, have discouraged their clinical application. In this context, the project Biomedical Applications of
Radioactive ion Beams (BARB) started at GSI (Helmholtzzentrum fiir Schwerionenforschung GmbH) with the
main goal to assess the technical feasibility and investigate possible advantages of radioactive ion beams on the
pre-clinical level. During the first experimental campaign ''C and °C beams were produced and isotopically
separated with the FRagment Separator (FRS) at GSL. The p*-radioactive ion beams were produced with a beam
purity of 99% for all the beam investigated (except one case where it was 94%) and intensities potentially
sufficient to treat a small animal tumors within few minutes of irradiation time, ~ 10° particle per spill for the
10C and ~ 107 particle per spill for the 11C beam, respectively. The impact of different ion optical parameters
on the depth dose distribution was studied with a precision water column system. In this work, the measured
depth dose distributions are presented together with results from Monte Carlo simulations using the FLUKA
software.

Carbon ions

1. Introduction Such beams could help to overcome range uncertainties, one of
the larger limitations of heavy ion therapy [5], while preserving the

The use of f+-radioactive ion beams (RIB) such as !1C and 1°C, for physical and radiobiological advantages of the respective stable ion
simultaneous range verification and treatment, could represent a major beams, 12C, which are already in use for clinical applications [6].
improvement for heavy ion therapy applications [1-3]. Heavy ion therapy demonstrated to be a very effective and precise
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Fig. 1. Panel (a) Photo of the experimental set up located at the final focal plane of the FRS. Panel (b) Scheme of the setup at the final focal plane showing FRS standard
particle-identification detectors and the water column setup for the depth dose measurement of ''C and '°C beams (not drawn to scale). Panel (¢) Schematic structural design of

the ionization chamber IC2 (adapted from [4]). Panel (b) and (c) not drawn to scale.

radiotherapy technique. However, the sharp dose gradients in the Bragg
peak region makes it also extremely sensitive to range uncertainties
caused by imaging, patient setup, beam delivery and dose calculation.
Small shifts of the Bragg peak position can lead to large deviations in
the dose deposition [7]. On the clinical level, to mitigate the effect of
such uncertainties and guarantee the coverage of the tumor, margins
extending in the healthy tissue are added to the target volume [8].
Range verification techniques have the potential to reduce these mar-
gins and provide an online treatment verification. For these reasons,
an extensive effort has been made to investigate several possible range
verification techniques [9]. Among them, Positron Emission Tomogra-
phy (PET) has been tested most extensively in clinical practice [10] and
allows a visualization of the beam by exploiting p*-emitting isotopes.
This p* activity can either come from projectile (in the case of heavy
ion beams) and target fragments or, in the case of RIB, directly from
the decay of the implanted primary ions. However, the capabilities of
PET imaging applications in solving the issue of range uncertainties are
still unsatisfactory, with a limit on the accuracy on range verification
of about 2-5 mm, and its use for 12C ion therapy remains marginal [1,
11-13].

The use of radioactive ion beams for simultaneous treatment and
online treatment verification could be particularly advantageous. Com-
pared to the stable ions, where g+ isotopes are produced via fragmen-
tation processes of the particle beam in the patient body, with RIB
all the primary ions are potentially contributing to the PET signal and
thus leading to an increased signal to noise ratio [14]. This, together
with the short half-lives of the radioisotopes (20.33 min for 11C and
19.3 s for mC), allows to reduce the time required to collect the PET
signal, opening the possibility of an online range monitoring and also
reducing the biological washout of the PET signal [15,16]. Additionally,
differently than in the case of stable beams, with RIB the activity peak
matches the mean ranges of the primaries and is correlated with the
80% distal fall-off after the Bragg peak (and almost coincides with the
peak position in case of negligible beam momentum spread) [17].

However, even though the advantages of RIB are known for a
long time [1], the difficulties in producing RIB with sufficiently high
intensities, limited their application for clinical and pre-clinical studies.
New developments at accelerator facilities such as the recent inten-
sity upgrade of the SIS-18 accelerator at GSI (Darmstadt, Germany)
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Fig. 2. Particle identification plots: atomic number Z vs. mass-over-charge ratio A/Q of the ions produced by the FRS. Panel (a) Identification of °C beam produced with 380

MeV/u 2C primary beam energy. Panel (b) Identification of ''C beam produced with

towards the construction of FAIR [18], renewed the interest for RIB pre-
clinical applications [19]. In this context, the Biomedical Applications
of Radioactive ion Beams (BARB) project was funded by the European
Research Council (ERC) in 2020, with the main objective of resuming
previous studies with PET imaging of RIB at GSI and testing their
application in-vivo [1,20,21]. Within this context, 1C and '°C beams
were produced and isotopically separated with the FRagment Separator
(FRS) at GSI and transported to the experimental vault at main branch
of the FRS. The RIB were characterized in terms of momentum spread,
purity and beam spot size and the impact of different ion optics on
the depth dose distribution of the different PET isotopes was stud-
ied with a water column system. The performed measurements were
complemented by a parallel experiment with two independent PET
imaging setups visualizing the beam implantation in plastic targets:
1/6 of a Siemens Biograph mCT clinical positron emission tomography
(PET) scanner [22] with custom-modified detectors and a prototype
high resolution small animal PET detector being developed within the
SIRMIO project [23,24]. The spatial resolution of the new system will
be smaller than 1 mm, this result is achieved with 0.9 mm crystals
and a wide angle coverage due to the spherical design of the detector.
A description of the imaging systems used within the project can be
found in [20]. Results from the imaging systems are not within the
scope of this contribution and will be presented in separate works. In
this contribution, the beam characterization and the measured depth
dose distributions for two energies, in a therapy relevant range, and
corresponding FLUKA [25-28] simulations are presented.

2. Material and methods
2.1. Production and identification of RIB with the FRS

The FRS is an in-flight separator and a magnetic spectrometer for
the exotic radioactive beams with magnetic rigidities up to Bp = 18 Tm
[29]. The separator has a length of about 75 m and consists of four
magnetic dipole sections. Each section has a dipole magnet which bends
the passing beam by 30°, quadrupole magnets to focus/defocus the
beam and hexapoles to introduce the ion-optical corrections. The ion-
optical system of the FRS has four focal planes corresponding to each
dipole section. The detector setup, described in this section, was located
at the central and final focal planes of the main branch. The FRS was
operated in a mono-energetic and an overall-achromatic ion-optical
modes. The latter is a standard mode of the FRS operation, and has
an emittance of 20 # mm mrad and a momentum spread of +1%.

The radioactive beams of interest, namely 1C and 1°C isotopes,
were produced and spatially-separated by the FRS as follows. The pri-
mary beam of 12C stable nuclei with the energies of 380 and 290 MeV/u

380 MeV/u '2C primary beam energy.

and intensities up to ~ 4 x 10” particles per spill (spill length 2 s)
were provided by the combination of the UNILAC [30] and SIS18 [31]
accelerators of GSL. The beam interacted with the 8 g/cm? Be primary
target located at the entrance of the FRS where a variety of isotopes,
including the ones of interest, was produced in a fragmentation reac-
tion. The separation of the fragments was done by the Bp — dE — Bp
method [29]. The first two dipole stages performed the initial spatial
separation of the fragments with a certain magnetic rigidity. In the
central focal plane, a wedge-shaped degrader was placed in which
different isotopes of the same rigidity lose different amount of energy.
The latter allows a second round of Bp separation to be carried out with
the remaining two dipole sections.

For an event-by-event particle identification, the second half of
the FRS is used as a spectrometer in combination with the various
standard particle detectors providing position, energy deposition dE
and the velocity via time-of-flight (TeF) measurement, see e.g. [32].
By using these values, the mass-over-charge ratio, A/Q, and the atomic
number, Z, can be evaluated and used to uniquely identify all the
particles arriving at the final focus. Namely, the ToF was measured
with two plastic scintillation detectors located at the central and final
focii. The achieved time resolution for carbon isotopes is 120 ps. The
ion charge was deduced from the energy deposition measured by the
Multi-Sampling Ionization Chamber (MUSIC) [33] with a resolution of
about 2%. The Bp, and thus the position measurements were performed
by Time Projection Chambers (TPC) detectors also located at both
focii. The TPC resolution is about 0.2 mm [34]. Position measurements
and subsequent tracking also provide the angular distributions of the
secondary beams. The momentum spread of the beam is calculated as
the difference between the measured positions at the central and final
focal planes accounting on the magnification of the beam and divided
by the dispersion coefficient. The scheme of the identification detectors
at the final focal plane of the FRS together with the water column setup
is shown in Fig. 1(a) and (b).

The achromatic and mono-energetic modes of the FRS operation
were achieved by changing the slope of the 737 mg/cm? aluminum
disk degrader located at the central focal plane. For the mono-energetic
mode, the slope of the degrader is set to reduce the momentum spread
of the selected fragment, but at the cost of a larger beam-spot size in the
lateral direction at the final focal plane [35,36]. Here, the momentum
spread can be reduced to a value comparable with the one of the
primary beam (4p/p = 5 x 10-%) [36]. On the contrary, the achromatic
degrader preserves the overall ion-optical achromatism, and the beam
is focused on the same spot at the final focus regardless of the initial
angular and momentum spread.

Due to nuclear and atomic effects in the production target (such
as energy loss straggling and multiple scattering) the secondary beams



D. Boscolo, D. Kostyleva, C. Schuy et al

)
~

Beam Spot

Position in y (mm)

-100
-100 -60 -20 20 60 100
Position in x (mm)
c) Divergence x direction
‘:é 0.07 :_ — Measurements
‘; N = = Gaussian fit
“;:;0_06__ 5 =10.110
8 E x2Indf=7.91/7
0.05F
0.04F
0.03F
0.02F
0.01F
0
-100 -60 -20 20 60 100

Angle (mrad)

Counts (a.u.)

Nuclear Inst. and Methods in Physics Research, A 1043 (2022) 167464

b) Momentum Spread
g0.022f— = Measurements
‘c‘f)’ :_ = = Gaussian fit
I 0.02p 5 =0.007
20.018F 2/ ndf = 1548.27 / 63|
o E
0.016F
0.014F
0.012F
0.01F
0.008F
0.006
0.004F
0.002F
[~
0 PR R R R R
-0.02 -0.012 -0.004 0.004 0.012 0.02
Relative momentum dp/p
d) Divergence y direction
g : = Measurements
» 01 ~ = Gaussian fit
€ - 5 =6.900
3 - x%/ndf=0.96/3
[&] - : :
0.08-
0.06-
0.04-
0.02-
ob— 1 [
-100 -60 -20 20 60 100

Angle (mrad)

Fig. 3. Measured beam parameters for the °C beam, produced with the 290 MeV/u '>C primary beam, in the achromatic ion optical mode. Panel (a) beam spot. Panel (b)
momentum spread distribution. Panels (¢) and (d) beam angular distribution in x and y direction, respectively. All the plots are normalized to the total number of entries. The
fitting parameters are reported in Table B.4. Fits optimized in the range +o for the divergence in x and y direction and +2¢ for the momentum spread.

produced at the FRS have a larger phase-space compared to the primary
beam. This leads to a large relative momentum spread and, thus, in
a less sharp Bragg peak compared to the primary beam, see further
sections for details.

For the depth-dose measurements, the thickness of a homogeneous
degrader located at central focal plane was tuned such that the sec-
ondary 1°C and 1C beams, produced from a 12C of 390 and 280 MeV/u,
have a similar range in water: ~12 and ~4.5 cm respectively. The
impact of the two ion-optical modes on the depth dose distribution was
studied for 1°C and 11C beams for the two investigated energies.

2.2. Depth dose distribution measurements

For all produced RIB, depth dose distributions in water have been
measured with a water column setup, which is a modified version of
the setup described in [37,38], and consists of a water phantom of
variable thicknesses placed in between two parallel-plate ionization
chambers (ICs). The range of measurable water equivalent path lengths
goes from 2.4 to 29 cm. The thickness of the water column is varied
by a stepper motor and read out by an optical linear encoder with a
relative precision of 10 pm. The front and back windows of the water
phantom are made of 0.5 cm glass whose water equivalent thickness
was previously characterized in terms of water equivalent path length
to be 9.25 mm for each window.

The laterally integrated depth dose distribution is obtained from the
ratio of the signals collected by the two ICs as a function of the water
thickness. The first ionization chamber (IC1), placed in front of the wa-
ter column, provides the reference signal. This chamber is a large area
parallel plate IC with an active area of 24 x 24 x 2 cm® operated with a
mixture of ArCO, (80% Ar and 20% CO,) (similar structure to [39]). To
minimize the impact of air gaps on the depth dose measurements, the
IC1 is placed as close as possible to the front of the water column. The
second ionization chamber (IC2), which provides a signal correlated
to the energy loss behind the water target, is a parallel plate IC with
an active area of 4.7 cm diameter and operated in air (this chamber
is a GSI construction based on the parallel-plate ionization chamber
TM233612/U901-0319 by PTW). A schematic structural design of the
IC2 is shown in Fig. 1(c), more details can be found in [4]. The IC2 was
placed in a dedicated holder attached to the back glass window of the
water column and moved together with it.

The readout of both ICs was done with high-precision electrometers
(model K6517, KEITHLEY), with an accuracy of the charge measure-
ment in the order of 1%c. A schematic of the water column setup is
shown in Fig. 1(a) and (b).

2.3. FLUKA simulations

Monte Carlo simulations were performed with the FLUKA code
(version 2020.1.10) [25-28] in combination with the graphical user
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Fig. 4. Measured beam parameters for the ' C beam, produced with the 380 MeV/u '2C primary beam, in the mono-energetic ion optical mode. Panel (a) beam spot. Panel (b)
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the width of Gaussian 1 was used. Panels (c) and (d) beam angular distribution in x and y direction, respectively. All the plots are normalized to the total number of entries. The
fitting parameters are reported in Table B.1. Fits optimized in the range +o for the divergence in x and y direction and +2¢ for the momentum spread.

interface flair (version 2.3-0) [40]. All the simulations were performed
using the HADROTHErapy DEFAULT card, which is recommended for
particle therapy applications. The water column was approximated by
a water cylinder of 20 cm diameter, neglecting the glass windows but
considering their water equivalent thickness. For all simulations the
mean water ionization potential was set to 78 eV, according to the ICRU
90 report [41]. The IC1 was modeled as a 24 x 24 x 2 cm? ArCO,
scoring volume between two Mylar windows of 25 pm. The IC2 was
represented as a cylindrical scoring volume of 4.7 cm diameter and
1.1 cm thickness filled with air surrounded by the aluminum frame
and the two 25 pm Kapton windows. In order to take into account the
reduced acceptance of the IC2, individual simulations were performed
for each different depth in water, i.e. the dose in the active volumes
of the ionization chambers was scored with the USRBIN card (a stan-
dard scorer in FLUKA) for each water thickness. The same simulation
approach was also used in [38,42].

As the phase-space of secondary beams can significantly differ from
the one of the primary ion beam, and in order to take into account the
different beam characteristics for the investigated ion optical modes, a
customized user routine was used to better describe the specific beam
parameters. [n particular, this new SOURCE routine can simulate beams
with a double Gaussian beam spot distribution in x and y directions,
a double Gaussian momentum spread distributions and a Gaussian

divergence distribution with different FWHMs in x and y directions. All
the above mentioned beam parameters, have been obtained by fitting
the measured data.

3. Results and discussion

Secondary beams were produced at the FRS and their intensities,
measured with a calibrated ionization chamber (IC1) at the entrance
of the water column, reached ~ 10° particle per spill for 1°C and ~ 107
particle per spill for 11C beams. The production cross section, in the
energy range covered during this experiment, is about an order of
magnitude larger for 11C compared to 19C [43].

A beam purity of 99% was achieved for most of the cases, except
for the 1°C beam, produced by a 380 MeV/u 12C primary beam where
the beam purity was 94%. Note that the 1°C purity could easily be
improved by using a thicker degrader at the mid-focal plane. During
the experiments, for time reasons, the condition of same range in water
for the different isotopes were achieved varying the degrader thickness,
thus leading to not optimal purity for this secondary beam. The purity
of the 1°C and 11 C secondary beams achieved in this experiment as well
as the intensities of the beams at the final focal plane are presented
in the Table 1. Please note that the measured beam purity reflects
the beam composition at the entrance of the experimental cave. Due
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and blue dashed lines show the FLUKA simulation results when the momentum spread
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parameters used to describe the momentum spread are shown in Fig. 4b. To better
appreciate the deviations of the simulated data compared to the measurements the
difference between the two curves is reported below the depth dose distribution.

to fragmentation reaction in the detector set up and in the air gaps
we estimate that 3%-4% of the ions of interest will still undergo
fragmentation processes before entering the water column system. As
an example, the measured particle identification plots for 1°C and
11 beams produced with a 380 MeV/u 12C primary beam are shown
in Fig. 2(a) and (b), correspondingly. The purity of the fragments is
indicated on the same plot.

As mentioned in Section 2.1 the beams spot size, momentum spread
and angular distributions were measured. The measured momentum
spread Ap/p, position and angular distributions of the fragments of
interest are shown in Figs. 3 and 4 for an achromatic 1°C beam,
produced with a 290 MeV/u '2C primary beam, and for a mono-
energetic 11C beam, produced with a 380 MeV/u 12C primary beam,
correspondingly. For all the other beam configurations, the measured
beam parameters are reported in Appendix A.

The measured angular direction, the beam spot shapes and the
momentum distribution, were parametrized, for all the investigated
beams, through a fitting process. The fitting parameters were also
used for the beam description in the Monte Carlo simulations and are
reported in Appendix B, as they were used in the simulations. For
all the beams, the angular direction and the beam spot shapes were
fitted with a single Gaussian distribution, except for some beam spot
shapes which were found to be better described by the sum of two
Gaussian distributions. A single Gaussian distribution was used to fit the
momentum spread distribution of the lower energy '°C and ''C beams
in achromatic mode. For all the other investigated conditions, the
momentum spread distributions were fitted as a sum of two Gaussians
and the width of the most populated one was used for the simulations,
see Fig. 4(b). The second Gaussian was rejected because it was found
that the more populated Gaussian alone better reproduce the measured
depth dose distributions. This can easily be observed in Fig. 5, where
the impact of different momentum spread distribution on the depth
dose distribution is shown for the mono-energetic ' C beams produced
with a 380 MeV/u '2C primary beam. Simulation results obtained
using the single and double Gaussian parametrization of the momentum
spread are presented together with measured data, the image focus
on the Bragg peak region. Fit parameters for the single and double

Nuclear Inst. and Methods in Physics Research, A 1043 (2022) 167464

Gaussian fit are reported in Fig. 4b. More details on the measured and
simulated depth dose distribution will be provided later in the text.

The momentum spread distributions strongly differ between the
achromatic and mono-energetic mode: it is sharper for the mono-
energetic ion optical mode, see Figs. 3 and 4. As an example, in the
case of 11C beam, produced with a 380 MeV/u 12C primary beam, the
momentum spread (standard deviation) varied from 4p/p = 0.13% in
the mono-energetic mode to Ap/p = 0.42% in the achromatic ion optical
mode. Additionally, for the same ion optical setting, it is larger for
the lower energy beams: in the mono-energetic ion optical mode 4p/p
was 0.13% and 0.25% (0.42% and 0.74% in the achromatic mode) for
the 11C beam produced with the 380 MeV/u and the 290 MeV/u 12C
beam, respectively. Large differences of the beam spot size along the x
direction were observed between the achromatic and mono-energetic
ion optical modes. While the beam spot in the achromatic mode has
a more symmetric shape in x and y direction, in the case of mono-
energetic ion optical mode the beam spot is elongated (see Fig. 4) in
the x direction: reaching beam width of up to 8.7 cm FWHM, in the
case of 1°C produced with a 290 MeV/u !2C beam. For the case of
mono-energetic ion optical mode the beam spot shape is not suitable
for pre-clinical applications, especially for small animal tumors: due to
the small size of the target volume the use of collimators would be
necessary and, thus leading to a lower beam intensity on target. For
all the studied RIB the beam divergence was found to be asymmetric
in the x and y direction, with standard deviations of the beam angular
distributions between 9.65 and 11.8 mrad along the x direction and
between 5.4 and 7.25 mrad in along the y direction. These values are
comparably large with respect to standard therapy settings, using stable
primary beams, where beam divergences are in the order of few mrad.

The measured depth dose distribution curves (red crosses) for the
different beams investigated in this work are shown, together with
their FLUKA simulations (black lines), for the °C and 'C beams in
Figs. 6 and 7, respectively. The curve shown are normalized to the first
measured position.

For better comparison, the difference between the measured data
and simulation is shown in the bottom panels. All the measured curves
were obtained with a minimum of 96 depth steps. The curves mea-
sured in the different ion optical modes are presented separately. As
expected, due to the larger momentum spreads, the Bragg curves in the
achromatic ion optical mode show broader and lower peak compared
to the mono-energetic case. However, this does not represent a real
limitation for clinical applications where, often, dedicated ripple filters
(RiFi) are used to broaden momentum spread, and therefore the Bragg
peak, in order to be able to irradiate the tumor with a uniform dose
distribution and a reasonable number of energy steps [44]. Secondary
beam energies were estimated with LISE++ (version 13.4.5 beta) [45],
based on the measured path length in water and directly in FLUKA
by matching the exact peak position. Estimated energies are reported
together with the ranges, the achieved intensities and beam purity in
Table 1. Ranges (defined by 80% of the maximum dose at the distal
fall-off) are reported for the mono-energetic mode and in brackets for
the achromatic mode.

FLUKA Monte Carlo simulations are shown together with the ex-
perimental results in Figs. 6 and 7. In order to take into account the
small acceptance of IC2 (especially in the case of mono-energetic mode
where the beamspot size along the x direction exceeds the maximum
acceptance of the detector) the FLUKA simulations were performed in a
step by step approach, i.e., for each depth dose curve, a minimum of 35
depth positions were simulated individually, with a coarser sampling
in the entrance channel and in the tail and a more fine sampling in
the Bragg peak region. The simulated curves, shown in Figs. 6 and
7, are obtained after interpolating the simulated points. In order to
better appreciate the deviations of the simulated data compared to
the measured one, the difference between the two curves is reported
below the depth dose distributions. In all the cases large differences
are shown in the Bragg curve fall-off region where, due to the high
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Table 1
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Beams energies, purity intensities and ranges (defined by 80% of the maximum dose at the distal fall-off) are reported for the mono-energetic mode and in brackets for the
achromatic mode. Measured intensities have typical fluctuations in the order of 20%. Reported purity is within 1% for both achromatic and mono-energetic modes, however an
additional fragmentation, up to 3%—4%, of the beam of interest is expected to take place between particle identification measurement position and the water column setup.

Primary beam Secondary beams

Ion Intensity Energy Ton Energy Range in water Intensity Beam purity
(pps) (MeV/u) (Mev/u) (cm) (pps)
290 e 146.0 + 2.5 46 + 0.1 (4.6) 1.2x 107 98%
120 4% 10° 10¢ 155.0 + 2.5 4.6 + 0.1 (4.6) 0.7 % 10° 99%
380 R 258.0 + 2.0 12.2 + 0.1 (12.2) 2.0x% 107 99%
1o¢ 272.0 + 25 12.1 + 0.1 (12.1) 1.2 % 10° 94%*

aNote that the use of the purity of '°C can easily be improved by using a thicker degrader at the mid-focal plane. For time reasons the condition of same range of different
isotopes were achieved by variation of degrader thickness, thus leading to not optimal purity.
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Fig. 6. Measured and simulated laterally integrated depth dose distribution curves
in achromatic and mono-energetic optical mode for the '°C beam. The curve are
represented together with their respective difference and the deviation in the area
under the peak (represented by the colored regions in the lower panel). In each Panel
the curves obtained for the two different energies investigated are presented.

dose gradients, very small shifts in depth can lead to big deviations.
However, when comparing the area under the peak — here defined as
the area underlying the curve in the region between 60% and 5% of the
maximal dose before and after the Bragg peak respectively — deviation
ranging between 0.6% and 4.8% are observed.

In most cases, the FLUKA simulations underestimate the peak height
except for the 11C beam in achromatic mode. The observed deviations,
between the measured and simulated depth dose distribution curves,
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Fig. 7. Measured and simulated laterally integrated depth dose distribution curves
in achromatic and mono-energetic optical mode for the !'C beam. The curve are
represented together with their respective difference and the deviation in the area
under the peak (represented by the colored regions in the lower panel). In each Panel
the curves obtained for the two different energies investigated are presented.

are most probably due to uncertainties on the total reaction cross
section models in FLUKA or on the description of the beam parameters
such as the momentum spread distribution. The contribution of possible
inaccuracies in the simulated geometry, such as the simplification
of the target (where the glass windows are not explicitly included)
or differences in the air gaps, have been excluded by performing a
sensitivity analysis in a cylindrical water target with radius equal to
IC2 similar to the one presented in [42].
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Also, the small acceptance of IC2 leads to a non negligible sensitivity
of the scored energy deposition to the angular distribution of the
fragments [4], which is more complicated for Monte Carlo codes to
predict compared to the total yield. This can also explain the slight
underestimation of the fragmentation tail by the FLUKA code observed
for all the cases.

4. Conclusions

pt-radioactive carbon ion beams with the therapy-relevant energies
¢ and 1°C, were produced and separated by the FRS fragment sepa-
rator using two different ion-optical modes of the separator operation.
Thanks to the upgrade of the SIS-18 accelerator within the framework
of the FAIR project, it was possible to achieve RIB intensities potentially
sufficient to treat small animal tumors, ~ 10° particle per spill for
10¢C and ~ 107 particle per spill for 'C beam, respectively. A beam
purity of the 99% was achieved for all the beams, with the exception
the 1°C, produced with a 380 MeV/u primary beam, where the beam
purity was 94%. The impact of different ion optical modes on the
depth dose distribution in water was studied for ''C and '°C beams
at the main branch of the FRS. Depth dose distributions in water were
measured (for all the investigated conditions) with a water column
setup and compared to FLUKA simulations. Monte Carlo simulations
succeeded to well reproduce the measured Bragg curve shapes and
show deviations in the areas under the peak ranging between 0.6%
and 4.8%, demonstrating that the FLUKA code provides reliable results
for 11C and 1°C beams in the therapy energy range. The data of
this study are the first experimental results within the framework of
the BARB project, and provide basic information necessary for range
verification and for correlating dose deposition maps with the PET
signals, which have been measured during this experimental campaign
and will be presented in a separate work. Additionally, the measured
beam parameters such as angular beam distribution, lateral profiles
and energy spread are required as input in transport codes, treatment
planning and radiobiological models which will be used for future
experiments.
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Appendix A. Measured beam characteristics

See Figs. A.8-A.13.
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Fig. A.8. Measured beam parameters ''C beam, produced with the 380 MeV/u primary beam, in the achromatic ion optical mode. Panel (a) beam spot. Panel (b) momentum
spread distribution. Panels (¢) and (d) beam angular distribution in x and y direction, respectively. All the plots are normalized to the total number of entries. The fitting parameters
are reported in Table B.1. Fits optimized in the range +o for the divergence in x and y direction and +2¢ for the momentum spread.
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a) Beam Spot b) Momentum Spread
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Fig. A.9. Measured beam parameters '!C beam, produced with the 290 MeV,/u primary '2C beam, in the achromatic ion optical mode. Panel (a) beam spot. Panel (b) momentum
spread distribution. Panels (¢) and (d) beam angular distribution in x and y direction, respectively. All the plots are normalized to the total number of entries. The fitting parameters
are reported in Table B.2. Fits optimized in the range +o for the divergence in x and y direction and +2¢ for the momentum spread.
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Fig. A.10. Measured beam parameters 1'C beam, produced with the 290 MeV/u primary 2C beam, in the mono-energetic ion optical mode. Panel (a) beam spot. Panel (b)
momentum spread distribution. Panels (¢) and (d) beam angular distribution in x and y direction, respectively. All the plots are normalized to the total number of entries. The
fitting parameters are reported in Table B.2. Fits optimized in the range +o for the divergence in x and y direction and +2¢ for the momentum spread.
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Fig. A.11. Measured beam parameters 1°C beam, produced with the 380 MeV/u primary 2C beam, in the achromatic ion optical mode. Panel (a) beam spot. Panel (b) momentum
spread distribution. Panels (¢) and (d) beam angular distribution in x and y direction, respectively. All the plots are normalized to the total number of entries. The fitting parameters
are reported in Table B.3. Fits optimized in the range +o for the divergence in x and y direction and +2¢ for the momentum spread.
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Fig. A.12. Measured beam parameters 1°C beam, produced with the 380 MeV/u primary !2C beam, in the mono-energetic ion optical mode. Panel (a) beam spot. Panel (b)
momentum spread distribution. Panels (¢) and (d) beam angular distribution in x and y direction, respectively. All the plots are normalized to the total number of entries. The
fitting parameters are reported in Table B.3. Fits optimized in the range +o for the divergence in x and y direction and +2¢ for the momentum spread.
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Fig. A.13. Measured beam parameters °C beam, produced with the 290 MeV/u primary !2C beam, in the mono-energetic ion optical mode. Panel (a) beam spot. Panel (b)
momentum spread distribution. Panels (¢) and (d) beam angular distribution in x and y direction, respectively. All the plots are normalized to the total number of entries. The
fitting parameters are reported in Table B.4. Fits optimized in the range +¢ for the divergence in x and y direction and +2¢ for the momentum spread.
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Table B.1

Beam spot size, momentum distribution and beam divergence parameters used in the FLUKA simulation of the 1'C beam of 258 MeV/u in achromatic and mono-energetic mode.
The standard deviation is here reported for all the quantities that were described with a single Gaussian distribution. In the cases where the beam spot shape was better described
as a double Gaussian distribution, the weighting factors (a,,), mean values (m,,) and the standard deviations (s, ,) of the two Gaussian curves are reported.

11C 258 MeV/u mono-energetic mode

Beam spot size x (cm) Beam spot size y (cm) Ap/p (%)

a,= 0.80 m,= 0.6 5,= 0.6
a,= 0.20 m,= 0.1 0,= 1.7

Divergence x (mrad) Divergence y (mrad)

3.2 0.13% 9.6 5.4

11C 258 MeV/u Achromatic mode

Beam spot size x (cm) Beam spot size y (cm) Ap/p (%) Divergence x (mrad) Divergence y (mrad)
a, =076 m =-020 =10 a, =080 m, =07 o, = 0.7

0.42° 10.7 5.5
a, =024 m, =000, =31 a, =020 m, = 0.0 6, = 1.7

AThe experimental data were fitted as the sum of two independent Gaussian functions. For the simulation only the width of the more populated one (here reported) was used.

Table B.2

Beam parameters used for the FLUKA simulation of the !''C beam of 146 MeV/u in achromatic and mono-energetic mode. The standard deviation is here reported for all the
quantities that were described with a single Gaussian distribution. In the cases where the beam spot shape was better described as a double Gaussian distribution, the weighting
factors (a, ,), mean values (m,,) and the standard deviations (¢, ,) of the two Gaussian curves are reported.

11C 146 MeV/u mono-energetic mode

Beam spot size x (cm) Beam spot size y (cm) Ap/p (%) Divergence x (mrad) Divergence y (mrad)

3.5 1.2 0.25% 11.8 6.7

11C 146 MeV/u Achromatic mode

Beam spot size x (cm) Beam spot size y (cm) Ap/p (%) Divergence x (mrad) Divergence y (mrad)
a =070m; = 040 =18 a, =074m =-050 =10
a, =0.30m, = -0.10, =42 a, =0.26 m, = 0.5 6, = 2.0 0.74 15 7.3

2The experimental data were fitted as the sum of two independent Gaussian functions. For the simulation only the width of the more populated one (here reported) was used.

Table B.3

Beam parameters used for the FLUKA simulation of the °C beam of 272 MeV/u in achromatic and mono-energetic mode. The standard deviation is here reported for all the
quantities that were described with a single Gaussian distribution. In the cases where the beam spot shape was better described as a double Gaussian distribution, the weighting
factors (a, ), mean values (m,,) and the standard deviations (s,,) of the two Gaussian curves are reported.

10¢ 272 MeV/u mono-energetic mode

Beam spot size x (cm) Beam spot size y (cm) Ap/p (%) Divergence x (mrad) Divergence y (mrad)

3.7 0.8 0.13% 9.9 5.4

10¢ 272 MeV/u Achromatic mode

Beam spot size x Beam spot size y Ap/p (%) Divergence x Divergence y
(cm) (cm) (mrad) (mrad)
a, =076m, = -035 =10 a, =076 m, = -0.7 5, = 0.6
0.45* 10.7 5.7
a, = 0.24m, = -03 0, = 3.0 a, =024m, = 070, =17

3The experimental data were fitted as the sum of two independent Gaussian functions. For the simulation only the width of the more populated one (here reported) was used.

Table B.4

Beam parameters used for the FLUKA simulation of the'°C beam of 155 MeV/u in achromatic and mono-energetic mode. The standard deviation is here reported for all the
quantities that were described with a single Gaussian distribution. In the cases where the beam spot shape was better described as a double Gaussian distribution, the weighting
factors (a,,), mean values (m,,) and the standard deviations (o, ,) of the two Gaussian curves are reported.

10C 155 MeV/u mono-energetic mode

Beam spot size x (cm)

Beam spot size y (cm)

4p/p (%)

Divergence x (mrad)

Divergence y (mrad)

3.8

1.2

0.24%

10.4

7.0

10¢ 155 MeV/u Achromatic mode

Beam spot size x (cm)

Beam spot size y (cm)

Ap/p (%)

Divergence x (mrad)

Divergence y (mrad)

a,= 073 m=-13 o= 1.8
a,= 0.27 m,= —0.1 5,= 4.2

a,= 0.62 m;= —0.6 6,= 0.9
a,= 0.38 m,= 0.2 6,= 1.8

0.74

10.1

6.9

2The experimental data were fitted as the sum of two independent Gaussian functions. For the simulation only the width of the more populated one (here reported) was used.

Appendix B. Beam parameters used for the 1'C and 1°C FLUKA

simulations

See Tables B.1-B.4.
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