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We present a Wizard-of-Oz experiment examining phonetic accommodation of human interlocutors in the context

of human-computer interaction. Forty-two native speakers of German engaged in dynamic spoken interaction with

a simulated virtual tutor for learning the German language called Mirabella. Mirabella was controlled by the exper-

imenter and used either natural or hidden Markov model-based synthetic speech to communicate with the partic-

ipants. In the course of four tasks, the participants’ accommodating behavior with respect to wh-question

realization and allophonic variation in German was tested. The participants converged to Mirabella with respect

to modified wh-question intonation, i.e., rising F0 contour and nuclear pitch accent on the interrogative pronoun,

and the allophonic contrast [ɪç] vs. [ɪk] occurring in the word ending h-igi. They did not accommodate to the allo-

phonic contrast [eː] vs. [eː] as a realization of the long vowel h-ä-i. The results did not differ between the experi-

mental groups that communicated with either the natural or the synthetic speech version of Mirabella. Testing

the influence of the “Big Five” personality traits on the accommodating behavior revealed a tendency for neuroti-

cism to influence the convergence of question intonation. On the level of individual speakers, we found consider-

able variation with respect to the degree and direction of accommodation. We conclude that phonetic

accommodation on the level of local prosody and segmental pronunciation occurs in users of spoken dialog sys-

tems, which could be exploited in the context of computer-assisted language learning.

� 2021 The Author(s). Published by Elsevier Ltd. This is an open access article under the CC BY license (http://
creativecommons.org/licenses/by/4.0/).
1. Introduction Lubold, & Pon-Barry, 2015; Lee et al., 2010), since making
Phonetic accommodation as the phenomenon of adapting
our own speech output to the speech input we receive from
our interlocutors has been documented for human–human
interaction (HHI) (e.g., Pardo, 2006; Levitan & Hirschberg,
2011; Lewandowski, 2012). The phenomenon includes con-
vergence, where conversational partners become more similar
to each other, as well as divergence, where they move away
from each other.

An increasing amount of spoken interactions with comput-
ers in our everyday life raises the question whether this phe-
nomenon is relevant for human–computer interaction (HCI)
as well. One aspect that would imply such relevance is the
supposed contribution of phonetic accommodation to commu-
nicative success and dialog quality (e.g., Manson, Bryant,
Gervais, & Kline, 2013; Pickering & Garrod, 2004; Borrie,
the communication with a computer a more pleasant experi-
ence for the human user is one of the overarching objectives
in HCI research.

A more concrete situation in which phonetic accommoda-
tion, here specifically convergence, would be desirable for
the user of a spoken dialog system (SDS), is a computer-
assisted language learning (CALL) context. Provided that the
speech output of the CALL application is of native-like quality,
converging to it would lead to an improvement in the produc-
tion of the learned language on the part of the user. Especially
the pronunciation of speech segments and the realization of
prosodic phenomena such as question intonation, lend them-
selves as targets for accommodation in this context, as there
exist clearly defined standard realizations for these features.
In the present study, we examine such features in a simulated
CALL scenario.

We apply the Wizard-of-Oz (WOz) method, in which partic-
ipants interact with a supposedly intelligent SDS while an
experimenter is controlling the output of the system behind
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the scenes (Kelley, 1984; Dahlbäck, Jönsson, & Ahrenberg,
1993). We examine phonetic accommodation with respect to
local prosody, more precisely the placement of the nuclear
pitch accent in wh-questions and the final intonation contour
following this nuclear accent, as well as with respect to seg-
mental pronunciation, in particular the German allophone pairs
[eː] vs. [eː] as a realization of the long vowel h-ä-i, e.g., Mäd-
chen (girl), and [ɪç] vs. [ɪk] occurring in the word ending h-igi,
e.g., König (king). The different variants of these features are
accepted in Standard German.

To motivate the interaction and simulate a situation similar
to that one might encounter in everyday life, the SDS is pre-
sented to the participants as a tutoring system for learning Ger-
man as a foreign language. We named the tutor Mirabella.

In a first condition, Mirabella’s utterances consist of natural
speech, pre-recorded by a female native speaker of German.
Although natural speech is used, a key component of HCI is
present in this scenario, i.e., the belief of the participants that
they are interacting with a computer (Branigan, Pickering,
Pearson, & McLean, 2010).

In a second condition, the natural stimuli are replaced by
hidden Markov model (HMM)-based synthetic stimuli to inves-
tigate whether synthetic speech triggers similar accommodat-
ing behavior in human interlocutors as does natural speech.
The synthetic stimuli were refined by using the pitch contours
and segment durations from the natural recordings (see sec-
tion 2.3).

Since we assume that the factors triggering phonetic
accommodation in HHI also apply to the interaction with a vir-
tual persona like Mirabella, whether she speaks with a genuine
human or a synthetic voice, we expect accommodation with
regard to the examined features to occur in both experimental
groups. This expectation is motivated in the remainder of the
introduction.

To the best of our knowledge, this is the first study examining
accommodation to question realization and segmental pronun-
ciation with the WOz method. The experiment was first intro-
duced in Gessinger, Möbius, Fakhar, Raveh, and Steiner
(2019b) with a smaller number of experimental subjects.
Gessinger, Möbius, Andreeva, and Raveh (2019a) reports the
results of the natural speech condition only. The present article
describes the WOz experiment in its entirety and extends it by
the results of the synthetic speech condition. We also present
an analysis on the influence of the speakers’ personality traits
on phonetic accommodation for the participants of both condi-
tions, which has not previously been published.
1.1. Theoretical frameworks

There are two main theories about the underlying reasons
for the occurrence of phonetic accommodation in spoken inter-
action. The Interactive Alignment Model (IAM) (Pickering &
Garrod, 2004; Pickering & Garrod, 2013) postulates a priming
mechanism that automatically leads to convergence between
interlocutors during a conversation. The Communication
Accommodation Theory (CAT) (Giles, 1973; Giles, Coupland,
& Coupland, 1991; Shepard et al., 2001) suggests that pho-
netic accommodation has a strong social component: by con-
verging to, or diverging from, our conversational partner, we
are communicating a closer or more distant relationship,
respectively. Specific social factors that have been found to
influence the strength and direction of phonetic accommoda-
tion in HHI include, for example, the perceived attractiveness
and likability of an interlocutor (e.g., Babel, McGuire, Walters,
& Nicholls, 2014; Schweitzer & Lewandowski, 2014;
Michalsky & Schoormann, 2017) and the hierarchical relation-
ship between speaker and interlocutor (e.g., Gregory &
Webster, 1996).

Assuming an underlying model of phonetic accommodation
that combines the automatic approach (IAM) and the social
approach (CAT), as for example suggested by Krauss and
Pardo (2004), Babel (2010), Lewandowski (2012), Coles-
Harris (2017), leads us to believe that convergence represents
the unmarked behavior. Divergence would then be expected in
cases where a speaker either aims to increase social distance
or to counteract extreme behavior of an interlocutor, presum-
ably hoping for them to converge, such as in slowing down a
very fast-talking speaker. In these cases, the unmediated ten-
dency to converge might be superseded by a more dominant
social motivation to diverge.

While it does not matter for the automatic approach whether
we are communicating with a fellow human or a computer –
converging behavior is expected in both cases –, the social
approach suggests that it is crucial for the interlocutor to be
perceived as a social actor, an attribute that we may not intu-
itively assign to a computer. Nass et al., 1994, however, argue
that the latter is indeed the case for computers, too. This con-
cept was established as the Computers are Social Actors para-
digm (Reeves & Nass, 1996; Nass & Moon, 2000). As speech
synthesis development strives for more naturalness and inter-
actions with SDSs evolve from simple commands to free con-
versations, it can be assumed that this status is becoming
more established. We therefore believe that a virtual interlocu-
tor should in principle be able to trigger phonetic accommoda-
tion in a human speaker.

If the speaker believes that convergence is particularly ben-
eficial for successful communication with a computer, for
example because the computer relies on a certain speaking
style to understand, the accommodation effect in HCI may be
even greater than in communication with a fellow human
(Branigan et al., 2010).
1.2. Related work

In HHI phonetic accommodation was observed for the per-
ceptual similarity of utterances (e.g., Miller, Sanchez, &
Rosenblum, 2013; Babel et al., 2014; Dias & Rosenblum,
2016); holistic acoustic measures such as the long-term aver-
age spectrum (Gregory & Webster, 1996), mel-frequency cep-
stral coefficients (Delvaux & Soquet, 2007), and amplitude
envelopes (Lewandowski, 2012; Lewandowski & Jilka, 2019);
global acoustic-prosodic measures such as turn-based F0,
intensity, or speaking rate (e.g., Ward & Litman, 2007;
Levitan & Hirschberg, 2011; Lubold & Pon-Barry, 2014); and
local phenomena such as vowel quality (e.g., Babel, 2012;
Dufour & Nguyen, 2013), voice onset time (VOT) (e.g.,
Nielsen, 2011; Yu, Abrego-Collier, & Sonderegger, 2013), pitch
accents (Schweitzer et al., 2017), or allophonic variation, for
example, the realization of the German word ending h-igi as
[ɪç] or [ɪk] (Mitterer & Müsseler, 2013).
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The body of literature exploring whether humans also
accommodate to the speech output of spoken dialog systems
(SDSs) is growing. However, the phonetic features that have
been examined in this context so far are mainly of global
acoustic-prosodic nature, such as global F0, intensity, pitch
range, and speaking rate (e.g., Bell, Gustafson, & Heldner,
2003; Oviatt, Darves, & Coulston, 2004; Staum Casasanto,
Jasmin, & Casasanto, 2010; Gijssels, Staum Casasanto,
Jasmin, Hagoort, & Casasanto, 2016; Raveh, Siegert,
Steiner, & Gessinger, 2019).

With the exception of Raveh et al. (2019), who studied a com-
mercially available SDSwithout manipulating its speech output,
all of the mentioned HCI studies applied the Wizard-of-Oz
(WOz) method to simulate intelligent SDSs. In a WOz setup,
users think that they are interactingwith an autonomous system,
but in reality it is thewizard, i.e., the experimenter, who takes the
decisions about the system’s responses (Kelley, 1984;
Dahlbäck et al., 1993). This allows to create a dynamic conver-
sational exchange between the users and the simulated system
while having direct control over the speech output of the latter.

These studies demonstrated that humans exhibit accom-
modating behavior with respect to global acoustic-prosodic
features when conversing with virtual interlocutors.1 Combined
with the above-mentioned results from HHI research, this sup-
ports our assumption that such behavior may also occur with
the more locally anchored phonetic features investigated in the
present study.
1.2.1. Voice type

Studies comparing the use of natural and synthetic speech
in SDSs for tutoring showed that the pre-recorded natural ver-
sion of a system is sometimes favored by users and can even
be more conducive to learning than its synthetic counterpart
(e.g., Baylor, Ryu, & Shen, 2003; Atkinson, Mayer, & Merrill,
2005). Forbes-Riley, Litman, Silliman, and Tetreault (2006), in
contrast, found almost no influence of a virtual tutor’s voice
on learning gain, system usability, or dialog efficiency.

The perception of the virtual interlocutor’s voice is also influ-
enced by whether the agent is graphically represented. In
Baylor et al. (2003), students were most motivated when inter-
acting with a graphically animated agent that spoke with a syn-
thetic voice, or with an agent that had a natural human voice
and was not graphically animated.

The above mentioned WOz studies examining phonetic
accommodation used either manipulated natural speech
recordings (Bell et al., 2003; Staum Casasanto et al., 2010;
Gijssels et al., 2016) or synthesized speech (Oviatt et al.,
2004), and all of them used embodied graphical agents to rep-
resent the computer interlocutor, be they humanoid (Cloddy
Hans in Bell et al., 2003; VIRTUO/VIRTUA in Staum
Casasanto et al., 2010; Gijssels et al., 2016) or zoomorphic
(various marine animals in Oviatt et al., 2004).
1 Another line of research focuses on acoustic-prosodic accommodation on the part of
the SDS and its effect on the way the virtual agents are perceived by human users with
respect to traits such as social presence, likability, competence, or trustworthiness (e.g.,
Lubold, Walker, & Pon-Barry, 2016; Levitan et al., 2016; Gauder, Reartes, Gálvez, Beňuš,
& Gravano, 2018; Beňuš et al., 2018). Developing computers who are themselves able to
phonetically accommodate to the user is complementary to the research presented here.
Specifically for the application in CALL, a synergy of the computer recognizing erroneous
productions of the user, diverging from them to give room for accommodation and,
eventually, the user converging to the computer, would probably be an ideal solution.
In the HHI context, it has been suggested that the atypicality
of an interlocutor’s voice may promote phonetic convergence
(Babel et al., 2014). A synthetic voice may be interpreted by lis-
teners as untypical of a human voice and therefore lead to a
stronger accommodation effect than a natural voice – unless
there is a limit to how untypical a voice can sound before con-
vergence is inhibited or even turned into divergence.

In this context, it is of interest to investigate the influence of
the voice type on accommodating behavior in a direct compar-
ison of the same SDS, while excluding the possible effect of
the virtual interlocutor’s visual appearance by using only their
voice for the interaction.

Thomason et al. (2013) compared the accommodation of
intensity and F0 features for students interacting with the
ITSPOKE tutoring dialog system (Litman & Silliman, 2004)
using either a pre-recorded, i.e., natural, or a synthesized
voice. They reported a tendency for F0 related features to
show more convergence in the natural voice condition.

In a previous shadowing experiment where participants lis-
tened to and then repeated natural and synthetic stimuli, we
found significant convergence effects for all examined features
(allophonic variations [ɪç]/[ɪk] and [eː]/[eː], schwa epenthesis,
realization of pitch accents, word-based temporal structure,
distribution of spectral energy) when shadowing natural stimuli.
Shadowing synthetic stimuli, while partly reducing the strength
of the effects found for the natural voices, triggered accommo-
dating behavior as well (Gessinger et al., 2018; Gessinger,
Raveh, Steiner, & Möbius, 2021; Gessinger, Raveh, Le
Maguer, Möbius, & Steiner, 2017). We conclude that humans
are generally responsive to phonetic variation in synthetic
voices, yet there might be limitations to the perceptibility of
phonetic detail in synthesized utterances. This concern will
likely become less relevant with improving quality of text-to-
speech synthesis.
1.2.2. Speaker disposition

It is commonly observed that different speakers exhibit dif-
ferent degrees of phonetic accommodation (e.g., Pardo
et al., 2018). Exploring the individual differences between
speakers causing this variation is becoming a central point of
accommodation research.

One factor that may contribute to the individual differences
in accommodating behavior is the general speaker disposition,
which includes aspects such as innate phonetic talent, person-
ality traits, and cognitive abilities. Only a few studies have
investigated these aspects to date.

Yu et al. (2013) found, for example, that openness and a
strong attention focus were positively correlated with the
degree of word-initial VOT convergence of speakers in a
non-conversational phonetic imitation task in English.

Lewandowski and Jilka (2019) examined accommodation of
word-based amplitude envelope match in dialogs between
non-native and native speakers of English. They observed a
higher degree of convergence among phonetically talented,
more neurotic and more open speakers, as well as among
speakers with higher attention scores. Convergence was
found to be negatively correlated with behavioral inhibition.

These results suggest that it is promising to further investi-
gate the influence of speaker disposition on phonetic
accommodation.
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1.3. Hypotheses and predictions

The virtual language learning tutor Mirabella was designed
to lead a friendly conversation, i.e., she explains the tasks to
the participants, asks whether everything was understood,
praises and encourages the participants, and does not exhibit
extreme behavior that would provoke counteraction. There-
fore, we have no reason to believe that the participants would
show divergence in conversation with Mirabella, for example in
order to increase the social distance to her. We expect mainly
converging behavior on the part of the participants. To assess
the impression that the participants have of Mirabella, we col-
lect simple scores for her perceived likability and competence,
as well as her intelligibility and response time after the exper-
iment (see section 3.1).

The present study compares two voice types, i.e., a natural
and a synthetic voice, in their ability to trigger accommodating
behavior in users of a SDS. As discussed above, it was shown
in WOz experiments using embodied graphical agents that
both voice types can individually lead to phonetic accommoda-
tion of global acoustic-prosodic features (Bell et al., 2003;
Oviatt et al., 2004; Staum Casasanto et al., 2010; Gijssels
et al., 2016). We expect that accommodation also occurs for
the more locally anchored phonetic features investigated in
the present study. See section 2.1 for more details on the
tested features and specific predictions.

In the case of Mirabella, the two voice types are directly
compared using the same SDS and a possible effect of the vir-
tual interlocutor’s visual appearance is excluded, as she com-
municates only through her voice. We expect both versions of
Mirabella to trigger accommodating behavior in the partici-
pants. The natural version may be at an advantage, since it
has been shown that natural voices are often preferred in tutor-
ing settings, specifically so when there is no accompanying
graphical representation of the virtual interlocutor (Baylor
et al., 2003; Atkinson et al., 2005). Moreover, the natural ver-
sion may be more readily perceived as a social actor, which
according to CAT would promote accommodation. In addition,
our own prior shadowing experiment has shown a stronger
accommodation effect for natural voices compared to different
synthetic voices (Gessinger et al., 2018; Gessinger, Raveh,
Steiner, & Möbius, 2021; Gessinger, Raveh, Le Maguer,
Möbius, & Steiner, 2017). However, the synthetic version of
Mirabella may have an advantage in that it sounds rather atyp-
ical, which has been shown to increase convergence for some
speakers (Babel et al., 2014). Furthermore, the synthetic ver-
sion may be perceived as more machine-like and therefore
more likely to benefit from convergence (Branigan et al., 2010).

Although the experiment is situated in a language learning
context, the participants of the present study are native speak-
ers of German (see section 2.4). We therefore essentially
investigate L1-L1 communication.2 The question remains open,
however, whether Mirabella is actually perceived as a “native
speaker” of German by the participants. It is conceivable that
a SDS which does not possess complete linguistic flexibility is
not regarded as a fully competent speaker of the language in
question and that, with respect to accommodation, similar mech-
2 For an extension of this experiment to L1-L2 communication, see Gessinger, Möbius,
Andreeva, Raveh, & Steiner, 2020.
anisms apply as in dialogs with non-native speakers (see Costa,
Pickering, & Sorace (2008) for an overview). The belief in the
limited linguistic competence of the addressee may, for example,
lead to a higher degree of adaptation on the part of the partici-
pants. In contrast, native speakers are likely to be confident in
their own pronunciation and may perceive the SDS as hierarchi-
cally inferior – two aspects that contradict a strong tendency
towards convergence (see Gregory & Webster (1996) for
hierarchy).

Apart from the general expectation to find convergence to
Mirabella at the group level, we predict that the individual par-
ticipants will differ considerably in their behavior, as was the
case in previous studies (Gessinger, Raveh, Steiner, &
Möbius, 2021; Pardo et al., 2018). To further investigate a pos-
sible source of this variation, we include the “Big Five” person-
ality traits collected with the NEO Five Factor Inventory (NEO-
FFI) in the analysis (see section 3.6). Openness and neuroti-
cism have been suggested to promote convergence in the con-
text of phonetic accommodation (Yu et al., 2013; Lewandowski
& Jilka, 2019). We therefore expect a possible influence of
these factors on our data.
2. Material and methods

The WOz experiment is presented to the participants as an
interaction with an application for learning the German lan-
guage. This resembles a realistic use case as it simulates a
scenario from the growing field of CALL. The experiment is dis-
guised as a test of the application before it is deployed to learn-
ers of German, which motivates the situation for the
participants and shifts the focus from the participants being
tested themselves to the system being under scrutiny.

The system introduces itself as a female tutor for German
as a foreign language called Mirabella. During the experiment,
the participants only interact with Mirabella’s voice; she is not
represented by an avatar. All utterances available to the wiz-
ard, i.e., the experimenter, to choose from during the experi-
ment were either pre-recorded by a native speaker of
German or pre-synthesized (see section 2.3). These stimuli
are manually played back to the participants by the experi-
menter, while the participants believe to interact with a fully
automatic SDS which understands their speech input and
reacts accordingly.

During the interaction with Mirabella, the participants are
seated in front of a monitor in a sound-attenuated booth and
recorded with a sampling rate of 48kHz using a stationary car-
dioid microphone. Mirabella’s utterances are played to the par-
ticipants over headphones. The recordings are followed by a
questionnaire about the participants themselves and their opin-
ion about Mirabella, as well as the German version of the NEO-
FFI (Borkenau & Ostendorf, 2007) to collect information about
their personality traits.
2.1. Tasks and tested features

The interaction with Mirabella consists of four tasks and
lasts about 30 min (including short breaks after tasks 1 and
3). Mirabella explains the tasks to the participants and takes
part in them. The interaction is supported by visualization of
the tasks on a screen. The features tested for accommodating
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behavior are the intonation of constituent questions such as
“Wo hat sich der Hase versteckt?” (Where did the rabbit hide?)
and the variation of the German allophone pairs [eː] vs. [eː] as
a realization of the long vowel h-ä-i3 in stressed syllables, e.g.,
Käse (cheese), and [ɪç] vs. [ɪk] as a realization of the word end-
ing h-igi4, e.g., Honig (honey).

The first two tasks familiarize the participants with the sys-
tem and the text material occurring in the experiment and elicit
baseline productions of the target utterances.

The two tasks testing for accommodation are a question-
and-answer game of two rounds (task 3), in which the partici-
pants and Mirabella take turns asking each other questions
about the location of the animals on the screen, and a map
task of four rounds (task 4), in which the participants have to
describe their way to a destination while asking Mirabella
about the hidden objects they encounter.
Fig. 1. Task 1 – Do you know that? Picture naming and translation task to familiarize the
participants with the text material and elicit baseline productions of the target items.
Here: second attempt to name the cheese picture. The first letter of the target word Käse
is provided as a hint. The blue box contains the carrier sentence. Probier’s nochmal (try
again)!. (For a color version of the figure, the reader is referred to the web version of this
article).
2.1.1. Task 1 – allophonic variation, baseline

This task ensures that the participants know all 71 German
words (24 targets – 12 per allophonic contrast – and 47 fillers)
they need to recognize during the experiment (see Appendix
B) and reveals which versions of [eː] vs. [eː] and [ɪç] vs. [ɪk]
they produce naturally.

The set of words contains 35 nouns, which are presented to
the participants as pictures, and 36 adjectives, which are pre-
sented in their English translations. The participants name the
pictures and translate the English adjectives to German by pro-
nouncing them in the carrier sentence “Das Wort hitemi kenne
ich.” (I know the word hitemi.).

In case they do not recognize an item, they state: “Das Wort
kenne ich nicht.” (I do not know the word.).

In the event that an item is not recognized (correctly), the
participants are provided with the initial letter of the word in
question and the opportunity to try again (see Fig. 1). If they fail
a second time, the word is presented in written form and needs
to be read out loud to move on with the task. That way, while
avoiding to present the written form as long as possible, all
items are uttered by every participant. In 88% of all cases
the participants of the present study recognized the item cor-
rectly at the first attempt, for 9% of the cases the first letter
was provided, and in 3% of the cases, only about half of which
were target items, the word was read.

In this first task, Mirabella accepts allophonic variation in
order to avoid that the participants change their pronunciation
simply because they were not understood. But she only
accepts the expected target words, i.e., no synonyms, in order
to be perceived as a non–human interlocutor who does not
have the full range of human linguistic flexibility.

The individual realizations of h-ä-i and h-igi are auditorily
categorized as [eː] or [eː] and [ɪç] or [ɪk], respectively, by the
experimenter, in the present case the first author of the study.
The categorization has to be performed in real-time and on the
basis of the phonetician’s auditory impression in order to
ensure a smooth and seamless interaction with Mirabella for
the participant. The validity of these online annotations is eval-
uated in section 3.4 for [eː]/[eː] and in section 3.5 for [ɪç]/[ɪk].
3 In one of twelve target items the vowel occurs word initially; in two target items the
graphematic form is hähi. For simplification, we are referring to all of these with h-ä-i.

4 In many cases this ending constitutes a morphemic suffix.
Note that we consider fricative variants such as [ʃ] or [ɕ] as part
of the [ɪç] category.

The occurrence of the allophones under examination varies
regionally throughout the German-speaking region of Europe.
The codified Standard German variants of each pair are [eː]
(predominant in the South) and [ɪç] (predominant in the North)
(Dudenredaktion, 2015; Kleiner, 2011).5 However, Kiesewalter
(2019) has shown that the respective non-standard forms are
perceived as subjectively corresponding to the standard (for
[eː]; predominant in the North and Eastern Austria) or only
slightly dialectal (for [ɪk]; predominant in the South) by native lis-
teners of German. Therefore, we do not expect dialectality to
influence accommodating behavior for these features.

While it is possible for a speaker to use both forms inter-
changeably, we expected the participants of the present study
to have a preference for one of the two forms. The preference
was determined for each participant as the majority variant pro-
duced for the 12 items per allophonic variation.6 It was stored in
the system and retrieved in task 4 to test for accommodation to
the respective non-preferred variant.
2.1.2. Task 2 – question intonation, baseline

The participants formulate five wh-questions in random
order whose components are given as fragments, e.g., wer –
die erste Frau – im Weltall – sein (who – the first woman – in
space – be) (see Fig. 2). Mirabella talks for the first time when
she answers these questions.

This task familiarizes the participants with Mirabella’s voice
and reveals the intonation they usually apply when producing
constituent questions. See Appendix C for the expected ques-
tions and the corresponding answers given by Mirabella.
5 Often, the opposite is thought to be the case by speakers, since the written form of the
word ending h-igi hints towards [ɪk] being the standard and there is a tendency of long,
stressed h-ä-i merging to [eː] across the German-speaking regions.

6 In the event of a tie, the Standard German variant was set as the speaker preference.



Fig. 2. Task 2 – Ask me questions! Participants formulate five wh-questions in random
order from the given fragments. They are answered by Mirabella. This familiarizes them
with Mirabella’s voice and elicits baseline question intonation patterns. Green questions
have already been asked. (For a color version of the figure, the reader is referred to the
web version of this article).

Fig. 3. Task 3 – Where did the animals hide? Question-and-answer game testing
accommodation to the intonation of constituent questions. Here: second round of the
game; both players have asked each other seven questions so far; the animals that
Mirabella has already asked for are marked by green frames, those that the participant
has asked for by blue frames; it is Mirabella’s turn. (For a color version of the figure, the
reader is referred to the web version of this article).
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Slight variations to the expected questions are accepted by
the experimenter to show a certain flexibility. In the case of big-
ger deviations or disfluencies, Mirabella encourages the partic-
ipants to try again (see Appendix A, 11,12,13,14). This
behavior in combination with utterances such as “Lass mich
überlegen. . .” (Let me think. . .) or “Sehr gute Frage!” (Great
question!) interspersed in the dialog, aims to reinforce the
impression of talking to a non–human yet social interlocutor.

The general unmarked expectation is for German wh-
questions to be produced with falling intonation. Rising intona-
tion is mainly applied in the case of echo questions, i.e., when
the answer was not understood and the question is uttered
again (cf. Grice & Baumann, 2002; Möbius, 1993; Wochner
et al., 2015). We therefore expected to find mainly falling into-
nation contours for the questions asked in this task.
2.1.3. Task 3 – question intonation, test

In this task Mirabella and the participants take turns asking
(Q) and answering (A) each other about ten animals hiding in
ten houses (see Fig. 3), in the following form:

Q: Wo hat sich hthe animali versteckt?
Where did hthe animali hide?

A: hthe animali hat sich in Haus Nummer hnumberi ver-
steckt.
hthe animali hid in house number hnumberi.

The order in which Mirabella and the user ask for the animals on the
screen is free. The task includes two rounds of 20 turns, with Mirabella
and the participants each asking and answering 10 questions per
round.7 The realization of questions on the part of the system differs
between round one and round two with respect to pitch accent place-
ment and intonation, giving room for accommodation. In round one
7 We did not include explicit filler material in this task, e.g., questions with different
intonation contours, since we assume that accommodation requires a certain amount of
repetition. The answers uttered between the questions serve as filler material for the
questions themselves, in that they have a different intonation contour, thus providing a
certain amount of variety and distraction.
(R1), Mirabella produces all questions with a nuclear pitch accent on
the hanimali followed by a final F0 fall, whereas in round two (R2), all
questions are produced with a nuclear pitch accent on the interrogative
pronoun wo (where) followed by a final high F0 rise – here illustrated
using the example “Where did the lion hide?”:

R1: Wo hat sich der Löwe versteckt? &
R2: Wo hat sich der Löwe versteckt? %

The latter version constitutes the typical shape of an echo question
asking for information that was already given, but not understood.
Such echo questions are unlikely to occur naturally in the context of
the question-and-answer exchange at hand, since the answers do
not necessarily have to be understood by the participants: the correct
pictures are always visually marked on the screen as well.

In the second round of the game, all animals stay paired
with the same house numbers as before, however the arrange-
ment of the houses on the screen differs from that of the first
round. Therefore, it is unexpected, yet not pragmatically
wrong, to ask for the location of the animals in the form of an
echo question.

We expected to find falling intonation contours for the first
round and a substantial increase of rising contours from the
first to the second round. Additionally, we expected the nuclear
pitch accent to be shifted from the hanimali in the first round to
the interrogative pronoun wo in the second round.

2.1.4. Task 4 – allophonic variation, test

In this map task the participants describe the path from
leaving a house until reaching a destination on the map while
walking past different objects (see Fig. 4). To that end, they are
using the prepositions given on the right side of the screen
(see Appendix D for details). Additionally, the participants
describe the object in question with the adjective given next
to it at every step. This results in two-part utterances of the fol-
lowing type:

� Ich gehe um die Säge herum. Die Säge ist schwer.



Fig. 4. Task 4 – How do you reach the destination? Map task testing accommodation to
allophonic variation. Here: The participant has made her way through the map up until
the position marked by the yellow frame. She will ask Mirabella for the item behind the
yellow box, use the preposition um. . .herum to say that she goes around the item, and
use the given adjective müde to further describe the item as tired. (For a color version of
the figure, the reader is referred to the web version of this article).
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I walk around the saw. The saw is heavy.
I bold target contains the [eː] vs. [eː] contrast

� Ich gehe an dem Pferd vorbei. Das Pferd ist mutig.

I walk past the horse. The horse is brave.
I bold target contains the [ɪç] vs. [ɪk] contrast

Some of the objects (O) and adjectives (A) are hidden behind boxes.
The participants ask Mirabella about these items: “Mirabella, was ist
hinter der hcolori Box?” (Mirabella, what is behind the hcolori box?)

The information about the participants’ preference with
respect to the [ɪç] vs. [ɪk] and [eː] vs. [eː] contrasts is automat-
ically retrieved from the results of task 1 before the map task.
Mirabella then uses the non-preferred variants when providing
the requested information:

O: Hinter der hcolori Box ist hthe objecti. Behind the hcolori box
is hthe objecti.

A: Das Wort hinter der hcolori Box ist hadjectivei. The word
behind the hcolori box is hadjectivei.

Given this information, the participants can formulate the
required two-part utterance. Subsequently, the hidden item is
revealed.

The task consists of four maps with nine object-adjective
pairs each and contains a total of 12 occurrences per allo-
phonic contrast. Each map contains:

� three pairs including an [ɪç] vs. [ɪk] target
e.g., Honig (honey) – süß (sweet); Baum (tree) – schattig (shady)

� three pairs including an [eː] vs. [eː] target

e.g., Mädchen (girl) – schlau (smart); Bus (bus) – verspätet
(delayed)

� three filler pairs not including a target8

e.g., Haus (house) – leer (empty); Autos (cars) – laut (loud)

If the target item is an object, it occurs twice in the two-part
utterance (e.g., Honig, Mädchen; see Säge in the example
8 The [ɪç]/[ɪk] items additionally serve as fillers for the [eː]/[eː] items and vice versa.
above); if the target item is an adjective, it occurs only once,
in the second part of the utterance (e.g., schattig, verspätet;
see mutig in the example above).

We expected to find a substantial increase of the non-
preferred variant for the [ɪç] vs. [ɪk] contrast and a substantial
shift in the F1-F2 space in the direction of the non-preferred
variant for the [eː] vs. [eː] contrast during the map task as com-
pared to the baseline task.
2.2. Text material

The text material used in the experiment pertains to two dif-
ferent categories. The first category contains structural utter-
ances, which are either used to explain the tasks or to guide
the conversation. While the explaining utterances are pre-
sented at the beginning of a new task and follow a chronolog-
ical order that is the same for all participants, the guiding
utterances are available to the experimenter at any time during
the experiment and may be used to react to the participants’
behavior if needed. Examples of such guiding utterances can
be found in Appendix A.

The second category contains utterances which are part of
the actual tasks testing for phonetic accommodation, either as
target or filler material. More details about these utterances
were given above, together with the explanations of the individ-
ual tasks in section 2.1.

Since the experiment is designed as an application for
learning the German language, the text material used in the
experiment was chosen to be accessible to advanced learners
of German. This constrains the selection of possible target
items substantially.
2.3. Stimuli

The first set of Mirabella’s utterances was pre-recorded by a
female native speaker of German (aged 26 years). The record-
ings were carried out with a sampling rate of 48kHz using a
stationary cardioid microphone in a sound-attenuated booth.
The speaker was instructed to speak in a friendly tone, basing
her performance on experience with the usual tone of commer-
cial language assistance systems. She produced the target
stimuli in their different forms. The best versions in terms of tar-
get feature clarity were selected for use in the experiment.

The second set of utterances consists of synthesized
speech. As the idea of the present study is to extend the anal-
ysis presented in (Gessinger, Raveh, Le Maguer, Möbius, &
Steiner, 2017), we rely on the same paradigm with an updated
process. This updated process uses three main toolkits: Mar-
yTTS (Le Maguer, Steiner, Tombini, Deb, & Basu, 2018) as
the front-end, HMM-based speech synthesis system (HTS)
(Zen and Toda, 2005) to achieve the modeling, and the voco-
der WORLD (Morise, Yokomori, & Ozawa, 2016) to render the
signal from the acoustic parameters generated by HTS.

The HTS models were trained using the BITS corpus
(Ellbogen, Schiel, & Steffen, 2004). We used the samples
recorded by speaker spk1, which in total correspond to about
3h of speech sampled at 48kHz. The provided alignment
was discarded, as our voice building pipeline (Steiner & Le
Maguer, 2018) already includes an automatic alignment step.
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In order to achieve German based synthesis, we defined a
feature set derived from the one proposed for English (Tokuda,
Zen, & Black, 2002). The major modification is the adaptation
of the phonetic part for German. This adaptation corresponds
to the extension of the phonetic alphabet and the addition of
corresponding questions in the question file.

Within the synthesis pipeline we imposed three main
parameters. On the one hand, we modified the front-end deci-
sion by inducing the allophonic contrasts [ɪç]/[ɪk] and [eː]/[eː].
This enabled HTS to produce the different variants in the
map task stimuli. On the other hand, we extracted the segment
durations and F0 contours from the natural stimuli and applied
these values in the synthesis process – the durations at the
phone level and the fundamental frequency at the frame level.
By imposing these parameters, it was possible to generate the
variations of prosodic structure in the synthetic utterances of
the question-and-answer game.

Imposing the duration at the phone level is straightforward
as this option is directly implemented in HTS. To impose F0,
we had the choice between two main solutions: using the voic-
ing prediction from the system or creating a new voicing pre-
diction using the generated spectral information in
combination with a simple neural network. After informal sub-
jective evaluation, we concluded that using the voicing infor-
mation predicted by HTS leads to a more consistent quality
and is less likely to introduce artifacts. Applying this voicing
mask when imposing the fundamental frequency avoided mis-
matches between F0 and the harmonic structure of the
spectrum.

Both versions of Mirabella thus use the natural source sig-
nal, but they differ with respect to the filter applied to the latter:
the human vocal tract for the natural stimuli and HTS for the
synthetic stimuli.

HTS produces speech with a degraded voice quality, which
is often described as buzzy or muffled (Zen, Tokuda, & Black,
2009). We can therefore assume that the synthetic version of
Mirabella is clearly perceived as non–human by the partici-
pants, whereas in the case of Mirabella’s natural version, the
impression of talking to a computer is mainly caused by the
interaction itself. The process of imposing the natural segment
durations and F0 contours during synthesis, however, ensured
that the synthetic version of Mirabella was still as similar as
possible to the natural version in its perceived personality,
insofar as the latter is conveyed through prosody (e.g.,
Smith, Brown, Strong, & Rencher, 1975; Apple, Streeter, &
Krauss, 1979; Nass & Lee, 2001; Trouvain, Schmidt,
Schröder, & Schmitz, 2006). This is relevant since the per-
ceived personality of the interlocutor can influence the accom-
modating behavior towards them (e.g., Yu et al., 2013;
Lewandowski & Jilka, 2019).
2.4. Participants

The participants were recruited on the Saarland University
campus and were paid for taking part in the experiment. All
42 participants were native speakers of German and four
spoke more than one native language (English (n ¼ 2), Polish
(n ¼ 1), Greek (n ¼ 1)). All had learned at least one foreign
language, the majority two or more. The most frequent foreign
languages were English (n ¼ 42), French (n ¼ 31), and Span-
ish (n ¼ 16). Thirty-nine participants were students and three
had non-academic jobs. The participants came from eleven
German states with 61% from central regions, 22% from south-
ern regions, and 17% from northern regions.

In a questionnaire completed after the experiment, which
asked the participants to assess their general communicative
behavior, 98% answered affirmatively to the question whether
they change the way they speak depending on their respective
interlocutor; 69% believed they would converge to an interlocu-
tor of the same dialectal background; 26% claimed they would
do the same with an interlocutor of a different dialectal back-
ground; only 17% said that they intentionally imitate the pro-
nunciation of interlocutors.

These numbers, although they may not agree with the
actual behavior of the participants, show that there is a certain
awareness of the phenomenon of accommodation to an inter-
locutor in spoken communication. The readiness to accommo-
date seems to be higher when the accommodation target is
more familiar (e.g., own vs. different dialect). A small number
of participants perceives convergence to an interlocutor even
as an intentional, active process.

Each participant was presented with only one of the two
stimulus types – natural or HMM. This resulted in two experi-
mental groups: the natural group with 20 participants (16
female, 4 male; mean age 25.8 years; age range 18 to 55
years) and the HMM group with 22 participants (15 female, 7
male; mean age 23.7 years; 18 to 32 years).
3. Analysis and results

3.1. Rating of Mirabella

After the experiment, the participants rated Mirabella on 5-
point scales with regard to her likability (unpleasant to very lik-
able), competence (incompetent to very competent), intelligibil-
ity (bad to very good), and response time (too slow to too fast).
Since we can assume that the participants interpreted the
unlabeled steps between the endpoints as equidistant inter-
vals, we can consider this an approximation of an interval scale
and calculate the mean as a measure of the central tendency.

The ratings of the two versions of Mirabella differed most for
intelligibility, with the synthetic version (mean = 3.9, SD= 0.8)
being less intelligible than the natural version (mean = 5, SD=
0.2). In addition, the synthetic version of Mirabella was judged
to be less likable (synthetic: mean = 3.8, SD= 1; natural: mean
= 4.5, SD= 0.6), but only slightly less competent (synthetic:
mean = 4, SD= 0.9; natural: mean = 4.3, SD= 0.4). Mirabella’s
response time, i.e., the response time of the experimenter, was
considered equally appropriate in both cases (synthetic: mean
= 2.9, SD= 0.9; natural: mean = 2.9, SD= 0.6).
3.2. Modeling

The dependent variables are analyzed using linear mixed-
effects models (LMMs) or generalized linear mixed-effects
models (GLMMs) formulated with the lme4 package (1.1–21)
(Bates, Mächler, Bolker, & Walker, 2015) and evaluated with
the lmerTest package (3.1–0) (Kuznetsova, Brockhoff, &
Christensen, 2017) in RStudio (1.1.463) (RStudio Team,
2016) with R (3.5.2) (R Core Team, 2018).



Fig. 5. Percentages of questions realized with , , , or intonation contour during the baseline production (task 2) and the two rounds of the question-
and-answer game (task 3). (For a color version of the figure, the reader is referred to the web version of this article).
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To strike a compromise between accuracy and complexity,
model selection is carried out bottom-up, starting with a model
which only includes the random factor intercepts for SUBJECT

and ITEM. Then, theoretically relevant fixed factors (sum coded)
and interactions as given by the design of the experiment are
added to the model. Random slopes for SUBJECT and/or ITEM are
added for every effect where there is more than one observa-
tion for each unique combination of SUBJECT/ITEM and treatment
level. Random slopes are only removed to simplify the model
in cases of convergence errors or to allow a non-singular fit.
The influence on the model fit is assessed by means of the
Akaike information criterion (AIC), which estimates the relative
quality of a statistical model for a given data set by taking into
account the likelihood function and the number of estimated
parameters (Akaike, 1973). A factor is kept in the model if
the model fit improves significantly and the AIC value
decreases by at least two points as compared to the model
without the factor in question. Factors kept in the model are
being considered significant predictors of the respective
dependent variable at a ¼ 0:05.

The data and the analysis scripts are available as supple-
mentary materials to this article.
3.3. Question intonation

The intonation contours of the 1 094 questions uttered in
tasks 2 and 3 (natural: n ¼ 526, synthetic: n ¼ 568)9 were per-
ceptually classified by two trained phoneticians, taking the posi-
tion of the nuclear pitch accent into account. Three contour types
were found in the data: falling, falling-rising, and rising (cf. Grice
& Baumann, 2002). The latter occurs in two variants: first, as ris-
ing(a) contours with a nuclear pitch accent on the respective an-
imal in task 3 or an equivalent word in focus in task 2, and
second, as rising(w) contours with a nuclear pitch accent on
the interrogative pronoun wo. Fig. 5 shows the results of the
evaluation for the two experimental groups.

In task 2, where the participants formulate wh-questions
from given fragments, the falling contours are predominant in
both groups (natural: 76%, synthetic: 77%), but falling-rising
9 Theoretically expected number of data points: (5 base questions + 2 � 10 animal
questions) � number of participants. Small deviations due to repetitions.
(natural: 15%, synthetic: 13%) and rising(a) (natural: 9%, syn-
thetic: 10%) contours are produced as well.

In the first round of task 3, where Mirabella produces exclu-
sively falling contours, the predominance of falling contours on
the part of the participants becomes more pronounced in both
groups (natural: 87%, synthetic: 91%), yet falling-rising (natu-
ral: 6%, synthetic: 2%) and rising(a) (natural and synthetic:
7%) contours still occur.

In the second round of task 3, where Mirabella produces
exclusively rising(w) contours, the amount of rising(a) contours
increases in both groups (natural: 41%, synthetic: 42%) and
rising(w) contours emerge in both groups as well (natural:
17%, synthetic: 10%). While the amount of falling-rising con-
tours stays about the same in both groups (natural: 7%, syn-
thetic: 3%), the number of falling contours is considerably
smaller in the second round of task 3 (natural: 35%, synthetic:
45%).

The increase of rising contours (this includes falling-rising,
rising(a), and rising(w) contours) from round 1 to round 2 of
task 3 per experimental group was evaluated by fitting GLMMs
with the binary response falling/rising as dependent variable
and testing the factors TASK (round1/round2) and SPEAKER SEX

(female/male) following the method described in section 3.2.
The model of the natural data set did not converge

when random intercepts for ITEM, i.e., the different animals,
were included, therefore the models for both experimental
groups were fitted only including random intercepts for USER.
The factor TASK is a significant predictor of the dependent
variable in the natural group (Estimate ¼ �4:87, SE
¼ 1:24; z ¼ �3:94; p < 0:001) and the synthetic group (Esti-
mate ¼ �2:73, SE ¼ 0:8; z ¼ �3:44; p < 0:001) indicating an
increase of rising contours in round 2 of task 3. The models
include random slopes for TASK by USER to account for the indi-
vidual reactions of the participants. The factor SPEAKER SEX did
not improve the fit of the models and was therefore not
included.

Fig. 6 shows the individual question realizations in chrono-
logical order by each speaker of the natural and synthetic
group. Note that some speakers never deviate from their pre-
ferred question intonation, e.g., speaker Sm03 always pro-
duces the expected falling pattern, while speaker Nf03 only
utters rising(a) questions. In contrast, Nm03, Nf05, Sm02,



Fig. 6. Individual question realizations with , , , or intonation contour in their order of occurrence during the baseline production (b), as
well as during round 1 (r1) and round 2 (r2) of the question-and-answer game. (For a color version of the figure, the reader is referred to the web version of this article).
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and Sf09, are examples of speakers who have a clear prefer-
ence to produce the falling pattern, but ultimately converge to
the rising(w) pattern produced by Mirabella, either directly or
via instances of rising(a).

To evaluate the accommodating behavior on the individual
level we classified all participants according to the following
thresholds, comparing the number of rising(a) or rising(w)
occurrences in round 2 to round 1:

� increase of P5 �! substantial convergence
� increase of P2 �! moderate convergence
� in-/decrease of 1 �! maintenance
� decrease of P2 �! moderate divergence
� decrease of P5 �! substantial divergence

According to these criteria, 21 participants show substantial
convergence (natural: 11, synthetic: 10), moderate conver-
gence is found in 11 participants (natural: 5, synthetic: 6),
and 10 participants do not change their question intonation
(natural: 4, synthetic: 6). Divergence on the individual level
was not found.

3.4. Allophones [eː]/[eː]

As auditorily determined by the experimenter during the
baseline task, 25 of the 42 speakers participating in the pre-
sent experiment had a preference for [eː] (20 female, 5 male)
and 17 speakers had a preference for [eː] (11 female, 6
male). In order to validate the online annotations, all baseline
[eː]/[eː] targets were annotated again by the original annotator,
i.e., the experimenter, and an additional phonetically trained
annotator without time pressure and with the option to visual-
ize the spectrogram. The inter-rater agreement between
these two offline annotations and the intra-rater agreement
between the online and offline annotations of the experi-
menter were both found to be almost perfect (Cohen’s kappa
= 0.90). Although the auditory classification of vowel quality in
a binary way poses a certain challenge in the experimental
procedure, because ambiguous forms can be difficult to
assign to a category, we conclude from this validation that
the participants’ preference with respect to [eː]/[eː] was deter-
mined correctly.

For all 1 357 realizations of long, stressed h-ä-i uttered by
the participants in tasks 1 (natural: n ¼ 247, synthetic:
n ¼ 264) and task 4 (natural: n ¼ 391, synthetic: n ¼ 431) as
well as by Mirabella (n ¼ 12 per natural and synthetic version),
the first and second formants were measured at the temporal
midpoint of the vowel using Praat’s Burg algorithm (Boersma
& Weenink, 2017).

In a second step, the Euclidean distance (dist) in the F1-F2
space between each participant realization (U) and the



Fig. 7. Difference in Euclidean distance in the F1-F2 space (in Hz) between participant realizations of h-ä-i and the respective realizations by Mirabella in the baseline compared to the
map task. Positive values indicate convergence, negative values divergence. The distribution means are shown by the dashed lines. They do not differ significantly from zero for either
of the groups.
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respective realization by Mirabella (M) was calculated for the
baseline task (Eq. 1) and the map task (Eq. 2), e.g., for h-ä-i
in Käse:

� participant’s base production vs. Mirabella’s production
� participant’s map production vs. Mirabella’s production

Finally, the difference in Euclidean distance (dDist) between
the baseline task and the map task was calculated (Eq. 3),
resulting in data sets of 403 values for the natural and 431 val-
ues for the synthetic group.10

distðbÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðUbaseF1 �MF1Þ2 þ ðUbaseF2 �MF2Þ2

q
ð1Þ

distðmÞ ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
ðUmapF1 �MF1Þ2 þ ðUmapF2 �MF2Þ2

q
ð2Þ

dDist ¼distðbÞ � distðmÞ ð3Þ

Difference in Euclidean distance has the following potential
outcomes:

� dDist > 0, if the participants shift their productions in the direction of
Mirabella (convergence);

� dDist ¼ 0, if the participants do not shift their productions in the F1-
F2 space (maintenance);

� dDist < 0, if the participants shift their productions away from Mira-
bella (divergence).

The difference in Euclidean distance measure contains the
information about the experimental task, since it is calculated
as a comparison of the baseline and map task. It is therefore
the model intercept that provides insight about accommodating
behavior. The intercept is considered to significantly differ from
0 at a ¼ 0:05.

Fig. 7 shows the distributions of dDist for the two experi-
mental groups. The distribution of the natural group has a
mean of 25 which is positive and therefore suggests conver-
gence; the distribution of the synthetic group has a mean of
-14 which is negative and therefore suggests divergence.

However, fitting LMMs with dDist as dependent variable and
testing the factors SPEAKER SEX (female/male) and PREFERENCE

([eː]/[eː]) following the method described in section 3.2,
revealed that the means do not differ significantly from zero
for the natural group (Estimate ¼ 26:32, SE ¼ 24:54,
df¼ 20:36; t ¼ 1:07; p ¼ 0:3), as well as for the synthetic group
(Estimate ¼ �19:31, SE ¼ 18:4, df ¼ 24:46; t ¼ �1:05;
p ¼ 0:3). These models include random intercepts for USER
10 Theoretically expected number of data points: 20 map items [i.e., 2 � 8 nouns + 4 adj.]
compared with their base counterpart � number of participants. Small deviations due to
missing values and repetitions.
and ITEM, i.e., the target words. The factor PREFERENCE was a
significant predictor in the model of the synthetic group, indicat-
ing that the participants with a baseline preference for [eː] have
a stronger tendency to diverge than the participants preferring
[eː], whose group intercept is slightly above zero (Estimate
¼ 37:06, SE ¼ 14:38, df ¼ 19:55; t ¼ 2:6; p < 0:05). The factor

SPEAKERSEX did not improve the fit of the models and was there-
fore not included.

Fig. 8 shows the individual productions of h-ä-i by each
speaker in the natural and synthetic groups relative to the vow-
els they heard from Mirabella. To evaluate the accommodating
behavior on an individual level, two complementary tests were
carried out per participant.11 First, a kernel density based global
two-sample comparison test for 2-dimensional data was per-
formed to determine whether the set of baseline vowels differed
significantly from the set of map task vowels (a ¼ 0:05). Second,
a two-sided one-sample Wilcoxon signed-rank test evaluated
whether the individual dDist distribution differed significantly
from zero (a ¼ 0:05). If both tests reach significance, we con-
sider the individual participant to accommodate to Mirabella,
since their map task productions are substantially farther from
their original baseline distribution while being substantially clo-
ser to (convergence) or farther from (divergence) Mirabella’s
vowels. This approach suggests three cases of convergence
with respect to vowel quality (Nm02, Nf04, and Nf15) and five
cases of divergence (Nm01, Nm03, Sm01, Sm05, and Sf12).

Since these tests were carried out for all 42 participants
separately, we have to consider adjusting the p-values to con-
trol the false discovery rate (Benjamini & Hochberg, 1995). For
all participants mentioned above, the adjusted p-values of the
Wilcoxon signed-rank test remain below 0.05. However, only
for Nf15, Sm01, Sm05, and Sf12, the same is true for the ker-
nel density based comparison, as well. While keeping this lim-
itation in mind, we still consider all eight speakers to show
accommodating behavior with regard to [eː]/[eː].
3.5. Allophones [ɪç]/[ɪk]

The 1 088 realizations of the word ending h-igi uttered in
tasks 1 and 4 (natural: n ¼ 518, synthetic: n ¼ 570)12 were
auditorily and visually classified as belonging to the fricative or
plosive category by the first author of the study and an additional
phonetically trained annotator. The two resulting annotations of
11 The analysis differs from the one in Gessinger et al. (2019a), where only the second
test was carried out.
12 Theoretically expected number of data points: (12 base items + 14 map items [i.e., 2 �
2 nouns + 10 adj.]) � number of participants. Small deviations due to missing values.



Fig. 8. Individual participant realizations of h-ä-i in the F1-F2 space (in Hz) from the and the , relative to the vowels the participants heard from .
The ellipses indicate the 95% confidence interval. Framed participants were found to to or from Mirabella. (For a color version of the figure, the reader is referred to
the web version of this article).
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Fig. 9. Percentages of the word ending h-igi realized as the same variant ( ) or a different variant ( ) as Mirabella in the baseline production (b) and the map task (m) split by
participants whose baseline preference is [ɪç] (light tones) or [ɪk] (dark tones). (For a color version of the figure, the reader is referred to the web version of this article).
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the baseline items were compared with the online annotation
performed by the first author of the study during the experiment
on a purely auditory basis and under time pressure. The two off-
line annotations did not differ from each other and the online and
offline annotations of the first author differed in a single instance
only. We conclude from this validation that the participants’ pref-
erence with respect to [ɪç]/[ɪk] was determined correctly.

Since speakers are not always consistent in using only one
variant during the baseline task, preference reflects the major-
ity variant produced during task 1. Of the 42 speakers partici-
pating in the present experiment, 17 had a preference for the
[ɪç] variant (13 female, 4 male) and 25 for the [ɪk] variant (18
female, 7 male). Individual realizations were further classified
as being the same as or a different variant than the one pro-
duced by Mirabella.

Fig. 9 shows the results of the [ɪç] vs. [ɪk] evaluation for both
experimental groups. The clear majority of all baseline
instances is produced with a different variant of the target con-
trast than the one the participants hear from Mirabella in the
map task (natural: 90%, synthetic: 83%). This is expected,
since the variant used by Mirabella is selected to be the oppo-
site of each participant’s preference. In the remaining cases
(natural: 10%, synthetic: 17%), the participants uttered the
non-preferred variant in the baseline task, hence the same
variant as Mirabella.

While the participants in the natural group are split equally
between those preferring [ɪç] and those preferring [ɪk] and in
each of the subgroups the different variant of the target con-
trast is produced in 90% of the baseline instances, the syn-
thetic group contains more participants preferring [ɪk] (68%),
and within this subgroup only 78% of the baseline instances
are of the different type (compared to 94% for the [ɪç]-
preference subgroup). This means that there is more variation
in the baseline productions of the synthetic [ɪk]-preference sub-
group than in the three other subgroups.

In the map task, the amount of non-preferred variants
uttered by the participants increases by 27% to a total of
37% in the natural group and by 31% to a total of 48% in the
synthetic group. In the natural data, the occurrences of same
variants quadruple for both subgroups ([ɪç]: 19%, [ɪk]: 18%).
In the synthetic data, the [ɪç] and [ɪk] subgroups contribute to
the increase to different proportions: There are eightfold as
many same variants in the [ɪç] subgroup (16%) while the occur-
rences only double (32%) in the [ɪk] subgroup.

The increase of non-preferred variants per experimental
group was evaluated by fitting GLMMs with the binary
response different/same as dependent variable and testing
the factors TASK (base/map), SPEAKER SEX (female/male), and

PREFERENCE ([ɪk]/[ɪç]) following the method described in section
3.2.

The models did not converge when random intercepts for

ITEM, i.e., the target words, were included, therefore the models
were fitted only including random intercepts for USER. The factor

TASK is a significant predictor of the dependent variable in the
natural group (Estimate ¼ �0:91, SE
¼ 0:44; z ¼ �2:05; p < 0:05) and the synthetic group (Esti-
mate ¼ �0:73, SE ¼ 0:23; z ¼ �3:23; p < 0:01) indicating an
increase of same variants of the target contrast in the map
task. The models include random slopes for TASK by USER to
account for the individual reactions of the participants. The fac-
tor PREFERENCE is a significant predictor in the model of the syn-
thetic group establishing the above made observation that the
group of participants preferring [ɪk] is larger (Estimate ¼ 0:69,
SE ¼ 0:28; z ¼ 2:47; p < 0:05). However, there is no signifi-
cant interaction of TASK and PREFERENCE. The factor SPEAKER

SEX did not improve the fit of the models and was therefore
not included.

Fig. 10 shows the individual realizations of the word ending
h-igi in chronological order by each speaker of the natural and
synthetic group. Note that some speakers never deviate from
their preferred allophonic variant, e.g., speakers Nm02 and
Sf03 always produce the fricative variant, while speakers
Nf05 and Nf06 only produce the plosive variant. In contrast,
Nf07 and Sf14 are examples of speakers who have a clear
preference for one variant in the baseline task, but converge
almost entirely to Mirabella during the map task.

To evaluate the accommodating behavior on the individual
level we classified all participants according to the following
thresholds, comparing the number of same instances in task
4 to task 1:

� increase of P7 �! substantial convergence
� increase of P2 �! moderate convergence



Fig. 10. Individual results for the realization of the word ending h-igi as [ɪç] or [ɪk] in the baseline production (b) and the map task (m). Target words are given in the order of
occurrence in the map task, starting withmutig. Solid boxes show cases of convergence, dashed boxes cases of divergence. The indicates missing values. Participants are grouped
by their baseline preference for [ɪç] or [ɪk].
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� in-/decrease of 1 �! maintenance
� decrease of P2 �! moderate divergence
� decrease of P7 �! substantial divergence

According to these criteria, 13 participants show substantial
convergence (natural: 6, synthetic: 7), moderate convergence
is found in 14 participants (natural: 5, synthetic: 9), 11 partici-
pants do not increase nor decrease the number of same
instances (natural: 8, synthetic: 3), and 4 participants moder-
ately diverge from Mirabella (natural: 1, synthetic: 3). Substan-
tial divergence on the individual level was not found.
3.6. Personality scores

To explore the influence of different personality traits on the
accommodation occurring in the present study, we collected
personality scores of all participants using the German version
of the NEO-FFI (Borkenau & Ostendorf, 2007). This self-
description questionnaire measures the “Big Five” personality
traits, i.e., neuroticism, extraversion, openness to experience,
agreeableness, and conscientiousness. It uses a total of 60
items (12 items per trait) and takes approximately 10 min to
complete. The questionnaire was administered after the
experiment.
Raw values were calculated for each personality trait and
converted into standard T-values according to the guidelines
provided by NEO-FFI. These standard values take the sex
and age of the participants into account.

For each personality trait, we selected the 35% of all partic-
ipants (natural and synthetic group) with the lowest values and
the 35% with the highest values. This resulted in balanced sub-
sets of 29 to 30 participants. For each of the five subsets and
three phonetic features we fitted the statistical models
described above again, always including random intercepts
for USER and ITEM.

We tested the factors TASK (where applicable), PREFERENCE

(where applicable), and PERSONALITY TRAIT (high/low).
For one subset a significant effect of PERSONALITY TRAIT

emerged:
In the group of participants with very high or very low values

for neuroticism, question intonation was influenced by TASK,
i.e., round 1 or round 2 of the question-and-answer game,
(Estimate ¼ �4:76, SE ¼ 1:14; z ¼ �4:02; p < 0:001) and
there was a significant interaction of TASK and PERSONALITY TRAIT

(Estimate ¼ �1:27, SE ¼ 0:57; z ¼ �2:22; p < 0:05), indicat-
ing that participants who scored high values for neuroticism
were more likely to produce questions with rising intonation
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in round 2 of the game and therefore more likely to converge to
Mirabella. The model includes random slopes for TASK by USER.

The reported p-values are not adjusted for the fact that the
general hypothesis of whether personality traits influence
accommodation with respect to a particular phonetic feature
was tested for five subsets of the same data set, which
increases the probability of a false positive result. If we adjust
the p-values to control the false discovery rate (Benjamini &
Hochberg, 1995), TASK is still a significant predictor of the into-
nation contour (p <0.001). However, with p ¼ 0:1 only a trend
remains of the interaction with PERSONALITY TRAIT.
4. Discussion and conclusion

We conducted a WOz experiment with 42 native speakers
of German to investigate phonetic accommodation by human
interlocutors in an HCI context. The participants of the experi-
ment solved four tasks in interaction with the virtual language
learning tutor Mirabella, who was created for this purpose.
The participants were confronted with Mirabella using either
natural or synthetic speech. The latter was generated using
MaryTTS, HTS, and WORLD (see section 2.3). The prosodic
parameters segment duration and fundamental frequency
were extracted from the natural stimuli and imposed on the
synthetic ones. Due to this combined process, Mirabella’s syn-
thetic voice was clearly identifiable as non-natural while the
stimuli still exhibited a natural prosody.
4.1. Reception of Mirabella

After the experiment, the participants rated Mirabella with
regard to her likability, competence, and intelligibility. The nat-
ural Mirabella version was rated as being more intelligible,
more likable, and somewhat more competent. However, both
versions of Mirabella achieved high scores on all three 5-
point scales with mean values well above 3 in each case. Mir-
abella’s response time, i.e., the response time of the experi-
menter, was evaluated as well. It was considered equally
appropriate in both experimental groups. This is plausible,
since the experimenter was the same for both versions of Mir-
abella. Overall, the ratings of the synthetic Mirabella version
showed more variability in all scales, which means that the par-
ticipants were less in agreement in her case. Future work could
investigate the influence of these evaluations on the accom-
modating behavior in detail.

As part of the questionnaire administered after the experi-
ment, the participants could also express their thoughts and
assumptions about the experiment. None of the participants
raised any doubt that Mirabella functioned fully automatically,
neither in the questionnaire nor through informal comments.
On the contrary, they referred to their experience in a way that
suggests they believed that they were interacting with a com-
puter, which is a key component of HCI (Branigan et al.,
2010). A frequently expressed assumption about the purpose
of the study was to evaluate the dialog system in terms of
how well it understands different participants and how quickly
it responds to speech input. The interaction was perceived in
many cases as a training for Mirabella with the presumed goal
of improving HCI. One participant described the system as
being child-friendly and suggested that it could be used in
schools.
4.2. Accommodation to Mirabella

We tested accommodation with respect to the intonation of
constituent questions in a question-and-answer game, and the
variation of the German allophone pairs [eː] vs. [eː] as a real-
ization of the long vowel h-ä-i in stressed syllables, e.g., Käse
(cheese), and [ɪç] vs. [ɪk] as a realization of the word ending
h-igi, e.g., Honig (honey), in a map task.

Both the question-and-answer game and the map task are
of a rather repetitive nature. However, they are structured to
reflect a possible interaction of human speakers, they enabled
an engaging, dynamic and meaningful exchange between the
participants and Mirabella, and it is conceivable that they could
occur in a real-life learning context, especially in CALL.
4.2.1. Question intonation

As expected for native speakers of German, all participants
produced predominantly falling intonation contours when for-
mulating constituent questions from given fragments.

When interacting with Mirabella in the first round of the
question-and-answer game, where she produced her ques-
tions with a nuclear pitch accent on the hanimali followed by
a final F0 fall, this predominance was reinforced in both exper-
imental groups. The small amount of falling-rising contours and
rising(a) contours that occurred in these two tasks, could either
be idiosyncratic behavior – speaker Nf03, for example, pro-
duced exclusively rising(a) contours – or an expression of inse-
curity or politeness – such feelings are likely to weaken in the
course of the interaction, e.g., because Mirabella’s behavior
confirms that the task is being carried out correctly. Therefore,
it is unlikely that an increase in rising contours at later points in
the interaction is attributable to insecurity or politeness.

The crucial change happened in the second round of the
question-and-answer game, where Mirabella produced all
questions with a nuclear pitch accent on the interrogative pro-
noun wo (where) followed by a final high F0 rise (rising(w)).
This behavior lead to a significant increase of rising contours
(this includes falling-rising, rising(a), and rising(w) contours)
on the part of the participants in both experimental groups. This
increase can mainly be attributed to a change in intonation
contour while keeping the nuclear pitch accent on the hanimali.
However, in a smaller number of cases, participants also
shifted the nuclear pitch accent to the interrogative pronoun.
This suggests that the participants were primarily receptive to
the overall rising contour. It seems sensible to ask to what
extent convergence can take place without giving the impres-
sion to mock the interlocutor. The question intonation in the
present study may well be a case in which full convergence,
i.e., a rising contour with a shifted pitch accent, seems to go
one step too far for many participants. Since a rising contour
without a shifted pitch accent results in a more acceptable form
than a shifted pitch accent with a falling contour – no such
cases occurred in our data –, we can observe this clear two-
step convergence hierarchy.

Pragmatic context In the following we would like to return
briefly to the influence of the pragmatic context on the task at
hand. We have already mentioned that the echo questions that
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Mirabella produces in round two do not contradict the context.
But they are also not expected to occur, since the change in
the pragmatic context is not very obvious. In round two, the
animals are arranged differently on the screen than in round
one and we can assume that this is consciously perceived
by the participants. Furthermore, the animals are still paired
with the same house number, which justifies an echo question,
but in our opinion is probably not consciously noticed by the
participants.

Could it still be accommodation to the changed pragmatic
context instead of to Mirabella’s speech output that we observe
in our data? The majority of the participants adopted the rising
intonation, but did not shift the pitch accent to the interrogative
pronoun in round two. However, there is no pragmatic motiva-
tion for this, because only the shift of the nuclear pitch accent
(in combination with rising intonation) changes the function of
the question to suit the changed pragmatic context.

In conclusion, we do not believe that changing the prag-
matic context alone would trigger the observed amount of
questions with rising intonation, nor do these questions fit func-
tionally to the changed pragmatic context. We therefore
assume that the observed change in question intonation by
the participants constitutes accommodation to Mirabella.

Personality scores In a separate analysis, including per-
sonality scores collected with the German version of the
NEO-FFI (Borkenau & Ostendorf, 2007), neuroticism emerged
as a significant predictor of accommodation to question intona-
tion, with more neurotic participants converging more to Mira-
bella. When applying the Benjamini-Hochberg correction to
account for multiple comparisons, this effect did not hold. How-
ever, since the finding is in line with Lewandowski and Jilka
(2019), where more neurotic speakers show more conver-
gence with respect to word-based amplitude envelope match,
we would like to discuss a possible explanation for the occur-
rence of such an effect regarding question intonation. A high
degree of neuroticism is synonymous with emotional instability.
People with a high level of neuroticism are more likely to state
that they are easily out of balance, more insecure and nervous,
and less able to control their needs (Borkenau & Ostendorf,
2007). Lewandowski and Jilka (2019) relate the degree of neu-
roticism to the need of social approval and suggest that under
the CAT perspective (Giles, 1973; Giles et al., 1991; Shepard
et al., 2001), this might imply that neurotic people have a ten-
dency to converge in an attempt to avoid distress. However,
the degree of neuroticism was not predictive of the other fea-
tures tested in the present study. A possible difference
between the question intonation and the allophonic contrasts
is that deviating from the expected way of formulating ques-
tions might have more potential to cause communicative dis-
tress than using another allophonic variant.

Note that we conducted an analysis of isolated personality
traits, while traits may also interact with each other in influenc-
ing accommodating behavior.
13 This is consistent with the assumption made in Mitterer and Müsseler (2013) that
speakers are often unaware which variant of [ɪç]/[ɪk] they use.
4.2.2. Allophonic contrasts

The allophonic contrasts were tested in a map task. The
missing information on the map, i.e., the target words, were
provided by Mirabella in full sentence contexts and had to be
included in a two-part utterance by the participants. To con-
struct an utterance, the participants had to select a suitable
preposition and formulate grammatically correct sentences.
This seemed to be difficult at times – although our participants
were native speakers of German –, but always resulted in
acceptable utterances for the purpose of the current study. In
any event, the participants’ attention had to be divided
between different domains and we assume that pronunciation
did not stand out as an obvious target.

Word ending h-igi With respect to the [ɪç]/[ɪk] contrast, we
found a significant convergence effect during the map task for
both experimental groups. This effect did not depend on the
baseline preference of the speaker. Although [ɪç] is codified
Standard German and [ɪk] a Southern German variant, which
might imply that the former is more prestigious and therefore
able to trigger more convergence, an effect of baseline prefer-
ence was not expected, since Kiesewalter (2019) showed that
[ɪk] is perceived as being close to the standard by native listen-
ers of German. Further evidence for the ambiguous status of
the [ɪç]/[ɪk] contrast comes from the participants of the present
study: In the post-experiment questionnaire, almost 40% of the
participants misjudged which variant of the contrast they pre-
dominantly produce themselves.13 When asked for their opin-
ion about the respective other variant, the vast majority judged
it as acceptable. Only five participants had a negative opinion
about the variant they did not produce themselves, e.g., “wrong”
or “weird”. For speakers Nm02, Nf01, and Nf14 this was [ɪk] and
they did indeed not produce a single instance of it. For speakers
Sf02 and Nf09 the disliked variant was [ɪç]. Nf09 did produce
one [ɪç] in the baseline task and then diverged to only producing
[ɪk] during the map task, while Sf02 produced three instances of
[ɪç] in the baseline task and then even showed substantial con-
vergence to Mirabella during the map task. This suggests that
the attitude of a speaker towards the feature in question might
influence their accommodating behavior, but does not fully pre-
dict it.

Long vowel h-ä-i The analysis of the [eː]/[eː] contrast by
measuring the difference in Euclidean distance in the F1-F2
space did not reveal an accommodation effect for either of
the two experimental groups. Only a stronger divergence ten-
dency among the participants with a baseline preference for
[eː] in the synthetic group was predicted by the statistical
model. The absence of substantial accommodating behavior
on the group level was not expected, since participants of a
previous shadowing experiment converged with respect to
the [eː]/[eː] contrast when shadowing natural stimuli, but also,
to a smaller extent, when shadowing HMM-based stimuli
(Gessinger, Raveh, Steiner, & Möbius, 2021). However, formu-
lating a new utterance entails a higher cognitive load than
repeating a given utterance. Therefore, the attention to pho-
netic detail at the level needed to capture the fine-grained dif-
ferences in vowel quality may not have been available to the
participants of the present study. In addition, it is possible that
the gradual change in vowel quality is generally more difficult
for speakers to access and control than the binary variation
between fricative and plosive in the case of the [ɪç]/[ɪk] contrast
or the different forms of question intonation. Other ways of
evaluating the [eː]/[eː] contrast, e.g., as a categorical change
between [eː] and [eː], may provide more insight.



Fig. 11. Accommodation behavior of the 42 participants on the three examined features. The colors code , , ,
, and . Some participants converge with respect to , some only for , and some do at all.

(For a color version of the figure, the reader is referred to the web version of this article)
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4.2.3. Individual behavior

To get an impression of the individual accommodating
behavior within the two experimental groups, we determined
for each participant whether they converged, diverged, or
maintained their preference for the three analyzed features.
The accommodation to the question intonation and the [ɪç]/
[ɪk] contrast was further classified as being moderate or sub-
stantial. For the [eː]/[eː] contrast the individual result reflects
a combination of a significant shift away from the participants’
own baseline vowel productions and towards/away from
Mirabella.14 Fig. 11 shows the resulting individual accommodat-
ing behavior of the 42 participants.

The majority of cases of substantial convergence are found
for the question intonation in both experimental groups. Overall
convergence (moderate and substantial) in the natural group is
led by question intonation as well (n ¼ 16), followed by the [ɪç]/
[ɪk] contrast (n ¼ 11), and even three individual cases of vowel
convergence, i.e., for speakers Nm02, Nf04 and Nf15. In the
synthetic group question intonation and [ɪç]/[ɪk] contrast are
on par (both: n ¼ 16) and no individual cases of vowel conver-
gence occurred. Occasional divergence is found for the [ɪç]/[ɪk]
contrast (speakers Nf03, Sm02, Sf01, and Sf13) and the [eː]/
[eː] contrast (speakers Nm01, Nm03, Sm01, Sm05, and Sf12).

According to these measures, 60% of the participants con-
verged to two out of the three tested features (natural: n ¼ 12,
synthetic: n ¼ 13) and 28% to one feature only (both: n ¼ 6).
Very few participants did not converge at all (natural: n ¼ 2,
synthetic: n ¼ 3). This confirms that accommodating behavior
with respect to one phonetic feature does not necessarily pre-
dict the behavior with respect to another feature, which was
previously documented for acoustic-prosodic features in HHI
(e.g., Priva & Sanker, 2018; Reichel, Beňuš, & Mády, 2018;
Weise & Levitan, 2018).

In the questionnaire administered after the experiment, only
very few participants stated that they had consciously perceived
some of the tested features. Three participants pointed out that
Mirabella produced h-igi differently than they expected. Among
them were Nm02 and Nm14, who showed no accommodation
to Mirabella with respect to this feature, and Nm01, who con-
verged substantially. Two other participants commented on
the varying question intonation, namely Sm03, who did not
14 As pointed out in section 3.4, the individual results for the [eː]/[eː] contrast are based on
unadjusted p-values. When adjusting the p-values to control the false discovery rate, one
case of convergence remains in the natural group and three cases of divergence in the
synthetic group.
change their own intonation at all, andNm03, who adopted both
the rising intonation and the shifted pitch accent from Mirabella
at the fourth trial. This illustrates on a small scale that the con-
scious perception of a phonetic change neither necessarily
leads to nor prevents accommodation. The extent to which
the other participants consciously reflected on pronunciation
characteristics of Mirabella cannot be further evaluated.

4.3. Conclusion

In summary, the participants of the present study accommo-
dated their phonetic productions to the speech of a virtual lan-
guage learning tutor with respect to two out of three tested
features, i.e., question intonation and the allophonic contrast
[ɪç] vs. [ɪk]. This shows that accommodating behavior in users
of a SDS is indeed triggered by locally anchored phonetic fea-
tures. Also in line with our predictions (see section 1.3), the
accommodation occurred in the form of convergence. This
was the expected behavior under both the assumption that
alignment between interlocutors is an automatic process (cf.
IAM, Pickering & Garrod, 2004; Pickering & Garrod, 2013)
and the assumption that we aim to decrease social distance
to an interlocutor by converging to them (cf. CAT, Giles,
1973; Giles et al., 1991; Shepard et al., 2001), since the partic-
ipants considered Mirabella to be likable. The participants did
not accommodate to the allophonic contrast [eː] vs. [eː], which
in turn demonstrates that phonetic convergence does not nec-
essarily occur for all features.

The absence of accommodating behavior at the group level,
as in the present case of [eː]/[eː], may be related to the salience
of the feature in question: if it is not recognized as a potential
target for accommodation (consciously or subconsciously), it
cannot lead to convergence. Considering the motivation to
reduce social distance or to facilitate communication with an
interlocutor through convergence, it is possible that different
phonetic features contribute to these goals to varying degrees
and speakers may implement accommodation accordingly.

As expected, we found considerable variation with respect
to the degree and direction of accommodation on the level of
individual speakers. It has already been suggested that a
model of phonetic accommodation that combines the auto-
matic approach (IAM) and the social approach (CAT) is influ-
enced by additional factors (e.g., Lewandowski, 2012). For
example, various aspects of the speaker disposition may be
associated with individual differences in accommodating
behavior (Yu et al., 2013; Lewandowski & Jilka, 2019). We
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tested the influence of the “Big Five” personality traits on the
accommodating behavior in our data, which revealed a ten-
dency for neuroticism to influence the convergence of question
intonation. Openness, which had previously also been shown
to positively correlate with convergence, did not appear as a
predictor in our data.

In keeping with our predictions, the overall results did not
differ between the experimental groups that communicated
with either the natural or the synthetic speech version of Mira-
bella. Mirabella’s synthetic voice was clearly identifiable as
non-natural, which did not prevent nor promote accommodat-
ing behavior. It remains unclear to what extent the presumed
advantages that the different voice types hold (see section
1.3) have worked in their favor, e.g., natural voice: potentially
more straight-forwardly perceived as social actor, therefore
more accommodation according to CAT; synthetic voice:
potentially perceived as more machine-like and more likely to
benefit from convergence.

Initially, we had hypothesized that accommodation might be
weakened by the fact that in this study native speakers of Ger-
man, who are most likely confident in their own pronunciation,
interact with a virtual language learning tutor for German whom
they might perceive as hierarchically inferior. This does not
seem to be the case. Alternatively, our second assumption
may have counteracted the latter, namely that the participants
probably did not perceive the SDS as fully linguistically flexible
and therefore again assumed that it could likely benefit from
convergence. Extending the present study to L1-L2 communi-
cation by having non-native speakers of German interact with
Mirabella is a next step to further investigate these dynamics
(see Gessinger, Möbius, Andreeva, Raveh, & Steiner, 2020
for native speakers of French).

Finally, we conclude that phonetic accommodation on the
level of local prosody and segmental pronunciation occurs in
users of SDSs. This may be exploited, for example, in
computer-assisted language learning applications in a way
that is beneficial for many users of such systems.
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Appendix A. Guiding utterances

Some examples of the utterances that are available to the
experimenter during the experiment in order to react sponta-
neously to the behavior of the participants.
1. Ja. (Yes.)
2. Nein. (No.)
3. Das weißich leider nicht. (Unfortunately, I do not know that.)
4. Ok? (Ok?)
5. Ok. (Ok.)
6. Du bist dran! (It is your turn!)
7. Versuch’s nochmal! (Try again!)
8. Zurück zur Aufgabe! (Back to the task!)
9. Sehr gut! (Very good!)
10. Fast geschafft! (Almost done!)
11. Stell’ eine Frage! (Ask a question!)
12. Verwende die angegebenen Wörter! (Use the given words!)
13. Lass mich überlegen. . . (Let me think. . .)
14. Sehr gute Frage! (Great question!)

Appendix B. Target and filler words

Overview of the 71 words presented in task 1. The ten ani-
mals are used in the question-and-answer game. With the
exception of Affe and Hase, all words are used in the map task.
The target words contain the allophonic contrasts. Corre-
sponding graphemes are set in bold.

1. Target words
I [eː] vs. [eː]
(a) Säge (saw)
(b) Mädchen (girl)
(c) Käfer (beetle)
(d) Bär (bear)
(e) Universität (university)
(f) Käse (cheese)
(g) Jäger (hunter)
(h) Gläser (glass, pl.)
(i) verspätet (delayed)
(j) ähnlich (similar)
(k) gefährlich (dangerous)
(l) gewählt (elected)

I [ɪç] vs. [ɪk]
(a) König (king)
(b) Honig (honey)
(c) mutig (brave)
(d) schattig (shady)
(e) schmutzig (dirty)
(f) vorsichtig (cautious)
(g) hungrig (hungry)
(h) lustig (funny)
(i) traurig (sad)
(j) neugierig (curious)
(k) billig (cheap)
(l) bissig (likely to bite)

2. Filler words
� Pferd (horse)
� Fisch (fish)
� Kuh (cow)
� Maus (mouse)
� Hund (dog)
� Katze (cat)
� Löwe (lion)
� Vogel (bird)
� Hase (rabbit)
� Affe (monkey)
� Haus (house)
� Baum (tree)
� Autos (car, pl.)
� Kuchen (cake)
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� Bahnhof (train station)
� Bus (bus)
� Apfelsaft (apple juice)
� Blumen (flower, pl.)
� Zwillinge (twin, pl.)
� See (lake)
� Flughafen (airport)
� Computer (computer)
� Wald (forest)
� Politiker (politician)
� Museum (museum)
� leer (empty)
� schwer (heavy)
� schlau (smart)
� laut (loud)
� müde (tired)
� rund (round)
� neu (new)
� kalt (cold)
� berühmt (famous)
� wild (wild)
� schön (beautiful)
� groß (big)
� teuer (expensive)
� alt (old)
� gesund (healthy)
� nass (wet)
� modern (modern)
� klein (small)
� dunkel (dark)
� süß (sweet)
� sauber (clean)
� interessant (interesting)

Appendix C. Questions from fragments and answers

Questions to be formulated by the participants in task 2 with
the provided fragments (�) and corresponding answers given
by Mirabella (�):

� Wann hat Italien den Euro eingeführt?
When did Italy introduce the Euro?
� Italien hat den Euro 1999 eingeführt.

Italy introduced the Euro in 1999.
� Was ist die Hauptstadt von Lettland?
What is the capital of Latvia?
� Die Hauptstadt von Lettland ist Riga.

The capital of Latvia is Riga.
� Wo sind die Brüder Grimm geboren?
Where were the Brothers Grimm born?
� Die Brüder Grimm sind in Hanau geboren.

The Grimm brothers were born in Hanau.
� Wer war die erste Frau im Weltall?

Who was the first woman in space?
� Walentina Tereschkowa war die erste Frau im Weltall.

Valentina Tereshkova was the first woman in space.

� Wie viele Tage hat der August?
How many days are in August?
� Der August hat 31 Tage.

August has 31 days.

Appendix D. Map task prepositions

The prepositions used in task 4 govern either the accusative
case [ACC] or the dative case [DAT].
� um [ACC] herum (around)
� aus [DAT] heraus (out of)
� in [ACC] hinein (into)
� an [DAT] vorbei (past)
� durch [ACC] hindurch (through)

Appendix E. Supplementary data

Supplementary data associated with this article can be
found, in the online version, at https://doi.org/10.1016/j.wocn.
2021.101029.
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