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Preface

These Proceedings represent the work of contributors to the inaugural European Conference on Social Media, ECSM 2014,
hosted in its first year by the University of Brighton, UK. The Conference Chair is Asher Rospigliosi and the Programme Chair
is Dr Sue Greener, both from Brighton Business School, at the University of Brighton.

The conference will be opened with a keynote address by Dr Farida Vis from the University of Sheffield in the UK who will be
talking about the evolution of research on social media. David Gurteen, well known for the Gurteen Knowledge Community,
will give a presentation on Towards Smarter Socially Mediated Conversations and John Traxler, Professor of Mobile Learning
from Wolverhampton University in the UK will present Taking Education into Cyberspace — Chaos, Crisis and Community.

The scope of this inaugural conference was deliberately intended to be broad as we were keen to see the range of disciplines
undertaking social media research. We have certainly not been disappointed — with mini tracks on e-Participation and De-
mocracy, Social Network Analysis, Social Media Innovation and Social Informatics. In addition tracks have evolved showing
the current trend in social media research and areas include social media and marketing, the use of Facebook and social me-
dia in business — to name just a few.

With almost 200 people joining this first annual event, we look forward to ECSM becoming a valuable platform for individuals
to present their research findings, display their work in progress and discuss conceptual advances in many different branches
of social media. At the same time, it provides an important opportunity for members of the social media research community
to come together with peers, share knowledge and exchange ideas.

With an initial submission of 266 abstracts, after the double blind, peer review process there are 76 academic papers, 14 PhD
Papers and 16 Work in Progress papers in these Conference Proceedings. These papers reflect the truly global nature of re-
search in the area with contributions from some 35 countries including Australia, Bahrain, Belgium, Canada, Czech Republic,
Estonia, Finland, France, Germany, Greece, Hong Kong, India, Ireland, Israel, Italy, Japan, Kazakhstan, Lithuania, Macau, Ma-
laysia, Netherlands, New Zealand, Norway, Poland, Portugal, Romania, Russia, Saudi Arabia, Singapore, South Africa, Spain,
Sweden, Turkey, UK and the USA.

Papers published in the conference proceedings will be considered for further development and publication by a number of
journals, including the Electronic Journal of Knowledge Management, The Journal of Information, Communication and Ethics
in Society (JICES), The International Journal of Social Media and Interactive Learning Environments and The International
Journal of Web Based Communities. Additionally extended/advanced versions of papers presented in the mini track on e-
Participation and Democracy will be considered for publication in The International Journal of Electronic Governance.

We wish you a thought-provoking and lively conference.

Dr Sue Greener Programme Chair
and
Asher Rospigliosi, Conference Chair

July 2014
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Conference Chair

Asher Rospigliosi lecturers on digital marketing, e-commerce, management information systems and IS
strategy University of Brighton Business School. His research interests range from Graduate Employabil-
ity to e-learning and innovation in SMEs. Asher is a co-founder of the Business e-Learning Research
Group and a member of the CIMER research group.

Programme Chair

Dr Sue Greener is a University teacher: HRM, Business Context, Research Methods and Learning &
Development and has received a Teaching Excellence award from the University of Brighton and is
Programme Leader for the Foundation Degree in Business. Sue is also the Course Director: online
final year undergraduate course with students in diverse world regions, her researcher interests are
focused on e-learning strategy, teacher development and reflective learning. Sue is the co-founder
of the Business e-Learning Research Group and a member of the CROME research group on em-
ployment issues at Brighton Business School. Her Doctoral research focused on exploring students’
readiness for online learning. Sue holds a BA, MBA, EdD, FHEA and is a Chartered Fellow of CIPD.

Keynote Speakers

John Traxler is Professor of Mobile Learning, the world’s first and a full UK professor since Septem-
ber 2009, and Director of the Learning Lab at the University of Wolverhampton. He is an honorary
member of the Interdisciplinary Science, Education, Technologies and Learning group at the Univer-
sity of Glasgow and a Research Fellow at Mobile Studies in the University of Nottingham Ningbo. He
is a Founding Director and current Vice-President of the International Association for Mobile Learn-
ing, Executive Committee Member of the USAID mEducation Alliance, Associate Editor of the Inter-
national Journal of Mobile and Blended Learning and of Interactive Learning Environments. He is on
the Research Board of the Association of Learning Technology, the Editorial Board of Research in
Learning Technology and IT in International Development. He was Conference Chair of mLearn2008,
the world’s biggest and oldest mobile learning research conference. He has guest edited six special editions of peer-reviewed
journals devoted to mobile learning including Digital Culture and Education, Distance Education, UNESCO Prospects and an
African edition of the International Journal of Mobile and Blended Learning.

John has co-written a guide to mobile learning in developing countries for the Commonwealth of Learning and is co-editor of
the definitive book, Mobile Learning: A Handbook for Educators and Trainers, with Professor Agnes Kukulska-Hulme. They are
now working a second book, Mobile Learning: the Next Generation, due to be published in 2014. He is co-authoring a book,
Key Issues in Mobile Learning: Research and Practice, with Professors Norbert Pachler and John Cook, and Mobilizing
Mathematics: Case Studies of Mobile Learning being used in Mathematics Education with Dr Helen Crompton, and has writ-
ten more than 30 book chapters on mobile learning. He is currently developing the world’s first online masters course in mo-
bile learning, building a network of African universities interested in innovative teacher development and teacher develop-
ment and working on the UNRWA ICT for Education Strategy.

David Gurteen is well known internationally for his passion for transformative conversation and as
the creator of the Gurteen Knowledge Cafe. David is an international speaker and facilitator in the
fields of Knowledge Management, Organisational Learning and Organisational Conversation. He
regularly runs his Gurteen Knowledge Cafes around the world. He is the founder of the Gurteen
Knowledge Community - a global network of 21,000 people in over 160 countries and his monthly
Knowledge Letter is now in its 13th year. In June 2010, David won the Ark Group’s lifetime
achievement award for services to Knowledge Management.

Dr Farida Vis is a Research Fellow based in the Information School at the University of Sheffield.
Her Fellowship is on the theme of ‘Big Data and Social Change’, focusing on social media, data
journalism and citizen engagement. As part of her social media work, she is interested in critical
methods for better understanding social media, Big Data and algorithms. She has published widely
in this area, most recently as part of a special issue on ‘making data — Big Data and beyond’ in First
Monday (October 2013). She recently presented work on algorithmic cultures at ideas festival Fu-
ture Everything (talk here) and a follow up to this at Improving Reality, part of the Brighton Digital
Festival (talk here). She was recently appointed to the World Economic Forum’s Global Agenda
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Council on Social Media. She is a founding member of Open Data Manchester and currently leads two funded projects (EPSRC
and AHRC) on the politics and possible future(s) of urban agriculture in the UK. As part of the 2013 ESRC Festival of Social
Science she organized the very popular Researching Social Media conference, bringing together a wide range of researchers
from academia, government, industry and the cultural sector. She coordinates the Researching Social Media MA module and
her methods textbook, which in part arose from this teaching, co-authored with Information Scientist Mike Thelwall is forth-
coming with Sage.

Mini Track Chairs

Darren Mundy is a Senior Lecturer and Interim Head of the School of Arts and New Media at the Uni-
versity of Hull. His research interests focus on security with a particular emphasis on privacy, e-
government, and advanced learning technologies.
il :

Tobias Bevc teaches at the University of Augsburg (Germany) Political Theory and
Media and Communication. His current research focuses is on the interdependencies of social media, the
public sphere and democracy.

Dr Luisa Carvalho gained her PhD in Management from the University of Evora — Portugal. She is Pro-
fessor of Management in the Department of Management and Social Sciences at the Open University in
Lisbon — Portugal. She is also Visiting professor at a number of international universities where she
teaches courses on masters and PhDs programs. She is a Researcher at CEFAGE (Center for Advanced
Studies in Management and Economics) at the University of Evora. She has authored several publica-
tions in national and international journals, books and book chapters.

Dr Irina Purcarea holds a PhD in Business Administration from the Bucharest University of Economic
Studies, Romania and a Masters degree in English Language Education and Research Communication for
Business and Economics. She is Assistant Professor at the Bucharest University of Economic Studies and
Visiting Professor at ESC Rennes Business School, France. She is member of the Research Centre for
Business Administration at the Bucharest University of Economic Studies and is author of several publi-
cations in national and international journals as well as book chapters.

Dr Blooma John is a Lecturer at RMIT University, Vietnam. She completed her PhD from Nanyang Tech-
nological University (NTU), Singapore in 2011. Her research interest is in the area of Information Re-
trieval, Text Mining and Social Media. Blooma has published in various International Conferences and
refereed Journals.

Dr Sandra Moffett is a Senior Lecturer of Computer Science with the University of Ulster’s School of
Computing and Intelligent Systems, Magee Campus. She is a core member of the Ulster Business School
Research Institute. Her expertise on Knowledge Management contributes to her being one of the UK
leading authors in this field. She has received a number of research awards and citations for her work.
External funding has enabled Dr Moffett to undertake extensive quantitative/qualitative research to
benchmark KM implementation within UK companies.

Biographies of Presenting Authors

Stanley Adjabeng is a graduate student in the Department of Learning Technologies at the University of North Texas. His ma-
joris in Applied Technology and Performance Improvement. Stanley holds a bachelor’s degree in Computer Science and Mass
Communication from Principia College and a Master’s degree from University of Illinois. His interest area is process im-
provement.

Deniz Akcay is Assistant Professor in the Faculty of Communication at the Istanbul Aydin University. She completed her Ph.D
in Media Sudies Program at Yeditepe University and MA in MBA at Yeditepe University. She actively works in the field of in-
terface design and media studies.

Mona Arslan graduated in 2009 with bachelors of Business Administration and joined the academic career. Her passion for
investigating the impact of social media started late 2010. She obtained her Academic MBA in 2012. Today as a teaching as-
sistant, Mona Lectures and conducts training about social media aside to participating in different developmental initiatives
fostering change through her membership in different organizations.
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Amna Asmi . A learner, a lecturer, a business analyst, a part of a media agency, a photographer, an IT professional, an active
observer of society and a traveller....A part from these all inter-disciplinary work...| am a responsible citizen of this boundary-
less global work and always want play my part for the betterment of humanity and nature.

Dr. Bob Barrett is a full professor for the School of Business at the American Public University in Charles Town, West Virginia,
USA. He lectures both nationally and internationally on the topics of Intellectual Capital, Human Capital, Knowledge Man-
agement, HRD Forensics, Human Resource Management, Disability in the Workplace, e-Portfolios, and e-Learning.

Dr. Lemi Baruh is Assistant Professor at the Department of Media and Visual Arts at Kog University, Turkey. His research fo-
cuses on new media technologies, political discourse, identity, surveillance, and privacy. He is an associate editor of Interna-
tional Journal of Interactive Communication Systems and Technologies and an editorial board member of the Journal of
Communication.

Petra Saskia Bayerl is a postdoctoral researcher at Rotterdam School of Management, Erasmus University as member of the
EU-project COMPOSITE and visiting research follow at CENTRIC. Her current research addresses technology adoption and use
with a special focus on social media, organizational and societal effects of surveillance/sousveillance as well as coordination
in virtual settings.

Catherine Beaton Originally from Canada, Catherine resides in Rochester NY, where she is an Associate Professor from the
Rochester Institute of Technology. Her research interests fall under the Human Centred Interaction Design umbrella, focus-
ing in designing user experiences, accessibility, and the ethical ramifications of computing.

Sue Beckingham from Sheffield Hallam University is an Educational Developer with a research interest in social media and
TEL

Kelsey Beninger is a Researcher at NatCen Social Research. She recently led a qualitative study exploring the public’s views
on the use of social media information in research. Kelsey also coordinates New Social Media, New Social Science, a network
of methodological innovation bringing together academics and researchers to address questions of the use of online spaces
in the social sciences.

Christine Bernadas is the Head of the Information Systems Management Program at EM Normandie. She lectures on Infor-
mation Systems and Research Methods. Dr.Bernadas holds a Ph.D. in Business Administration from Texas A&M International
in Information Systems Management (MIS) and international Business (IB). Her recent research work focused on the impact
of Information on organizations.

Roberto Boselli is currently working as assistant professor in Computer Science at Department of Statistics and Quantitative
Methods, University of Milan-Bicocca. He worked in several international research projects in the field of Information Sys-
tems. His research activities focus on Semantic Web, Web2.0 and e-government services.

Dr Stephen Burgess is an Associate Professor in the College of Business at Victoria University, Australia. He has research and
teaching interests that include the use of ICTs in small businesses (particularly in the tourism field), the websites of commu-
nity based organisations, the use of user-generated content in tourism and B2C electronic commerce.

Radim Cermak graduated from applied informatics at the Faculty of Informatics and Statistics, University of Economics, Pra-
gue. Currently, he is PhD student at the Department of Systems Analysis, Faculty of Informatics and Statistics, University of
Economics, Prague, where he deals with the issue of cultural differences in the sphere of internet

Smitashree Chouhury Working as a post-doctoral research in Knowledge Media Institute of UK Open University. Her research
interest includes Social Semantic web, study of online communities and user behaviour. She is currently working in the area
of social media analysis for user documentary genration as part of the ReelLives project.

Eleftheria (Roila) Christakou is a Ph.D. candidate at the Panteion University of Social and Political Sciences, Greece. Research
interest: Impact of Social Media on Reputation. Working for the European Stability Mechanism (ESM) in Luxembourg, in
Communications, responsible for Social Media, press, website. M.A. Cultural Management, City University, London, B.A.,,
French Literature, National and Kapodistrian University, Athens.

Emma Clayes is a Lecturer in Psychology at the University of the Highlands and Islands. Emma graduated from the University

of Dundee in 1998 with a MA (Hons) Psychology. She then combined her interests in communication and eye tracking by
completing a PhD in multi-mediated communication at the University of Glasgow in 2003.
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Jozenia Colorado is an Associate Professor in the Department of Instructional Design and Technology in the Teachers College
at Emporia State University. Her research interests include exploring new and emerging technologies, social community in
online learning environments, and the use of technology in learning environments.

llenia Confente is a Assistant Professor at the University of Verona, Business Administration Department, Italy. In 2010 ob-
tained her Phd in University of Verona developing a Final Doctoral Dissertation about “Offline and online consumer’s interac-
tion analysis and measurement to support marketing decisions”. The main research areas are focused on: Marketing, Word
of Mouth Marketing, Customer value.

Dr Leona Craffert is a registered research psychologist who has been specialising in the interface between peo-
ple/organisations and Information and Communication Technology for the past 17 years — not only from a research perspec-
tive, but also from a practical hands-on perspective as change management and organisational development specialist in a
listed ICT company.

Barbara Crump has research involves evaluation of business and social media use, digital divide projects and the culture of
the computing tertiary and work environments. She has collaborated with colleagues from Japan, Malaysia and the UK. Bar-
bara is a Senior Lecturer in the Information Systems Group of the School of Management, Massey University, Wellington,
New Zealand.

Nurdilek Dalziel works for ifs University College as Henry Grunfeld Research Fellow. Currently she is involved in a research
project investigating the impact of social media on customer relationships in the context of the UK banking sector. Her spe-
cific research interests are in the areas of services marketing, relationship marketing, marketing communications, consumer
behaviour and social media.

Renata P. Dameri, graduated in Economics, researcher in Business administration and professor in Accounting and in Infor-
mation Systems at University of Genova, Italy. Professor in IT Governance at Université Paris Dauphine and member of SDA
Bocconi School of Management — Unit Information Systems. Personal consultant of Mayor of Genova about Innovation, terri-
torial development and Smart city, she cooperates with OECD about several topics such as: regional and urban development,
IT use in governance and business, quaity of life in city.

Christina Di Valentin is a researcher at the German Research Center for Artificial Intelligence in Saarbriicken. Her main re-
search areas include recommender systems, semantic web and business models. Currently, she is working on the research
projects KOMMIT and SCORE which are found by the German Federal Ministry of Education and Research.

Andrew Duffy is an Associate Professor in the Wee Kim Wee School at Nanyang Technological University in Singapore. His
research interests focus on travel writing and lifestyle journalism. He teaches magazine publishing, political reporting and
media management. A former journalist and editor for magazines and newspapers, he has worked in the UK and Singapore.

Constantin - Dan Dumitrescu Associate Professor PhD - Management Department — ‘Politechnica"University of Timisoara —
Romania. Has worked in Management and Quality Assurance of products, services, human resources and the environment
40 years. Tutor in doctoral area of Industrial Engineering and Management. Articles/ ISI:98/11. Books: 23 Research Con-
tracts/ Grants:27/ 2

Sally Eaves is a committed ‘practitioner-researcher’, spanning IT Service Management positions within the Communications
Sector alongside academic roles, primarily with Sheffield Hallam University. Affording a particular interest in methodological
innovation, knowledge management and entrepreneurial innovation, she is a reviewer for titles such as JIMMR and active in
professional bodies, notably The British Academy of Management.

Nadia Edmond is Assistant Head of School at the School of Education at the University of Brighton. Recent research projects
have focused on the impact of technology on professional identities and notions of professionalism and staff and student
identities in the university under neo-liberalism.

Asma El Ouirdi is a doctoral researcher at the Faculty of Applied Economics in Antwerp University, Belgium. Her primary re-
search interests include organizational usage of social technologies, knowledge management, workplace policies, and innova-

tion.

Mariam El Ouirdi is a doctoral researcher at the Department of Management, University of Antwerp, Belgium. Her current
research interests include human resources management, social recruiting, knowledge management and innovation.

Tiit Elenurm is head of the entrepreneurship department at the Estonian Business School. Ph. D. in 1980 for the dissertation
“Management of the Process of Implementation of New Organizational Structures”. Author of more than 110 research publi-
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cations. Research interests include knowledge management, virtual networking, innovative entrepreneurship and interna-
tional transfer of management knowledge.

Nick Ellison is Professor of Social Policy at the University of York. Nick’s research has focused on the changing nature of citi-
zenship in late modern societies — embracing both welfare state change in developed countries and the impact of ICTs on
citizenship and engagement.

Amir Elmi Keshtiban, is a PhD student in management studies at Essex Business School. His area of interest is leadership in
leaderless groups and current social movements which are dubbed as leaderless movements specially the Occupy move-
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Abstract: The academic sector today, especially in higher education institutions, realizes the necessity to apply a
knowledge management system (KMS) to improve academic services, such as teaching instruction and learning processes.
KMS can be a response to the competitive and productivity challenges seen primarily in the business world and, to some
extent, in education. In order to capitalize on the knowledge in any organization, it is essential to consider the social aspect
of knowledge management while using or reusing it or while sharing knowledge. However, it’s a real challenge to get
people to share all kinds of knowledge with a wide circle, especially via social media tools, as well as to be able to find
useful knowledge from the right resources at the right time and with the right people. One major challenge for the
development of KMS is to flawlessly incorporate the tools of social media into the working environment and the user’s
daily learning to enable the easy sharing of knowledge, enhance its exchange among the contributors to and seekers of
information, and successfully manage that knowledge. This study explores the key role that social media play in knowledge
sharing in the Saudi Arabian educational sector, specifically in the College of Computer and Information Sciences (CCIS) at
King Saud University. For that, an online survey was conducted to study how knowledge exchange through social media
takes place in CCIS. A detailed study has been done to examine the possibilities of having a knowledge sharing culture
inside CCIS by examining the five dimensions of knowledge sharing. These five dimensions of people, content, willingness
and awareness, motivations, and barriers to knowledge sharing are discussed and analyzed.

Keywords: Social media tools, Higher education institution, Knowledge management, Knowledge sharing

1. Introduction

Scope, size, and priorities are three factors that uniquely identify any higher education institution (HEI). Each
HEI tries to balance among providing outstanding education, offering good opportunities for research, and
operating as an active and functional institution in a competitive business market. Therefore, effective and
successful knowledge management systems (KMS) are needed to enhance the performance of HEIs and to fill
the gap between current and former contexts of knowledge creation, using, sharing, and application. KMS
activities and processes must be in accord with the higher educational organization’s goals, social processes,
behaviors, and strategies (Ramakrishnan & Yasin 2012). Even though knowledge could be critical and crucial to
other teachers and to the whole college as an educational organization, teachers usually keep this knowledge
to themselves. This sort of knowledge has to be gathered, preserved, shared, and made available to everybody
in the educational institution (Madhar 2010).

Knowledge is the most important resource in any given organization or institution. For knowledge to be more
effective, it is essential to consider the social aspect of knowledge management (KM) while using, reusing, or
sharing it (Zheng et al. 2010). A particular type of KMS depends on the social media that facilitate it to
exchange and share knowledge worldwide among huge numbers of people in a speedy manner. Discussion
forums, wikis, platforms for micro blogging, and tagging sites change the manner in which the users
collaborate, communicate, and exchange knowledge (Seebach 2012).

The goal of this study is to build a better understanding of how social media might be used to assist the
administration and staff in the College of Computer and Information Sciences (CCIS) at King Saud University
(KSU) in creating a better knowledge-sharing culture. This research aims to analyze the motivations and
challenges that drive the use of social media in knowledge sharing in an Arabic educational institution such as
CCIS. For that, we investigate knowledge-sharing principles by dividing our study into five dimensions: people,
content, willingness, awareness, and motivation to share knowledge items.

To accomplish this task, after the related work presented in section 2, the remainder of this paper entails
describing our research questions in detail in section 3, considering the research methodology in section 4,
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presenting the results of the statistical analysis in section 5, and offering a conclusion and further works in
section 6.

2. Related Work

When people need knowledge to take an action, they turn to KMS. The management of knowledge can occur
on several levels, including on organizational and personal levels. The organizational aspect of the
management of knowledge primarily means that every type of information will be brought together to sort;
categorize; store; make use of; and, finally, share to promote and facilitate communication among individuals.
This aggregating of information will help employees improve the quality of products and advance the core
competence of the organization. Personal management of knowledge usually aims at creating, retrieving,
evaluating, using/reusing, and sharing knowledge. The management of knowledge deals with the evolution of
knowledge sharing, use, or reuse (Zheng et al. 2010; Zheng 2004).

The rising success of KM does not spare any domain. Recently, there has been a huge demand to apply KM
techniques in higher education. Kidwell et al. (2000) emphasized that HEIls are appropriate places to apply KM
practices and systems. More specific to this study, the sharing of knowledge involves individuals’ willingness to
share with others the knowledge that they have created or acquired (Sun, Hong-ping; Liu 2006).To everyone,
sharing is a natural thing, but sharing of knowledge within an organization is not a simple issue. To advance an
organization’s goals, individuals should offer their knowledge at an organization or group level (Ipe 2003).

Zheng et al. (2010) spot three merits of social media that support the sharing of knowledge. Primarily, the
contents conveyed through social media contain social cues to offer people extra opportunities in sharing
knowledge. More information will be appended to the information that is published in the social media, such
as who has made a contribution to the content, introduction of the content’s source, and who is concerned
with the content. These social cues might update those using the platforms on how to easily locate an expert
or a collaborator to support further knowledge sharing through social interaction. Second, the social media is
expected to increase people’s level of motivation in sharing knowledge. If there is a trust between the two
parties of communication, the sharing of information will be more efficient. Social media might influence the
removal of barriers to the information provision and channels of knowledge acquisition. They also might
enhance processes, knowledge, and storage. Third, social relations are essential for the efficient sharing of
knowledge. Through the timeliness of social media and the attributes of presence, these media can most likely
promise efficient social interaction. Social media are the most important networking sites because of their
subscribing feature, which allows people to follow each other; and can also be followed by others. The social media
have a social presence that allows the exchange of knowledge from both sides; knowledge seeker and knowledge owner.
This feature enables the establishment of a trust relationship by both sides, which enhances the effective
sharing of knowledge.

The main aspects of knowledge sharing depend on the people involved in such activity through the use of
social media tools. It is on these platforms that professionals get to name their direct peers as the best group
with which to share knowledge and exchange information. Statistics show that 52% of people share their
knowledge and information to help one another learn and recover from failure, while 86% only share their
knowledge with their associates and their close circle (Krauthammer 2012). Based on the scientific research
performed, it is clear that people tend to overvalue the members of their group and tend to disregard those
outside of the group. In addition, only those who are close get to interact strongly with members of the group.
This factor later leads to a focus on the members of a team since only those who are close have a greater
awareness of each other’s knowledge (Hansen, Mors & Lovas 2005).

Another dimension of knowledge sharing concerns the kind of knowledge that is supposed to be shared through the
social media tools in any organization. Two types of knowledge exist in any organization: tacit and explicit
knowledge. Knowledge that is transmittable through formal, systematic language is referred to as explicit and
is usually stored and kept in one location and also transfers to individuals independently (Ipe 2003). On the
other hand, tacit knowledge is only local and cannot be found in files, databases, or even books. It is cognitive
and usually includes values, insights, assumptions, and experience (Anand & Singh 2011). In most cases, tacit
knowledge is difficult to formalize and communicate since it is specific and personal to a certain context (Smith
2001).This means that the transfer of tacit knowledge is much more complex than that of explicit knowledge
since it takes longer to send, meaning that the receiver can make sense of some parts of the knowledge only
with a lot of insight (Anand & Singh 2011).
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An individual must be aware to know that preferred social media tools do exist within the organization and
that professional individuals are willing to share their knowledge with others who are using those particular
tools. However, the transformation of knowledge from individual knowledge to organizational knowledge is not
easy since people tend to store their knowledge, and the organizations involved cannot force their employees to
share. All an organization can do is encourage and facilitate the sharing of knowledge. For this sharing to
succeed, much knowledge and wisdom is needed to look into what motivates professionals, as well as to
identify the barriers that prevent an individual from sharing knowledge (Bock et al. 2005).

According to the findings of Ipe et al. (2003), internal factors—knowledge as reciprocity and power—and
external factors—including rewards and relationships with the recipient—are the main reasons why people
share knowledge and are motivated to continue to do so. Prusak and Fahey (1998) also demonstrated some of
the inhibiting factors that apply to knowledge sharing among individuals. Such factors include one paradigm
that says that knowledge is power; and, if spread, it will surely make a person lose his/her own personal
guarantee. Low appreciation of those contributing to knowledge is among the other factors that inhibit
knowledge sharing.

3. Research Questions

The aim of this research is to investigate the knowledge-sharing culture via social media tools in CCIS. We will seek to
answer some of the following questions:

=  Which social media tools are used most in CCIS to share knowledge?

=  Whoisinvolved in knowledge sharing in CCIS?

= What type of knowledge are people sharing in CCIS?

= Are people in CCIS willing to share their knowledge via social media tools?

= Are people in CCIS aware of the existence of social media tools so they can use them in knowledge sharing?
= What would motivate people in CCIS to share knowledge through social media tools?

=  What would prevent people in CCIS from sharing knowledge via social media tools?

4. Methodology

For this research, an online survey was conducted to study how knowledge exchange through social media takes place in
CCIS. Data were gathered through inviting different researchers, faculty, and staff members of CCIS to answer an
online survey. Invitees included all the people in the four CCIS departments. The data-gathering process was
completed from November 7-21, 2013. We were able to collect 55 valid responses to the online survey.

The questionnaire used is adopted from those developed by past researchers (Bakhuisen 2012). Some
modifications were made to the questionnaire to fit our research aims. The research technique applied in this
study is a questionnaire using a 5-point Likert scale, from 1 (indicating fully disagree) to 5 (indicating fully agree).
The survey contained 33 questions, including demographic information, social media tools and usage, and the
five knowledge-sharing dimensions. An English/Arabic version of the questionnaire was posted on Google Docs
(an online tool that enables users to create their own Web-based surveys). In the questionnaire, people were
asked to provide their basic demographic information first and then to answer questions about each dimension.
Because the study was set up such that all questions must be answered before being able to proceed to the
following section and to make the final submission at the end of the questionnaire, all questionnaires collected
by this research were complete.

5. Results and analysis

The data analysis was carried out using the Statistical Software Package for Social Sciences (SPSS) to compute all
the data gathered from the questionnaire. The techniques of analysis used in this study were descriptive (mean,
standard deviation, frequency, percentage), and pie charts were used to present a summary of the data
collected. The average reliability coefficient for this research was used to ensure that measures of the factors
were reliable. After analyzing the data, the average reliability coefficient (Cronbach’s Alpha) for the five
dimensions of knowledge sharing in the survey (questions 8-32) was found to be 0.777, which exceeded the
recommended level of 0.70. This indicated that the reliability of the factors was acceptable for internal
consistency. A two-week period was allocated for collecting participants’ answers to help us identify the usage
of social media tools in knowledge sharing inside CCIS culture.
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5.1 Demographic Analysis

Almost two-thirds of the respondents (65.4%) were between the ages of 25 and 35. The respondents were
categorized into three educational levels. Those with a PhD degree were the majority of respondents (50.9%).
Of the participants, 80.0% were full-time faculty members, while 10.9% were researchers, and 9.1% were staff
members. By department, 29.1% were from each of the Computer Science and the Information Technology
departments. Another 21.8% belonged to the Information System department, and 20% were in Software
Engineering department. The demographic information of our study sample is shown in Figures 1-4.

B under 25

E25-30 B Bachelor degree
031-35 B Master degree
M 36-40 23.64% OpnD

[ Above 40

Figure 1: The participant age distribution Figure 2: The participant educational level

B Full Time Faculty
[ Research Faculty
[ staff

[ Computer Science
20.00% [ Information System
. 29.09% [0 Information Technology

M Software Engineering

Figure 3: The department the participant belongs to Figure 4: The participant occupation distribution

5.2 Social Media Tools and Usage Analysis

As seen in Figures 5 and 6, more than half of the sample (53.2%) was expert in using social media in sharing
knowledge inside CCIS, and the remaining 46.8% considered themselves fairly experienced. A vast majority of
respondents (85.5%) used social media tools for knowledge and information sharing in CCIS.



Amal AIMana and Nesrine Zemirli

B Expert
[ Fairly experience

Mves
Hro

Figure 5: Do you use social media tools for knowledge Figure 6: What is your experience level in using
sharing? social tools?

Tablel shows that YouTube was the top-ranked social media tool used by CCIS members for knowledge
sharing—68.1% of all participants. Twitter was second with a 61.7%. Delicious was the least used social media

tool for knowledge sharing in CCIS at 4.3%. A summary of the social media usage is in Table 1.

Table 1: Which Social media tool do you primarily use to share knowledge?

Which Social media tool you use YES
mostly to share knowledge? Frequency Percent

You tube 32 58.1%

Twitter 29 61.7%

LinkedIn 28 59.6%
Wikipedia 28 59.6%

Skype 27 57 4%

Facebook 24 51.1%

Blogs 20 42.6%
SlideShare 17 36.2%
Delicious 2 4.3%

5.3 Analysis of the five dimensions of knowledge sharing

Tables 2, 3, 4, 5, and 6 highlight the descriptive statistics obtained from the participants’ survey responses. They
contain the frequency and corresponding percentage of the study population that chose a certain alternative
among the five predetermined responses. The subsequent columns express the mean, standard deviation, and
rank. The mean and standard deviation are derived from the number of responses across all five predefined
responses. The rank is derived from the mean, where the lower rank refers to the statement with the highest
level of agreement by the study participants.

5.3.1 People

The top-ranked statement in this section of the questionnaire, with a mean of 3.70 and a standard deviation of
0.954, is the one related to sharing information with coworkers from the same department. The high value of its
mean indicates that the participants agree to the importance of the statement. A total of 72.3% of all
participants agreed and strongly agreed that sharing knowledge usually take place within one’s close circle; only
55.4% of all participants agreed and strongly agreed on moving knowledge outside the small group and sharing
it with coworkers from other departments. As presented in Table 2, exchanging information and knowledge
with coworkers from other departments ranked in third and last place, with a mean of 3.40 and a standard
deviation of 1.056.
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Table 2: With whom does the sharing take place?

Fully . Fully
Statement Disagree Dlsazgree Negtral Ag‘:ee Agree | Mean | SD | Rank
1) (2) (3) (4) (5)
| share information with F 1 G G 27 7
co-workers from my own . 370 | 954 1
department. U 21 12.8 12.8 574 14.9
| exchange information F 1 1 ] 20 G
with co-workers from other | . 340 | 1.056 K]
departments. b 21 234 19.1 426 12.8
| exchange information F 1 4 g 29 4
with external i 366 | 84 2
professionals. U 2.1 8.5 19.1 61.7 8.5

5.3.2 Type of Knowledge Shared

As presented in Table 3, almost three-quarters (72.3%) of all participants agreed or strongly agreed with the
statement, “l inform others on how, what, and where they can find information.” with a mean of 3.79 and a
standard deviation of 1.062, this statement is regarded as more important than other statements in this section.
This result contrasts with the 10.7% of respondents who disagreed or fully disagreed with sharing with others
how, what, and where they can find information. Sharing manuals and explicit knowledge in CCIS departments
was last among the statements respondents agreed with in this section, with a mean of 2.89 and a standard
deviation of 1.165. Only 38.3% agree or strongly agree with the statement, “I share manuals and other
information about my job,” while 38% do not believe this.

Table 3: Type of knowledge being shared

Fully . Fully
Statement Disagree Dlsggree Negtral Ag;ee Agree | Mean | SD Rank
1) 2) 3 | @ |
I share manuals and other F 7 11 11 16 2 289 | 1.165 5
information about my job. Eo 149 234 234 34.0 43 . '
I share professional F 2 5 G 28 B
information from
nNewspapers, magazines, % 4.3 10.6 12.8 59.6 12.8 3.66 | .984 3
and television.
I share successes, best F 4 ] 12 19 3
practices, and failures K 319 | 1.076 4
about my job. ba 85 17.0 277 40.4 6.4
I inform others on how, F 3 2 a 23 11
what, and where they can , 3.79 | 1.062 1
find information. ba 6.4 43 17.0 43.9 234
I share whatl have learned
in training and education. | & 2 5 9 21 10 | 368 |1065) 2

5.3.3 Willingness to and Awareness of Sharing Knowledge Via Social Media Tools

As Table 4 shows, 68.1% of all participants agreed or strongly agreed that colleagues are aware of the social
media tools available to them to share their knowledge and information. On the other hand, only 4.3% of the
participants were in disagreement or full disagreement with the statement. It came in first place, with a mean of
3.79 and a standard deviation of 0.750. Regarding the willingness of colleagues to share their knowledge and
information, 44.7% of all respondents indicated that colleagues are willing to share. An additional 4.3% feel the
same with a stronger assurance; 27.7% are neutral on this topic; while a combined 23.4% don’t feel such
willingness, with disagree and strong disagree choices. It came in last place, with a mean of 3.26 and a standard
deviation of 0.966.
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Table 4: Awareness and willingness to share knowledge using social media tools

Fully . Fully
Statement Disagree Disagree | Neutral | Agree Agree | Mean | SD | Rank
1) 2) G | @ | T
Colleagues are willing to F 2 ] 13 2 ] 396 | 966 3
share their information. %o 4.3 191 277 447 4.3 - -
Colleagues are aware of F i 2 13 25 7
the social tools available to 379 | 750 1
them to share their %o 0 43 277 32 149 . .
information.
Colleagues are convinced F 0 2 18 22 5
thatthese tools could help
them to share their % 0 43 383 | 468 | 106 | 20| 73| 2
information effectively.

5.3.4 Motivations to Sharing Knowledge Items Via Social Tools

According to Table 5, almost all (93.6%) participants agreed or strongly agreed that they enjoyed helping others
by sharing their knowledge and information. In addition to enjoying helping others by sharing knowledge, the
ease and simplicity of using social media tools is a critical motivation factor in knowledge sharing via these tools.
Consequently, 80.9% of the sample found it very easy to use social media tools; whereas 2.1% of them had a
contrary opinion. Both statements were first place among participants’ choices, where the average mean was
4.15. The statement, “l want to show off my experience,” scored the lowest mean (2.98) across all seven
statements in the motivations dimension; it, therefore, ranked as the least effective motivation factor, with a
standard deviation of 1.032. There was an even division of 36.2% each among participants who agreed or fully
agreed with this statement or had a contrary opinion.

Table 5: Motivation factors to share knowledge via social media

Fully . Fully
Statement Disagree Dlsazgree Hegtral Ag;ee Agree | Mean | SD | Rank
1) (2) G | @ | Ty
| enjoy helping my F 0 i 3 34 10
colleagues by sharing my ., 415 | 510 1
e Yo 0 ] 6.4 723 21.3
Using social media F 0 1 3 21 17
(forums, blogs, and wikis) , 415 | T80 1
is easy for me. Yo 0 21 17.0 447 36.2
My links to other F i 1 11 30 5]
colleagues from all
professions could be . 383 | 637 4
improvedif | am seen to Yo 0 2.1 23.4 638 10.6
share my information.
I am confident in my ability | F 0 1 ] 35 3
to provide information that 385 551 3
other employees would Yo 0 2.1 17.0 745 6.4 : :
consider valuable.
If my participation in F 0 4 B 27 10
information sharing was
recognized by colleagues
and superiors in the , 391 | B30 2
college, | would be more Yo 0 8.5 12.8 574 21.3
motivated to share my
information.
| want to show off my F 3 14 13 15 2
experience. % 64 558 | 277 | 319 | 43 | 298 |1032) 6
| want to receive financial F 3 11 17 10 ]
rewards in return for my , 311 | 1108 5
information sharing. Yo 6.4 234 36.2 213 12.8

5.3.5 Barriers to Sharing Knowledge Items Via Social Media Tools

The statement, “It takes too much time and effort,” scored the highest mean (3.53), and it placed first among
statements in the barriers dimensions, with a standard deviation of 1.100. Among participants, 57.5% agreed or
strongly agreed that the main barrier to knowledge sharing via social media tools was that it takes too much
time and effort; 25.5% of them were of a contrary opinion. Table 6 shows that 91.5% of all participants
disagreed or fully disagreed with the statement, “I don’t know how to use social media”. Only 2.1% believe
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otherwise, and 6.4% were neutral. This statement was last, with a mean of 1.53 and a standard deviation of
0.804.

Table 6: Barriers to knowledge sharing via social media

Fully - Fully
Statement Disagree DISHEQFEE Hegtral Ag;ee Agree | Mean| SD | Rank
1) (2) G | @ | T
It takes too much time and | F a 12 8 17 10
effort. % i 555 | 470 | 362 | 273 | >0 | 1100 1
| am afraid that other F 2 g8 14 18 5
employees might claim my , 3.34 [ 1.027 4
ideas as their own. % 4.3 17.0 2948 383 10.6
| feel insecure about how F i 14 14 15 4
my information might be i 219 | 970 5
received and understood. % 0 29.8 29.8 319 8.5
| don't believe that | can F 4 20 11 10 2
getgood quality
information from social % | a5 426 | 234 | 213 | a3 | 27O (1040 3
media.
| don't think that my F 4 26 a ] 1
information is important , 249 [ 953 G
enough. % 8.5 5.3 17.0 17.0 21
| am afraid of criticism F 3 20 15 4 A
from other employees i 274 | 1.073 2
using social media. % 6.4 42 6 319 85 106
| don't know how to use F 28 15 3 ] 1
social media. % 506 378 54 3 g7 | 193 | 804 7

6. Conclusion

Social media tools can support the process of knowledge sharing and exchange in any organization because
they permit easy connection and instant communication. For this reason, the major contribution of this
research is to explore the usage of social media tools in knowledge sharing in CCIS in Saudi Arabia. The study
shows that respondents had a positive attitude about sharing knowledge with one another via social media
tools. More than 85% of those in CCIS use social media tools for knowledge sharing. The top-three tools used
are YouTube, Twitter, and LinkedIn, with the percentages of 68.1%, 61.7%, and 59.6%, respectively. Almost
three-quarters of those in CCIS (72.3%) believe that sharing usually occurs in close circles, such as among
coworkers from the same department; more than two-thirds (68.1%) were aware of the social media tools
available to them to share knowledge and information.

The study also shows that there are motivational factors that affect knowledge sharing in CCIS. In particular, the
enjoyment of helping others when sharing knowledge via social media tools, the ease of using those tools, and
the recognition by colleagues and superiors of participation in knowledge sharing are the three most effective
factors that motivate the use of social media tools to share knowledge inside CCIS. On the other hand, those in
CCIS don’t consider financial rewards and showing off their experience as significant factors in motivating
people to use social media to share knowledge inside CCIS. Taking too much time and effort is considered a
significant barrier to using social media for knowledge sharing in CCIS. In this study, however, not knowing how
to use social media did not influence knowledge sharing and was never considered a significant barrier.

The study has some limitations, one of them being that we did not distinguish among the different occupations
in CCIS and in which context people in these occupations share their knowledge. For example, does the
administration staff use social media tools in knowledge sharing as much as the PhD holder? Does it have the
same content, context, and purpose? Although it is an exploratory study that provides first insights into the CCIS
sharing culture, we think the results would better reflect the CCIS community if we had used a larger sample
size. Another limitation is that we did not distinguish our sample based on gender. Another study might find
some interesting differences between males and females in using social media tools in knowledge sharing.

Further investigation is warranted on the nature of shared knowledge content in CCIS, as well as a comparative
analysis and visualization of shared social content among different social media tools. It also would be useful to
explore the impact of video content in the knowledge-sharing process.
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Abstract:Recently, there has been an extensive interest to explore the capabilities of using different forms of web based
learning technologies to support face to face teaching. Despite the great value and effectiveness of e-learning, the realities
of the current practice teaching in higher education remain one-to-many lecture. Today, the awareness surrounding social
media has generated a lot of thought on exactly how it should be used in a higher education setting. Incorporating this
technology; which is user-driven and easy to use; into higher education will be an extra edge in enhancing students’
learning. Therefore, the main aim of this study is to develop a conceptual framework based on the past theoretical review
in order to cover the gap and contribute to the body of knowledge in expatriate literature. Based on the proposed
framework, this paper invites researchers to empirically test the suggested propositions in order to further strengthen and
develop understanding about the use of social media in higher education. Design/methodology/approach — The review of
past research is used to develop a conceptual framework.

Keywords: Social media, Web-based learning, Higher education and Students’ learning and engagement

1. Introduction

In the literature, several learning theories exist. The most well-known thought about how learning takes place
is constructivism. According to this theory, learning is an active process of knowledge construction that occurs
and is demonstrated in social contexts (Piaget, 1951; and Bruner, 1966).

In the past few years, social media plays a major part in learning. Students use social media to contribute to
academic activities, where they share their learning experience and interact with other students (users and
peers) freely. Social media technologies have both audio and visual abilities which comprise of web-blogs,
Wikipedia, social bookmarking, media sharing space, Rich Site Summary feeds, micro-blogging sites, Facebook,
and LinkedIn with the potential to support interaction and communication (Armstrong and Franklin, 2008).
With the help of information technologies, students are able to socially interact within their peers while they
are able to gain more knowledge and improve on their weakness. Interaction is the main linking pin between
social media, information technology, and learning.

Considering the importance of the mentioned main linking pin, a number of studies have been done to show
the increasing use of social media in higher education (Arnold & Paulus, 2010; Bennett et al., 2012; Cole, 2009;
Hurt et al., 2012, Lederer, 2012; Liu, 2010).

Whether social media can be of benefit to the learning process has been a topic of discussion in the last
decade. Social media has the promise to revolutionise both teaching and learning in higher education. With
the popularisation of the social media, interaction among people in which they create, share or exchange
information and ideas in virtual communities and networks are among the multiple resources that have
become widely available to students. It is generally well known that social media are being used and that
students appear to welcome the technology, but does this use and enthusiasm translate into perceptions of
increased learning and increased teaching effectiveness?

To answer this question, this paper will address the impact of social media on the learning process in higher
education. Therefore, an explorative study on the literature will be conducted to construct the conceptual
framework of the impact of social media on the learning process in higher education. SWOT analysis will also
be conducted to enhance the structure of the conceptual framework.
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2. The New Information Technology Era

According to Lukman and Krajnc (2012), the traditional method of learning and teaching has been used in
higher education for many decades. With the traditional learning, lecturers transfer knowledge to students in
lecture halls, the teaching is deeply teacher-centred where students are passive receivers. The introduction of
information technology into the classroom has come with promises to change the passive learning approach
by introducing interactive and dynamic capabilities into the classroom.

The use of information technology has brought new changes to the teaching and learning processes (Fong et
al., 2014). The first is an increase in the amount and type of technology resources that are available to
instructors and learners. The second is the shift in learning strategies that the flexibility of information
technologies affords to teachers and learners.

Information technology tools, such as social media and Web 2.0, help to boost the learning process of
students. According to Shang et al. (2011), since the arrival of these tools especially into education, the
processes of learning developed by students are now changed as they can socialise, externalise, combine and
internalise (Shang et al., 2011). This indicates the importance of information technology and student’s need to
use these technologies more as it helps students to interact, share information and resources, as well as to
contribute to the contents.

These emerging technologies are not a technological alteration that occurs in isolation, nevertheless falls in a
form which recognises learning as the outcome of the communication and collaboration of individuals and
places, taking students to be the heart of the process. Thus, it is now understood as a tool that facilitates
model alteration in the process of learning (Wu et al., 2010).

2.1 Social Media

Living in a world of constant change, the means of communication have evolved from mere face to face
communication, telephone, telefax to short message services (SMS) reaching to up to date instant messaging.
Social media has become an important part of the digital age, as a means of communication. It is defined as
“...forms of electronic communication (as Web sites for social networking and microblogging) through which
users create online communities to share information, ideas, personal messages, and other content (as
videos)” (Merriam-Webster Online Dictionary, 2011).

The growth of social media technology has been significantly used in gaining knowledge from numerous
resources. These technologies allow people to create, share content and interact with other people. Kaplan
and Haenlein (2010) highlight the arrival of social media as ground-breaking. This implies that social media is
important in learning as it helps to support student to publish, share images or useful resources, audio and
even videos. University students are exposed to these technologies in many aspects of their lives. Social media
is a group of internet applications that allow the creation and exchange of user-generated content (Kaplan and
Haenlein, 2010). These tools allow students to work in a team, discuss, and share knowledge despite their
location, and it is also the easiest mean for students to interact. As an example, students like to create
information, re-create and then publish for others to see, which can be in the form of the video or audio on
social media. They can also record their lectures and then post it on social media. Thus, the social media use in
higher education learning is a web-based system that supports students-lecturers and students-students
connections.

2.1.1 Classification of Social Media

Kaplan and Haenlein (2010) divide social media into different classifications: collaboration, community,
creativity, convergence and communication. These characteristics help social media functionalities to be useful
in learning among students. Social media functionalities include knowledge seeking, knowledge storing and
discussion board, writing reflection, asynchronous discussion, synchronous discussion, the collaborative
document, and sharing. These functionalities will later be combined with the learning styles of the students for
further discussions.

2.2 The Use of Social Media as a Supporting Platform For Learning

With the help of social media technology, students spread information, express their ideas to people, learn
new thing. Social media also saves time and reduces the cost of travel (Mitchell and Honore, 2008). Liu (2010)
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identifies a number of social media technologies that are used for learning, i.e., Facebook, Wikipedia, YouTube,
Bulleting Board, LinkedIn, Blogging, Twitter, Podcasts, Virtual Worlds, Rich Site Summary, StumbleUpon,
Netlog, Delicious, Digg, Plurk, iTunes and Jaiku. In addition, YouTube, wikis and Facebook are the largest used
social media for learning. Students use these tools for social engagement, communication, and for feedbacks
within the ages of 18 to 29 groups on a daily basis (Liu, 2010). Realising the importance of social media use in
learning process, students need to utilise these technologies wisely in developing their core skills.

Other communication media used by students include Virtual Learning Environment, such as student portal
and online library, Skype, WhatsApp, forums for group discussion or debate, e-mail, bulletin boards, and
chatting (Hrastinski, 2009). According to Margaryan and Littlejohn (2008), e-mail is mostly used by students to
interact with their lecturers. They are more likely to have their email set-up at their personal devices, such as
smartphones and tablets. This indicates that students are likely to use their own personal tools to discuss and
be in contact with their friends on their study related matters.

Social media technologies help to deliver course content, while there are students who use it to connect with
peer at least once a day. According to Hew and Cheung (2013), the main functionality of social media
technology in learning is to asynchronous and synchronous. This indicates that with asynchronous media,
students have more time for reflective thinking, while with the synchronous media people can instantly get
feedback and comments. Hrastinski et al. (2010) show that students use the synchronous media more as it is
more functional and useful in planning works. In general, social media is useful for learners to interact, as it is
helpful in team work by allowing students to receive feedback instantly. Table 1 below depicts the examples of
technologies used by students as defined by Hew and Cheung (2013).

Table 1: Examples of technologies used by students (Hew and Cheung, 2013)

Functionality Technology Example Synchronicity

Online reflection Weblog Blogger Asynchronous

Online collaboration Wiki, Audio discussion | PB wiki, Wetpaint, Asynchronous
board Wimba voice, Voicethread

Social spaces Social network Facebook, Twitter Synchronous

Repository Video sharing, Podcast | YouTube, Houndbite, Chirbit Asynchronous

2.3 Social Media Interactive Modes

The use of social media technologies enable student to interact and learn with each other.

Moore (1989), as shown in Bernards et al. (2009), defines the different types of interaction found in higher
education e-learning, i.e., learner-content, learner-instructor and learner-learner (see Figure 1 below). These
types of interaction imply that student, instructor (lecturer) and content form a symbiotic mechanism towards
e-learning. The learner-content interaction enables student to online access of the course materials and other
contents uploaded by the lecturer. As for the learner-instructor interaction, student may also interact with the
lecturer through social media technologies in addition to e-mail; either for feedback, questions or other
education related issues. The presence of social media technologies now allows students to interact with their
teachers more often (Hrastinskin, 2009). With the learner-learner interaction, which is the most common
mode of interaction supported by social media technologies, students can work in groups and enhance their
learning using the online social media platform (Bennett, 2012).
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Figurel: Illustrating the different mode of e-learning interaction (Anderson, 2008)
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2.3.1 Group Learning

According to Kabilan et al. (2010), students create learning communities by working in groups to acquire
understanding. Social media technologies enable the improvement of learning communities by providing
online group work and online interaction, where students get the opportunities to produce accurate and
innovative products using the provided tools from the social media applications, such as Facebook, blogs,
YouTube, and podcasts (Frye et al., 2010; Lamb & Johnson, 2010). Students use technologies like Facebook
group and WhatsApp group to keep themselves up-to-date, schedule group meetings, and other discussions
without any time boundaries. Therefore, the active usage of effective interactions through social media gives
chances for better learning by inspiring students in building recognised connection with alternative sources
beyond the lecture hall (Fewkes & McCabe, 2012; Yu et al., 2010).

2.3.2 Personal Learning

With the personal learning, students use social media (such as blog, screencast sharing, presentation sharing,
podcasting, YouTube) to manage their own personal learning at their convenient time and pace, to search for
resource and increase their knowledge. As an example, students use blogs, which are essentially online
journals, where a number of contributors participate by dialoguing about a particular topic or focus (Tess,
2013). Blogs also allow students to post personal content and comments, and to connect to other media sites
(Du and Wagner, 2006).

3. SWOT Analysis of Using Social Media for Learning

The SWOT analysis is used to have a good understanding of the benefits of using social media technologies in
higher education e-learning process (White et al., 2011). It evaluates the strengths, weaknesses, opportunities,
threats of using social media technologies in the e-learning process for students. The strengths include the
benefits of using social media in higher education e-learning. The weaknesses define the challenges the
student faces when using social media in the learning process. The opportunities define the possibilities of
social media to improve the learning process. Lastly, the threats define the risks of using social media in higher
education e-learning. The SWOT analysis is conceptual and discussed in more depth as follow.

3.1 Strengths

Social media improves the learning process of the students by allowing them to exchange ideas, foster
collaborations and discussions, and engage and interact with the online discussions (Lederer, 2012; Turkle,
2004). Lederer (2012) explains the vital benefits of using social media in higher education learning. First of all,
social media helps students in increasing their engagement and in building their communication skills by
enabling them to feel more comfortable expressing themselves in a less intimidating environment. Second, it

13



Abdallah Al-Shawabkeh and Andriew Lim

improves the communication between students and lecturers, while it also provides the media for contents of
the course, as the lecturers can post their assignments, lecture notes, messages, updates, announcements on
upcoming events, and other web and multimedia content. Third, students also use social networking sites for
job hunting, where they may post a resume and search for potential employers (Lederer, 2012). These benefits
indicate that through social media, the communication between students and lecturers is enhanced, so that
the knowledge and information flow becomes easier and faster.

3.2 Weaknesses

Although social media helps to increase and aid how students learn through student interactions, there are
challenges arise when social media is integrated into educational practices. In earlier research, it is assumed
that university students are conversant with certain media they may use for learning, such as YouTube, blogs
and Facebook. However, lecturers carelessly fail to offer the materials that are required to support student
learning through the above mentioned social media (Cole, 2009; Valjataga and Fiedler, 2009). Arnold and
Paulus (2010) conclude that though social media has been used for academic practice, students still use social
media in the manner that may vary from the lecture plans. For example, off-topic discussions that are non-
academic take place on social media because it is mainly designed as a technology for social networking (Lin et
al., 2013). Also, as the ages of students increase, the rate of off-topic discussions gets higher (Lin et al., 2013).
This indicates that mature students are likely to spend more time on social media for the discussions related to
the course content, while the younger ones may likely engage in non-course content related discussions.

Social media can also have a damaging effect on the Cumulative Grade Point Average (CGPA) of students along
with the time spent by students when preparing for their class or in their learning process (Annetta et al.,
2009; Junco, 2012). This damaging effect might take place since social media offers stimulation that is too
abundant and consequently might distract university students from finishing their assignments (Hurt et al.,
2012; Patera et al., 2008). According to Lederer (2012), using social media in higher education learning leads to
distraction. This implies that most students use technologies like Twitter, WhatsApp and Facebook to distract
the attention of their peers.

3.3 Opportunities

Social media encourages continuous learning, as it saves time, cut down travel costs as well as convenience
compared to traditional learning (Mitchell and Honore, 2008; Piccoli et al., 2001). The tools provided by social
media help students to gain new knowledge by reading resources online and interacting with other peers and
lecturers anytime and anywhere. According to Hrastinski (2007), the benefit of using social media “anytime,
anywhere” is that students who have restrictions, either from their work or family, can still take part in
learning, because it allows people to get information or interact with other students online. Online group work
gives learners the opportunity to work with new people from diverse backgrounds to discuss and achieve new
knowledge without meeting them in person (Curtis & Lawson, 2001).

With the help of social media through texts or communications based on audio or video, interactive websites
and social networking, course mates, peers and friends can communicate with each other despite the distance
(Hrastinski, 2007). With synchronous discussion devices, such as video, audio, and document sharing, students
get fast and straight responses. The asynchronous discussion forum is commonly used by students because
they have a higher degree of control and flexibility over what they learn. With the repository functionality, like
YouTube, students are able to acquire new knowledge outside the lecture hall (Hrastinski, 2007). Furthermore,
using discussion boards, students can easily use the discussions again at any time (Curtis & Lawson, 2001).
Lastly, according to Johnson and Johnson (1996), there are also numerous benefits of using Social Media in
collaborative or group work learning. They include: helping each other if required, exchanging of documents
and resources, clarifying difficult knowledge, sharing knowledge that they have with others, providing and
getting criticisms or feedbacks and reflections from other people (Curtis & Lawson, 2001).

3.4 Threats

Despite the benefits mentioned above, there are serious threats of using social media in higher education
learning. According to Lederer (2012), these threats include cyberbullying, ownership issues, workload issues,
the absence of student engagement, the absence of trust in peer response, and possible (technical) technology
infrastructure problems. Although students use these technologies like social networking to connect with
people, yet they still experience cyberbullying. Social media also does not encourage one-to-one
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communication, that is, technology may create a safe harbour for students who are not comfortable in
expressing themselves, hence these students are also missing out on the benefits of face-to-face
communication (Lederer, 2012). This means that students may experience problems when using social media
in learning, and they need to pay extra attention to their online activities.

4. Conceptual Framework

Considering the discussions above, the conceptual framework of how the social media should be related to the
e-learning modes is proposed, as shown in Figure 2 below.

1. Social media

2. Modes of E-learning

3 Social spaces 2.2 Student to Stud

4 Repository

2.3 Student to Lect

Figure 2: The framework of social media on the modes of E-learning

The above proposed framework is further defined, where the social media functionalities are linked to the
student learning styles. A number of examples are also identified and suggested in defining the framework, as

can be seen from Table 2 below.

Table 2: the connection between social media functionalities and students learning styles (based on Hew and
Cheung, 2013)

Functionality Technology Example Synchronicity Learning style
Online reflection Weblog Blogger Asynchronous Verbal, Read
Online Wiki, Audio | PB wiki, Wetpaint, Asynchronous Verbal, Aural,
collaboration discussion board Wimba voice, Read

Voicethread

Social spaces Social network Facebook, Twitter Synchronous Verbal, read
Repository Video sharing, | YouTube, Houndbite, | Asynchronous Visual, Aural
Podcast Chirbit

5. Conclusion

It is clear that social media functionalities play an important role in interacting with students and their learning
style. The question is how can students use social media to enhance their learning? According to Liu (2010),
visual technology like YouTube helps students to know the learning content and to address their different
learning style. This means that with the help of social media and knowledge management, students would be
able to enhance their learning. Enhancing learning takes place when the students are able to identify the
knowledge and also the information needed through social media.

Therefore, social media technologies would be able to enhance the learning process when there is a proper
synchronisation between the (e-)learning modes and the choice of the technologies on the one hand, and the
course contents and the learning style on the other hand. When the involved parties (lecturers and students)
adopt the proper social media technology into the learning style with the relevant contents, the learning
process would optimally benefit from the social media technology.

Since the framework is a conceptual, an empirical study needs to be conducted to test and adjust the
framework when necessary. The empirical study will be conducted among the higher education institutions
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and will achieve a broad range of students. The results will then be analysed and compared to improve the
framework of the social media use in higher education e-learning.
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Abstract: An increasing number of young Egyptian adults continue to use and rely on Social Networking Sites such as
Facebook and twitter. This trend contributes to a brand-new culture in our society quite popular as the “Digital Culture”.
The amplified use of social networking sites by youth in many nations requires further research and investigation on the
matter. This “Digital Culture” had great consequences on societies in transitions to the extent that it is believed to be the
backbone of the Egyptian revolution of Jan 2011 by empowering youth and citizens’ collaboration through social
networking sites. Consequently emphasizing the need for an investigation to discover what happens when youth go online.
It is quite notable that the series of events that sparked Egypt in 2011 generated a rapid social change. Thus, this paper
attempts to investigate what really causes young adults in Egypt to rely on social networking sites and if their reliance
would have an effect on their civil participation. Surveying a sample of young adults aged 18-29, which make up more than
half of the Egyptian population and represent the majority of users of social networking sites, this study attempts to
extract the dimensions that yield to young adults’ reliance on social networking sites and measuring its effect on civic
participation. Through sequential mixed methodology, this paper starts with qualitative data analysis through focus groups
and ends with a quantitative data gathering through questionnaires. Thus this research mixes qualitative and quantitative
data analysis and gathering at more than one level, which accordingly yields to better contribution to theory and literature.
The unique value of this paper stems from its contribution to understanding the behavior and attitude of a major segment
of the population, the Youth. It also adds up to the body of literature regarding Web2.0 and its most popular services social
networking sites. Moreover, it contributes to theories of political marketing and political science. On the other hand, this
study offers the best practices in tackling practical implications by founders of civil initiatives and NGOs as well as to
political candidates, public policy makers and the government. Conclusively, after the revolution burst in Egypt, the idea of
political participation seemed novel to many Egyptians and specifically the young adults. Along with the novelty of political
participation, new opportunities for the civil society have been unleashed. This paper argues that the reliance of young
adults on social networking sites would positively affect their participation in projects and an initiative that addresses
community needs and demands that would foster development by the Egyptian civil society. Lastly, this paper attempts to
answer the following question: “Will the new phenomena of young adults’ reliance on Social networking sites contribute to
empowering the Egyptian society and bring about social change while in transition?”

Keywords: Social networking sites, civic, participation, youth, egypt and social media

1. Review of Web 2.0 and its impact on the society

New terms have entered our societies and one often hears about interactivity and a culture of participation.
The birth of web 2.0 has lead to a whole new era of empowering users of those technologies and has lead to
what is known as the “Revolution” of communication”. These new technologies such as Facebook, YouTube
and twitter have democratized media. Additionally, new roles are now being converged as former media
consumers or audiences become active broadcasters and create the media themselves. It is important to note
that participation in those media is not a result of new technologies and innovations, but rather it is the social
demands that create this kind of technology (Burwell 2010).Social media and its networking tools have come
to the political power game since 2001 in the protest in Philippines (Shirky 2011). In 2008, social networking
sites (SNS) have received a great amount of resource allocation and attention from the two major US
presidential elections candidates as a tool to reach out for young voters (Hayes 2008). Most importantly to this
research SNS have been vital actors in the Arab springs since 2011 and to date. Specifically in Egypt, Facebook
was said to mobilize marches, protests and enable collaborations that bring people together until today. The
week leading to Feb. 1 "march of millions" in the anti Mubarak protest was characterized by protestors that
said they joined spontaneously and that they have never been in a political activity before, thanks for the
social media group in memory of an Egyptian named "Khaled Said" that was beaten to death. This group has
brought together many parties and affiliations in the Egyptian society (Ghosh 2011). Even when the Egyptian
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old regime tried to reduce communication of protest organizers and shut down the Internet, they have urged
and provoked them to go more into the streets (Ghosh 2011).

According to Pew Internet Research (2012) more than half of the Egyptian populations are young adults aged
18 to 29 and the majority of SNS site users are young adults amounting to 50% of the total users. And of those
using SNS 74% share views about community issues. Therefore, this research is interested in finding out more
about the behavior of this segment regarding reliance on SNS when it comes to the community interest. Egypt
is currently witnessing much transition and the community is in great need of collaborative initiatives and joint
efforts. This paper approaches filling the research gap by answering the following research questions: Why do
young adults in Egypt Rely on SNS like Facebook, YouTube and twitter? What are the effects of reliance of
young adults on SNS such as Facebook, MySpace, or YouTube on Civic participation in Egypt? In the next
section we review in depth the definition and previous studies regarding civic participation.

2. Civic participation

Heller et al (1984: 339) defined civic participation as ‘the process in which individuals take part in decision
making in the institutions, programs and environment that affect them’. Individual contribution or group
collective action to solve community needs is another way in which civic participation was explained (Zukin et
al, 2006). Activities of civic engagement include those not reared to government and elections, but yet address
community needs (Zhang et al, 2010). For example, when volunteers come together to build a shelter for the
community benefit (Zhang et al, 2010). According to their study, Zhang et al (2010) argued that political
participation and civic participation yield to a better community and that many researches have suggested that
they are both related to one another. According to Valenzuela et al (2009), from the wide range of activities
used to describe both kinds of participation, it is concluded that the areas of participation can overlap. For
instance, some people can be more politically active than civically active. Others might be active at both kinds
of participations. Therefore, is it argued that there are no solid lines to differentiate both kinds and that it all
depends on the environment that is being examined. Also Valenzuela et al (2009) have investigated whether
social capital exists on Facebook and Burke et al (2011) have differentiated uses and users on Facebook with
an aim of linking Facebook to social capital. In addition, many academic contributions included civic
participation (Putnam 1995) or the volunteerism and involvement in community efforts as part of the
definition of political participation (Furlong &Scheberle 2010). Authors argue that volunteerism remains the
most challenging measurement aspect while studying political participation (unknown); especially that it is
argued to be a strong determinant of political attitudes (Jennings & Zeinter 2003). However, in this study, the
interest is that through civic participation or more active citizens lead to a better community and thus lead to
social change. In the upcoming section the effect of the Internet and social media on participation of youth in
the civic society is to be addressed.

3. Effect of Mass Media on youth civic participation

It has always been contentious whether media and its’ different forms like the Internet reinforces changes to
the society or affects attitudes and behaviors of it’s’ audience and users. Putnam (2000) argued that forms of
media, as TV would absorb time spent on civic and political participation. However, others argued that it is not
about the time spent on media or TV viewership that would contribute, but rather the content itself that
would make the difference (MCleod 2000). One of the most prominent researches in this aspect is the study of
Matthews and Prothro (1966) on of the relationship between media and political attitudes and behavior.
Among the findings of this popular study it was proved that media viewership would have a positive relation
on civic competency (Arthur 1983). In their study, Mathews and Prothro (1966) argue that attention must be
paid to various aspects while studying this relation inducing the kind of media, exposure rate and motivation of
exposure. No empirical research has been done to further allow understanding of this relation (Zhang et al,
2010) and generalized concepts would be that media does not prevent civic and political participation (Putnam
2000) and that difference in content would lead to difference in behavior.In addition, Zhang et al(2010) argued
that the effect of media usage on political attitude and behavior is subject to the motives motivating people to
search for political information, mentioning some of the studies that differentiate between information-
oriented use and entertainment use (Moy et al, 2005). There are lots of debates about the impact of the social
use of the Internet and its impact on people’s real social lives.

3.1 Electronic citizenship

‘Internet is a new form of citizen activism and civil society’ (Ghanam, 2011: 20). Multiple activities and stimuli
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have emerged from web 2.0; among the most famous is citizen journalism. The definition of citizen journalism
is the collaborative action of gathering, reporting, analyzing and disseminating news done by a group of
citizens (Gilmore 2006). With this kind of action and competencies, information required for a democracy
becomes created (Leung 2009) and barriers to news are diminished (Hall 2001). Highlights were drawn to
physiological empowerment, which is described as being an act in activities, related to community groups,
political groups and associations in the neighborhoods and religious ones in order to help others (Leung 2009).
He also mentioned ways of increasingly expressing opinions and ideas leading to increased citizen
participation. It was noted that citizen journalism and personalized web content serve as a great way to
increase physiological empowerment (Gilmore 2006).Ghanam (2011) in his report mentioned that when
talking about citizen journalism, the platform is rather an important element of the discussion. The Internet
access, lack of broadband, cell phones and text messaging are the most important to be discussed (Ghanam
2011). In the upcoming section we review in depth the effects of the mass media including the Internet and
specifically its web 2.0 services on the engagement of citizens.

3.1.1 Internet, SNS and youth civic participation

In their article investigating the effect of the internet on attitudes and behaviors, Pollet et al (2011), grouped
opinions under main two groups: very ‘““cyber-pessimists”’ and ‘“‘cyber-optimists”. The first is for a positive
relation and the second is against this argument. It is common in literature that the use of SNS and mobile
communication has a positive impact on the offline face-to-face relationship and thus on social interaction
(Jocobsen & Faste 2011). The Internet was also found to positively affect civic engagement and efficacy in the
US (Jennings & Zeitner 2003). The adoption of Internet was suggested to be a positive predictor, while political
use did not significantly prove so. Regarding efficacy and its nature of consistency over time, it was
hypothesized that the Internet use and political efficacy should correlate (Hayes 2008). As for civic
engagement, it was said to be dependent on the political culture of the society (Tsagarousianou 1998). Studies
showed that those who use the Internet tend to be interested in politics. The information seeking motives
were most likely linked to our political attitudes of trust in government, voting, party affiliation and efficacy
than the entertainment motives and thus it depends on the type of information people are motivated to seek
(Johnson & Kaye 2003).

With respect to the rapid growth of SNS and the rapid involvement of youth on them, in their study
Baumgartner and Jonathan (2010) addressed whether the Internet will lead to a revolution in young adults’
participation and engagement. This aspect of Internet’s power to lead to a more engaged young adults
generation has its supporters (Shah et al, 2005), yet many have disagreed (Davis 1999; Putnam 2000).In a
study designed to investigate the effect of some forms of social media, not the democratic disclosure, the
findings were ‘characteristics of [online] discussion—exclusion of others, flaming, a great deal of anonymity”’
make it ““problematic as a public discussion forum’ (Davis, 2005: 119). It is important to note that no empirical
research has addressed the relation between social networks and their affect on engagement, but some were
done in a descriptive and non-causal setting (Gueorguieva 2008). The Internet has become an integral vehicle
for civic participation (Shah et al, 2002). In addition, the Internet enables networking among the community
members allowing more civic involvement (Zhang et al, 2010). Also, previous studies have proved Internet to
be a positive predictor of civic engagement and more involved citizens (Jennings and Zeitner, 2003). Further,
online activities and information search, opinion discussion and so lead to better civic engagement and
involvements in the public policy (Davis 1999). Thus young adults in Egypt and their civic engagement are our
interest in this paper by finding out the effect of reliance on SNS.

4. Methodology

This study employs a sequential mixed methodology in which both qualitative and quantitative data gathering
are integrated and mixed at more than one level to yield to better understanding and results. First, this study
starts with qualitative data collection through three Focus groups to investigate the dimensions of reliance on
SNS. Second, 700 questionnaires (with a response rate of 51%) were distributed to measure effect of both
independent variables on the dependent one as well as measure newly adopted dimensions of reliance on SNS
guantitatively.As for Analysis, themed analysis was used for the results of the focus group study. After
reliability and validity were run, correlation analysis was performed to quantify the direction of the relation
between dependent and independent. Lastly, to interpret the demographic questions frequencies were
conducted.
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4.1 Variables of Study

This study is inspired by a collaboration of many of the recent studies in this area. The model researched in
this study is based on a single dependent and independent variable. The independent variable is Reliance on
SNS and the dependent is Civic Participation. The role of reliance on social networking is borrowed from Zhagn
et al (2010) in a study that was conducted during the elections in the US, while the relation between social
networks and social capital is adopted from Burke et al (2011) in a study on Facebook and social capital. As a
result each variable assembled in this model has a strong reasoning for being studied in this research, below is
literature for such support.

Reliance on social networking sites as Facebook, YouTube and twitter combined in a study of social capital
yields to better understanding of behavior (Moddy & Paxton 2009). The ties and connection with family,
friends and acquaintances created by using sites like Facebook will influence its users’ social capital (Burke et
al, 2011). There is a significant relation between reliance on social networking and civic engagement (Jennings
& Zeitner 2003). Studies have revealed that social networks do affect social capital (Ellison et al., 2007) in fact
some have linked online communication and sites like Facebook to affect an individuals social capital (Burke et
al, 2011). In this study, new dimensions contributing to reliance will be explored from the conduction of focus
groups.

4.1.1 Conceptual and operational definitions of variables

In this section the conceptual and operational definitions for each variable are being outlined. Reliance on
social networking; the term reliance refers for dependency or trust on Social networking websites which are
“web-based services that allow individuals to (1) construct a public or semi-public profile within a bounded
system, (2) articulate a list of other users with whom they share a connection, and (3) view and traverse their
list of connections and those made by others within the system,” (Body & Ellison 2007). Reliance on SNS as the
independent variable in this research was investigated qualitatively through 3 focus groups. Through the
questions listed below respondents were asked what constitutes their reliance on SNS especially when it
comes to civic participation. These questions included; how often do you go online? What are you most likely
to do online? What effects can emerge from the reliance on social networking? Why do we hear so much
about those websites these days? When you gather with friends and family what are you most likely to talk
about? Social media and rebuilding Egypt, what can you say about that?

Civic participation refers to the kind of contribution of an individual or a group of people towards solving a
demand in the community or society (Zukin et al, 2006). In this study, Civic participation was quantified
through a questionnaire instrument. To measure Civic participation, this study adopts a five point Likert Scale
with a Cronbach Alpha equal to .743 (where 1 means never done this action and 5 means always done). The
statements included; | have attended a local government board meeting dealing with community issues, | have
gone to see, spoke to or wrote members of the local government about needs or problem, I have worked with
others to solve community problems, | have took part in protests or demonstrations on a local issue, | have
took part in forming a group to solve a community problem, | have you participated in any advocacy campaigns
and | a member of community organizations.

5. Results

Starting with the findings of the qualitative themed analysis, the determinants’ of the independent variable
reliance on SNS were extracted. The results of 3 focus groups reveal that young adults do rely on SNS due to
two variables these are; collective action on events and the new sense of community. Table 1 below includes
the two extracted variables, their definitions and their supporting themes. The two extracted variables proved
reliable with a Cronbach’s Alpha amounting to 0.934 and 0.580 respectively. Additionally, in focus groups SNS
were expected to increase civic participation due to being a charity hub in which they get announcement,
options and get connected to projects in an easy, free and timely way and where they can creatively donate
online on SNS through games for instance. Additionally, SNS offers a transfer of online talks to offline actions in
the civil society and makes it easier to recruit volunteers.
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Table 1: The extracted variables and their supporting statements

Variable Definition Supporting Statements
Collective action on Due to SNS, they can learn about different social and | SNS help me to know about events.
events political events, check out on who is joining from SNS helps me know who will join
their contacts, promote them and benefitting from events.
the group for the sake of the event SNS will help me promote events.
New sense of Practice of a social life, connections and | enjoy my social life on SNS.
community differentiation in platforms based on personal and SNS helps me connect with more
non-personal habits, doing simply everything. people.
| use certain SNS for personal life
only.
| use certain SNS sites for political
use only

As for the findings of quantitative study, the positive relation between reliance on SNS and civic participation in
Egypt was confirmed by the results of the correlation analysis and the value of the Pearson Correlation
Coefficient that was equal 0.160. Thus, based on both analyses we can conclude that reliance on SNS by young
adults would have a positive relation with civic participation in Egypt. To quantify the findings of the themed
analysis, correlation analysis was conducted and resulted in a Pearson correlation coefficient for collective
action on events equal to 0.392 and for new sense of community equal to 0.318. Therefore by integrating both
qualitative and quantitative data gathering and analysis we can conclude that there is positive, moderate and
significant relation between collective action on events and new sense of community and Reliance on Social
Networking sites and that there is a positive relationship between reliance on SNS and civic participation.
Hence this study contributes the model below in figure 1.

Reliance on SNS CIVIC PARTIPATION
Collective action on events

Style of news and information

Figure 1: the proposed conceptual model.

5.1 Respondent Profile

In this study 56% of the sample responded that they do rely on SNS. With respect to age 84% were between
19-31 years old of which 52.4% were males. The majority of the respondents listed they were students with a
percentage equal to 50.5%. Only 23.2% indicated they were members in organizations. 59% expressed they
use the Internet daily and 37% use the wireless Internet connections to log online. When respondents were
asked about their SNS use the majority 84.1% listed Facebook, followed by YouTube and then Twitter and
lastly other websites. More than 60% of the Egyptian populations are less than 30 years old. Additionally, the
majority of users of SNS are aged 18 — 29 with no gender differences. And since this study investigates the
outcomes of reliance on SNS by young adults aged 18- 29 in Egypt thus, the findings of this study can be
generalized to the Egyptian population (Pew Internet Research 2012)

6. Implications

According to the findings, Internet is becoming part of the day for young Egyptians. Mostly they connect to the
Internet through wireless connections, which logically can be attributed to the fact that these are youth who
log in through café Wi-Fi or on campus in their colleges. This study findings do confirms that young adults in
Egypt rely on SNS. This means that they trust and depend on SNS. Thus, this implies that SNS to young
Egyptians is not just entertainment, the general assumption that was taken on sites like Facebook before the
revolution. On the contrary, young adults praise SNS for their abilities to bring them together and help them
do positive change to the society. Precisely, the most agreed on SNS in this research and thus the most
commonly used among young Egyptians was “Facebook”. This means that Facebook and the way it is designed
supports the predictors of reliance on SNS in Egypt.This study infers that young adults in Egypt believe that SNS
master the promotion and spreading of events. According to respondents, this is the platform where people
know about different social and political events, check out who is joining from contacts and even promote
them. This was surely evident during the Arab spring where each protest was coordinated and spread through
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Facebook and the like. In particular in Egypt everyday until today a new event is created with a new theme to
bring about coordinated efforts to help the community. These included blanket collections in winter and
fundraising for different causes.

Through this research it is implied that young adults in Egypt believe that they can simply do everything on
SNS, in particular, the practice of a social life, connections, and differentiation in platforms based on personal
and non-personal habits. The model of perceived benefits of SNS sites supports this assumption (Zhou 1991).
Also, Egyptians are known for being social and love gathering and so this study implies that they use those
sites to connect with other acquaintances weather locally or around the world. Also, it was mentioned in the
discussion that due to the growing number of Egyptians living abroad, more and more people use websites like
Facebook to stay tuned with their local friends and local news while being abroad. This can specifically be
enriching for civic participation since there can still be participation while outside Egypt.

This study implies that the civil society and participation can be enriched among young adults in Egypt through
more usage of SNS. This also means that more civil organizations and initiatives are available on those sites
and have succeeded in stimulating engagement among young adults. It reflects that those websites help to
form groups, promote and collect donations for various service ideas in Egypt. Accordingly, young Egyptian
adults would trust SNS to participate in more projects and campaigns that help address community needs and
concerns and thus those SNS attracts citizens to civil action especially among the young adults. Therefore, the
implication is that the civil Egyptian society is affected by usage of SNS among young adults.

7. Academic and practical contribution

This study offers a contribution to the theories of political marketing by understanding more about the
engagement of young adults especially after the very low participation of youth in the last constitution
referendum in January 2014. Additionally, most studies conducted to investigate civic participation are
conducted in countrieswith different economic, political and societal conditions than Egypt and most countries
in the Middle East. Therefore this study offers a solid contribution by comparing different civic societies. Even
thought many studies have taken place about social media to date very few studies have explained why do
young adults rely and depend on SNS when it comes to civic participation and thus this study contributes two
different dimensions that constitute reliance on SNS by young adults in Egypt.

From a practical point, to candidates, activists and civil groups, this study is among the very few conducted in
this area. Therefore, more insights are given to the domain practitioners and allow them to capitalize on the
findings in their upcoming strategies and online campaigns. Especially it allows them to realize the relation
between tools like Facebook and participation various activities. With a newly born civil society, this study
offers advice and guidance to newly starting NGOs by enriching them with knowledge regarding the apaches
towards engaging more young Egyptian adults in the local community through SNS. Also, it is recommended by
civil activists to utilize the findings of this research when targeting campaigns of advocacy and communication
in order to be able to tailor it to their targets. The fact that young adults turned to rely on SNS for collective
actions on event poses a recommendation to civil groups to target to recruit volunteers online through SNS
where many young adults rely on it and which stimulates civic participation among young adults in Egypt.

8. Limitations and future research

Correlation study was conducted and so it only examines relation among variables and thus does not explain if
actual increase in civic participation will happen due to reliance on SNS. Additionally, what causes young
Egyptian adults to rely on SNS is a broad question that might not be answered through only three focus
groups. The statements used to measure civic participation are all adopted from foreign literature of countries
with different circumstances and so the kind of activities might not be the same in Egypt. This study does not
take into account the fact that political variables might moderate the relation between reliance on SNS and
civic participation. Therefore, this should be considered in the upcoming studies. According to those
limitations potential opportunities include investigating citizen participation as being affected by reliance on
various media channels. For example will mobile Internet affect citizen participation differently? Additionally
this study can be conducted on longitudinal basis, where data can be collected twice before and after the
exposure to certain civic events to be able to gather more insights in the topic.
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9. Conclusion

The uniqueness of this study emerges from the fact that it has shown the power brought about with the wide
spread of reliance on SNS in the creation of a new culture of participation among citizens in Egypt. Through
sequential studies this study was able to investigate what causes young adults in Egypt to use SNS and thus the
dimensions that constitutes the reliance of young adults on SNS in Egypt. Civic activists through this study
were advised to consider social media in their marketing and communication especially in this era of Egypt
with major elections on their way. Also, the government was recommended to make use of SNS and to start
communication with the young generation that has lead the revolution and that composes more than 61% of
Egypt. Companies and marketers were given insights into integrating this tool to their campaigns. And, this
study has provided through its limitation a series of suggestions for future research. In times when Egypt is
most need of collaborative action this study has answered the thought of “what happens when every body
comes together on social networking sites in Egypt?”
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Abstract: As technology and workplaces change and evolve, new policies, procedures, and participation are changing also
for today’s workforce. While many organizations are starting to realize the value of their intellectual capital, especially
their human capital, they have discovered that better communication and interaction skills are necessary in order to
increase productivity, morale, and participation in one’s organization. The levels of participations for some employees can
vary greatly, but human resource professionals are realizing that the use of technology might add yet another layer of
obligation on the part of the employee, but it may also provide a powerful tool to engage and motivate them as well. In
particular, there are three types of participation in today’s workplace: in-person participation; online participation, and
social media participation. Each of these form of participations require more activity and interaction from employees than
in previous decades, but they also help to fill in a void for some individuals in terms of socialization in the workplace. Thus,
this paper will focus on employee participation in both “work” activities and meeting of organizational goals, but also, it
will also examine how the communication and engagement of employees have changed with the use of technically,
specifically, the use of social media.

Keywords: Virtual risk, e-Participation, Social Media, Workforce, Social Capital, Networking

1. Introduction

Adaptation to changes in the real-world setting is important for all types of stakeholders, but internal
stakeholders need to understand how certain changes will affect them in the context of their organization and
its goals, as well as the impact with external stakeholders. As technology and workplaces change and evolve,
new policies, procedures, and participation are changing also for today’s workforce. While many
organizations are starting to realize the value of their intellectual capital, especially their human capital, they
have discovered that better communication and interaction skills are necessary in order to increase
productivity, morale, and participation in one’s organization. The levels of participations for some employees
can vary greatly, but human resource professionals are realizing that the use of technology might add yet
another layer of obligation on the part of the employee, but it may also provide a powerful tool to engage and
motivate them as well. In particular, there are three types of participation in today’s workplace: in-person
participation; online participation, and social media participation. Each of these form of participations require
more activity and interaction from employees than in previous decades, but they also help to fill in a void for
some individuals in terms of socialization in the workplace.

2. Background Overview and Research Methodology

While many have questioned the importance and relevance of social media in the workplace, it may be
prudent to start off with a review of the literature in terms of the subject of social media and its impact in
today’s workplace. This paper will examine the literature in terms of employee participation in both “work”
activities and the meeting of organizational goals, but also, it will examine how the communication and
engagement of employees have changed with the use of technically, specifically, the types of uses of social
media. In fact, while some organizations have focused on competing with other organizations, whereas, other
organizations have focused on competition with others and engaging and motivating their staff with various
types of social media to perhaps attract more of their attention towards the company using this new approach
to marketing and communicating with others, both internally and externally. While some forms of social
media have established themselves into the archives of some organizations and frontline of others (i.e.,
Facebook, Twitter, LinkedIn, etc.), companies need to be mindful of their use of such media, as well as
maintaining proper managerial control in the form of established policies and procedures.

Consequently, it should be noted that while many social media formats and programs are relatively new, as
compared to Facebook, the literature has taken on a more generic framework with key terms, such as
engagement, motivation, socialization, and more to look at the intellectual, as well as the social impact of this
new segment of virtual work and personal engagement. Thus, this paper will look at research questions. First,
is there a valuing of intellectual capital and engagement of the use of social media in today’s workplace?
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Second, can social media be used as a strategic tool for sensemaking in understanding today’s technological
advancements and applications? Third, is social media more of an implied layer of commitment on the behalf
of today’s worker, rather than an expressed obligation by the employer? Finally, what are some of the best
practices used to address the uses of social media in the context of e-participation and trust issues?

While the business world struggles with the use of newer forms of technology and the introduction of various
forms of social media, the academic community also is engaged in their own strategy to adapt marketing and
educational efforts to use this new line of social engagement and contact. Garrett (2011) addressed the
application of social media for achievement in the context of online education. He segmented the approach
for online programs into three areas: connect, dialogue, and reflect. In the connect phase, the program can
use social media to: 1) to reach out to current, past, and future students and instructors; and 2) to build better
online communications and bridges from the classroom to their space. In the dialogue phase, they can use
social media to: 1) to motivate and encourage more participation from all; and 2) to continue discussions from
the classroom to real life applications (their world). Finally, in the reflect phase, social media may be for the
moment, but can we take what we learn, use, and share and use it later. However, it should be noted that the
adjustments/modifications in the online learning environment is based on the growing need to how business
in today’s marketplace is using newer forms of technology in terms of motivation, engagement, and
productivity, especially in the context of competing in today’ economy.

3. Literature Review of Social Media in Business and Technology

While many organizations and companies strive in a highly competition market, they have had to adapt and
incorporate various forms of technology in order to keep abreast of developments, changing events, and
addressing the issues of workforce recruitment and development. To add another layer to the use of
technology in today’s workplace, issues of policies, procedures, and processes, as well as participation
requirements for their workforce. Coupled into this equation of balancing workforce and marketplace needs
and wants, the introduction of social media has added an additional segment to today’s business entities.

As the advent of social media played upon the curiosity of individuals at first, many social media operators
started to realize the growing market of businesses and their need for a better communication media. While
electronic mail has been the most acceptable form by employees to communication in businesses, many
employees have been limited in their ability to express themselves in the context of their organizational rules,
regulations, and overall policies in terms of the business versus personal usage of their company electronic
email. With the introduction of social media, some organizational members have been slow in the acceptance
of the change of communication channels/media, as well as appreciating the value of new technology.

4. Impact and Valuing of Intellectual Capital and Engagement of Employees

As presented in the literature, it is apparent that that one common practice used by many organizations and
businesses is the use of a new social type of engagement that can be accomplished with the organization’s
own Intranet called “communities of practice”. Wenger (2006) noted communities of practice as being
formation of “people who engage in a process of collective learning in a shared domain of human behavior . .
. (para. 3). These types of communities can help to nurture, create, share, maintain, encourage, develop, and
evaluate all types of knowledge and value gained and realized through various activities, such as problem
solving, sharing developments, documenting and working on projects. Further, these communities of practice
can develop from a small informal group to a more organized and collective whole as deemed and valued as
important by the overall organization and its management. Thus, more organizations and educational
institutions are beginning to realize how important these communities of practices can be in terms of
brainstorming, problem solving, as well as collecting, organizing, and management new knowledge from
lessons learned in the workplace. Therefore, there is a need for social media as not only a form of
communication, but also as a form of strategic tool to be used in the workplace in terms of problem-solving
and brainstorming efforts among the various community members.

In terms of this need for sharing knowledge and applying it to other situations, it should be noted that earlier,

Lave and Wenger (1991) wrote on the “generation and transfer of knowledge” inside these communities of
practices as follows:
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e “The transformation of knowledge and learning is tied to situated action. A large part of the daily
generation, application, and internalization of knowledge is achieved during learning in practices.

e Learning in practice is delineated by the web of relationships between actors and takes place in a
social and culturally constructed environment, the community.

e Learning in practice not only enriches individual knowledge but also the identities and roles of actors
with the learning community. Newcomers learn from old-timers by the legitimation to participate in
certain activities as part of the practice in the community. New members first participate as
peripheral community members. By continual learning and social identity and role building” (Von
Wartburg, Rost and Teichert, 2008, p. 3)

Along these lines of knowledge transfer, current practices in learning and sharing of these two items, members
can help to promote their social identity not only among their own “self-contained” community membership,
but also engage with other community members and external stakeholders. However, beneath this primary
level of need for the use of social media, this is yet another level or layer that plays a role here in
understanding the human element for the use of social media — making sense of this new social craving, trend,
or technological wizardry. In any event, this next section will highlight the need for sensemaking and develop
the discussion into another level of discovery.

5. Using Social Media as a Strategic Tool for Sensemaking of Workplaces and Technology

According to Weick (1995): “Organizations are a complicated collective network of individuals, each bringing
unique skills, perceptions and beliefs into an organization and at times, putting the collective network into a
state of flux. Cohesion within the collective net is established and re-established when members engage in acts
of organization.” (para. 1) Basically, Weick (1995) described how the process of sensemaking helps
organizational members to understand the processes of the organization in the context of seven attributes.
These attributes consist of “identity construction, retrospection, enactive sensible environments, a social
nature, ongoing processes, extracted cues, and plausibility.” (Weick, 1995, para. 3)

In such social and culturally constructed environments, employees, as organizational actors, may need to
social construct and de-construct certain realities and probabilities in their daily work lives. As social
creatures, employees need to interact with each other and try to understand events in their lives in term of
sensemaking (Weick, 1995). They need to understand their role and function in the workplace and how they
can achieve and retain their own standing in the workplace. Thus, Weick (1995) argued that sensemaking, in
an organizational sense, is not done as a tool of discovery, but as one of invention.

Thus, we can view sensemaking as being grounded in identity construction or as a reflection of one’s action or
from enacted cues. Also, we can view employees as producing the environment in which they face action and
affect others. For example, some workplaces may be domicile and never face any key changes in events or
actions, and any major change in the employee’s routines, beliefs, and work ethics On the other hand, there
are employees, as well as organizational leaders and managers, who rear in the face of adventure and
welcome any change that may be presented to them? Further, Weick (1995) stated that “identity construction
is bound to attributes of retrospection and enactment. Retrospection depends upon previous action,
knowledge, or belief as part of an ongoing process of reflection, interpretation and articulation through
historical connections. Enactment plays a role in retrospection by shaping the environment of action,
knowledge and beliefs.” (para. 4) One way to improve upon their social standing and positioning in the
workplace is through the use of social media as a form of sensemaking strategic tool. A key question to
explore and examine is how the various layers of stakeholders feel either a sense of commitment or obligation
when they asked to embrace new technology and whether there is immediate compliance or conflict.

6. Exploration of Social Media in Terms of Commitment versus Obligation

While work relationships and assignment completions become more evolved, as a result of changing
technology, the level of complexities in the workplace has also increased. Some workers feel more disengaged
today than ever before with the required interaction. According to eParticipation.eu (2013), “the use of online
environments in the communication with citizens requires specific actions. Those actions are presented in five
steps, such as: 1) expectations — backgrounds; 2) planning; 3) action; 4) communication; and 5) feedback-
evaluation (para. 1). Thus, this paper will address the impact of social media in the form of e-Participation on
the behalf of employees, employers, and other stakeholders. While participation in organization activities and
events may be limited due to various internal and external factors, the impact of social media has helped to
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increase more participation levels of organizational members and perhaps opened up a newer form of
dialogue between management and the workforce.

As more organizations focus on their maintaining their own niche in today’s competitive market, they are
focusing on their knowledge management, learning organizational structure, networking opportunities, as well
the development and nurturing of their own intellectual capital in terms of their human and social capital.
Virtual teams/groups form their own online communities with a social need to exchange not only work
information but to gain a sense of belonging in group pursuits, as well as identifying common problems,
challenges, and basic needs and wants among themselves. Preece (2000), these online communities “consists
of people who interact socially as they strive to satisfy their own needs or perform special roles; a shared
purpose that provides a reason for the community; policies that guide people’s interactions; and computer
systems to support and mediate social interaction and facilitate a sense of togetherness” (p. 10). Juxtaposed
to these viewpoints are the educational side and the online learning environment in which the educational
community has begun their struggle to meet the ever-changing needs of these new learners and learning
communities. Thus, many have seized the moment to help join the ever-changing evolution of learning and
technology. In the field of business and management, educators have recognized the demographical changes
of the student population. In a virtual environment, the student is not the traditional student seen in a
classroom in previous years, but rather one that reflects a vast array of cultural differences and needs that
require educators to help build “new learning paths” towards the creation of virtual learning communities.
The commonality between the business and academic sectors is the use of best practices, especially with an
emphasis on knowledge management. Therefore, these best practices have also identified the use of stronger
communication skills and technology, namely, social media.

7. Review of Best Practices and Human Capital Issues with the use of Social Media

While many organizations may share certain knowledge management strategies among themselves, they have
learned also the importance of sharing good ventures, knowledge bases, skills, strategies, and practices with
others, as well as being on the receiving end of this process. Within the past several decades, the business use
of bet practices has been evolving and gaining notable literature and accolades for its application in today’s
workplaces and academic environments. Jones (1993) described best practices as centered “on the very
essence of good management: guiding employees toward greater productivity, liberating them from the
burdens of disorganization without saddling them with restrictive bureaucracy, and helping them to overcome
some measure of the troublesome flaws inherent in people and processes. These are the measures of
effectiveness and efficiency (p. 11).

While we can see the influence of changing technology and diminishing workforce in the workplace has caused
many human resource professionals to search for information and ideas on best practices in human asset
management (Fitz-enz, 1997). As changes in technologies have occurred in the workplace, as well as changes
in federal, state, and local laws, there has been a shift from these changes to human problems. Chin and
Benne (1969) described this shift to the human problems as “dealing with the resistance, anxieties, threats to
morale, conflicts, disrupted interpersonal communications, and so on, which prospective changes in patterns
of practice evoke in the people affected by the change” (p. 94). Thus, those individuals involved in
technological and human asset management work as Achange agents@ to help facilitate change in terms of
best practices.

Fitz-enz (1997) described best practices as: “an enduring commitment to a set of basic beliefs, traits, and
operating stratagems. These are the guidelines for an organization: the driving forces that distinguish it from
all others” (p. 98). In 1990, The Saratoga Institute performed a formal research project on common traits of
the best human asset management companies. The question that they used over and over with each
participant was, “Who is good at ?” The identified eight factors that appeared constantly in their
study as: “1) value; 2) commitment; 3) culture; 4) communication; 5) partnering; 6) collaboration; 7)
innovation and risk; and 8) competitive passion” (Fitz-enz, 1997, p. 100). They wanted to find out what was
being done better in each of these factor areas. The study was designed to help them to identify what was
being done right and if it was part of the individual’s interaction with their organizational culture. Thus, this
leads us to focus on what is being done right in terms of the role and function of social media in the workplace
and how it impacts the human element, namely, the human capital.
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We need to understand that socialization does not occur in a vacuum. Rather, in many open systems,
socialization, just like learning, needs to be ever-changing, constantly modified, and in the case of human
capital, it needs to meet a given objective(s). One of these objectives is to help engage, motivate, and
socialize human capital in order to help maintain and increase their performance in the organizational setting.
Thus, this leads us to another line of inquiry. How do people socializing in the workplace and sharing in a
common goal or set of strategies to meet the organizational goals? Is there a need to work as a group and
socialize or is this a passing trend?

While many organizations and institutions have realized that their intellectual capital is truly the most valuable
commodity, they also must seize the opportunity to guide, nurture, and reward intellectual capital or they may
lose out to their competition. This paper will focus on how many business entities are rethinking how they
harness and nurture their intellectual capital and how they can engage them more to appreciate their value
and encourage them to share more with their colleagues. The way in which they approach their intellectual
capital and engage them is important, but yet they have to guide and facilitate learning and development with
their employees and still have the employees feel a sense of autonomy and self-accomplishment. As more
technology is introduced in to the workplace, there is a greater need to still connect, socialize, and engage all
employees. Thus, we need to look at a newer form of engagement, socialization, and connection in the form
of a technological creation referred to as e-participation.

8. Impact of Social Media Applications in Connection with E-Participation and Trust Issues

Kim and Lee (2012) proposed a theoretical model on e-participation and the process. This “model emphasizes
the effect of the e-participation process on e-participant’s trust in government is moderated by the extent to
which e-participants are satisfied with e-participation applications and the quality of government
responsiveness to e-participants’ needs, e-participants’ development through participation, their perceived
influence on decision making, and their assessment of government transparency.” (p. 2) As more entities strive
for updating their various forms of connection with their employees, the issue of trust still has a hold over
some employees and restricts their participation and contribution via the use of new technology.

If we look at Erik Erikson’s first level of his Psychosocial Stages of Development, it focuses on the issue of trust
versus mistrust (Knowles, 1980). Given this pre-conditional barriers in terms of one’s learning experiences, the
academic community needs to address this situation and how to rectify it for future learners. Another key
event that has been part of the learning experience for many working adult learners is the use of virtual
(online) learning. Thus, this paper will address several key questions.

e  First, what are some of the pre-conditioned barriers to learning that adult learners may be prevented
from considering or attempting to continue onward with future educational endeavors?

e Second, what impact has virtual learning have on today’s working adult learners and their need to
obtain education when there are other factors that may impede their ability to take Face-to-Face
classes, but rather turn to virtual learning to meet their needs?

e Third, can virtual learning be used as a strategic tool to help these adult learners to overcome
previous learning barriers in order to re-embark up on their educational endeavors and see learning in
a different and more stimulating/motivating light?

Even though three questions may seem quite simplistic in their approach, they do impact each other and
affect a learner’s decision to consider or wait for educational pursuits. Finally, this paper will address a “game
plan” for all current and potential virtual (online) instructors on how they can create a new “motivating and
less abrasive” environment and help their learners to move from Erikson’s noted first level of trust versus
mistrust to another stage and perhaps see the value of education once more.

We need to consider that the level of trust that one may have with something being offered on-site versus
something being offered virtual may be perceived in different ways. For example, social media may be
embraced by many employees as a result of organizational communications or just by the novelty of this new
technology. On the other hand some employees may be eager to use these various forms of social media as a
result of experienced shared with them by friends, family members or colleagues. In any event, we need to
consider that in the online environment, whether virtual teams or online courses, trust has a different
contextual meaning, it is often referred to in terms of “virtual trust” and look at the various stakeholders (both
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internal and external) in terms of their perceptions and interactions with others in this virtual environment.
Therefore, what do we mean by virtual trust and how does it differ in the virtual environment? One way to
view this is through a lens with various types of trust. Uslaner (2001), wrote that “Trust has a moral
dimension—of ethically justifiable behavior as expectations. General trusters tend to have a higher ethical
sensibility”. We should look at another type of trust that is more useful, or perhaps exercised, by others that
is known as swift trust. “Swift trust” may be unstable and fragile at times. For example, most adult learners
need to need to establish quick trust patterns with their teachers, especially in the online environment. Along
these same lines in the virtual business environment, virtual group members need to establish trust with their
virtual manager, as well as their virtual members. Like trust in the face-to-face classroom and business world,
this type of trust may not be easily gained. Also, there could be a growing need for team/group building
exercises and interpersonal communications skills if the members have not been able to establish a reasonable
amount of virtual trust and communications flow. Let us now at the different types of learning and to see if
there are differences between face-to-face learning versus online learning. In particular, we will focus on what
the student with a disability has to face in these learning environments and determine if there is any form of
social justice in either one of these environments. One of these new types of social and
business/organizational environments has been referred to as communities of practices.

According to von Wartburg, Rost and Teichert (2008), “virtual communities of practices (VCoPs) are
communities of practices (CoPs) characterized by at least partially virtual interactions. CoPs are informal
groups of people that share expertise and passion for actual practice within and on behalf of an organization.
CoPs are said to be a more effective organizational form of knowledge creation than traditional and formal
ways of structuring interaction” (p. 1) While Virtual communities of practice (VCoPs) may be seen as a
relatively new organizational form, they are also perceived as a potential mechanism for creating knowledge
both with and between companies (Kogut and Metiu, 2001; Von Krogh, Spaeth and Lakhani, 2003).

Virtual Teams have been a common segment of many companies, especially companies and organizations who
have a global interest. Key advantages of virtual teams, as well as for Virtual Communities of Practices, are the
mobility of the team by not being assigned to a physical location — but able to operate in any region of the
world. Also, the geographical locations of various members of such groups or practice areas are not tied
down to time zones, but rather many technological enhancements, such as the ability to pre-record meetings
and presentations, and provide opportunities for virtual members to participate despite time, location, and
other factors. With these items considered, virtual teams, communities, learners, and managers are learning
and sharing best practices to help encourage, engage, motivate, and communicate in better ways with their
human capital by implementing new strategies and processes with the use of social media to help with their
performance/productivity in the workplace.

9. Conclusion/Findings of Social Media Applications

As more applications of social media continue to appear on the Internet, ranging from personal to business,
the social aspects of this technological media continue to capture more attention and acceptance. While
management may be interested in these many applications of social media, their main focus has been and
probably will continue to be aimed at what quantitative measures can be achieved from this new strategic
tool. Can it help to improve more brainstorming, engagement, and affect productivity (performance) rates?
Furthers, this leads to yet a bigger question of how can business motivate and engage more employees into
some form of e-participation to capture a newer type of skills, knowledge, and abilities? While social media is
enjoying more attention of the population, in particular, the business community, it impact may not be fully
realized at the current time. However, with the introduction, maintenance, and monitoring of social media in
the workplace may need more longitudinal studies completed to fully appreciate its impact. Finally, we need
to consider the current value of e-participation, along with the use of social media in a variety of
environments? Finally, we need to consider whether or not social media should be constricted within
contextual parameters of an organization’s control or should it be more open in design so that employees may
not feel controlled or monitored, but yet given an opportunity to engage with others and perhaps learn and
share ideas more freely in a “informal think tank” environment, as well as a social framework for their partin a
community of practice.
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Abstract: This study reports results from a segmentation analysis of Twitter usage patterns during the Gezi Protests that
took place in Turkey in 2013. This segmentation analysis reveals the existence of four distinct groups of Twitter users: 1)
“update hubs”, who use Twitter for learning about updates and sharing these updates with others; 2) “update seekers”
who use Twitter to get information about the protests; 3) “opinion followers” who were oriented towards learning about
opinions rather than information via Twitter; and 4) “voice makers” who used Twitter primarily to share their opinions
about the protests. The Twitter usage segments were predictive of key differences in types of activities performed on
Twitter during the protests, trust in Twitter as a source of information, and information verification techniques utilized by
the users. First, while all segments were equally motivated to use Twitter for a surveillance function, Update Hubs and
Voice Makers were also more likely to be motivated by using Twitter for connectivity (i.e., to expand one’s network).
Second, in terms of different types of Twitter related activities, Voice Makers and Update Hubs were more likely to Tweet
and Retweet about the protests than members of other segments. Also, Voice Makers were more likely to reply to other
people’s Tweets. Third, the only segment that avoided using Twitter for informational purposes, Opinion Seekers, were less
trusting of Twitter than other segments. Finally, Update Hubs, who aimed to act as a conduit by spreading information,
were most active in terms of cross-checking information with multiple sources to verify the information they came across
online before distributing it further.

Keywords: political crises, twitter, social media, uses and gratifications, segmentation

1. Introduction

The widespread adoption of social media applications that have emerged within the last two decades have led
to an increased interest, among practitioners and academics alike, in how social media may transform the
nature of communication during crises. Researchers have investigated a number of questions related to the
use of social media for the coordination and organization of response efforts, how social media may enhance
community resilience during emergencies and crises, and social media’s potential as a source of information
(e.g., Castells 2012; Latonero and Shklovski 2011; Starbird and Palen, 2010; Vieweg et al. 2010). To date, little
attention has been paid to how social media users may exhibit different usage patterns during times of crises.
Accordingly, this paper aims to fill this void by providing findings from an online survey which sought to
examine how individuals utilized Twitter during the Gezi Protests in Turkey (2013).

While media freedom in Turkey has always been problematic, particularly since the 1990’s, consolidation of
the media has led to a significant decrease in availability of diverse news/information sources. Critics have also
argued that since Ak Parti, the current ruling party came to power following the 2002 national elections,
increased pressure on media have led to a decline in the availability of alternative voices (for a summary, see
Garkoglu, Baruh and Yildirim, 2013).

It is within this context of heightened homogenization of content in mainstream media in Turkey that the use
of social media during the Gezi Protests became a key case study for understanding the role that social media
may play in a political crisis. The protests started at the end of May (2013) when a relatively small sit-in protest
against the removal of trees for the new redevelopment project in Taksim square area was violently evicted by
police. Following this eviction, the protests quickly spread around Turkey and the agenda of the protestors
quickly evolved to include not only the redevelopment project in Taksim, but also, issues such as the increased
encroachment of the ruling party in the private lives of the citizens, threats to freedom of speech, freedom of
assembly, and the freedom of the press. The supporters of the protest movement were highly vocal about the
lack of and bias in coverage of the protests, resulting in an increase in social media, particularly Twitter use;
Topsy Analytics reported about 10 million tweets containing hashtags related to the protests between 30 May
—4 June, 2013.
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The remainder of this paper will continue with a brief overview of current research on functional approaches
to studying media users and how this approach has been applied with respect to social media (generally) and
the use of social media during emergencies. Following which, the paper will summarize findings from the
survey conducted on respondents who used Twitter during the Gezi Protests. The findings will provide a
summary of general Twitter usage patterns and will discuss the results from a segmentation study that
investigates differences in Twitter use during the Gezi Protests.

2. Functions and the use of Twitter in crises

Since early days of communication studies, functional approaches to communication have claimed that the
media serve different functions, such as surveillance (i.e., news and information), entertainment or
mobilization for their users (Wright, 1960). For example, the Uses and Gratification Theory (UGT), which
continues to be widely used within media research, holds that media users have an active, rather than passive
relationship with the media (Newbold et al. 2002). As such, media users actively seek content or forms of
media that will satisfy their needs (Grant 2010). Consequently, rather than examining the effect of the media
on audiences, researchers employing the UGT framework examine what people do with the media.

In the last decade, the development and increased use of the Internet has led to a surge in the application of
functional approaches such as the UGT to understanding users’ choice and interaction with media, such as
social networking websites on the web (Chen 2011). Examples include: how Facebook contributes to
enhancing social capital (Ellison, Steinfield and Lampe 2007); why college students choose to use the social
networking sites Facebook and Myspace (Raacke and Bonds-Raacke 2008); individuals’ motivations for using
Facebook (Joinson 2008) and, why people may choose not to use Facebook (Boyd 2008; Tiifek¢i, 2008). Not
restricted to understanding the use of social networking sites, some, such as Ku et al. (2013) sought to
investigate why people choose to use other communication technologies over others. Others, such as Kaye
and Johnson (2010) sought to understand why people accessed the web for political information, which
enabled them to understand individuals’ attitudes towards trust in government, feelings of efficacy, interest in
politics, and the likelihood of voting.

With respect to Twitter, Chen (2011) conducted a study using UGT to understand how Twitter was perceived
to satisfy the gratification need of connecting with others. The findings from this study indicate that the more
time individuals spent on Twitter over a longer period of time (months), the more they fulfil their need for
connectivity with others. Also, actively participating in a conversation was found to play a significant role in
satisfying individuals’ need for connectivity. More recently, Hughes et al. (2012) utilized UGT to investigate the
differences between uses of Facebook and Twitter. Thus, those who use Twitter for gathering information do
so for its “utilitarian value and cognitive stimulation” (p. 567).

While UGT has provided an insight into how and why people use applications on the Internet such as social
media, scant attention has been paid to how and why individuals are choosing to use social media during
different types of crises. For instance, Vieweg et al. (2010) analysed the use of micro-blogging (Twitter) during
two types of crisis; a flood and grassfire. Their analysis of content helped them to understand how micro-blogs
could be useful for gaining situational awareness during an emergency. Elsewhere, also emanating from this
study, Starbird and Palen (2010) completed an analysis of the Tweets during these emergencies to understand
how information is exchanged during an emergency. The study was particularly useful in recognising how crisis
managers might direct their data management activities when interacting with social media in an emergency.
Other studies have sought to reveal how different online applications can be used for operational activities,
such as knowledge sharing in a crisis (Yates and Paquette 2011; Latonero and Shklovski 2011). Elsewhere
Gupta a et al. (2013) examined the misuse of social media in a crisis, by examining the sharing of fake images.
These and a range of other studies reveal important findings with regard to the value of social media and other
types of ICT’s in a crisis; however, they do not explicitly examine the user gratifications and motivations
relating to the choices that users make during a crisis.

Among the few studies that investigate why individuals utilize social media during a crisis, particular attention
has been paid to how social media is used for information seeking. For instance, a study by Austin et al. (2013)
revealed college students motivations for using social media to seek reliable crisis information. Elsewhere,
Taylor et al. (2012) conducted an online survey of individuals’ use of social media following cyclone Yasi in
2011 in Australia and New Zealand. The survey revealed, to an extent, people’s information needs during the
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crisis and furthermore, the perceived value of social media as a form of psychological first aid which helped
empower individuals in their search for reliable information. Also, recently, in their study of the use of social
media during the Egypt revolution, Tifek¢i and Wilson (2012) examined the role that social media played in
informing individuals of the protests, as well as enabling them to participate in the demonstrations. Crucially,
the study also revealed patterns of participants’ media usage and the impact of media use on participation in
demonstrations.

Understanding how social media aids crisis management is certainly a valuable exercise, but it does not
necessarily fully complement our understanding of how social media can be utilized by the public in a crisis,
and therefore, what value and functions different forms of social media have for the public. Namely, whilst
there are some studies that examine the use of social media sites for information seeking during crises, with
the exception of the study Tiifek¢i and Wilson (2012), there seems to be a lack of research that seeks to
understand the publics’ different usage patterns. Particularly, given the potential of social media applications
to allow users to not only seek information but also produce and disseminate information, a more
comprehensive understanding of social media’s role during crises would require that we investigate a wider
range of uses of social media. As such, our study seeks to understand the different patterns of social media
usage in a political crisis, and how user motivations may influence behaviour. Furthermore, we examine the
implications of user motivations in their use of social media in a crisis for the wider spectrum of crisis
management.

3. Participants and procedure

The survey consisted of an online survey that was administered between 10 and 29 June 2013. Respondents
(adults older than 18) were recruited using a snowball sample, through invitations sent via e-mail, blogs,
Facebook, Twitter and LinkedIn. As such, the results of the survey are somewhat limited in terms of their
generalizability.

Out of 890 respondents who started the survey, 230 completed it. On average, the survey lasted for 20
minutes. Respondents were predominantly female (64%). The reported mean age of the respondents was 28
(SD = 9.2). A majority of the respondents (54%) indicated that they were still students at a higher education
institution (undergraduate or graduate). On average, the respondents reported using the Internet for about 4
hours per day for purposes other than school or work. More than half of them reported visiting news websites
(69%), instant messaging (60%), visiting video sharing sites (58%), and using Facebook (77%) at least once a
day. A considerably smaller percentage of respondents reported using the Internet at least once a day for
writing blogs (13%).

4. Results

4.1 Twitter use during the Gezi protests

The majority of the respondents were Twitter users before the Gezi Park protests (85%). More than 90% of the
respondents reported having visited Twitter to tweet or to read tweets about Gezi Protests. During the
protests, on average, respondents spent approximately 2.5 hours per day on Twitter and logged into their
accounts about eight times per day. Slightly more than half of the respondents (53%) used their smart phones
to access Twitter during the protests, followed by the use of personal computers (37%) and tablets (10%).

In terms of uses and gratifications of Twitter in general, we measured four types of uses that have been
examined in previous studies on social media (e.g., Ellison, Steinfield, & Lampe, 2007; Chen, 2011): using
Twitter for surveillance function (e.g., “to be up to date about news”, a=.86) (e.g., “to learn about daily lives of
other people”, a=.89), for relationship maintenance (e.g., “to stay connected with people | know”, a=.91); for
connectivity (e.g., “to expand my social circle”, a=.87) and for self-expression function (e.g., “to make others
understand me better”, a=.87). Overall, respondents had significantly higher scores for using Twitter to fulfil
surveillance needs (M = 4.09, SD = 0.77) than for self-expression needs (M = 3.11, SD = 1.19), relationship
maintenance needs (M = 2.57, SD = 1.12), and for connectivity needs (M = 2.15, SD = 0.96) (all differences
between surveillance function and other functions of Twitter were significant at p <.001).

Next, we used an open-ended question to ask respondents why they used Twitter during the protests. We
used Grounded Theory approach for the analysis of these responses (Juliet and Strauss, 1990). Specifically, we
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engaged in an open (substantive) coding of the responses to identify categories of reasons for using Twitter.
Initially, we identified six categories of reasons: 1) to get information, 2) inadequacy of mass media, 3) sharing
information, 4) to organize and provide assistance, 5) reliability of crowdsourced information, 6) feeling of
comradery. Then, upon a second iteration, additional subcategories were created, resulting in a total of 10
categories, as follows: 1) Inadequacy of mass media was further divided into lack of adequate mass media
coverage and bias in mass media coverage; 2) sharing information was divided into “helped me raise
awareness” and “social media provided me with an opportunity to voice my concerns”; 3) needing information
was further divided into “needing up to date information”, “getting first hand witness information”, and
“gauging public opinion”. Once the categories were finalized, two (student) coders independently coded each
response for presence of a reference to these categories. In cases when the coders disagreed in their coding,
the final code was assigned following a discussion between the two coders and the first author.

Respondents predominantly (57%) indicated that Twitter was useful for getting up to date information (Figure
1). In addition, 10% of respondents reported that via social media they were able to get first-hand information
from peers who were actively participating in the protest. For example, one respondent indicated that “the
only way to attain true information was to get it first hand from people” and at many times social media,
despite issues regarding reliability of information, “were the only source of information.” Relatedly, close to
40% of the respondents indicated that they did not trust the mainstream mass media because they found
coverage inadequate (23%) or biased (16%). Figure 1 also depicts other key uses of social media. For example,
in addition to getting up to date information about what was happening during the protests, social media was
also used by respondents to learn about public opinion (gauge public opinion = 13%) and to actively share
information (e.g., raise awareness = 15%) or opinions (11%).

Needed Up to Date Information 57%
Mass Media Did Not Cover the Protests Adequately
Mass Media Were Biased

Helped Me Raise Awareness

Helped Organize and Provide Assistance
Crowdsourced Information was More Reliable
Wanted to Gauge Public Opinion

Social Media Provided Opportunity to Voice Opinion

Wanted First Hand Witness Information

Feeling of Comradery

-10% 10% 30% 50% 70%

Figure 1: Reasons for using Twitter during the Gezi protests

Following this open question, using a five-point scale, respondents were asked to indicate the extent to which
they engaged in on the following activities on Twitter (the scale ranged from “almost every time | log onto
Twitter” to “never”): 1) “Tweet about the protests”, 2) “Read tweets published by people whose Twitter
accounts you follow”, 3) “Read tweets published by users whose Twitter accounts you do not follow”, 4)
“Retweet others’ tweets”, 5) Reply to others’ Tweets. As can be seen in Figure 2 (below), for those
respondents who indicated participating in the activities at least half the time they logged on to Twitter, in line
with the reasons of use reported above, respondents were more likely to use Twitter for information or
opinion seeking (i.e., reading tweets) than for sharing purposes.
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Read Tweets from Accounts | Follow 99%
Read Tweets from Accounts | Do Not Follow
Retweet
Tweet
Reply to Tweets 33%
O‘I% 20I% 4OI% 60I% 80I% 10(I)%

Figure 2: Activities performed on Twitter during Gezi protests

Given the reported lack of trust in the mass media as a factor that contributed to the use of Twitter during the
protests, two important questions pertain to the level of trust that respondents had in users of Twitter as a
source of information and how they verified the information they come across. Trust in Twitter was measured
using three Likert scale questions with a five-point scale (e.g., “I trust the information | see on Twitter”) (a =
.78). The mean score for trust in Twitter was in the middle of the scale (M = 3.01, SD = .71), this may indicate
that although participants used Twitter as a result of their lack of trust in the mass media, they were cognizant
of the potential pitfalls of using Twitter as an information source.

We used an open ended question to investigate the ways in which respondents verified information they
received from Twitter. Accordingly, the most frequently method of information verification was direct contact
with “friends” who were in the protest zone (27%) (Figure 3).

Verify with Friends in Protest Zone 27%
Check with Multiple Online Sources 26%
Check with Mass Media/News Sites

Search for the Info via Search Engines 9%
Check Credibility of the Source 9%
O:% 5fl%> 1OI% 15I% 20I% 25I% 30I%

Figure 3: Top 5 information verification techniques
4.2 Gezi Protests and Comparison of Twitter Usage Segments

4.2.1 Description of Segments

For the segmentation analysis, respondents were asked to complete two questions (using a nine-point scale)
to indicate the extent to which they would categorize their use of Twitter during Gezi Protests as oriented
towards:

1) “voicing your opinions” (1) . .. (9) “share news/updates”
2) “sharing updates/opinions” (1) ... (9) “following updates/news from others”

For both questions, approximately 30% of the respondents categorized themselves as being between the two

opposites; respondents were more likely to categorize themselves as using Twitter to learn about
opinions/updates from other people (45.6%) than sharing their own opinions about the protests (23%).

37



Lemi Baruh and Hayley Watson

To segment the respondents in terms of Twitter utilization orientations, a two-step cluster analysis using the
Schwarz’s Bayesian information criterion (BIC) was performed on the responses to these two questions. The
results of this cluster analysis revealed four segments of Twitter users (Figure 4). Internal criterion analyses
using structure silhouette measure of cohesion and separation suggested a good fit.

1. Update Seekers: This segment comprised of users who overwhelmingly reported using Twitter for
news/updates (73.5%) and for learning about what others have shared (100%) rather than sharing
something themselves (0%). Update seekers consisted of 22% of the sample.

2. Update Hubs: Close to half of the respondents (45.1%) in this segment were oriented towards
news/updates rather than opinions (10.8%). The majority of respondents in this segment (60%) reported
maintaining a balance between sharing and learning about what others have shared. Overall, 47% of the
respondents were in this segment.

3. Opinion Seekers: The majority of the respondents (79%) in this segment reported that for them Twitter
was useful for learning about what others have shared. When they tweet, the members of this segment
tweet about updates or news rather than opinions. Opinion seekers consisted of 19% of the sample.

4. Voice Makers: All members of this segment reported that they use Twitter for sharing, rather than
learning about, what others have shared and that when they tweet they tweet about their own opinions.
This segment was made up by 12% of responding, making it the smallest group.

Voice Makers
12%

Figure 4: Twitter usage segments

4.2.2 Comparison of Segments

By comparing the usage segments in terms of the four uses and gratifications dimensions (discussed above)
our findings revealed that there were no statistically significant differences between the segments in terms of
using Twitter to fulfil surveillance (information seeking), self-expression, and relationship maintenance needs.
On the other hand, the difference between the segments in terms of using Twitter to fulfil needs for
connectivity approached significance. Namely, we observed that voice makers (M = 2.48, SD =.96) were more
likely to use Twitter to expand their networks than update hubs (M = 2.19, SD = .96), update seekers (M = 2.15,
SzD =.93), and opinion seekers (M = 1.87, SD = .82) members of the other segments, F (3, 202) = 2.296, p = .079,
n°-=.033.

The following table, Table 1, summarizes the comparison of the segments in terms of participants engaging in
five main categories of Twitter related activities. The percentages reported reflect the proportion of
respondents who indicated that they participated in the activity in question at least half of the time that they
log onto Twitter. Accordingly, there were no significant differences between the segments in terms of reading
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tweets from accounts one follows and accounts one does not follow on Twitter. On the other hand, Update
Hubs and Voice Makers tend to write Tweets (74% and 68% respectively) and retweet others’ Tweets (86% and
80% respectively) more than the other segments. Results also show that close to half of the respondents in the
Voice Makers segment reply to others’” Tweets at least half of the times they log onto Twitter; this was in
comparison to the 30% of respondents in the other segments replying to others’ Tweets. However, this
difference was not statistically significant which is possibly as a result of the small cell sizes in this group (there
were only 25 respondents who belonged to this category).

Table 1. Comparison of usage segments in terms of activities on Twitter during the Gezi protests

Update Update Opinion Voice 2
Seekers Hubs Seekers Makers
Read Tweets from Accounts | Follow 98% 100% 95% 100% 5.444
Read Tweets from Accounts | Do Not Follow 90% 81% 81% 80% 2.241
Retweet Others’ Tweets 69% 86% 69% 80% 8.112*
Write Tweets 50% 74% 59% 68% 8.836*
Reply to Others’ Tweets 33% 30% 29% 48% 3.328

Notes. N =217, *p <.05, **p <.01, *** p<.001 (2-tailed)

In terms of trusting Twitter as a source of information, with a moderate effect size, there was a significant
difference between the four segments F (3, 208) = 3.987, p < .01, r]2 =.055. Post-hoc paired comparison tests
with Bonferroni adjustment indicates that Opinion Seekers (M = 2.6, SD = .69) had significantly lower trust in
information from Twitter than members of the other segments.

Table 2 summarizes the extent to which different segments utilized the most common three information
verification techniques from the information verification methods discussed above. First, we observe that
Opinion Seekers were least like to directly contact people from the protest zone to verify information (6.5%).
Second, Update Hubs (34.6%) were more likely than other segments (with Opinion Seekers a close second) to
crosscheck information with multiple sources.

Table 2. Comparison of usage segments in terms of information verification techniques

Update Update Opinion Voice 2
Seekers Hubs Seekers Makers
Verify with Friends in Protest Zone 34.2% 30,9% 6,5% 34,8% 8.765
Check with Multiple Online Sources 21,1% 34,6% 29,0% 4,3% 9.162"
Check with Mass Media/News Sites 18,4% 14,8% 25,8% 30,4% 3.674

Notes. *p <.05, **p<.01, *** p<.001 (2-tailed)

5. Conclusion

The increased penetration of social media applications into individuals’ daily lives may present important
opportunities for crisis communications. One such opportunity concerns the incorporation of individuals into
the communication mix, both as a consumer of information, and as a potential producer and disseminator of
information. Given this potential, an improved understanding of how individuals use social media, may serve
to influence the ways in which those actively pursuing social media as part of their crisis management strategy,
might enhance their engagement with the public via these mediums. As such, the aim of this paper has been
to provide a summary of how individuals utilized Twitter, a popular social media application, during a political
crisis; the 2013 Gezi Protests in Turkey.

The findings from this study suggest that particularly in the case of this political crisis, mistrust in mainstream
media, desire for access to direct information, and willingness to spread information and voice their opinions
were the main factors that led to the increased reliance on Twitter (and potentially other social media
sources). However, our findings also suggest that that this preference for using Twitter did not necessarily
mean that users trusted social media as a source of information, consequently, as a result, they devised
different methods for verifying information, such as finding more direct sources of information (such as
through friends reporting from the sites of protest) and cross-checking information across multiple sources.

In addition to these findings about general usage patterns, the segmentation analysis performed on Twitter
users underline the existence of four segments of Twitter users who differ from each other in terms of key
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activities (and motivations for them), trust in Twitter, and information verification techniques. In terms of
motivation, we observe that while all segments are equally motivated by “getting information”, the Update
Hubs, who value both getting and relaying the information (by Retweets and Tweets) are also motivated by
expanding their own networks, which may explain why acting as a hub has a utility for them. Since members of
this segment are acting as a hub that passes information onto others, they are also most likely to check
multiple sources to verify the information they receive. Like Update Hubs, members of the Voice Makers
segment also are highly likely to Tweet and Retweet but (possibly) since they are oriented towards sharing
opinions rather than information they are much less likely than the other segments to crosscheck information
with multiple sources. Also, almost half of the members of this segment comment about others’ Tweets at
least half of the times they go to Twitter. Opinion Seekers are characterized by considerably lower trust in
Twitter. However, this does not necessarily churn their use but rather influences how they use it: namely,
rather than using it for information, they use it to learn about the comments made by other users.

In this sense, our study supports the findings of others (e.g., Yates and Paquette 2011; Latonero and Shklovski
2011), where in times of crisis, one key use of social media is for information gathering. In addition, our study
shows that crucially, users are also accessing social media as a means of giving them a voice. As such, via a
simple segmentation scheme such as the one used in this study, users who can help disseminate information
more efficiently during crises can be identified. In this respect, studies using techniques such as social network
analysis can potentially benefit from this segmentation scheme in understanding the characteristics of central
nodes and bridges. More generally, outside the context of emergency communications, the segmentation
scheme may also prove useful in understanding the characteristics of influencers in social networks, with
implications for a wide array of topics such as viral marketing strategy.

Relatedly, the findings from this study regarding the usage segments may also be key to furthering our
understanding of social dynamics in online social networks. For example, recent research shows that at an
individual level, online social network users are less likely to unfollow other users when they receive a reply or
acknowledgement from them (Kwak, Moon and Lee 2012). Yet, the findings from this study underline the need
to investigate the possibility that complementarity of roles (e.g., sharer, acknowledger, reader) factor into the
sustainability of networks on Twitter (and other online social networks).

Finally, the findings from this study imply that functional approaches to understanding Twitter users’
motivations and gratifications (e.g., Chen, 2011; Johnson and Yang, 2009) would benefit from further
refinement based on usage types. Hence, going forward, further research into citizens’ motivations for using
social media, as well as their usage patterns in different types of crises will help to broaden our understanding
of the ways in which citizens choose to utilize social media in a crisis and consequently, how their usage and
engagement can be optimised to enhance crisis response efforts involving the public.
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Abstract: More and more government functions and public organizations move online — and police forces are no
exception. World-wide police forces are creating social media presences on popular services like Facebook and Twitter. The
purposes range from improving relationships with the public to operational considerations such as the solicitation of
information for solving crimes or the better handling of crises. In our current work we aim to better understand how police
social media services (PSMS) should be designed to be effective. Crucial in this regard is the question of what impacts
citizens’ willingness to use and trust them. We conducted a survey with 859 citizens across four European countries: Czech
Republic (n=306), Macedonia (n=209), Romania (n=109) and United Kingdom (n=235). Overall, willingness to use PSMS was
positively associated with trust in police, but not related to perceived police performance. In contrast, trust in PSMS
information was positively related with trust in police and higher perceived performance. We further found interesting
group differences. Firstly, women tended to be more willing to use PSMS than men, although they did not differ in their
overall trust towards police. Also, members of ethnic majorities showed higher willingness compared to minority members,
although trust in information did not differ. Intriguingly also, members of the public tended to be more willing to use PSMS
and also put higher trust in information, if they did not have direct experience with police. This trend was particularly
visible for UK-citizens. Of all four countries UK-participants also demonstrated the lowest willingness to use PSMS and the
second lowest trust in PSMS information after Macedonia. The highest values were found for citizens in the Czech Republic
and Romania. Political orientation in contrast had no significant influence on willingness and trust in PSMS information nor
did own social media use by citizens. The findings in our study provide first indicators of who may use or trust PSMS. The
country-differences as well as systematic differences among citizen groups suggest that broad acceptance of PSMS may
require closely targeted designs and multiple social media strategies across and within countries. Our study thus addresses
some of the fundamental aspects of government agencies engaging with citizens in social media settings based on the
example of police social media services. It deepens our understanding on issues around trust, technology acceptance and
technology adaptation for citizen engagement, including a view on national differences. Our study further provides
important additions to current theoretical frameworks on public acceptance of online services. Current frameworks
concentrate primarily on the relationship between user and technology. Our observation that pre-existing attitudes of
users towards the organization offering the services had an important impact for service acceptance introduces issues of
organizational image and legitimacy as important factors in technology acceptance. We therefore argue that the
relationship between user and organizations requires more serious consideration in models of technology acceptance and
adoption.

Keywords: Social media, technology acceptance, police, European public, eGovernment

1. Introduction

As more and more citizens move online, police work of necessity needs to follow suit. In this police forces follow a general
trend towards eGovernment into social media. Not being on social media is not an option for police forces — and this not
only because of the proliferation of new forms of crimes such as financial fraud, identity theft, recruiting for terrorism or
the grooming of children by pedophiles in online fora and games. Also service expectations of citizens are changing. The
public increasingly expects faster reactions and the continuous availability of public services independent of physical
location (e.g., Eriksson 2010; Lee and & Kwak 2012).

In our current research, we are interested in how police forces can and should integrate social media services into their
work. In this study we investigated the attitudes of citizens towards police social media services (PSMS) in four European
countries: Czech Republic, Macedonia, Romania and United Kingdom. Our investigation thus provides an international
perspective on the acceptance of public services on social media considering the special case of police forces. The findings
highlight group differences in acceptance as well as the importance of pre-existing attitudes towards the organizations
providing online services for individual-level acceptance. These observations provide important theoretical as well as
practical implications for acceptance of public services and technology more generally, in that they shed light on the crucial
role of the relationship between users and the organization providing a technology or service, linking offline and online
experiences and behaviors.
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2. The role of social media for police forces

Policing is an information-led activity, i.e., without information that a crime occurred police cannot start
investigations, without information about the incident and proof of guilt, perpetrators cannot be convicted,
and without intelligence about potential threats, proactive protection of the public becomes impossible. The
success of police work therefore relies on the support and participation of citizens. Social media can here
provide important new channels for linking police forces with the public.

No wonder therefore that the extent of social media use by police forces has increased tremendously.
Comparing, for instance, usage numbers for police forces in the USA, in 2013 95.5% of agencies used social
media of which 92.1% had a Facebook page compared to 81.1% of agencies in 2010, when 66.8% had a
Facebook account (IACP Center for Social Media 2010, 2013). As a recent review of the police social media
practices in ten Europe countries identified (Denef et al 2012), social media serve a wide range of purposes
including:

= asasource of criminal information

=  to push information to the public

= to support police IT infrastructure

= toleverage the wisdom of the crowd

=  to extent community policing in online environments
=  to have a voice in social media

=  to show the human side of policing

This list illustrates that for police social media possess at least two main functions: firstly, an operational
function (e.g., gathering information from and pushing information to the public), secondly, a relational
function to build and increase legitimacy in society (e.g., using online community policing and presenting the
human side of policing). Especially for community outreach/public relations, general information
dissemination and emergency/disaster notifications, social media are considered highly valuable for police
work (IACP Center for Social Media 2013). However, the viability of these processes depends on the willingness
of citizens to frequent these services and participate in these processes with police. The creation of services
that citizens use and perceive as legitimate are thus a vital operational concern.

2.1 1.1Factors influencing acceptance of online services

Acceptance of online services is strongly influenced by instrumental concerns such as usability (Nielson, 2000).
As past studies of shopping platforms demonstrate, especially perceived usefulness of the service and the ease
with which it can be used are positively related to acceptance (e.g., Chen, Gillenson & Sherrel 2002). Yet,
instrumental aspects are not the only concern. As Hoefnagel and colleagues (2012) demonstrate for
government services, the willingness to use public services delivered online is to large extent also influenced
by affective components, such as social presence and the social influence of others. In addition, emotional
aspects such as enjoyment or entertainment or the emotional appeal of a website have been shown to impact
the willingness to use online services (e.g., Venkatesh & Agarwal 2006; Venkatesh, Thong & Xu 2012).

Interestingly, the discussions around customer acceptance and adoption of online services tend to ignore pre-
existing attitudes of users to the organization offering the services (e.g. Sipior, Ward & Connolly 2011). Also,
theories such as UTAUT and TAM and their derivatives (e.g., Davis, 1989; Venkatesh & Davis 2000; Venkatesh
et al 2012) focus primarily on the relationship between user and technology, while ignoring the relationship
between users and the organization providing the technology or service. This is problematic especially in the
context of public organizations and government agencies such as police.

The police as social institution that protects law and order is tightly bound to public perceptions of legitimacy,
as the willingness of a society to transfer the right to use force to its police officers rests on the belief that the
police “will do the right thing” and a shared perception of its moral legitimacy (Sunshine & Tyler 2003; Tyler &
Wakslak 2004). The acceptance of police social media services are thus closely linked to the existing
relationships between police and the local and national environment. In this relationship trust plays an
important role. The degree of trust in police impacts, whether citizens report crimes, support investigations,
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defer to police decision or even comply with the law (e.g., Hough et al 2010; Tyler 2004). It is likely that this
relationship not only holds for offline contexts, but also in the internet. We therefore hypothesize that trust in
police increases the willingness to use PSMS as well as the trust in the information provided online.

H1: Trust in police is positively related to the willingness to use PSMS and to the trust in
information provided on PSMS.

Related to the aspect of trust is the perceived performance of police forces, as performance is an important
predictor of trust and legitimacy perceptions in the public (Gau 2013). To the extent that police is seen to be
effective and just in their actions, the public is also willing to cooperate with police (Hough et al 2010; Tyler
2004). We therefore also hypothesize a link between perceived police performance and the willingness to use
PSMS as well as individuals’ trust in PSMS information.

H2: Perceived performance of police is positively related to the willingness to use PSMS and to the
trust in information provided on PSMS.

Trust in police is not evenly distributed in society. Generally, in European countries women are more likely to
trust police than men (e.g., Kaaridginen 2007), while ethnic minorities tend to express less trust in police than
members of the ethnics majority in a country (e.g. Bradford 2011). Thus gender as well as majority or minority
status in a society influence attitudes towards technologies (llie et al 2005; Jackson et al 2001; Ono & Zavodny
2008). So do the degree of internet usage and the reasons or purposes of internet use. Mesch (2012), for
instance, found that disadvantaged groups had a stronger focus on work-related usage, while majority
members had a stronger focus on maintaining social ties. We therefore predict that gender and
majority/minority status also impact the willingness to use PSMS as well as the trust in the information
provided on police social media services.

H3: Men and women differ in their willingness for PSMS use and their trust in PSMS information.

H4: Members of ethnic majority and minority groups differ in their willingness for PSMS use and
their trust in PSMS information.

Trust relationships between police and public clearly differ also across countries (Kaaridinen 2007). This raises
the question, whether offering PSMS finds equal acceptance across societies. In our study, we therefore also
addressed the question of country differences in the acceptance of and trust in PSMS.

3. Methods

3.1 Design and sample

We conducted a survey with 859 citizens across four European countries: Czech Republic (n=306), Macedonia
(n=209), Romania (n=109) and United Kingdom (n=235). The participants were randomly selected from the
general population. The surveys were conducted by phone in the respective language of the country. In the full
sample, 46.0% of the participants were male, 54% female. The age of participants ranged from 16 to 91
(m=51.99, sd=17.24). 88.2% stemmed from a country's ethnic majority, 10.6% from an ethnic minority (1.2%
unknown).

3.2 Variables and scales

To capture acceptance of PSMS we assessed willingness to use PSMS as well as trust in the information
provided by PSMS. Willingness to use PSMS was based on five items addressing disparate aspects of police
social media use (e.g., willing to report a crime, contact police for advice or obtain information during crises; a
=.73). Trust in police information on social media was measured by one item (“I would trust information my
police force provides on their social media accounts”).

Adapting items from the European Social Survey 2011 we further measured trust in the police (6 items, e.g.,

” o u

the police “provides the same quality of serve for everyone”, “makes fair decisions when handling problems”,

a = .89) and perceived police performance (5 items, e.g., the police “is effective in preventing crime”, “is
effective in maintaining public order”, a = 82).

As experience with the police can influence citizens' willingness to contact police and perceptions of police
performance (e.g., Bradford, 2011) we also asked participants whether they had direct experience with their
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local police force (yes, no). In our sample, slightly over half of the participants had direct experience with the
police force(s) in their region (53.7%). We further asked for personal experience with social media (“Do you
currently use social media such as Facebook or Twitter?”). In our sample, 39.8% of participants did use social
media at the time of the study. As further control variable we included political orientation of the participants
measured on a scale from 1: very left to 5: very right (m=2.96, sd=1.04). Table 1 provides the sample
characteristics for the four countries with respect to demographics and control variables.

The original survey was developed in English. Translation and back-translation procedures were used to ensure
the equivalence of item content in all four countries.

Table 1: Sample characteristics for the four countries

Gender Majority/ Experience Experience with  Political ‘
minority status  with police social media orientation
(1:left,
5:right)
Czech Republic 35.6% male m=58.33 99.0% majority 52.3% no 76.8% no m=2.93,
64.4% female  sd=17.16 47.7% yes 23.2% yes sd=0.96
Macedonia 58.4% male m=42.94 80.4% majority 53.6% no 46.9% no m=3.32,
41.6% female  sd=14.60 46.6% yes 53.1% yes sd=1.09
Romania 40.4% male m=48.35 95.4% majority 60.6% no 52.3% no m=3.06,
59.6% female  sd=1.88 39.4% yes 47.7% yes sd=1.16
United Kingdom 51.1% male m=53.98 81.3% majority 31.5% no 54.0% no m=2.63,
48.9% female  sd=16.30 68.5% yes 46.0% yes sd=0.94

4. Findings

The general willingness to use PSMS and the trust in police social media services across all countries was at a
moderate to high level (Myjlingness=3.32, SAuwiliingness=-80; Merust=3.47, sdirust=.95). The willingness to use PSMS was
positively related with trust in police, while perceived performance was unrelated to use police services (see
Table 2). Trust in PSMS in contrast was positively related with both trust in police and perceived performance.
These findings confirm hypothesis 1, but only partly hypothesis 2.

Table 2: Inter-correlations in the full sample

1. Willingness to use PSMS 3.68 0.62

2. Trust in PSMS (1 item) 3.47 0.95  .353**

3. Trust in police 3.32 0.80 .166** .392%*

4. Perceived performance 3.41 0.77 .094 \295%* .643**

5. Political orientation 2.96 1.04 .048 -.025 .082* .047

We further found interesting group differences. Firstly, citizens in the four countries differed significantly in
their reported willingness to use and trust PSMS (F=15.31, p<.001). Willingness of Romanian and Czech citizens
was significantly higher than willingness of Macedonian and UK-citizens, while Macedonian citizens were
significantly less likely to trust PSMS information. As Figure 1 illustrates, of all four countries UK-participants
demonstrated the lowest willingness to use PSMS and the second lowest trust in PSMS information after
Macedonia. The highest values for both variables were found for citizens in Czech Republic and Romania.

Women tended to be more willing to use PSMS than men (t=-2.51, p<.05), although they did not differ in the
trust towards PSMS information (t=-1.19, p=.24) or their overall trust in police (t=-1.42, p=.16), partly
confirming hypothesis 3. Further, members of ethnic majorities reported a higher willingness for PSMS use
compared to ethnic majority members (t=2.09, p<.05). Again trust in PSMS information did not differ (t=0.97,
p=.33). Interestingly, members of the public were in tendency more willing to use PSMS and also put higher
trust in the information, if they did not have direct experience with the police (tuiiingness=1.66, p=.09; tyry=1.80,
p=.07). This trend was particularly visible for UK-citizens (see Figure 2). Political orientation in contrast had no
significant influence on willingness and trust in PSMS information (see Table 2) nor did own social media use
by citizens (twilingness=0-33, P=.74; tyx=0.41, p=.68).
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A regression analysis on willingness to use PSMS across all countries with trust in police, perceived
performance, majority/minority status and experience with police as explanatory factors confirms that trust in
the police is the most important predictor of PSMS acceptance (see Table 3).

B Willingness PSMS
M Trust in PSMS

Czech Republic Macedonia Romania United Kingdom

Figure 1: Country differences in willingness to use and trust in PSMS
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O No experience with police

Willingness | Trustin |Willingness | Trustin
to use PSMS PSMS to use PSMS PSMS

Trustin
PSMS

Czech Republic Macedonia Romania United Kingdom

Figure 2: Country differences for citizens with and without police experience
5. Discussion

Social media have become an important tool to support police operations (cf. ICAP Centre for Social Media
2013). In addition, social media provide public and non-profit organizations with new ways for the engagement
with communities (Lovejoy & Saxton 2012). Yet, police on social media can be a double-edged sword. While a
police presence on social media may be perceived as reassuring by some, others voice fears about surveillance
and intrusion into private spaces (e.g., Brown & Korff 2009). Police forces thus need to maintain a difficult
balance — satisfying a public that wants to feel safe from crime as well as safe from government intrusion.
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In the present study we tried to obtain a better understanding of the factors that impact the willingness to use
police social media services as well as citizens’ trust in these services. For this purpose we conducted a cross-
national survey with citizens in four European countries. Our results demonstrate that the acceptance of PSMS
is most strongly linked to trust in police. This suggest that the relationship between positive attitudes towards
police and willingness to cooperate is not restricted to offline contexts (Hough et al 2010; Tyler 2004), but that
the relationship holds also for the behavior of citizens online.

Table 3: Linear regression on willingness to use PSMS

Modell Non-standardized coefficients Standardized T Sig.
coefficients
Beta Standard error Beta
(Constant) 3.261 .163 19.966 .000
1 Trust in police .145 .058 .185 2.485 .013
Perceived performance -.014 .058 -.017 -.232 .816
(Constant) 3.248 174 18.660 .000
Trust in police .135 .058 173 2.329 .020
) Perceived performance -.002 .058 -.003 -.038 .970
Experience w/ police -.049 .070 -.039 -.699 .485
Ethnical background -.283 119 -.132 -2.373 .018
Gender 111 .070 .089 1.586 114

Note: R = .03 for Step 1, diff R> = .03 for Step 2 (p < .05)

This is an important consideration as police forces often employ social media with the explicit aim to create
trusting relationships with the public, and here specifically with groups that are harder to reach offline (e.g.,
youths or minorities). If trust in police affects willingness to use PSMS, pre-existing attitudes may bias
individuals at least in their initial decision to start using PSMS. Especially in groups traditionally critical towards
police such as minorities, initial acceptance may be low for this reason. This is also supported by our finding
that members of ethnic minorities show a lower willingness to use PSMS than members of majorities. Our
findings thus create a clear link between the image of police and the acceptance of online services.

Our finding that women are more willing than men to use PSMS fits into the general trend of offline
observations that women tend to be more positive towards police (Bradford 2011; Kdaridinen 2007). A long
held assumption is that women are less likely to adopt new technologies and internet services. This gap
disappears in younger user groups (Czaja et al 2006), which are also the main adopters of social media. Still,
women and men have different expectations and motivations for adopting technologies (e.g., llie et al 2005;
Venkatesh & Agarwal 2006). These differences may not only influence, which social media platforms and
which usages women and men are more likely to use, but are also a question of the design of platforms and
services.

Willingness to use PSMS and the trust in PSMS information differed significantly across countries. One
possibility to explain the differences in acceptance could be disparate levels of trust in the groups. Post-hoc
analyses identified no disparities in the level of trust in police (F=1.34, p=.26), although disparate perceptions
of police performance emerged (F=10.63, p<.001). Another possible explanation could be variations in national
adoption rates of social media by the public and/or police. Interestingly, however, UK-citizens acceptance
levels were the lowest among the four countries, even though social media use is arguable the most mature
and wide-spread compared to the three remaining countries. This hints towards a complex relationship of
cultural and national attitudes towards police and the online presence of police in particular. In practical terms
these observations suggest national differences in the potential effectiveness for PSMS, in which mature or
more saturated societies may be more critical towards police on social media than societies with less direct
experience.

Overall, our results offer clear practical implications for police forces by providing indications of who may use
and trust PSMS. Country-differences as well as systematic differences among citizen groups suggest that broad
acceptance of PSMS may require closely targeted designs and multiple social media strategies across and
within countries. Our study further provides important additions to current theoretical frameworks on public
acceptance of online services. Whereas current considerations concentrate on the relation between user and
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technology, our findings suggest that we need to broaden this view. Pre-existing relationship of users with the
organization offering the services had an important impact for service acceptance. Questions of organizational
image and legitimacy thus become important factors in technology acceptance. In consequence, we argue that
the relationship between user and organizations requires more serious consideration in models of individual-
level technology acceptance and adoption.

5.1 Limitations and further studies

While our study identifies the importance of trust in police for PSMS acceptance, the correlational design of
our study does not allow drawing conclusions about the direction of the relationship between trust and
acceptance. Still, the fact that we found no difference between individuals that use social media and those
that do not suggests that trust may influence acceptance, and not the other way around. In the same regard,
the quality of online services also impact customer perceptions of products and their intention to purchase
them (Wells et al 2011). Trust, acceptance and usage of PSMS may thus in fact mutually reinforce each other.
The exact nature of this relationship should be topic of subsequent investigations.

National variations in service expectations for websites and variations in design preferences are a well-
documented fact (cf. Kappos & Rivard 2008). Yet, the majority of the currently prevalent social media services
(e.g., Facebook, Twitter, WhatsApp, Pinterest, YouTube) are US-based and largely standardized in their design
and functionalities. Police has thus the choice to either adopt existing platforms and work within their
technological and social limitations or create own platforms or applications that are customized for the specific
operational purpose as well as the cultural expectations of the society in which the police force operates.
Given the ‘stickiness’ of users to familiar services (Manso & Manso 2013), the latter solution may not be as
effective as using existing platforms. This raises the question, how police forces can adapt services within given
infrastructures.

Our questions about PSMS were formulated on a rather generic level, i.e., we did not differentiate between
the various platforms available to police forces and public. Not only the public, but also increasingly police
forces use a variety of social media services, each with their own features and user demographics. Moreover,
as reviews by IACP (2013) and Denef and colleagues (2012) illustrate, social media have a wide range of
purposes and functions for police forces — from public participation in investigations to disaster notifications,
and from relations building and public relations to intelligence gathering. Subsequent studies should thus
clarify the disparate ways the public may react to these police activities on social media as well as the
question, which services may be accepted for the various purposes.

Interesting in this respect is the observation that experience with police in tendency led to lower levels of
PSMS acceptance. Given the importance of personal contact for trust development (Gau 2013), this seems a
slightly counter-intuitive finding. At present our data does not allow to explain this difference between the two
groups. While the observation is certainly intriguing, clearly further investigations are needed to better
understand the underlying reasons.
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Abstract: Crowdsourcing can be defined as taking a function traditionally performed by employees and outsourcing it to
the crowd, in the form of an open call. Crowdsourcing as a type of open innovation process is challenging the idea of
innovation in companies which is a closed, almost secret, process. The goal of this research is to explore preconceptions
associated to crowdsourcing in companies. We wanted to understand how employees perceive the use of crowdsourcing in
their company and whether these perceptions fit or not a reality based on professional and academic literature. In this
exploratory research, we choose to study the opinion of non-experts in marketing, who have never used crowdsourcing,
but are susceptible to manage a crowdsourcing campaign in a near future. We wanted for them to have a stake in this
practice, but we expected that their inexperience would highlight preconceptions. In order to obtain a diversity of points of
view, we interviewed ten non-experts from different companies in different industries. Globally and as expected, non-
experts perceptions do not really match reality. They tend to underestimate the effort to manage the crowdsourcing
process and they tend to express fears and reluctance to use it. More precisely, non-experts tend to neglect human aspects
associated with crowdsourcing. For them, monetary reward is the main motivator for contributors; whereas studies
emphasis fun as the key motivation. They agree that SMEs and start-ups are probably the best to benefit from
crowdsourcing. They have trouble evaluating the added value of the work produced, but they expect to obtain a high
quality work. They tend to over-evaluate problems and limits, which in return might slow down companies in launching a
crowdsourcing project. By comparing perceptions to what we know of this phenomenon, this research should help
marketers reflect on their own points of view on this topic, which in return might help them to be better prepared. Finally,
by presenting preconceptions, this research also highlights the importance of managing this type of innovating process as a
change process. It will enable companies to anticipate possible employee misconceptions and possible resistance.

Keywords: crowdsourcing, preconceptions, innovation, change management, non-experts, employees

1. Introduction

“Consumer goods companies that employ crowdsourcing in marketing campaigns or new product
development will boost their revenues by 1% compared to “noncrowdsourced competitors” by 2015. So
crowdsourcing does bring companies a competitive edge” (Petavy, 2013). Crowdsourcing will enable major
organizational changes by challenging the idea of innovation in companies which is a closed, almost secret,
process. This type of change is not always well perceived and understood by employees and can lead to
resistance to change (e.g. Alasadi and Askary, 2014; Cullen et al., 2013) or not-invented-here syndrome (e.g.
Burcharth et al., 2014; Schaanschmidt and Kilian, 2013). The goal of this research is to explore preconceptions
associated to crowdsourcing in companies. We wanted to understand how employees perceive the use of
crowdsourcing in their company and whether these perceptions match or not a reality based on professional
and academic literature. After rapidly defining the term crowdsourcing, we will present an image of
crowdsourcing built upon scientific and practitioner documents. Then, methodological issues will be
presented; followed by the results of this research.

2. Definition

While Howe’s definition (2008) is probably the most cited definition about crowdsourcing, we will use Estellés-
Arolas and Gonzalez-Ladrén-de-Guevara’s definition (2012) in this paper. To come up with their definition,
they analysed 209 documents, found 40 original definitions, and integrated the most important ones. For
them, “crowdsourcing is a type of participative online activity in which an individual, an institution, a non-
profit organization, or company proposes to a group of individuals of varying knowledge, heterogeneity, and
number, via a flexible open call, the voluntary undertaking of a task. The undertaking of the task, of variable
complexity and modularity, and in which the crowd should participate bringing their work, money, knowledge
and/or experience, always entails mutual benefit. The user will receive the satisfaction of a given type of need,
be it economic, social recognition, self-esteem, or the development of individual skills, while the crowdsourcer
will obtain and utilize to their advantage that what the user has brought to the venture, whose form will
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depend on the type of activity undertaken.” We think, like Brabham (2013), that, even if it is a wordy
definition, it is a complete one. Its only drawback, in our opinion, is to remove the focus from innovation and
collaborative web2.0 applications.

3. Crowdsourcing in organizations: 4 axes

Even if crowdsourcing is still a new domain of interest for researchers, literature on this domain is growing.
The goal of this paper was not to do an in-depth classification of this literature, but we needed to organize our
readings (around 150 documents) in order to have a baseline to compare respondents’ perceptions. First, we
used articles presenting some synthesis (e.g. Marjchrzak and Malhotra, 2013; Saxton et al., 2013; Dawson,
2012; Burger-Helmchen and Pénin, 2011; Sloane, 2011; Bartolini and Vukovic, 2010; Geerts, 2009; Brabham,
2008). Then from crowdsourcing literature, we looked for the most frequent topics. We excluded technical
papers related to the development of a specific platform (e.g. Naparat and Finnegan, 2013) or to a specific
environment (e.g. Vivacqua and Borges, 2012). Once organized, we obtained 4 categories/axes (human
aspects/Economical aspects/Quality/Problems-limits), which are interdependent. The human aspect is central
(Ischikia and Lescop, 2011) and impacts the other axes. These axes will structure the image of crowdsourcing in
organizations based on literature. Table 1 presents each axis with its main topics, and some references about
the topic. The next sections will detail each axis.

Table 1: Most frequent topics with examples of references

Axis

Topic

Examples of references

Human aspects

Types/kind of contributors

Bonnemaizon et al., 2012; Brabham, 2012 ;

Contributors’ motivations

Thuan et al., 2013; Frey et al.

2011 ;Rogstaduis et al., 2011; Brabman,
2010;

Fuller et al., 2014; Poetz and Scheier, 2012;
Lebraty and Lobre, 2010; Schenk and
Guittard, 2009; Chesbourg, 2003;

Cere, 2013; O’Neil, 2010; Miziolek (2011);
Zhao et al., 2013; Horton and Chilton,
2010; Kleemann et al., 2008;
IdeaConnection, 2013; Simula, 2013;
Gardner, 2011;

Poetz and Schreider, 2012; Saengkhattiya
et al., 2012; Kazai, 2011; Zaidan and
Callison-Burch, 2011;

Simula, 2013; Clough et al., 2013;
Aitamurto et al., 2011; Bayus, 2010;
Lebraty, 2009;

SchaarsSchimdt and Killian, 2013; Makinen,
2012; Brahbam, 2008;

Peng, 2011; Rosen, 2011; Wolfson and
Lease, 2011;

Economical aspects | Value/benefits of crowdsourcing

Costs of crowdsourcing
Contributors ‘payment’

Success and Failures

Quality Quality of the work obtained

Speed in production of the work

Problems-limits Constraints/limits/challenges

Internal conflicts

Legal issues

3.1 Human aspect

This main axis interacts significantly with the other. Without this awareness, it would be very difficult for a
company to conduct a campaign of crowdsourcing. Human dimension helps identify the quality of the work,
adapt the project according to the economic objectives of the company, and mitigate risks. A key feature of
crowdsourcing is the large number of participants involved in order to produce a lot of ideas. “However, large
numbers of ideas are not necessarily beneficial to firms, and might in some cases constitute a major burden”
(Aitamurto et al., 2011). The varieties of types of contributors (with different degrees of amateurism or
professionalism) are presented and discussed in papers on this axis. The crowd is not a uniform block of
dabblers. Brabham (2012) even used the expression the “myth of Amateur Crowds”. We can remark that
employees are rarely described and not studied as contributors. We did not find a paper seeking the point of
view of employees on crowdsourcing. Another aspect of this axis often discussed is the contributors’
motivations. Frey et al (2011) present two types motivations: Intrinsic motivations (interest and fun) and

51



Christine Bernadas and Baptiste Hallier

extrinsic motivations generally related to financial support. For Thuan et al. (2013), contributors seek more
than just compensation. Their motivations are not only governed by greed.

3.2 Economical aspect

The business dimension of crowdsourcing is actually a kind of reform of the open source philosophy, but for
capitalist purposes claimed Brahbam (2008). Crowdsourcing can be applied to start-ups as well as large
businesses; however goals and objectives are not the same. Large companies tend to use the crowdsourcing in
addition to their innovation strategy, while recognizing that it is also a way to give a dynamic image to the
brand and be better known. Small businesses and start-ups have a real need for innovation and count on this
practice to meet their innovation challenges. Regarding costs, Miziolek (2011) indicates that an organization
will reduce its external costs, but the internal costs related to the practice can sometimes be very high.
Chesbourgh (2003) presents examples of the added value that can generate the crowd, as well as various
economic benefits that a company can enjoy. The payment of contributors is a topic also often discussed
(payment or no payment? If payment, how much?). Authors have a consensus only to say it is important to
manage this issue carefully.

3.3 Quality of the work produced

The crowd is capable of the best and the worst. Quality issues emerge and are often associated with the
quantity. Often, to minimize quality issues, researchers emphasize the speed in the production of the work.
The level of quality will “be the result of the ability of the company to filter the amount of responses” (Lebraty,
2009). Getting the expected quality can require a lot of work.

3.4 Problems and limits

Aitamaturo et al. (2011) list situations where crowdsourcing is not at all recommended. Simula (2013) explains
limits and challenges faced by crowdsourcing initiatives: making the crowd aware of an initiative, getting the
crowd to contribute, getting the crowd to stay on board, avoiding organizational resistance and pranks, putting
the blame on the crowd in case of problems, exploiting labor, the relatively lack of diversity of the internet
users (white, educated...), legal issues, and the quality of ideas. Regarding legal issues, intellectual property is
often cited as one of the main obstacles to the practice of crowdsourcing; there is still no law to regulate this
practice. Individual contributions during the screening stage should be carefully analyzed to see that
copyrights are not violated (e.g. presence of a trademark in a video, use of protected sound work...).

Globally, we built using literature an image of crowdsourcing stressing its limits. It has to be carefully managed
on a lot of dimensions (human, costs, legal...) in order for companies to be able to gain the benefits expected
(especially in terms of quality of work produced). Organizations and stakeholders have to be aware of these
dimensions and trained; otherwise they might be on the road to a hard awakening.

4. Methodology

In this exploratory research, we choose to study the opinion of non-experts in marketing, who have never used
crowdsourcing, but are susceptible to manage a crowdsourcing campaign in a near future. Our research
question fits the definition of a qualitative study as defined by Creswell (1994): “an inquiry process of
understanding a social or human problem, based on building a complex, holistic picture, formed with words,
reporting detailed views of informants and conducted in a natural setting”. We followed classical steps
associated with qualitative research (creation of an interview guide, selection of respondents, interviews,
coding, and analysis). In this section, we will only present some methodological issues associated with the
research.

4.1 Respondents and their selection

We wanted non-experts with a stake in this practice. With these constraints (inexperience and stake), it was
therefore difficult to clearly identify a pool of contacts meeting these criteria. In order to maximize our
chances, we used different communication channels like social and specialized networks. In addition, some
contacts recommended other contacts. At the end, ten persons accepted to participate in our research, which
represented a diversity of points of view (six men and 4 women). They work in six different companies (2 big, 2
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medium, and 2 small), two governmental agencies, and one association, and in various sectors (whole sale
retail, telecom, electronic, film production, chemistry, consulting).

4.2 Data collection

We used the work done during the literature review to build an interview guide. This guide was constructed
with one main open-ended question (what does crowdsourcing mean for your organization and for you?). The
objective of this question was to let the respondent present his/her views without guidance from the
researchers. Depending, the information given, we also asked follow-up questions linked to each axis
presented previously. In order to validate the data collection process and the representation built from the
literature, we interviewed an expert in crowdsourcing, who currently works for a major crowdsourcing
platform.

5. Results

Globally, respondents are not unanimous about what they call crowdsourcing. They know Howe’s definition
and they tend to refer to it. They are waiting to try this practice, even if they do not really know what they will
do (what type of initiative). They are in a situation of uncertainty. Nevertheless, when they imagine what they

might do, they cite the three broad areas of the use of crowdsourcing in marketing (product development, advertising and
promotion, and marketing research) found in Whitla (2009). The other results will be summarized using the axes extracted from
the literature.

5.1 Human aspect

The practice of crowdsourcing requires attaching great importance to human aspects. Non-experts do not
have this awareness. For the majority of them (7 out of 10), even when we ask them directly if they think they
will need to take into account human issues, they minimize its importance. It does not seem to matter for
them beyond opening the initiative to all. In the case of contributors, the respondents really see them as a
crowd, a group not really defined but composed of amateurs. They do not see their interlocutors as specialists,
which is an oversimplification compared to the literature. For all of them, the motivations for contributors are
principally financial and not at all related to fun or to intellectual stimulation. They never discuss
crowdsourcing as an activity that could impact their company’s employees (except mentioning possible lay-
offs). For this axis, non-experts’ perceptions are far from reality.

5.2 Economical aspect

They see crowdsourcing as potentially beneficial for their organization. For them, crowdsourcing is a good way
to get a lot of ideas quickly, at a lower cost, and without a lot of efforts. They are not very clear in regard to
costs, except the cost of creating the call to the crowd. For them, it is clearly not a costly activity even if they
use a third party. Compared to reality, they minimize the work to be done (e.g. filter best contributors and best
contributions) and the costs associated. They are not really clear about the contributors’ remuneration. Some
of them even indicate that they will not know how to assess the value of the reward (if they need one). Like
the literature, they think that crowdsourcing is not for all sectors of activity. For them, SMEs/start-ups are
more likely to use such practice. For this axis, non-experts’ perceptions are closer to the reality, even if their
perceptions are a bit idealistic or at least superficial, which could be a reflection of their inexperience.

5.3 Quality of the work produced

They are all confident in the quality of contributions from crowdsourcing. While they believe strongly in this
quality, they express doubts in their ability to assess the worth of the work produced. They (9 out 10) do not
believe that the rate of failure of crowdsourcing projects might be relatively high. They do not think that the
guantity of answers can reduce the overall quality of the work produced. For this axis, non-experts’
perceptions are a bit overoptimistic, even if they also express self-doubts.

5.4 Problems and limits

In general, they do not give a lot of information about this axis without a direct question. For all of them,
crowdsourcing may harm the image of an organization, but it should be used in their organization. The
majority indicates that the whole strategy of innovation in their firm should rest essentially on crowdsourcing.
Considering that they do not know what they will really do, they do not seem to be worried by their situation
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(suited or not suited for crowdsourcing). They have heard about certain companies malpractices and they
seem aware that crowdsourcing might cause lay-offs, but they did not want to elaborate on it. The importance
of legal issues is the item where we were able to see the widest diversity of opinions. For some, it seemed not
important, for others very important. When we tried to go deeper into this topic, they distanced themselves
from the problem: “These are lawyers’ issues, not mine”. While they were rejecting the discussion on legal
issues, they opened the door to the discussion on some of their uncertainties/fears. They were looking
forward to trying, but they were not really sure what they would do. They did not feel really ready and were a
bit worried it might go wrong. For this axis, non-experts’ perceptions are not clear. We do not know what they
really thought, because they often rerouted the discussion. At least, they seem aware of their own limits and
some even expressed some doubts on their knowledge and ability.

Table 2 summarizes the main elements from the comparison between the two images of the crowdsourcing
created in this paper (literature vs. non-experts). Even if these perceptions overlapped, the gap is quite big.

Table 2: comparison perception from literature vs. non-experts’ perceptions

Axis

Literature

Non-experts

Human aspects

Axis central. Awareness needed.
Variety of types of contributors who
seek more than just compensation

Axis not really important. Contributors are seen
as a group of amateurs not well defined. Their
motivators are financial

must take them into account and
manage the risks associated (ethical,

Economical Crowdsourcing can be costly, but can | Potentially beneficial for their organization. Not
aspects be highly  beneficial for an | a very costly activity. Not for all sectors of
organization. Not for all sectors of | activity
activity.
Quality Quiality is not always there and it might | Quality will be there. Quantity is not an issue.
require lots of effort to get it. Quantity
can impact quality
Problems Crowdsourcing can be the source of | May harm the image of the organization, but
limits many problems. The project team | they are not really worried about it. Do not

want to discuss this axis. Somewhat aware of
their own limits

legal...)

Globally, because of their stake in this process, we were expecting a better knowledge and not as many
misconceptions from the respondents. We can see on one side (what they would like the reality to be), non-
experts seem to have a slightly utopian perception of crowdsourcing, probably built upon examples of
successful crowdsourcing initiatives and on technological utopianism (Kling, 1996). On the other side (what
they think the reality might be), they show uncertainties and sometimes express some fears. These two sides
of non-experts perceptions are not grounded in reality (the expert showed not too high expectations/no
expression of fear). Dubouloy (2005) indicates that this type of gap between perceptions if not taken into
account by organizations can be the root to resistance to change.

6. Conclusion:

Professional and scientific articles coupled with the feedback from an expert in the field of crowdsourcing
were used to create an image about the reality of the practice of crowdsourcing in organizations. Then ten
non-experts, with a stake in this practice, were interviewed. It allowed examining whether these opinions were
in line with the work of researchers and showed some non-experts misconceptions. Indeed, even if the human
axis is at the center of each of the other areas studied (economical, quality, limits), non-experts tend to
overlook this important aspect. The economic aspect of crowdsourcing is relatively well understood by non-
experts. It is not this axis that could compromise a crowdsourcing project. Most respondents were able to put
forward the same arguments and ideas found in literature. Quality from crowdsourcing projects is somewhat
misperceived. The ability of the company to sort out the results in order to bring up the quality is in question.
This quality is closely linked to the management of the human aspect of internal (employee) or external
(contributors). As for limits/problems associated to crowdsourcing, they remain overlooked or at least pushed
aside by non-experts. This could hamper businesses daring to start a process of crowdsourcing.
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As we have seen non-experts’ perceptions tend to fluctuate from over-optimistic to relatively pessimistic,
creating high expectations, fears, and misconceptions. By comparing perceptions to what we know of this
phenomenon, this research should help marketers reflect on their own points of view on this topic, which in
return might help them to be better prepared. Finally, by presenting preconceptions, this research also
highlights the importance of managing this type of innovating process as a change process. It will enable
companies to anticipate possible employee misconceptions and possible resistance.
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Abstract: Nowadays the Web represents a significant component of the recruitment and job search process as many
Websites and social platforms allow recruiters to seek candidates for a specific job position while, on the other side, they
enable candidates to find the job they are looking for. In such a scenario, one may wonder whether social media can
support companies in recruiting good job candidates. This actually represents a challenging issue at both academic and
industrial level. Indeed, social recruitment sites provide a huge mass of unstructured or semi-structured heterogeneous
data, which requires statistical and information extraction techniques to turn unstructured data into structured
information suitable for being analysed. In this paper we analyse the job demand trends on the Web by exploiting a
significant sample of job vacancies concerning the Italian labour market domain. Our work is aimed at improving the
recruitment process by allowing the matching between job demand and supply. In particular, we investigate two research
questions. First, how we can statistically analyse unstructured data retrieved from the Web? Second, what contribution can
unstructured data give to the knowledge of a phenomenon that has been traditionally studied using statistics or analyzing
administrative data?. In addressing the questions we defined a methodology to extract and manage information from
unstructured texts (i.e. job vacancy descriptions on the Web) and to turn the descriptions into data useful to perform
quantitative and qualitative analysis. One of the most valuable results of this research is the identification of the most
required skill levels and professional competencies in the job vacancies. In fact, the skills represent the added value that
Web data may provide to the knowledge discovery process in the Italian labour market domain. Their identification inside
the recruitment Website contents may solve the qualitative skill mismatch issue and improve the job-matching activity
supported by social media.

Keywords: Social recruitment, Social Media, Business Intelligence, Unstructured data, Statistical models

1. Introduction

This paper gives a contribution in the context of e-recruitment supported by social media, namely the Social
Recruitment. In particular, it focuses on the problem whether social media can support companies in recruiting
good job candidates. Therefore, we analysed the job demand trends on the Web by exploiting a significant set
of job vacancies concerning the Italian labour market domain. Infact, Web intermediated job vacancies are a
not negligible subset of the overall job demands. The study focuses on analysing the employment demand as
advertised by companies on the Web through the main search engines and recruitment Websites operating in
Italy. This is an ongoing research that, at this experimental stage, has taken into consideration more than 170
thousand job vacancy ads in the period between February and April 2013. We extracted the descriptive
contents of job vacancies by means of text-analysis techniques as well as statistical methods to assess their
significance, specificity and both the quantitative and qualitative values.

Our work is aimed at investigating two main research questions. First, how we can statistically analyse
unstructured data retrieved from the Web? Second, what contribution can unstructured data give to the
knowledge of a phenomenon that has been traditionally studied using statistics or analyzing administrative
data?

To answer the questions, a methodology has been defined for processing information extracted from
unstructured texts, such as the job vacancy ads published by companies on the Web, in order to obtain data of
both quantitative and qualitative nature for statistical analyses. We then expanded our analysis by comparing
these statistical indicators with the administrative data collected by the public administrations about the same
context, focusing in particular on the added value of qualitative data. These data are used to identify the skills
required by the market in the descriptions of job vacancies. This identification allows one to create a dictionary
of skills that may constitute a valuable source of information for several stakeholders of the recruitment
process.

The paper is structured as follows: in Section 2 a short description of the evolution of recruitment online is
provided; Section 3 describes the methodology to extract and classify the job vacancy ads; Section 4 presents
the contribution of Web qualitative data for the skill identification; in Section 5 a brief survey of related works
is provided; finally some concluding remarks and the future works are outlined in Section 6.
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2. E-recruitment and Social Recruitment

The intermediation between demand and supply was liberalized in Italy at the end of the '90s and was then
extended by an Italian Law in 2003. The latter particularly focused on the identification of all possible job-
matching channels, by recognizing and regulating the activity of subjects carrying out intermediation outside
the state managed system. The channels through which job seekers find employment opportunities have
significantly changed over the past 10 years and some have been created anew.

The Web is increasingly used by employers and job seekers to advertise demand and supply, by exploiting the
vast variety and enormous potentials of its communication channels. IT technologies have then made possible
the creation and diffusion of new channels, such as e-recruitment (Lang 2011), i.e. the candidate selection and
recruitment process implemented through the Internet services. The e-recruitment started with simple job
posting Websites where recruiters can post jobs with their contact information and wait for the candidates to
find these postings and apply. This first kind of recruiting Websites is known as Job Boards and it includes
Websites such as Monster and Career Builder. The second kind of online recruitment tools are the job
aggregators. Job aggregators are Websites, such as Jobrapido and Indeed, collecting jobs posted at several job
boards and let job seeking candidates apply.

Thanks to the development of Web 2.0 technologies (or social media), such a process subsequently evolved
into Social Recruitment (Lee 2005), a new way of matching employment demand and supply on the Web. It is
characterized by the use of social media facilitating the establishment of relations and the activation of
efficient communication flows. Social recruitment is relatively a new idea and various companies develop
applications that integrate several social networking sites such as LinkedIn, Facebook and Twitter, and lets
recruiters reach a higher number of both active and passive job seeking candidates.

According to recent investigations on employment intermediation channels (Jobvite 2013), besides word of
mouth, the Web is the most effective instrument to carry out a targeted research based on specific
requirements and, in particular using job search engines. After this type of Websites, the social media soon
arrived, in particular the social networks, which have further changed the way in which jobs are sought. They
expand the collaboration between employers and job seekers and increase the number of channels providing
information. It should be underlined that the social media do not completely replace the traditional methods
used by recruiters and job seekers, but they become one of their best allies. Infact, 88% of Italian recruiters
declare to rely on an Internet channel to find information on candidates, and 42% of these mainly use LinkedIn
(Jobvite 2013), regarded by recruiters as the most useful social media, together with the specialist search
engines, where demand and supply can be matched.

2.1 Recruitment process

To better contextualize our work, we now give an overview of a typical recruitment process. The process starts
when a company decides to hire employees. The company creates a job profile that specifies the role, job
category, essential skills, location of the opening and a brief job description detailing the nature of the work. It
might also specify the total work experience that the candidate employee should possess, along with the
desired experience level for each skill. The job openings are advertised through multiple channels like online
job portals, newspaper advertisements, etc. Candidates who are interested in applying for the job opening
upload their profile through a designated Website. The Website typically provides an online form where the
candidate enters details about her application like personal information, education and experience details,
skills, etc. The candidates can also upload their resumes through the Website. The objective of allowing the
candidate to enter data in an online form is to capture the information in a more structured format to
facilitate automated analysis. However, real life experience suggests that most candidates do not specify a lot
of information in the online forms (Singh 2010). Currently, this process has undergone some minor changes
due to the advent of social media. Social Recruitment process is characterized by user professional profiles
published on social networks with a broad space dedicated to skills and professional background and mainly to
the user contact networks (Reiners 2013). Recruiters typically use these, not to gain new information (which
they obtain primarily from the candidate’s resume) but to validate those resumes and learn about the
applicants’ network. Moreover, many companies use social media to advertise job openings, in order to have a
broader choice of channels.
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The recruitment process should be aimed at supporting the matching between job demand and supply, and
the skills descriptions are the main detectable information in both the sides that could facilitate this goal.
Indeed, skills and competences are information nearly always present inside the job vacancies and the
candidate' resumes. The issue is how to retrieve and manage them to improve the matching between
recruiters' needs and job seekers' desires. Certainly, this is a challenging issue researched at both academic
and industrial level. Our work would like to give a contribution in this direction, by focusing on a skills
retrieving method to lay the foundations of a recruitment process. To do this, it is particularly important to
identify the skills inside the Website contents, mainly in resumes and job ads published on social media.

While it is true that is increasingly easy to find corporate Websites on the Internet, it is a strong challenge to
understand whether there are any job offers matching the job seekers’ profiles. Some job aggregators allow
one to find vacant positions on the Web, and therefore can be used by selectors to recruit candidates.
However, despite being information-rich tools, the information in the recruitment Websites is not easy to
process in order to analyze the trend of demand and supply and the contents of the ads, without suitable
technologies and methods to process unstructured data. Therefore, information extraction techniques are
needed to address this kind of limitations (McCallum 2005).

2.2 Unstructured Web data

The large quantity of information available on recruitment Websites calls for an a priori selection of the
sources and criteria for information extraction. The processing of social networks to retrieve information on
employment is even more difficult, since they are characterized by unstructured texts and a high level of
freedom in the use of words and contents. To identify the set of ads for our experiment, a number of specialist
job intermediation Websites and job search engines were selected. The Websites considered might be able to
be representative from a statistical point of view of the trend of Italian demand on the Web. Therefore, an
analysis of the sources is repeated over time in order to maintain updated significance.

The specialist job intermediation Websites, including social media, are characterized by highly heterogeneous
contents and a low level of text structuring. A set of IT tools and methods need to be identified to process
unstructured data for the twofold purpose of retrieving from such Websites the skill descriptions and the
statistical indicators on the demand trends. The literature provides several methodologies for the processing
of data extracted from the Web, and in particular from social media (Dalal 2013; Feldman 2007). However,
there are still few methodologies applicable to the labour market setting, in particular capable of extracting
both qualitative and quantitative data. The latter is the goal of the methodology we present in next section.

3. Methodology to Extract and Classify Web Data

As explained in the previous section, this work has analyzed over 170 thousand job vacancy ads published
between February and April 2013. The reference sources and Websites have been selected with the aim of
fully understanding the heterogeneous nature of the online recruitment process. Therefore, some very
different groups of sources have been investigated: the Websites of the main national daily newspapers, job
boards and aggregators matching demand and supply, the Websites of the main Employment Agencies, and
the main social media used in this context (e.g. LinkedIn). The extraction relied on crawling techniques, i.e.
activities carried out by a software (crawler) which automatically scans the target Websites, reads their
contents and downloads a copy of the visited documents.

Although the job ads have been retrieved from several Websites, all of them share some common elements: a
title, specifying the required occupations (namely the first variable to retrieve); and the text of the
advertisement describing the type of job vacancy in natural language. We defined a set of variables to identify
the main information reported inside a job vacancy. Such variables can be divided into two subsets: the
variables of the former having a finite and well defined value domain (i.e. economic sector, type of contract,
job modality, geographic location) and the latter variables being more qualitative and therefore more difficult
to identify, i.e. the skills. The skills can be divided in three types: soft skills, occupation-specific skills and basic
skills (see Section 4).

The next stage is to process the extracted texts to identify the (target) variable values. Unfortunately the
required information are not always included in the text of the ads (e.g. contract type information may be not
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included) or the lexicon is not univocal. In order to address this issue Natural Language Processing (NLP), Text
Mining and Machine Learning techniques have been used.

Statistical techniques using Hidden Markov Models (Rabiner 1990; Singh 2010) have been used to identify the
most relevant text portions for each variable. Then, Information Extraction techniques have been used to
derive structured information from unstructured and semi-structured sources (McCallum 2005) and Named
Entity Recognition tools supported us in retrieving relevant concepts in the texts.

The classification process of text requires a series of taxonomies. Taxonomy is a scheme of hierarchical
classification of concepts and elements that represent a domain of knowledge. Concepts can be expressed as
aggregations of several words, abbreviations, synonyms, nicknames or epithets can be used, and typing errors
may affect the text. Building a taxonomy for text classification should address the aforementioned issues. In
the literature there are several techniques of automatic taxonomy construction. Some are based on clustering
algorithms, others on methods calculating similarities or proximity between words (Chung 2002; Heymann
2006). We used Machine Learning techniques (i.e. Support Vector Machine) (Wang 2006) to train algorithms to
automatically classify a set of job ads and compiling a taxonomy of words and sentences (one for each of the
variables), reflecting the lexicon reported in the Web ads.

Furthermore, the set of texts to be used during the learning task must be sufficiently large to include as many
different textual expressions as possible, including the standardized language used on official documents and
classifications. Some text portions may use the terminology of the Italian classification of economic activities
(called ATEC0O2007), the Italian classification scheme of occupations (called CP2011), both created by Italian
National Institute of Statistics (ISTAT). However, in many cases the job descriptions in the ads do not use the
“official terminology” and this aspect stresses the lack of a univocal language between Web and institutions
(Mezzanzanica 2013a).

Furthermore job vacancies are described in terms of occupations and skills in a mixed way (where concepts
may be implicitly expressed). Unfortunately, it does not exist an Italian scheme of classification providing a
correspondence between occupation and skills, i.e. knowledge or competences required by companies.
Therefore, a dictionary of skills is needed and the created taxonomies move in this direction, as is better
described in Section 4.

In order to load the extracted information into a database for (further) research purposes, a data cleaning and
quality enhancement process has been performed (Boselli 2013; Mezzanzanica 2013b), but the description of
this stage is out of the scope of the paper.

The data derived from the Information Extraction process just described was stored and analyzed using
Business Intelligence tools and Decision Support Systems. This was very useful to address our first question. To
address the second question, we compared the Web extracted information and the employment data
obtained from administrative sources. The comparison was necessary to highlight the contribution that the
skills analysis give to the understanding (and improvement) of the recruitment process by addressing the skill
mismatch issue, as discussed in the next paragraph.

4. The Added Value of Qualitative Web Data

One of the main contributions that Web data could give to the knowledge of labour market domain focuses on
the skills mismatch. The skills mismatch is a measure to calculate the gap between skills and competences
owned by a worker and those required by the market. Some workers are over-skilled for their current jobs -
they are capable of handling more complex tasks and their skills are underused — while others are under-
skilled for their current jobs — they lack the skills normally needed for their job. This phenomenon is called in
literature "qualitative skills mismatch" and can be determined by several economic factors (Cedefop 2010).
Mainly during crisis periods the rate of job destruction is higher than the rate of job creation and
unemployment increases. This process implicates overqualification or overskilling, two different shapes of
skills mismatch.
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The optimal match between jobs and workers occurs when a certain combination of skills demanded by the
labour is reflected in those offered by the individual. All the measures of both the skills and the occupations
are based on some form of classification and standardization, e.g. the International Standard Classification of
Occupations (ISCO) or The Occupational Information Network (O*NET), but are not able to fully capture the
complexity of the skills required by each occupation.

At the moment, adequate measures of the skill mismatch do not exist. The causes lie in the very nature of
qualitative mismatch that relates to the broader characteristics of both the employment and the worker.
Furthermore the skills relate with not measurable characteristics of the individual and economic variables to
allow their precise quantification do not exist.

The general solution has been so far the use of skill surveys, but they have three main problems: 1) they are
costly, considering direct (implementation) and indirect costs (opportunity cost); 2) their implementation is
not easy, thus they cannot have a high frequency; 3) they have a top-down approach, i.e. soft skills and
occupation-specific skills are generally pre-defined.

In this context, the analysis of Web data would potentially overcome some of the limitations outlined above
for the skills investigation. First, they overcome the limitations of the (fixed) classifications by capturing the
language evolution (the descriptions change over the time according to the firm and organizations
requirements). Second, Web data allow us to identify the emerging skills required by the market. Moreover,
Web data analysis has no implementation lag because it focuses on real time data; finally, they allow a
bottom-up approach building a richer classification for skills.

Thanks to the analysis performed on the job ads, we identified some emergent professional figures, identifying
the most required by the market and the desired skills. We defined a dictionary of the skills' qualities. This is a
valuable source of information for several subjects.

The skills can be divided in three categories: soft skills, occupation-specific skills and basic skills. Soft skills are
the personal skills, e.g. flexibility, autonomy, being capable of working in team etc. Occupation-specific skills
are the professional skills related a specific occupation: for example a technical designer must know “AutoCAD
2d” or a specific programming language. Basic skills are for example to speak English or being able to use
Office packets.

Furthermore, the emergent figures can be divided according to their qualification in high, medium or low level.
For each of these levels we defined the skill taxonomies. In figure 1 is represented two word clouds of some
skills identified for high-level occupations (i.e. technical designer).
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Figure 1: Word clouds of soft skills (A) and occupation-specific skills (B) of the technical designer occupation.

If we compare the description of a certain occupation made by an official classification (e.g. CP2011) and by
the Web ads, the latter can provide a richer description of the job requirements as the two different channels
focus on complementary information. Moreover several stakeholders might benefit from this information: for
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example, job seekers could know what types of skills are required for the occupation they are interested in;
companies can improve the efficiency of the search for the ideal candidate; trainers can better tailor their
teaching processes.

Nevertheless, it should be emphasized that, despite the benefits described above, the Web data should be
seen as complementary and do not substitute other approaches for skill identification. In fact, there are also
some critical issues that limit the use of Web data. First of all, job applications posted on the Web are only a
subset of the overall job applications set. In particular, the Web focuses on some specific (high-level)
occupations. Secondly, the labour demand on the Web reflects the digital divide that characterizes the Italian
reality.

5. Related works

The extraction of meaningful information from unstructured texts in support of various aspects of the
recruitment process has been researched by several authors (Lee 2005). There are several works attempting to
automate the resume management to match candidate profiles with job descriptions: for example (Singh
2010) proposes a system aiming to screen candidate profiles for jobs by extracting various pieces of
information from the unstructured resumes with the help of statistical data driven techniques; (Yu 2005)
designs a cascaded Information Extraction model based on Support Vector Machine for mining resumes to
support automatic resume management; (Yi 2007) describes a method that uses relevance models to identify
job descriptions and resumes vocabulary; (Hong 2013) develops a job recommender system to dynamically
update the job applicant profiles by analyzing their historical information and behaviours. Nevertheless, few of
them consider the skills as fundamental information to improve the matching.

Some works focusing on relationship between social media and recruitment systems were important for us:
(Lu 2012) identifies some guidelines to design recruitment Websites by computing profile similarity patterns in
structured and unstructured profiles; (Reiners 2013) studies the mutual understanding of recruiters and
applicants perceptions in social networks sites and provides a literature review of Social Recruitment.
However, most of these works are performed on synthetic data and not on real world unstructured data as
instead we performed. Regarding our methodology, there are some points in common with the work of
(Gonzalez 2012) where text mining techniques are used to manage unstructured data sources to optimize the
job-matching activity, with the difference that we introduced statistical methods to perform both qualitative
and quantitative analysis.

6. Conclusions

This paper has illustrated a study of the Italian labour market domain based on knowledge discovered from
Web unstructured data. By resorting to a sample of job vacancy ads, automatically extracted from several
recruitment Websites, and by creating a methodology for the processing of unstructured data, this study has
shed light on a significant cross-section of employment demand on the Web. The developed methodology
allowed to organize the collected data, classify and analyze them according to a number of significant variables
of the context of analysis. Secondly, the study showed the significance and specificity of the information
extracted from the Web data, as well as the identification of the added value contributed by Web data to the
knowledge of a complex phenomenon such as the labour market. In the future, we intend to improve the
methodology by increasing the algorithms power to automatically classify the ads. Moreover, we would
deepen the contribution of Web data in the qualitative skills mismatch issue.
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Abstract: Citizen science is a process in which ordinary citizens contribute to scientific projects. Encouraged by the Internet
and smart phone technologies, thousands of citizens across the world contribute to scientific projects covering topics
ranging from astronomy, to protein synthesis, to species distribution. These citizen scientists solve global challenges, or
draw on community knowledge to address local concerns. Citizen scientists sometimes work alone, but frequently
collaborate in real-life networks, or through online platforms. Through such projects science is becoming increasingly
democratized. However, a major challenge for many projects is motivating diverse citizens to participate and contribute,
not just once, which is relatively easy, but continually over long periods of time, which is much more difficult. This paper
reports on research that investigates what kinds of motivation factors are effective, why, and when and different factors
are needed. Our research includes three studies. The first used surveys and interviews to investigate citizen scientists’
motivations for initial and continued participation in three countries: USA, India, and Costa Rica. Our results suggest that
initial motivation tends to be egocentric; people contribute because they are interested in a topic, enjoy learning, or
receive professional benefits. Volunteers continue participation for more complex reasons. Appreciation, recognition,
involvement and interaction with scientists are some of the ingredients needed to encourage sustained commitment.
Cultural norms may also play a role, as in Costa Rica, where nature conservation is a strong component of the national
culture and heritage. Building on this foundational research we have also investigated two specific motivational strategies:
gamification, and feedback provided by scientists. Our second study, an ongoing mixed-methods assessment of gamifying a
mobile application, shows that certain types of participants are motivated to compete in order to improve their score, or to
gain badges that signify the value of their contribution. Additionally, participants who are not intrinsically interested in
nature may be engaged through gamification. However, gamification must be carefully designed to appeal to all potential
users. The third study, a field experiment, explored how feedback from scientists impacts citizen scientists’ desire to
continue participating in projects, and their aspiration to provide more and higher quality data. During this research we
also learned that contribution level is influenced by task difficulty and the condition of working alone or collaborating with
a peer. The paper concludes with general guidelines for designing projects that motivate volunteers to contribute content,
both within the specific context of citizen science and for broader projects in social media.

Keywords: Citizen science, crowdsourcing, scientists, culture, motivation, gamification, feedback.

1. Introduction and Rationale:

Citizen science is a process in which volunteers contribute to scientific research, frequently in collaboration
with professional scientists or other volunteers. Early and notable citizen science campaigns include the annual
Audubon Christmas Bird Count, which began in 1900, and the activities supported by the British Trust for
Ornithology, founded in 1932. According to Jonathan Silvertown, three key trends are responsible for the
recent surge of citizen science projects and research (2009). First, new technological tools and platforms
support diffusion of projects through social networks, facilitate data collection, and support data validation.
Second, scientists are realizing that the public represents a “free source of labour” supporting research on
unprecedented scales (p. 467). Third, granting agencies such as the National Science Foundation and the
National Research Council mandate that applicants include public outreach in their project design.

Citizen science is a deeply social process. Some projects, such as the monitoring projects designed to help

manage natural resources, arise directly from community concerns. Other projects begin with individual data
collection, but draw volunteers together online at later stages of research. eBird, for example, collects data
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through checklists containing naturalistic observations of birds. These checklists are ranked on a leaderboard
so that birders may compete with one another (Sullivan et al., 2009). Additionally, eBird data is returned to the
community for shared analysis and interpretation with interactive data visualization tools. Still other projects
exist solely online. In Galaxy Zoo, 100,000 digital volunteers classified 40,000,000 pictures taken by the Hubble
Telescope to create the largest existing data set of morphological classifications (Lintott et al., 2008). FoldIt
volunteers discovered a protein crucial to the reproduction of HIV while playing a collaborative digital protein-
folding game (Khatib et al., 2011).

The incredible diversity of projects makes citizen science an exciting part of social media. In this context, we
consider citizen science a group of projects that often use the internet to build on the ideological and
technological foundations of Web 2.0. Citizen science projects are large, complex, and not confined to a single
platform (either on- or off-line). As such, these projects benefit from different social media applications at
various times. For example, Galaxy Zoo volunteers may be recruited through Twitter and become part of the
project’s 10,500 followers. These same volunteers later join discussion forums, where they propose new
research questions and contemplate ambiguous photographs. While social media can be instrumental for
getting citizen science work accomplished, it’s also worth noting that, as a paradigm, the goals of citizen
science are identical to those of social media. Both seek to democratize information exchange by supporting
content submitted by many, diverse users (Kaplan & Haenlein, 2009).

One major challenge for many citizen science projects projects is motivating volunteers. Researchers have
made significant progress identifying general and initial motivations. Many of these are related to personal
enjoyment, including fun, curiosity, or even wonder at the vastness of space (Nov, Arazy, & Anderson, 2011;
Raddick et al., 2011; Rotman et al., 2012). Volunteers are also motivated by personal betterment, whether in
the form of learning about a topic or advancing one’s career (Bowser et al, 2013a; Rotman et al., 2012). Finally,
volunteers express collective motivations such as supporting a community or contributing to scientific research
(Nov, Arazy, & Anderson, 2011; Raddick et al., 2010; Rotman et al., 2012).

These motivations can be deceptively complex, and may change as paradigms shift; for example, while
experiences were guided by personal interest in the past, future motivations will likely be driven by an interest
in technology or game-like rewards (Newman et all, 2012). Different user groups express different motivations,
even when discussing the same project (Bowser et al, 2013a). Furthermore, motivations change over time
(Rotman et al., 2012). Temporal changes in motivation are particularly important because for many projects,
data becomes valuable only as it accumulates over time. Our research, then, departs from earlier studies by
focusing on the complex motivations of citizen science volunteers in new and continually changing contexts.

Our foundational research in the USA, India and Costa Rica studies the temporal aspects of motivation, and
reveals that motivation for initial participation tends to be egocentric; what keeps volunteers coming back is
more complex. This research also examines how cultural norms may play a role in motivation. This high-level
analysis is complemented by recent work on specific motivational tactics. One line of research examines
Floracaching, a gamified citizen science app designed to engage new types of volunteers. Other research
examines how the type of feedback offered by scientists impacts volunteers’ desire to continue to provide
more and higher quality data-- a factor also influenced by the type and difficulty of the task.

2. Foundational Research in the USA, India and Costa Rica

Generally, volunteers participate in collaborative activities for a variety of reasons at both individual and group
levels. These general motivations include commitment to a larger cause, reputation gains, reciprocity, learning,
expression of self-efficacy, personal motivations, and empathy (e.g., Batson, Ahmad, & Tsang, 2002; Lakhani &
von Hippel, 2003; Preece & Shneiderman, 2009). As noted earlier, compared to general motivations the way
that motivation affects long-term participation, specifically across projects and cultures, has been studied to a
lesser extent, with notable exceptions such as Bell et al. (2008).

To address this gap, Rotman (2013) conducted an exploratory study examining what draws volunteers to
contribute initially to ecology-based citizen science projects, how their motivations change over time, and how
culture might affect motivation. She collected survey and interview data from professional scientists and
volunteers participating in collaborative ecology projects in three different countries: USA (142 survey
responses, 13 interviews); India (156 survey responses, 22 interviews); and Costa Rica (9 interviews).

65



Anne Bowser et al

Motivation for initial participation. As with Nov et al. (2011) and Raddick et al. (2010), Rotman found that
motivations for initial participation stem largely from self-related motivations: volunteers are inclined to
participate in projects that address their interests and offer opportunities for self-advancement and
enjoyment. The only exception to this was found in Costa Rica, characterized by a collectivistic nature of
participation in collaborative scientific projects, associated with a national expectation for individuals’
involvement in such conservation projects as an expected social commitment.

Motivation for continuous participation. After the initial decision to participate, the process becomes much
more complex. Motivations for continued participation include both self-related motivations and collaborative
motivations. These dictate volunteers’ long-term participation regardless of the form continued participation
takes (some volunteers contribute in the same capacity over time; others, move from data collection to
analysis or leadership roles; still others, move from one project to another). The flip side of continuous
participation is attrition. Not all volunteers sustain involvement over time. To the contrary, most beginning
volunteers do not reach the phase of continued participation and drop out at various stages of a project’s life
cycle. Attrition rates among volunteers studied by Rotman were estimated to range between 80 to 95 percent.

Relationships within the project, predominantly between volunteers and scientists, determine to a large extent
volunteers’ inclination to continue participation. But creating a lasting and productive partnership between
scientists and volunteers often proves to be difficult. Rotman’s interviewees raised issues such as lack of trust
in the ability of volunteers to handle tasks more complex than simple data collection, as well as the use of
jargon unfamiliar to volunteers and the lack of contact with scientists. The more centralized or pyramid-like a
project was (e.g., where the leading scientists were removed from the volunteers), the less it resulted in trust
between the groups. In contrast, relatively flat projects support interaction between scientists and volunteers
and led to a slow build-up of personal relationships that facilitated trust. Further, projects that offered
volunteers opportunities to engage in tasks beyond data collection, (e.g. quality control, data analysis,
leadership roles) and projects that supported open access to data prompted volunteers to continue their
participation. Goal setting, clear communication, and acknowledgement of contributions also supported
continuous participation.

The value of acknowledgement as a motivating factor for continuous participation is a strong and reoccurring
theme. Most volunteers are not particular about the form acknowledgement takes, as long as some
acknowledgement is made, and made publicly. A variation on this theme was volunteers’ need for attribution.
As with acknowledgement, attribution could be had in many ways — from a general acknowledgement that the
data was obtained through collaboration with volunteers to individual credit given to specific contributors.
This was especially important where the data was used for outside publications (e.g. journal and conference
papers, books, and online publications). Mentorship and training also encouraged attachment to projects.

De-motivating factors. Time and technology are prominent de-motivating factors. While some volunteers
appreciated intensive projects that make them feel committed to scientific goals, most balked at the thought
of spending “too much time” (a subjective term that could stretch from a morning every week to continuous
immersion in the field) on a project. Projects that place continuous demands on volunteers may suffer from
greater attrition rates than projects that decompose tasks into manageable building blocks. Limited-scale
projects focusing on a volunteer’s immediate environment (e.g., in the back yard, in a local park) and require
an incremental time commitment (e.g., observations for blocks of 10 minutes each, weekly or even daily) are
deemed manageable, and fun. Projects that are or could be made easy through the use of technology, but fail
to deliver on that aspect, frustrate and discourage volunteers (see also Wiggins, 2013). This problem was more
apparent to volunteers in India and Costa Rica, where the technological infrastructure (especially mobile and
web connectivity) is poor in rural areas, and somewhat limited even in urban areas.

De-motivating factors are therefore those that inhibit the “ease of participation.” The projects that addressed
this issue, like by allowing volunteers to contribute to scaffold tasks compatible with their abilities and spare
time, or enabled volunteers to utilize good technological tools, were the ones that managed to engage
volunteers for extended periods of time.

Motivating factors in different cultures. Defining what constitutes a culture is a matter for on-going debate in

various domains (Geertz, 1973; Kroeber and Kluckhohn, 1952; Malinowski, 1939). We consider national culture
the structures, values, and relationships among members of one group, situated in a specific geographic area
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during a certain period. Scientific culture then reflects the knowledge of science by people and their attitudes
toward science and technology; collaborative culture encourages individuals to contribute toward the common
good. Four major themes related to culture are presented in Table 1.

Table 1: Cultural themes as reported by volunteers in three countries

Theme Related concepts Cultural effect Country
Ethos Pride, story-telling, symbols, values, diversity, National culture, Costa Rica,
communication collaborative culture India
Education Learning, formal education, informal education, fiscal National culture, scientific Costa Rica,
support culture USA, India
Language Interpretation, mediation, communication, distance, National culture, scientific India, Costa
cultural bridges, social stratification culture Rica
Institutions Hierarchy, bureaucracy, fiscal support, government National culture, India, Costa
agencies, partnerships collaborative culture Rica, USA

A national ethos is easier to construct in small and relatively homogenous countries like Costa Rica, especially
when institutionally supported and funded (in the case of ecology). It was much harder but often possible to
follow the national ethos of a large and diverse country like India. The fragmentation of India into dozens of
states, and the richness and diversity of social backgrounds, gave rise to alternative local ethos that varied with
geographical placement and heritage. Highly individualistic cultures like the United States and parts of India
favour individual initiatives and actions over collaborative ones, and place a substantial emphasis on formal
knowledge and professionalism. Comparatively, collectivism is highly regarded and supported in Costa Rica,
leading to broader support of collaborative initiatives involving various populations. Of course within any
single country or geographic area there is a great variety of practices, norms, values, and communities.

Cultural aspects that speak to the unique aspects of each national, collaborative, and scientific culture have a
substantial effect on how motivation is shaped. While this effect is nuanced it cannot be underestimated, and
should be carefully evaluated before new projects are designed. Volunteers’ cultural expectations and
motivations should be specifically addressed to facilitate successful, long-lasting collaborative projects, and
prevent high attrition rates.

3. Gamification as a Motivational Strategy - A case study of the Floracaching App

Designers increasingly use intrinsically rewarding game elements to motivate users. Researchers define
gamification as the use of elements of game design in non-game contexts (Deterding et al., 2011). Gamification
can lead to more frequent use (Thom, Millen, & DiMicco, 2012) and greater pleasure (Flatla et al., 2011).
Gamification, including “motivations driven by interest in technology and rewards, such as online gaming
badges and competitions,” has been identified as a key future opportunity for citizen science projects
(Newman et al., 2012). While a few gamified citizen science applications exist, such as Tiger Nation (Mason,
Michalakidis, & Krause, 2012) and Happy Moths (Prestopnik & Crowston, 2012), research on gamified citizen
science apps is still in its infancy.

Our exploration of gamification focus on Floracaching, a social location-based gamified app inspired by
geocaching, but with plants serving as virtual caches (Bowser et al., 2013b). Floracaching is designed to gather
plant phenology data for Project Budburst (http://www.budburst.org). Phenology data marks the timing of
lifecycle events, such as when a perennial begins to bud, or when a tree’s leaves fall. This data is valuable to
scientists studying the dissemination of allergens and global climate change, and policy makers who work on
agriculture or environmental conservation.

In Floracaching, the central artefact that users interact with is a floracache, or a specific plant (such as the
Quarcus albus, or white oak in front of a campus dormitory). Users with plant knowledge create floracaches by
visiting a plant, photographing it, and submitting a tentative identification through the “create a cache” mobile
interface. This submission is automatically geo-tagged, so that others can find and “check into” the mapped
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floracache. When users “check in” to a cache they report on the plant’s phenological states (e.g., full
flowering) and may optionally submit a photograph or leave a comment in the logbook.

Floracaching was created to gather data from traditional citizen scientists, as well as millennial college
students who are casual gamers and technologists. Traditional citizen science volunteers exhibit complex
motivations, some of which are described above, which draw contributions through any interface. It is not
clear what strategies can motivate millennial college students without existing plant knowledge or previously
expressed interest. To better understand how to design a gamified citizen science application that will have
widespread appeal, we explored the following questions: What motivates the different user groups of a
gamified citizen science application? Specifically, how do the motivations of traditional citizen science
volunteers differ from the motivations of millennial college students?

We addressed these questions by iteratively designing, implementing, and evaluating the Floracaching app.
Specifically, we used an iterative co-design approach for prototyping location, activities, and collective
experience over time known as the PLACE method (Bowser et al., 2013b). PLACE offers a list of the elements to
consider while developing location-based games and apps, and also a set of principles, including “treat
participants as co-designers,” “focus on activities over interfaces,” and “respect authentic social experiences.”
Using PLACE led to a deep understanding of how to integrate game elements into core citizen science tasks.

Game elements include the use of points, leaderboards, and badges, dubbed the “PBL triad” due to their
prevalence (Werbach & Hunter, 2012). In Floracaching, points are earned for various activities such as creating
caches, checking in, and validating identifications. These points are charted on two leaderboards—one
designed for traditional citizen science volunteers, and the other designed for general participants. We made
this decision after learning that citizen scientists with domain knowledge want to compete based on activities
that require skill, such as “accurately key[ing] specimens,” instead of simply “getting the most the fastest” (in
contrast, millennials are motivated by “any kind of competition”). Floracaching also includes badges that
reward specific activities, only some of which require domain knowledge. For example, players can earn the
“invasive patroller” badge by checking in to three floracaches of invasive plants. Unlike points, which are set
values, badges can be continually updated to solicit different data as needed for new scientific campaigns. To
date, we have formally evaluated 5 versions of Floracaching. These involved 58 participants during the PLACE
sessions, 71 millennial college students in April 2013 (Bowser et al., 2013b), and 57 millennial college students
in September 2013. Sessions included structured and free play with the Floracaching app, moderated
discussions, and the completion of follow-up surveys.

Our research uncovered several similarities in how traditional citizen science volunteers and millennial college
students relate to Floracaching. Both groups are motivated by a sense of discovery, described as the “treasure
hunt feel.” Both groups enjoy learning about plants, though their base knowledge is often different.
Additionally, both groups consider Floracaching a social activity, and would be motivated “if | could get my
friends to do it with me, or even random people.” The gamification elements interest both groups, but
especially millennials who see them making citizen science “more fun and less tedious” (Bowser et al., 2013b).

We also identified three key differences in how these two user groups relate to the game. First, millennial
college students desire guidance, noting that the app would be easy to use if it “assigned a specific task.”
Citizen science volunteers, who know about and appreciate plants, prefer more autonomous play. For
millennials, the app must fit into their everyday routines: “I'm not going to drive an hour just to see if some
plant bloomed.” In contrast, Floracaching can integrate with and augment the existing hobbies of citizen
science volunteers. Finally, millennial college students appreciate challenge or competition in general terms,
while traditional citizen science volunteers prefer to engage in scientifically useful challenges like mapping the
range of invasive species, described as “a powerful, real thing.”

4. Feedback as Motivational Strategy - The Effect of Different Types

In today’s citizen science, remote collaboration between scientists and citizen science volunteers is often the
norm. Most citizen scientists have very limited opportunities to communicate with scientists face-to-face.
However, receiving feedback from scientists is important for volunteers, who need to know that scientists’
appreciate and recognize their contributions (Rotman et al., 2012). Scientists’ feedback is especially important
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for enabling citizen scientists to experience a feeling of belonging to an authentic scientific community and for
encouraging volunteers to continue contributing (Rotman et al., 2012).

A new thread of research explores how feedback from scientists might influence citizen scientists’ motivation
and their contributions. In this third study, we conducted a field experiment to examine the effects of different
types of scientists’ feedback (He et al., 2014, in preparation). Because we were concerned that controlling
scientists’ feedback in our study might disrupt a genuine citizen science project (Crowston et al., 2013), we
created a simulated citizen science project named: Tree and Bird Observation on Campus (TBOC). The goal of
TBOC is to encourage university students to help scientists record biological information about plants and birds
living in their school campus. The authors of this paper played the role of scientists, and recruited a group of
contributors to participate in the simulated project.

The different types of online feedback that we investigated in our study are adapted from a study investigating
the effects of feedback among Wikipedia contributors. Zhu et al. identify four types of feedback: positive,
negative, directive, and social feedback (2011, 2013). These researchers investigated the correlational nature
between the different types of feedback and Wikipedia contributors’ expressed motivation and actual
contributions (Zhu et al., 2013). They found that for increasing the contributors’ motivation, positive and social
types of feedback worked best, while for increasing the contributors’ effort, negative and directive feedbacks
were most effective (Zhu et al., 2013). However, these effects were only significant for novice Wikipedia
contributors, and not for experienced contributors. Based on this research, we decided to recruit a group of
participants who were unfamiliar with citizen science.

Our experiment involved 70 undergraduate students who were new to citizen science, and who were willing to
help collect data for TBOC in April 2013. Before contributing, students gained general background knowledge
about citizen science including why members of the public like them are needed to contribute as volunteers. In
our experiment the students were required to collect data twice, and submit it to the “scientists” using email.
After we received the first set of data we, in the role of the scientists, sent feedback to the participants before
they submitted the second set of data. This feedback was also delivered via email.

Our experiment considered three independent variables and three dependent variables. The type of the
feedback is the primary independent variable. Following Zhu et al’s studies (2011, 2013) we designed two
types of feedback, positive only feedback (i.e., scientists’ appreciation) and positive corrective guidance
feedback (i.e., scientists’ appreciation with polite guidance on how to improve future contributions). We also
considered other possible factors that might influence participants’ motivation and contribution and lead to
confounding the effect of the type of feedback. The two factors that we considered were: working alone or
together in a pair, and task difficulty (i.e., easy task and difficult task). These two factors are the second and
the third independent variables, respectively. The three dependent variables are the participants’ situational
motivation, contribution quantity, and contribution quality. We measured these dependent variables after
each outdoor data collection activity. Situational motivation was measured by the Situational Motivation Scale
(SIMS) developed by Guay et al. (2000).

We ran a series MANOVA and Regression using SPSS 20 (SPSS Inc, Chicago, lllinois) to analyse the experimental
data. The detailed statistics results are reported in He et al., (2014, in preparation). To summarize, results
clearly showed that positive corrective guidance feedback was much more effective for increasing the
students’ situational motivation and their contribution quantity and quality compared with positive only
feedback. This suggests that although citizen scientists expect feedback from scientists (Rotman et al., 2012),
the type of feedback presented makes a difference. Providing polite guidance with appreciation is more
effective than feedback in the form of simple thank you notes. Additionally, among the other two factors, we
found that working alone or together in a pair had a partial moderator effect on the type of feedback. The
extent to which the solo students’ contribution quantity was changed by different types of feedback was much
larger than in the paired condition, indicating that positive corrective guidance feedback works better on
increasing the contribution quality of solo citizen science newcomers. All the results summarized in this
paragraph are statistically significant.
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5. Take Away Messages

Our research will benefit citizen science project managers, and also the researchers and developers who solicit
user-generated content through various forms of social media. The first and most obvious message is that
understanding motivations of desired participants is an extremely complex undertaking. Volunteer motivation
changes over time, varying with demographics, previous experience, and the context of a given activity.
Specific considerations include:

= Newcomers are motivated by different factors than returning contributors.
0 Newcomers tend to be motivated by personal interest.
0 Itis much harder to motivate people to return than to participate initially.
0 Feedback, acknowledgement, and connections with scientists are strong motivators for
returning participants.
0 Technology that is time-consuming or difficult to use is a strong demotivating factor.
= National culture and norms can have a powerful effect on participants’ behaviour.
0 Collectivist cultures support norms of contribution and participation.
0 The impact of culture needs to be regarded with care as countries vary considerably from
region to region.
= Different user groups respond differently to reward elements such as gamification.
0 Gamification can engage a new audience of millennial technology enthusiasts and casual
gamers, particularly through competition.
0 But, these initiatives must carefully avoid alienating more traditional volunteers.
= Feedback can be a strong motivator, but the type of feedback matters.
0 Knowing when to give directive feedback rather than just a friendly acknowledgement is
important.
0 Other factors such as task difficulty and whether participants work alone or in pairs can
change the impact of the feedback.
Understanding motivation in all its complexity will support better project design, more data, and broader
impacts. Researchers studying user-generated content in related types of social media can also benefit from
this work—especially when they seek to understand continued and incentivized participation.

6. Future work

We described the study on temporal and cultural motivation as “foundational.” This work is compiled in a
dissertation (Rotman, 2013). Our future work with Floracaching follows a number of converging paths. First,
we plan to conduct isolated evaluations with traditional citizen science volunteers. We will also explore design
techniques for supporting social interaction between our two user groups. Finally, we are designing an
experimental manipulation based on quests to determine the impact of different motivational elements on
participation over time. Future work on feedback type will also be pursued. Our findings on the relationship
between task difficultly and contribution level are complex; while participants contribute more data to easy
tasks, the influence of feedback type appears to be a confounding variable. Future research will examine this in
greater depth, and may also explore feedback given through different channels, perhaps comparing 1-on-1
forms such as email to larger recognition on platforms such as Twitter, Facebook, and project web pages.

7. Note

Dr. Dana Rotman of the University of Maryland passed away in May 2013. This paper incorporates the results
of a study completed before then.
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Abstract: When compared with their larger counterparts, small businesses are typically affected by resource poverty
(limited time, funds and skills) when using information and communications technologies such as social media. This results
in mainstream small business typically adopting these technologies at a lower rate, or taking longer to adopt them. These
days, small businesses rely on more than just their website to form part of their web presence. Many also have a presence
on a combination of third party websites: business directories, web portals and various social media platforms. One way of
examining online activity is by the use of Angehrn’s (1997) ICDT framework, which classifies these activities according to
four ‘spaces’: one-way (l)nformation delivery from business to customers; (C)ommunication with customers; (T)ransactions
with customers and online (D)istribution of goods. With social media, one would expect activity in the communication
space. This article reports on a study of 153 Australian small businesses across ten industry sectors, their associated web
presence and particularly any evidence of the use of social media: classifying these activities according to ICDT spaces. The
study revealed that almost two-thirds (64%) of the small businesses had a website, and virtually all (99%) of the businesses
had a presence on third party websites. The proportion of small businesses with websites and the extent of the presence
on third party websites differed across industry sectors. Social media activity was examined in three ways: social media
activities on the business website; third party websites that allowed visitors to place product reviews (typically business
directories) and businesses with a presence on a dedicated social media website (such as Facebook). There was little
evidence of social media activity in business websites, with 4% of businesses having a feature that included active
‘noticeboards’ or blogs where visitors could contribute content. Nearly half of the businesses (46%) had engaged a third
party website (usually a business directory), that had a facility for customers to post a review of the business. This review
typically involved written comments, but many also provided an option for customers to rate a business’ products and/or
services. The activities described thus far were in Angehrn’s information and communication spaces. Some 26 businesses
(18%) had a presence on a dedicated social networking website, typically Facebook. However, most of these (15) offered
only basic information and images of the business. In other words, there was no evidence of Angehrn’s communication
space. Only seven of the businesses had what could be described as an active social media presence, with information and
photos, but also customers posting comments and reviews and rating the businesses. Another three of the businesses had
this facility, but there was minimal evidence of customers posting comments.

Keywords: Small business; social media; web presence; analysis

1. Introduction

Little is known of the extent of small business use of social media. Small businesses generally adopt
information and communications technologies (ICT) at a lower rate than their larger counterparts, and early
evidence suggests that this is also the case for social media applications. Employing a website content
classification approach, this study examines the social media activities of 153 Australian small businesses,
examining not only social media activities on their own websites, but also on third party websites.

2. Background

For the purposes this article, a small business is considered to be any business with 1-20 regular employees.
The use of ICT is hampered in many small businesses by resource poverty (limited ICT skills, limited finds to
invest in ICT and limited time to devote to ICT). Small businesses tend to adopt ICT at a lesser rate than large
businesses (Burgess, Sellitto and Karanasios 2009). A recent study of 1800 small and medium sized businesses
in Australia by Telstra Corporation (2013) showed the levels of ICT adoption in Australia tended to be lower for
small businesses than medium sized businesses (with 21-200 employees) in regards to ownership of ICT
devices (such as desktop computers, notebook computers and mobile phones), the number of Internet
connections and adoption rate of business websites. Adoption levels of ICT can also vary across small
businesses according to industry area and location (metropolitan, rural, remote) (Burgess 1998).

2.1 Web Presence versus Website

Small businesses are now using web portals and/or regional or business directories as part of a presence that
extends beyond business websites. These extended websites can be collectively called third party websites. A
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web portal can be described as a “collective activity using the Internet to present businesses via a collective
brand, most often industry or location-specific” (Galloway, Sanders and Deakins 2011: 254). Van Brakel (2003)
suggested two main categories of portals: Horizontal portals, which are general purpose and restricted to
certain regions, and Vertical portals, which are used by particular groups, such as industry users or groups with
specific interests (such as hobbies) (Sieber and Valor-Sabatier 2003). A business directory can also be industry
or location-specific and offers less features than a portal, such as basic business information and sometimes a
capability for customers to post reviews. Whilst literature related to portals is growing (Galloway et al 2011),
there is a lack of studies into small business use of portals.

The combination of business website and presence on third party websites can be considered to be the web

presence of a small business. As this article examines the content of the small business web presence for the

purposes of examining social media activities, it is useful to briefly visit an approach to the classification of web

presence content. Angehrn’s (1997) ICDT model identified different online ‘spaces’ that could guide businesses

in regards to the selection of different website features for their online presence. These spaces are:

e Virtual information space — where information, such as business contact details, product description and
other company information is passed one way from business to customer.

e  Virtual communication space — where the business engages in online communication with customers. This
can occur a number of ways, such as via email or social networking.

e Virtual distribution space — where automated delivery of goods occurs (for instance, online music or
books).

e Virtual transactions space — where direct access to business databases, automated orders and/or
automated payments occur.

2.2 Social media and small business

Cheek, Ferguson and Tanner (2013) proposed the ‘social media tool chest’, which incorporated five categories
of social media:

=  Social networking websites (such as Facebook)

=  Photo/image websites (such as Flickr)

=  Blog websites (such as Wordpress)

= Search engine optimization (SEO) websites (such as Google)

= QOthers (such as YouTube and Twitter). Sites that allow for customer reviews, such as business directories,
would fit into this category.

There have been some studies of the use of social media by small businesses, but they are not extensive in
number. Michaelidou, Siamagka and Christodoulides (2011) examined the use of social media by small
businesses in the UK that engaged in mainly ‘business to business’ activities. Whilst just over a quarter of the
businesses used social media to attract customers, very few evaluated its effectiveness. The most common
reason for its non-use was a perceived lack of relevance to business activities. Derham, Cragg and Morrish
(2011) conducted a case study involving the use of social media by a small restaurant in New Zealand, and
identified a number of different types of value identified from the social media practices of the business.
Nakara, Benmoussa and Jaouen (2012) examined the social media marketing practices of French SMEs and
determined that the businesses underused social media tools. In their study of 1800 Australian SMEs, Telstra
Corporation (2013) found that 35% of participants indicated that they used social media for business purposes,
with the majority of these (93%) using Facebook, with Twitter (28%) and LinkedIn (17%) also used. Only 4% of
respondents indicated that they were likely to have a ‘blog’.

In addition to resource poverty, there are various reasons for lower levels of adoption of ICTs such as social
media by small businesses. Small businesses owner/ manager often develop their ICT strategies and these
strategies are dependent upon their specific ICT skill levels. As an example, 20 per cent of small and medium
sized businesses (SMEs) indicated that lack of knowledge was a reason for not having an Internet connection
(Department of Innovation, Industry, Science and Research 2011). Also, many small businesses are
conservative in their use of ICT (Burgess et al, 2009). They underestimate the complexity of the technology
they use. Whilst technologies such as social media can provide them with significant opportunities to be more
strategic, small businesses can be unaware of the increasing risks of their use in a more interconnected
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business environment (Carson 2013). Use of social media could increase reputational risk as a result of
unfavourable exposure. This is not well understood or even recognised by SMEs.

This article examines the social media activities of small businesses in order to expand awareness of such use.
Of interest in this study is to what extent small businesses actually engaged in social media activities as part of
their web presence.

3. Methodology

This study involved an analysis of the content of a sample of Australian small business websites and their
presence on third party websites. The study was conducted between late 2011 and mid 2012. Third party
websites employed by Australian small businesses across ten different business sectors were examined. The
Australian and New Zealand Standard Industrial Classification (ANZSIC) industry classifications were used to
classify businesses into industry sectors. These classifications are used by the Australian Bureau of Statistics
(www.abs.gov.au). The classification has 17 major divisions, of which 10 were selected by the author for this
study. The intention was to match the selection of divisions as closely as possible to the Telstra Corporation
(2013) study classifications. Table 11 provides a comparison of the industry sector classifications used in the
Telstra Corporation (2013) study and this study. Small businesses were sourced from the Yell123 Australian
Business 2010 database, which provided a classification of businesses by employee size and industry sector.
For this study, businesses with an employee size of 1-19 employees were included — thus satisfying the ‘small
business’ requirement for the study. The business classifications in Yell123 were not an exact match for the
ANZSIC sub classifications, but Table 1 shows that they were a close match.

Table 1: Comparison of industry sectors used in this study and Telstra Corporation (2013) study

Industry sector in Telstra (2012) study Industry sectors in this study
Communication, property and business Professional, Scientific and Technical Services
services

Accommodation, cafes and restaurants Accommodation and Food Services
Cultural, recreational and personal services Arts and Recreation Services
Wholesale trade Wholesale Trade

Finance and insurance Finance and Insurance Services
Retail trade Retail Trade

Manufacturing Manufacturing

Transport/ storage Transport, Postal and Warehousing
Health and community services Health Care and Social Assistance
Building/ Construction Construction

Additionally, ANZSIC sub classifications (in each classification) were also incorporated as part of the selection
process for small businesses for the study to provide a spread of businesses within each classification.

Some 153 businesses were selected for the study, with the breakdown across industry sectors as shown in
Table 2. Differences in the number of participating businesses across sectors reflected the different number of
small businesses that were available in the sub classifications of the Yell123 database. Each of the sub
classification strata had a different number of small businesses. Some had less than the number of businesses
required, so in those cases all were considered. Others had more than the required number, so in these
instances each ‘nth’ business was selected, with ‘n’ representing the overall number of businesses divided by
the number required for the strata. The individual business details were then stored in a Microsoft Access
database that had been specifically built to store the data. This data was linked to a Microsoft Excel
spreadsheet to develop the graphical versions of the web presence pyramid model.
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Table 2: Summary of main study findings by Industry sector

Industry sector Number of % of % of businesses Average number
participating businesses with a third of third party
businesses with a website party web websites per
presence business
Professional, Scientific and 12 92 92 10.9
Technical Services
Accommodation and Food 16 81 100 15.5
Services
Arts and Recreation 16 75 100 124
Services
Wholesale Trade 12 75 100 10.6
Finance and Insurance 18 72 94 13.0
Services
Retail Trade 18 67 100 15.9
Manufacturing 17 59 100 17.9
Transport, Postal and 14 50 100 10.2
Warehousing
Health Care and Social 14 43 100 8.1
Assistance
Construction 16 31 100 16.2
Total 153 64 99 13.4

One research assistant carried out all of the classifications in this study. The first step involved determining
how many participating small businesses had a website. This involved a simple search for the business name
using the search engine ‘Google’. If an operational business website could not be found in the first three ‘web
search’ pages (10 search results per page) then the business was classified as not having a website.

Overall, 64% of small businesses in the study were deemed to have had a website. This compared well with the
Telstra Corporation (2013) study. An industry sector comparison between the two studies also showed
similarities in adoption levels. In that study the accommodation, café and restaurant sector had the highest
website penetration with the building and construction sector having the lowest penetration (46% penetration
- higher than this study).

One interesting aspect of the study was that the approach used to identify small business websites and their
associated third party websites identified very few business Twitter accounts (only two overall). The Telstra
Corporation (2013) study of Australian SMEs suggested that a higher proportion of small businesses than this
would have Twitter accounts. The authors felt that this was an anomaly — so revisited the websites of 20
randomly selected businesses — specifically looking for their ‘Contact Us’ page. This page revealed that four of
the 20 businesses had a Twitter account. It was thus decided to eliminate Twitter from the research project as
for some reason these business accounts did not rank highly on the Google search engine pages. Table 3
summarises the social media activities examined in the study.
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Table 3: Social media activities examined in this study

Category used in Relevant Website Equivalent Third Party website
this study features features

Customers posting Sites that allow customers to
Reviews reviews direct to post reviews (such as

website Tripadvisor)

. . Bulletin board; blog; Social networking websites
Social networking
(such as Facebook)

4. Results

For the study, social media activity was examined in three ways: social media activities on the business
website; third party websites that allowed visitors to place product reviews (typically business directories) and
businesses with a presence on a dedicated social media website (such as Facebook). Table 4 provides an
overview of the types of social networking features that were found as the small business web presence. It
shows that most social networking features occurred on third party websites, and few were featured on
business websites themselves.

Table 4: Proportion of businesses with review features and social networking features on web presence

Category Websites (%)
Review Social
features networking

Percentage of business websites with feature 0 4

Percentage of third party websites with feature 46 1

Percentage of businesses with at least one third party

. . 99 18
website with feature

The remainder of the article examines the different types of social media features that were discovered for the
small businesses in the study sample.

4.1 Websites — social networking

Table 5 shows the percentage of business websites with social networking features. There was very little
evidence of such activity. None of the business websites included a feature where customers could post a
review of products or services. Of the businesses that did have a social networking feature, an office
equipment store had a ‘Have your Say’ section — customers were encouraged to “Feel free to fire a question,
add a suggestion, or whatever you would like to our “have your say” and receive a human generated reply”.

Table 5: Proportion of businesses with review features and social networking features on business websites

Category Websites (%)
Review Social
features networking

Percentage of business websites with feature 0 4

A veterinary hospital provided a noticeboard where customers could post ‘pet related’ queries, with themed
categories around different animals (eg dogs, cats, guinea pigs). An art gallery published various thoughts and
ideas about the art displayed on the website and the creative process in general. The public were invited to
contribute their thoughts to these. Finally, a Chinese acupuncture business published a blog on topics related
to the treatments that they offered. The general public were invited to comment upon these articles. The
small business websites were typically dominated by information space features, but also had a number of
communications space and transactions space features. The communications space features were typically in
the form of email addresses or forms that allowed customers to contact the business directly, not via social
networking as such.
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4.2 Third party websites — reviews

There were many more examples (123) of third party websites, typically business directories; with review
features (refer Table 6). That is, customers were able to post reviews of the products or services offered by the
business. Virtually all (99%) of businesses were linked to at least one third party website with such a feature.

Table 6: Proportion of businesses with review features on third party websites

Category Review features

(%)
Percentage of third party websites with review feature 46
Percentage of businesses with at least one third party 99
website with review feature

Nearly half (46%) of the third party website that were identified had a facility for customers to post a ‘review’
of the business. This review typically involved written comments, but also a combination of ratings (typically
up to 5 ‘stars’) and other ways of rating the businesses’ goods.

In all, 19 different third party websites with review features were identified. Table 7 shows the breakdowns of
these and a summary of the types of features that visitors were provided as part of their reviews.

Table 7: Breakdown of review features on third party websites

Category of third party website Representation Written ‘Star’
in sample review rating
General business directory 16 16 12
Travel/ Tourism directory 2 1 1
Gastronomy directory 1 1 -
Overall 19 18 13

For the most part, the reviews were written. In a few instances the written reviews were split into different
categories (such as ‘your experience’ or ‘your recommendation’). A number of directories also offered a
chance to rate the business product or service. Typically this was a simple one (poor) to five (excellent) rating,
signified by a number of ‘stars’ that could be selected. One business directory allowed for more than one ‘star’
rating per business (for service and value), as did the gastronomy directory, which allowed its visitors to
provide ratings in regards to food, ambience, service and value.

It should be pointed out that whilst nearly half of the third party websites had some type of ‘review’ feature
available — very few of these websites were active in regards to customer reviews. It appeared that most
businesses linked to these directories because they were low cost (actually, most were no cost) with the idea
that they could potentially increase their market share. With so many business directories available and so few
actually having active customer reviews it appears to be an area where some form of consolidation is yet to
occur. There were a small number of directories that did show evidence of active review posting by visitors -
perhaps these may be the ones that survive such a consolidation.

In summary, these directories tended to operate in Angehrn’s information space (with basic business contact
details typically provided) and the communications space (where visitors could post reviews).

4.3 Third party websites — social networking

This section examines those third party websites identified in the study that offered social networking features
(refer Table 8). Whilst only 1% of all of the third party website presences identified offered social networking
features, it is important to note that nearly one in five small businesses (18%) had a presence on at least one
such third party websites.
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Table 8: Proportion of businesses with social networking features on third party websites

Category Social
networking (%)

Percentage of third party websites with feature 1

Percentage of businesses with at least one third party

website with feature 18

Of the 26 businesses that had a presence on a dedicated social networking website, 25 had a presence on
Facebook and two had a presence on Four Square (one business had a presence on both websites). However,
most of these (14) offered only basic information and images of the business — in other words, there was no
evidence of Angehrn’s communication space. Another two Facebook pages had no content at all. Only seven of
the businesses had what could be described as an active social media presence, with information and photos,
but also with customers regularly posting comments, reviews and ratings of the businesses. Another four
businesses had this facility, but there was minimal customer activity. The different types of presence are
summarised in Table 9.

Table 9: Breakdown of social networking features on third party websites

Presence classification Number of Typical activity
businesses
Full social networking 7 Business information; photographs; some
events; reviews; ‘likes’; active posting
Some social networking 4 Business information; some photographs;
reviews; ‘likes’; some posting
Brochureware website 14 Business information; photographs; ‘likes’
No activity 2 No content
Total 27

5. Discussion

This study has provided some insight into the social networking activities of Australian small businesses. Small
business websites typically provide information for customers (information space), facilities for customers to
contact them (communications space) and, to a lesser extent, the ability for customers to place orders and
make payments (transactions space). The lack of social media activity identified on small business websites
(4%) suggested that the majority of social media activity occurs away from the small business website.

Small businesses typically have a presence on a number of third party business directories. These sites provide
basic business information (information space) and almost half of them provide the capability for customers to
post business reviews (communications space). The large number of these directories in operation and the
associated lack of reviews posted on many of these sites suggest that some consolidation of business
directories is yet to occur.

Probably the most interesting finding in regards to social media activity occurred in regards to dedicated social
networking sites. Nearly one in five businesses had a presence on at least one such site (typically Facebook).
However, only seven of these businesses (just under five percent of the entire sample) had an active social
media presence. The majority of these websites were effectively just another type of information space
website. The Telstra Corporation (2013) study, conducted after this study, suggested that nearly one in three
businesses used Facebook — so it is reasonable to suggest that the overall usage is growing. However, the
results of this study suggest that the type of presence on sites such as Facebook should be investigated to
reveal the extent of actual social media activity on these websites.

6. Conclusion

This study has provided a unique insight into the social media activities of a sample of Australian small
businesses. As expected, social media activity was minimal on the businesses’ own websites. However, there is
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a potential for much greater activity on third party websites. Small businesses in the study typically subscribed
to many different business directories. Almost half of these provided a facility for visitors to post reviews.
Although there was not a great deal of evidence that suggested that this facility was widely used, there were
some directories where reviews were posted on a regular basis. It is important to understand that although
one in five businesses in the study were associated with a social media site such as Facebook, not all of the
these could be considered active in regards to social media. In fact, the majority were effectively just operating
in Angehrn’s information space. Claims in regards to the penetration of ‘social media’ in small businesses
should therefore go beyond simple measures of how many have set up pages on social media websites. In
regards to generalisability, this study was quite significant, examining the websites of 153 businesses (where
they existed) and over 2000 separate third party website presences — across ten industry sectors. The authors
believe that these results could at least be generalised to Australian small businesses and possibly other similar
studies. In regards to limitations, the authors warn against assuming that the results suggest that small
businesses do not have a strong Twitter presence. It is believed that the lack of evidence of use of Twitter in
this study is due to it not appearing in the main search engine pages that were examined when third party
websites for each business were searched. A separate strategy should be used to examine Twitter use in small
businesses.
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Abstract: One of the difficult challenges of any knowledge centric online community is to sustain the momentum of
knowledge sharing and knowledge creation effort by its members through various means. This requires a clearer
understanding of user needs that drive community members to contribute, engage and stay loyal to the community. In this
paper, we explore the applicability of Abraham Maslow’s theory (1943) to understand user behavior and their latent needs
using Exploratory Factor analysis. Results show that users are largely driven by four main needs: social interaction, altruism
cognitive need and reputation. Our results further indicate that users with high reputations are more likely to stay longer in
the community than others, and that socially motivated users are responsible for increased content creation.

Keywords: Online Communities, User behavior.

1. Introduction

Many organisations are now taking serious note of managing their online communities, which are fast
becoming knowledge hubs for their employees as well as for customers. Despite the huge success of virtual
communities as communication tool, little is known how and why community users participate and
contributes. Active participation, quality content creation are crucial for the viability of content based online
communities (Koh et.al,2007). Based on this premise, researchers have started identifying various motivations
of user participation and contribution in such communities (Nov et al, 2008). Identifying the motivations that
drive user participation, engagement and contribution would help community managers, developers, and
analysts to gain insights into how these communities thrive and survive. A clear understanding of user
motivation will not only help community managers for efficient management, but will also provide great
benefits to system designers in developing dynamic and self-adapted online social systems.

In this paper we focus on Question and Answer (Q&A) communities in an enterprise setup where users create,
share, discuss issues ranging from product development, services, technical support etc. It allows users to
follow other users, award points to other users for their contributions. In particular we address the following
research questions: What different user needs are satisfied from community participation and contribution?
how do these different needs correlate with user behavior?, and finally do the needs and their evolution, follow
structural map of Maslow's hierarchical need theory?

Hereafter, we begin with a literature study of the area in section two, section three describes the model
mapping followed by experimental details in section four. Finally we conclude with few limitations in section
five.

2. Related work

Many existing studies have investigated the motivations for online participation and contribution suggesting a
wide range of personal and social factors (fun, knowledge seeking, social identity, esteem etc.) as reasons for
online participation and contribution. Existing literature in this area can be broadly organized in two
categories; (1) investigations on the use of social theories to understand user motivation, and (2) research on
method of study, e.g. survey and questionnaire vs. data centric analysis methods. We will briefly describe
example studies from these two categories.

2.1 Use of Social Theories To Understand Online User Motivation.

User behavior and motivation to participate and contribute in online communities has been grounded with
various existing social theories ranging from Uses and Gratification theory (U&G), collective action theory, self-
determination theory, theory of reciprocity, social identity theory to name a few. Lampe et.al (2010) used
U&G theory to explain the influence of belongingness, social and cognitive factors in user participation, while
Dholakia and colleagues (2004) studied the motivational role of group norms and social identity and suggested
six benefits for users including information seeking, sharing and reputation. Wask and Faraz (2005) used the
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theory of collective action to explain the motivational influence of expected reputation in contributing to
professional forums. Studies by (Hars & Ou, 2002) described the role of intrinsic and extrinsic motivators in
content contribution. Krasnova et. al.(2008) suggested need for belongingness, esteem and peer pressure as
prime motivators for participation and contribution. Burke and Lento (2009) emphasized the positive role of
social learning and feedback on new users in Facebook. Chiu and colleagues (2006) used Social Cognitive
Theory and Social Capital Theory to explain the impact of social ties, reciprocity and identity on users’
contribution. Joinson (2008) identified seven uses and gratification (U&G) of Facebook use. These themes are
social connection, shared identities, content, social investigation, social network surfing and status updating.
Contribution to open source projects are motivated by self-development, reputation and altruism (Oreg et. al.,
2008) while fun and ideology proved to be the prime motivators for Wikipedia contribution (Nov, 2007).

2.2 Self-Report Vs. Data Driven Approach

Majority of studies on user motivation follow the self-reported feedback method to collect data about a user’s
reason to participate as compared to data driven approaches where server logs are used to analyse user
behavior to infer motivation. Self-reported approaches carry the limitations of sample size, recall bias (Brewer,
2000), and bias of social desirability (Crowne & Marlowe, 1960). Lately, data driven approach attracted
researchers attention due to easy availability of large amount of user data. A combination of user interviews
and server log data of Knowledge-iN; a large South Korean Q&A community, was used in the study by Nam
et.al. (2009). This study revealed five motivations for contribution, including helping others, self-promotion,
learning, recreation and reputation points. Similar to this study, in this paper we use a data-centric approach,
where users’ actual activities and interactions in the community are extracted, and used for a pragmatic
correlation between user needs and behaviour.

3. Mapping Maslow’s Hierarchy to Online Communities

Maslow’s theory on human needs and motivation provides a powerful theory of human behavior. He proposed
five different needs that drive human behavior at every stage of life depending on the satisfaction of the most
pre-potent needs. These needs often visualised as a pyramid to reflect their order and satisfiability quotient. In
this section we describe how we map Maslow’s pyramid to the domain of online communities (figure 1). This
mapping enables us to study the needs of users in online communities in light of Maslow’s needs hierarchy.

Physiological and Security needs: are at the bottom of the hierarchy and are considered very basic needs for
survival, which includes the need for food, housing, etc. In the context of the online world, these needs may be
translated into system access, hardware requirements such as computer, community access, online identity,
etc. We presume that these needs are already met when users join an online community, and hence they not
the focus of this paper.

Need for Belongingness: reflects users’ desire to be part of the community, have interpersonal relationship and
a sense of acceptance from their social group. In the context of social media, this need may be translated into
a need for connection, making friendships, being part of an interest group etc. In Q&A communities,
connection is made through replies, comments and voting, which can be considered as a proxy for the desire
to establish such social connections.

Need for self-esteem: According to Maslow, the need for reputation and self-esteem emerges once the
individual is settled with his social identity through groups and communities. For online communities,
reputation seems to be one of the strong motivators in many previous studies (see section 2) It makes intuitive
sense that users of professional and Q&A communities would wish to be recognized among their peer groups,
and hence their desire to excel could be reflected by specific community behavior, such as answering more
guestions, attempting complex questions etc..

Need for Self-actualisation: Maslow's original theory proposed self-actualisation as a difficult phase to reach.
This stage is characterised by attributes such as efficient perception of reality, creativity, spontaneity in ideas
and actions, interest in helping others (altruism), etc. Although it is difficult to claim that online communities
satisfy user's self-actualisation need, such social environments enable more users to be helpful to others, e.g.,
by replying to other’s questions, and contributing towards the community’s benefits. Here we focus on the
characteristic of altruism.

81



Smitashree Choudhury and Harith Alani

Self-Actualisation

(Helping,knowledg
e sharing and
altruism)

Self-esteem

(reputation and
recognition in the
community)

Social and Belongingness

(need to make connections, freinds, in
the community)

Security
(Privacy, online identity)

Physiological
(Accesshardware, softwareand community)

Figure 1: Maslow's Pyramid and our mapping (in red) to online Q&A communities.

This study involves two subsections (1) Factor analysis of user features in order to identify possible need
factors and (2) analyse the evolution of need factors over time.

4. Experiment

4.1 Dataset and Feature Engineering

To ground our work, we used SAP community network (SCN) for user behavior analysis and need
identification. SAP community network is a collection of forums focusing on various SAP related products,
services hosted by SAP. SCN has a reputation system where users are awarded points and badges for their
quality contribution. The snapshot of data provided for this work consists 34 different forums with 95200
threads and 427000 posts from 32926 users.

Need and behavior are often confused and used interchangeably. A finer distinction exist between these two
concepts where need is considered subjective and non-observable while behavior is observable and taken as
external manifestation of internal need. To measure needs we need to measure behavioral intensities,
accordingly we extracted features relevant to users within an online community:

= Community Age is the duration of time user is active in the community.

= Forum Focus indicates dispersion of users attention between number of forums within the community. A
higher score indicates wide focus while a small score indicates concentration..

= Post frequency (PPM): number of posts created by a user per time interval (here in a month).
= |nitiation share: proportion of threads started by a user in the community.

= Reply share: proportion of replies given by a user in the community.

= |nitiation ratio: user’s ratio of initiation to his replies.

= Reply ratio: user’s ratio of replies to his initiation

= Self-reply ratio: user’s ratio of replies directed towards ones own initiated thread.

=  Normalized Content Quality (NCQ): indicates the average score a user gets for each contribution (total
number of points / number of posts). We use NCQ as a reflection of user reputation .

= In-degree: proportion of unique users replied to user, alternatively termed here as "popularity".

= Qut-degree: proportion of unique users that user has replied to, alternatively termed here as
"engagement".

=  Between-ness centrality: degree of centrality of a user within the reply network.
= Tie strength: indicates the strength of interactions of a user ranging between 0-1.

= Topic Focus: High score indicates, spread while low score is an indication of focus.
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Figure 2: Distribution of some major user related features observed in SAP dataset.

To clarify further, we plot the distribution of important attributes such as community age, number of posts per
user, reputation points, forum focus, popularity and engagement scores of community users in Figure 2.
Despite many other variations, most of the behavioural features are characterised by a common pattern of
heavy tailed distribution; further indicating dominance of specific features for certain cluster of users.

4.2 Features To Factors

Mapping user features to any motive or need is non-trivial. Each motive/need may be reflected through one or
more user features. In order to get a better understanding of these features and how they correlate with each
other we, use the Exploratory factor Analysis approach. Exploratory Factor Analysis (EFA) is a multivariate
statistical approach used in social science research for factor discovery by reducing a large number of variables
into a smaller set of variables (factors). EFA involves five fundamental steps;

(1) Feature Correlation.

(2) Number of factors to be extracted.

(3) Method to extract factors.

(4) Choosing a rotation method.

(5) Interpretation and factor labeling

4.2.1 Correlation Matrix

Inter-feature correlation (figure 1) shows that features exhibit both negative and positive relationship with
different degrees while some features seem to be independent.

Feature correlation Matrix
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Figure 3: Correlation matrix between user features.

The correlation matrix (Fig. 3) reveals a weak positive relationship between a user's reputation and reply
behaviour (r =. 17) while it is nearly un-correlated (r=. 01) with overall contribution volume. However, this
unexpected lack of correlation is not statistically significant. The strongest correlation for contribution volume
is observed with social attributes such as in-degree, out-degree distribution and centrality measure (r=. 25, .29
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and .82 respectively, p = 0.001). High topic entropy is also positively related to the overall contribution (r=. 55,
p =0.01).

4.2.2 Number of factors to be extracted

Decision on how many factors need to be extracted is mostly subjective and explained by multiple criteria e.g.
scree test (Cattell 1966), parallel analysis (Thompson 1996), Kaiser’s (Kaiser,1960) Eigen value criteria (>1.0)
and theoretical perspective. Given the available choices and their nuance differences, Thompson and Daniel
(1996) suggested simultaneous use of multiple criteria for an ideal solution. We opted for scree test (fig. 4),
Eigen values threshold and parallel analysis to select the number suggested by the majority of the approaches,
inour case it is 4 to 5.

Scree Test for Factors.

Eigenvalues (>mean = 5 )

Eiger

2 4 6 [ 10 12 1

Figure 4: A scree plot showing number of factors to be extracted from the list of features.

4.2.3 Factor extraction method

Maximum likelihood, Principal axis factoring (PAF), and Principal Component analysis (PCA) are some of the
known factor extraction techniques. Each method aims to reduce the number of observed variables into
groups of correlated variables. The most popular methods are PAF and PCA (Henson,2006). Although both
techniques give mostly identical results in terms of factor discoverability, their underlying mechanism to
group variables differ. While PCA takes into account both unique and shared variances between observed
variables, PAF only considers the shared variances. We decided to use both approaches in our experiment to
get a broader picture.

4.2.4 Rotation Method

Individual features may be loaded onto more than one factor making the result difficult to interpret. Hence
Factor analysis involves rotation techniques to maximize the high loading items and minimize the low loading
variables and making factor interpretation more reliable. There are two categories of rotation techniques; (1)
orthogonal and (2) oblique rotation. Orthogonal rotation produces uncorrelated factor structure while oblique
rotation treats factor as correlated. From each method we have multiple options (varimax, quartimax, oblimin
etc.) to choose from depending on the data requirements.

Regardless of any rotation and factor extraction method, the objective is to produce a more interpretable and
conceptually suitable solution. As per the suggestion of Pett, Lackey, and Sullivan (2003) we tested both the
rotation and factor extraction techniques to find the best fit.

4.2.5 Interpretation and factor labelling

Following the multiple criteria suggestion to determine the number of factors to be extracted, we decided to
extract 5 factors (table 1). Next, we run the factor analysis to get the loadings for each of the factors. PAF using
oblique rotation explained 54% of variance through four factors while analysis using PCA resulted in
65.1%(.651) of data variance explained. In the analysis using PAF user reputation (NCQ) did not load on any
factors. Absence of reputation related factor is surprising since reputation seems to be a strong motivator,
especially in professional communities (Lakhani et.al,2005). However, with the second analysis using PCA and
varimax rotation, reputation is loaded onto a single factor accounting for 7% of variance. We selected those
features with a loading threshold of >.4 and features that had cross -loaded significantly were discarded. These
five factors represent different aspect of user behavior in the community.
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Factor 1 pre-dominantly includes features concerning user’s social network properties such as in-degree, out-
degree. It is not surprising to see that users high on this factor are high in their overall contribution (proportion
of individual posts in relation to the community posts). We label this factor as one that belongs to “Socially
active users/engagers”.

Factor 2 comprised of three features related to the user’s contribution behavior e.g. initiation, reply and self-
reply. We found that both PAF and PCA consider this as the second most important factor with 18% and 14%
variance respectively but the direction differs. In factor analysis with PAF this factor gets a positive loading
from the reply ratio and negative loadings from both initiation and self-reply while the directions are exactly
opposite in PCA. Nonetheless in both cases the factor is clearly focused on contributing behavior of the user.
These features reflect the purpose of contribution whether the contributions are of type information seeking
or information or knowledge sharing thereby helping others. We term this factor as “Askers and Repliers”.
Factor 3 related to the user’s activity frequency such as number of posts per month (PPM), number of forums
he participates (forum focus) and his overall position (between-ness centrality) in the community network. It
also loads “community age” negatively (-.19) and some degree of “out-degree” but below the threshold. This
factor most probably indicates those short term users who come to the community for specific purpose and
wanted to put forward their point as much as possible by frequent posting and multiple forum visits. We label
this factor explaining “Active users”.

Factor 4 contains feature related to experience (high loading of community age=.729), high topic spread and
forum focus. We label this factor as “Experienced users”.

Factor 5 loads with tie strength and reputation score (NCQ=.618). Reputation score could not be loaded with
PAF analysis may be because of its lack of linear correlation with other features except Age (figure 1), but its
unique variance is captured by PCA and loaded as the 5" factor along with a moderate loading of community
age (.339) and suggests a need for recognition and appreciation. We term this factor as “Reputation/expert
users”.

Table 1: Factor loadings using PCA

Principal Components Analysis

PC1

Factor 1

Factor 2

Factor 3

Factor 4

Factor 5

In-degree

.924

Out-degree

.864

Post share

901

Initiation ratio

0.813

Reply ratio

-0.994

Self reply ratio

0.686

PPM

0.800

BetC

0.791

Age

0.729

Forum focus

0.420

0.630

Topic

0.714

Tie strength

0.614

NCQ

0.618

As an evaluative measure we computed Chronbach alpha (measures reliability and internal consistency of
features as constituent elements of factors) of features, which ranges from .61 to .69 with an average of .63.
The findings support the existence of motivation for interaction (factor 1), reputation (factor 5), helping (factor
2) and information seeking (factor 2), while factor 3 and 4 reflects user’s activity pattern along with the
experience dimension. The next logical goal is to study how these factors evolve over time.

4.3 Need Evolution

We recomputed the factor score as following for the evolution study:
=  For factor 1 we took the mean score of “out-degree” and in-degree” as the engagement score (ENG).

=  NCQ for reputation factor score
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=  Combined “initiation ratio” and “self-reply ratio” as the information need score (IN).
= Used “Reply ratio” as the helping need/altruism score /community contribution (CC).

We first examined the macro (community) level need evolution to understand what kind of needs are
expressed collectively by users in different point of time and their intensity.

The first step in the temporal analysis is the construction of time segments covering the relevant time span
(the time for which the data is available). To do this we divided the time period into equal time intervals (16
week each) starting from 2004 to 2010. The start of the first period (ti) would be the beginning of January 2004
to end of April 2004 (ti+16) and the second time period is from ti+16 to ti+32. Overall, this led to 22 time
intervals. Each time segment contains the normalized factor score for each user for four factors.

4.3.1 Need Pattern Extraction

User needs are neither exclusive nor explicit, they appear in combination with other needs with varying
degrees for e.g, users with high social interaction may also have a high score on community contribution. This
motivated us to extract typical need patterns observed during the time interval t;. Our approach to extract
need patterns of a time interval considers the relative contribution of individual factor during the time period t;
— e.g. high information need, low helping need, low engagement.

Figure 5: Process of extracting needs patterns from user features.

Feature Discretization Pattern Pattern
Extraction Labeling pruning

Figure 5 shows an overview of how we extracted time based need patterns from the user features described
above which led us to represent a user with a 22 x 4 feature vector. Next we took the feature score and
discretized them by dividing the range into three intervals (1-3) of “high”, "medium” and “low’ levels. We also
added two more levels (0,4) to represent 0% and 100% because of the nature of the feature computed
(features reflecting ratios). The next step is to assign need pattern labels for each time interval corresponding
to the feature levels:

IN=Low, CC=High, EN=Medium and Rep=Low -> Need pattern Label (1321)
IN=0, CC=1.0, EN=Medium and Rep=Low -> Need pattern Label (0421)

The last stage is the stage of pattern pruning and categorical labeling, where we investigated the pattern
frequency. A simple frequency count led to 40 unique patterns (figure 6) with 20% of patterns covering 83% of
the total distribution.

6000 Clusters IN cc REP ENG
e C1 M M L L
g Cc2 L H L L
B c3 L H H M
i ¢ | L | H | H | H
ai C5 M M M L
R R C6 H L L L

Figure 6: Frequency distribution of unique need Table 2:shows 6 clusters with different levels of factor
patterns. scores.

Initially derived 40 labels is a large number for any meaningful pattern analysis and will result in over-fitting
the data hence we further moved to cluster these patterns in order to get a smaller subset by mean of k-
means clustering. Clustering of data requires to estimate the number of clusters(k). We used average
silhouette to estimate the number of clusters incrementally starting from 3 to 10 and recording the silhouette
coefficient. We took the average silhouette of all the items and compared with different numbers of K={3...10},
final result showed K=6 with an average silhouette of .53. With 6 clusters, we created categorical label for
each cluster depending on feature dimension:
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1. Information seeking and sharing (IR): user with balanced initiation and reply behavior, low in
reputation and low-to medium in engagement.
2. Information sharing (REP): Low information, high helping-low reputation, low engagement.
3. Information Sharing and gain reputation (RR): users with high reply behavior (100%), no initiation
behavior, and medium to high reputation and medium to high engagement.
4. Information sharing, gain reputation and community engagement (RRE): High contribution towards
the community, high reputation and medium to high engagement.
5. Information seeking, sharing and gain reputation (IRE): users with medium initiation and
contribution, medium to high reputation and low engagement.
6. Information Seeking (IN) users with this label are high on initiation, low on contribution towards
other users, low engagement and low reputation.
The cluster output suggests the order of dominance is of 1,6,3,2,4 and cluster 5 and the need patterns of first 3
clusters (1,6, and 3) take approximately 70% of users time.

4.3.2 Need Evolution at the Community Level

Communities’ activity trajectory reflects the collective needs of its user base. Figure 7 shows the community
level need evolution over the time periods. We computed a cross entropy for each time interval to measure
the fluctuation between different times with the following:

H(p,q) == ) p()log 4(x)

Cross entropy of each time interval shows the amount of fluctuation experienced by the community as a whole
decreases with time leading towards a convergence. Indicating the importance of all different needs
irrespective of user numbers and activity volume, thus stressing the requirement to examine the need
trajectory at the user level and its evolution from initial to final stage.

Figure 7: Community level changes in different factor scores.
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4.3.3 Need Evolution at the User Level

After joining the community, a user will attempt to address the reason for which he /she joined the
community, for example, a user motivated to learn a new skill will start creating content within the forum by
posting a questions, requesting for help. while if motivated by knowledge sharing, he will initiate his activities
by commenting to the unresolved questions. Continuation in the community depends on satisfaction of his
initial motivation, In case of continuation, a user most likely to be engaged in other community related
activities requiring more time and effort. Rather than capturing individual user’s need evolution, we are
interested in the evolution of need patterns. However for the sake of the concreteness, we have illustrated
one example of individual user. Figure 8 shows the changes in different need patterns starting from a simple
cognitive oriented behavior pattern to community-focused behavior along with high reputation score and
wider engagement.

The objective of this evolutionary study is three folds: (1) study the initial need patterns; (2) examine the
ending need patterns and (3) the amount of difference observed in-between. Users follow 1 to 6 unique
patterns during their life span with different degree of distribution with mean=2 (sd=.74). Distribution of
unique need patterns shows that 21% of users are with single need pattern (of which IR takes 71% of the share
followed by users with RR 13%) with a mean time interval of 3.36 whereas 51% exhibit 2 unique patterns
during their community life span with a mean time interval of 4.36. A positive correlation(r=.43) between
user’s number of unique need patterns and the community age suggest community life span increases with
multiple need satisfaction.
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Initial Need Patterns: ldeally, each user should start their online community activities with the lower possible
need on the stack, however analysis shows a different picture. Each user exhibits different need patterns
when joining the community. Initial need pattern will reflect the initial motivation of a user to join the
community. As shown (figure 9) in SAP dataset, 16% of users start with information seeking need (IN) while
51% to users participate interactively by both initiating and contributing to other users. 5% of users initiate
their activity to help others or share their knowledge with a mean time interval of 5.38. Users (12%) starting
with RR need patterns stay in the community on average 5.08 intervals but mostly focused on their current
status of replying and getting reputation score (mean unique need patterns=1.8).

Ending Need Pattern: To investigate how users end their community life and how it differs from their initial
stage, we selected those users whose last activity was recorded in 2009; assuming that a complete absence of
1 year from the community indicates either the user left the community or is very infrequent. Users last
pattern distribution (Figure 9) shows a similar share with IR being the most frequent followed by IN and RR.
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Figure 8: shows the progression of different need Figure 9: shows the distribution of various need
factors across 9 time intervals. patterns both at the initial (blue) and end stage(red) of
user’s community life.

Need Progression: In order to gain further insight into the progression process from the initial stage to the final
stage, we computed a need progression score (NPS) for all the intervals of each user. In order to compute NPS,
we need to rank the need patterns by means of their distribution frequency. Instead of individual ranking we
grouped these patterns into lower and higher order needs based on their average frequency distribution in the
data. As a result, IN, IR and IRE are in high frequency group (HFG) while RR, IRE and RRE come under the
second group (LFG) because of their low frequency among the users. As in the information retrieval domain,
where a high frequency word is considered less relevant while a low frequency word gets higher weight, we
ranked the need patterns of high frequency group lower than the need patterns of low-frequency group.
Hence a move into the high frequency group will yield a score of -1 while move into the low frequency group
will get a score of +1. Following the ordering of need patterns, we computed the average need progression

score of user npsm(uj) as follows:
N=ai(u;)

NPSm(w) = Z S/

i=1

where nps(t;) is the need progression score of the interval t; computed in relation to the previous interval
(ti—1), ai(u;) is the total number of time intervals user j has in the community. For each user j € J, we
computed the absolute need progression score (nps,(u;)): is the directional difference of last nps(t,,) from the
initial nps(t;).

Analysis of the progression scores shows 46% of users maintain same order of needs during their entire
community life while 25% moves from lower to higher order and 28% moves in the reverse direction (high to
low). This finding suggests that users do not follow a rigid hierarchy.

5. Conclusion

We study the applicability of Abraham Maslow’s motivation theory to understand the correlation between
user behavior and needs in online Q&A communities. Unlike most previous studies, our work is mainly based
on behavioural data logged in community systems. Our results suggest that online communities serve several
needs of Maslow's framework such as need for social interaction and belongingness, need for recognition
(reputation) and need for altruism. Moreover, knowledge centric communities show a strong tendency to
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cognitive needs, which Maslow added to his stack in later years. Among the main findings, we observed that
users differ in their association with various need patterns. Users with high reputation are more likely to stay
longer with a community than users dominated by cognitive needs. However reputation seems to have less
impact on content quantity as evident from both correlation and factor analysis. Socially motivated users
create more content, and engage with other users more frequently compared to users motivated by other
needs. Although the relation between need for self-actualisation and community participation is complex to
model, we found a strong desire to help other members. Finally, needs are not found to be sequential or
hierarchical as proposed in the theory, rather they seem to co-exist in different degrees and intensities at
different point of time.

Limitations: Limitation of this study is two-fold (1) it entirely depends on system data hence validating the
behaviour to need mapping is tricky and may vary with more data available, and (2) the domain of application
is restricted to Q&A communities where participation is more controlled and hence many original motivations
of participation may not be well reflected, like motivation to get attention or self-promotion or entertainment.
In future work we plan to apply our analysis to other type of communities.
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Abstract: According to the 2012 New Media Consortium’s Horizon Report 2012 K-12 Edition (Johnson, Adams, &
Cummings, 2012) Augmented Reality is an emerging technology that will be adopted by educators within the next four to
five years. From augmented reality applications used through mobile devices to the evolving development of Google Glass,
augmented reality is becoming mainstream in social media and marketing; however, one of the most promising aspects of
augmented reality is that it can be used for visual and highly interactive forms of learning. Combining the use of a camera,
the Internet, rich media, and in some cases global positioning systems (GPS), augmented reality applications integrate the
use of multiple technologies to create interactive and engaging media. Virtual imagery information is overlaid on top of
real imagery as viewed by a camera (Lee, 2012). Mobile devices such as iPads, tablets, and smart phones, have provided a
portable, affordable, and accessible medium for these technologies to converge, thus increasing the accessibility of
augmented reality application use.Currently, augmented reality applications are used for social media and marketing
purposes. An example includes a corporation sending out promotional postcards via postal mail. The postcard has a
picture of a new car model. When the user installs a specific application on the mobile device and views the picture with
the camera, the car comes to life through a video advertisement about the new model. There is much potential, however,
for the use of augmented reality in both corporate and educational settings for teaching and learning purposes. New
textbooks could have interactive elements requiring a student to download a mobile application to use in conjunction with
the textbook. When the student encounters a picture or diagram, he or she can use a mobile device camera to view the
picture. The mobile device then shows enhanced media in the form of overlaid graphics, video or other rich media, as well
as perhaps, interactive hot spots or links to additional resources.

This paper will provide background information about augmented reality as well as discuss current uses of augmented
reality, potential uses for education and training, as well as how to create augmented reality applications for education.

Keywords: Augmented Reality, Education, Social Media, New Technologies, Emerging Technologies

1. Introduction

Carmigniani, et al. (2011) defines Augmented Reality (AR) as “a real-time direct or indirect view of a physical
real world environment that has been enhanced/augmented by adding virtual computer generated
information to it” (p.1). In the early 1990’s, Professor Thomas Caudell, first coined the term ‘augmented
reality,” while working for Boeing, referring to the head-mounted displays workers used to help guide them as
they assembled electrical wiring in aircrafts. Today, AR media has become increasingly accessible with the use
of mobile devices. With the convergence of the Internet, cameras, and software, mobile devices allow digital
media to be overlaid on top of reality, augmenting or enhancing what is being seen through the device
camera.

AR media can be triggered through the recognition of visual surroundings through the use of a camera. This
data can also be triggered by location through use of the device’s global positioning system (GPS) and
accelerometer. As a user views an image or his surroundings with a mobile device camera, the images are
sent back to a database and triggers information to be sent back to the device in the form of an image, video,
text, 3D models or animation. This information augments or enhances the current view as it is overlaid on top
of the current visual.

2. Current Uses of Augmented Reality in Social Media

Most AR Media is currently viewed through mobile or smart devices. These devices are usually wireless and
have access to the Internet. The user can download special software and allow the software to interact with
and use the camera. They also have the GPS and accelerometers for location. AR Applications function to
enhance user experiences in real life situations. For example, tourist applications will allow users to view their
location through their device’s camera while overlaying text and graphics identifying, distance to, and as well
as information about identified landmarks. Examples of these types of tourist applications include Augmented
Reality France and In Sight — UK. In Sight — UK will even identify the mountain peaks and lakes you see in front
of you.
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Other applications allow for integration of social media and reviews. Tagwhat brings together information
from open sources such as Wikipedia, crowdsourcing, partnerships, and social media to show you content
based on your location as viewed through your mobile device. In addition, users can set their devices to notify
them when something interesting is happening nearby. These notifications are triggered by their location
(Tagwhat, Inc. 2014). Users can then share updates and “tag” friends from within the application with the
integration of other social media such as Facebook and Twitter.

Google Goggles is a virtual search engine that allows the user to view anything, such as a picture, a painting, a
sign, a barcode, or a popular image, through the device camera. If there is information in the Google database,
it will return that information to the device. Google can also read text in several different languages so that it
can be used in various countries all over the world.

Google is also working on a new mobile device, which focuses on augmenting reality as one of its main
functions. The device will be able to give the user functions in a real-time data available through a mobile such
as time, location, and weather, but also function as a camera, video camera, and GPS device. Google Glass
allows a user to view his or her surroundings through a glasses, or spectacle-like, viewing device. Based on
location, image data, or spoken words being streamed back to Google’s databases, information about a
landmark, location, object, will be returned to the device and overlaid on top of the user’s visual interface
(Bilton, 2011). As of the writing of this paper, Google was accepting users to serve as “Explorers” to test the
device and shape the future of Google Glass (Google 2014).

Other AR media applications give have given new life to print media. Layar also allows you to find information
about a location through the viewfinder of your mobile device camera, including nearby Tweets. However, the
AR media application also enables print media to become more interactive. By viewing Layar enabled images
in magazines or other print media, these media are animated, or “come to life” (DeepKnowHow 2014).

Similar to Layar, Aurasma allows the possibility for every image, object, or place to trigger and augmented
reality in the form of text, images, video, or 3D animation. Aurasma, however, has a way for users to create
their own “Aura’s” or augmented reality media and share with other users (Aurasma 2014).

3. Potential for Augmented Reality in Education

In 2010, the United States Department of Education’s National Educational Technology Plan called for the
education system to: ‘leverage the learning sciences and modern technology to create engaging, relevant, and
personalized learning experiences for all learners that mirror students’ daily lives and the reality of their
futures’ (U.S. Department of Education 2010, p. 8).

Whether the domain is English language arts, mathematics, sciences, social studies, history, art, or music, 21st-
century competencies and such expertise as critical thinking, complex problem solving, collaboration, and
multimedia communication should be woven into all content areas. These competencies are necessary to
become expert learners, which we all must be if we are to adapt to our rapidly changing world over the course
of our lives (U.S. Department of Education 2010, p. 9).

According to Wasko (2013, p. 21), many recently developed AR enhanced learning environments promote
critical thinking, problem solving and collaboration. AR enhanced learning environments distinguish
themselves from virtual reality by allowing the user to experience an augmented form of the real world rather
than exploring a virtual world through a computer (Wasko 2013). Through AR, students have a more authentic
experience with the sights, sounds, and smells of the physical world (Klopfer 2008).

AR applications allow students to actively construct new knowledge based on interactions with virtual objects
that bring new data to life based on user input. AR facilitates the ability for a student to transfer learning from
one context to another (Johnson et al. 2012). The use of mobile devices to facilitate the use of AR technology
allows for both formal and informal learning. In fact, being able to use the mobile devices for “just-in-time
learning” is another advantage for using AR technology. Researchers (Dunleavy et al. 2009, Squire & Jan 2007,
Squire & Jenkins 2007) have reported increased motivation, increased feelings of collaboration, role-playing,
and the ability to see multiple perspectives as learning outcomes.
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4. Current Uses of Augmented Reality in Education

Mobile phones provide the most potential for use of AR media applications due to the GPS and accelerometer
features. However, with the use of mobile devices such as iPod Touches, iPads or other tablets, and free
downloadable applications, AR technology is an accessible technology for today’s classrooms. With these
devices, several downloadable applications can be used without very much teacher training.

Google Sky Map is a free application that allows users to view the hold their device in any direction at the sky
and view the stars, planets, and constellations. This astronomy application provides information about the
various elements of the night sky as the user views it.

FETCH! Lunch Rush helps students practice elementary mathematical skills in a lunch and scavenger scenario.
The instructor facilitates the activity by placing pictures in various places. The pictures represent a number. In
groups, students try to figure out lunch orders, or solve equations, through the application. Once the students
solve the equation, they must find the picture with the correct answer. Holding the camera over the picture
allows them to check the number and submit the lunch order, or correct answer.

Another application used for an older audience, is Anatomy 4D. Anatomy 4D is an application that triggers a
3D model of the human body from an image. After the 3D model appears, the user can manipulate it by
dragging his or her finger across the screen. The application also allows the user to toggle layers of the human
body such as the muscles, venous structure, and bone structure. This extra layering is the fourth dimension in
the “4D” of the application title. Anatomy 4D allows the user to explore the human body’s systems and their
interrelationships spatially. In the past, this exploration has only been available and accessible through a gross
anatomy laboratory (Daqri 2014).

Museums have also started using AR to bring more interactive elements to exhibits. Magnetic Maps is an AR
application that allows users to manipulate bar magnets in real time. The users could see the augmented
magnets with the visually represented magnetic fields through the computer screen. In a study using Magnetic
Maps, Yoon and Wang (2014 p 53) discovered the AR technology engaged the students more as they
experimented with the magnetic fields to see how they reacted to their physical manipulations.

5. Creating Augmented Reality Applications for Education

Like other new technologies as AR technology has emerged, the cost of hardware and software resources, was
an obstacle to its use in education. However, recently easy-to-use, general purpose design and development
platforms, along with increasing widespread use of mobile devices within education, has enabled the number
of people experimenting with AR design and development (Holden 2014). Many of these development
platforms are available at a free or low cost.

ARToolKit is a software library for building AR applications. This toolkit requires programming experience and
is C and C++ based. The applications built with this software library make use of computers and cameras.
Although it is not made for a non-programmer, this library can serve as the foundation for more complex
designs of AR media (ARToolworks, Inc. n.d.).

FreshAIR is an AR application through which users can view the world, revealing hidden stories and “Realities”
created by others. The FreshAiR Editor is a powerful web application and authoring tool that allows anyone to
easily and quickly create their own custom “Realities” without writing a single line of code (FreshAir 2014).

Aurasma (http://www.aurasma.com/aura/), Layar (https://www.layar.com/developers/), Junaio
(http://www.junaio.com/develop/) are web-based AR development platforms. Users sign up to become
developers and through a web-interface create AR objects. Creating these objects are as easy as uploading an
image that serves as a trigger and indicating what that image will trigger. For example, an image of a logo
could trigger a video introduction of the logo’s organization. An image of a location could trigger a 3D
animation of the history of the location or landmark. These types of development platforms are fairly easy to
use.

AR-Media Plug-in for Google Sketch-Up

(http://www.inglobetechnologies.com/en/new_products/arplugin_su/info.php) is software used in
conjunction with Google’s 3D modeling development software. Once a 3D Model is developed in Google
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Sketch-Up, the user can export it through the AR-Media Plug-in. Using the AR-Media software, developers can
trigger a 3D model to manipulate it three dimensionally as well as add or remove layers of the 3D model.

6. Conclusion

AR applications have been adopted and are readily being used in social media and marketing, but still have
potential for impact in education. The awareness and adoption of AR applications for use in education is
increasing, and there is still much to be learned about the benefits AR enhanced environments can have on
learning. The availability of non-programming user friendly development platforms has also made it possible
for practitioners to start designing AR applications for their students to use, or even have their students design
and develop AR media. Use and development of new AR media will allow more research to be conducted on
the different ways the use of AR media influences student motivation for learning, as well as how AR
influences student interaction and engagement with educational content.
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Abstract: Purpose: The purpose of this paper is to investigate the development of marketing practices toward the online
context in professional service firms (PSFs). PSFs’ new marketing practices are not well understood, despite their increasing
importance to economies worldwide and recognition of their unique characteristics and the marketing challenges they
face, particularly related to internet-based tools, such as social media. The aims of this article are: a) Do professional
service firms adopt e-marketing practices, particularly innovative tools (e.g. social media)? b) If yes, how these tools can
create value for these firms (e.g. helping firm to attract new customers, improving internal/external communication, etc.)?
c) Are there any relationships between the intention to adopt or to better develop e-marketing tools and the potential
increase of value perceived by firms? .Method: Empirical data were collected from 1406 professional service providers
through a nationwide survey particularly related to the accounting consultancy industry. Data analysis was conducted
through descriptive statistics and a regression model. Findings: Results showed traditional marketing tools were still the
most common professional service providers’ marketing practices. Relating to e-marketing practices, most of the firms
declared to have a website while very few of them used at least a social network for professional purposes. Not only actual
but also the future intention to adopt or to improve innovative e-marketing tools have been investigated. Results
highlighted a positive relationship between the likelihood to adopt/improve the adoption of social media and the related
increase of value perceived by firms. Research Limitations/Implications: This study focuses on a specific industry in only
one country. There is the need to replicate the study in other countries or professional services, for instance banking,
financial services, etc. Originality: The results presented in the paper have important implications for researchers when
modelling marketing practices and for professional service managers when undertaking marketing activities. Innovative e-
marketing practices literature was investigated and enriched, exploring the impact of e-marketing tools on firm’s value
perception.

Keywords: Professional services, Marketing practices, E-marketing, online marketing, social media, service marketing,
accounting firms

1. Introduction

Professional service firms context has been developing in the last decade, where new customer needs have
arisen and there has been an important call for new capabilities and know-how for professionals service firms
(Wessel 2004). Two are the main drivers that have forced these changes: the advent of Information and
Communication Technologies and the recent regulation, about communication and advertising for
professionals services of several countries (accountants and law firms) (Olivier 2000).

The purpose of this article is to investigate whether innovative communication tools, particularly E-marketing
practises, can contribute to create value for PFSs. This value can be measured in terms of helping firm to
attract new customers, improving internal/external communication, etc.. The paper is structured as follows: a
systematic literature review about marketing and e-marketing tools will be provided, as well as a “research
method” session, data analysis and conclusion.

2. Literature background

2.1 Previous research on marketing practices

Market orientation is considered a business culture that facilitates firms in achieving sustainable competitive
advantage by creating superior customer value (Narver and Slater 1990). Another reason making market
orientation important is its relationship with business performance (Tsioutsou and Vlachopoulou 2011).

Research reports either a direct positive relationship (Avlonitis and Gounaris 1997; Deshpande and Farley

1998; Langerak 2002), or indirect influences (Han et al., 1998; Agarwal et al., 2003), or no effects (Greenly
1995) between the two constructs.
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However, firms not only need to be market oriented but they should develop and reinforce a set of marketing
practices helping them to get related to their markets (Brodie et al. 2008; Coviello et al. 2002). Previous
research by Coviello, Brodie, and Munro (1997) and Coviello et al. (2003) explicitly adopted the term
“marketing practices” to refer to broad notions of transactional marketing and relational marketing.

Transactional marketing involves achieving customer satisfaction by managing the traditional marketing mix,
implying one-way communication from sellers to buyers.

Relational marketing embraces practices around ongoing company and buyer relationships and may entail
database marketing, e-marketing, interaction marketing, and/or network marketing (Dibb, Simoes and
Wensley 2013).

Few studies have empirically investigated how firms practice marketing beyond the relationship marketing
“catch-all” concept. Coviello et al. (1997), Brodie et al. (2007) and Sweeney et al. (2011) are an exception as
they developed a marketing practices classification from a review of the relationship and management
literatures, namely:

=  transaction marketing (managing the marketing mix to attract and satisfy customers);

= network marketing (developing interfirm relationships to coordinate activities among multiple parties for
mutual benefit);

= interaction marketing (face-to-face interpersonal interactions within relationships to create cooperative
interactions between buyers and sellers for mutual benefit);

= database marketing (technology-based tools to target and retain customers);

= E-marketing (using the internet and other interactive technologies to create and mediate dialogue
between the firm and identified customers).

The research by Coviello and her colleagues has shown that, in practice, many service firms are still focused on
a transactional, rather than a relational approach, which is surprising given these firms are inherently service
oriented and are “expected to emphasise relational marketing in terms of their decisions and actions regarding
the market”(Coviello et al. 2006, p. 39).

However, it is also well known that managers are starting to place an increased emphasis on managing their
relationships, networks, and interactions, with a range of internal and external stakeholders, and not just
customers (Lindgreen et al. 2004). There is a growing realization that successful marketing encompasses both
internal and external customers and community stakeholders, and this is particularly true ofr those
professions, where “professionals must be able to create and sustain relationships, pitch for new business and
sell specific services, as well as deliver both process and outcome quality to their clients” (Reid et al. 2008).

2.2 A Research Focus On E-Marketing for Professional Purposes

Based on the previous classification of marketing practices, a topic that has recently attracted the interest of
academics is the implementation of e-marketing practices, thanks to the advent of Internet and more recently,
social media. Firms use the Internet as the main vehicle for adopting e-marketing to develop value chain
efficiencies, to reduce costs, to gain positive word-of-mouth promotion, to enhance customer (Anderson and
Srinivasan 2003; Rust and Espinoza 2006) and channel relationships (Sultan and Rohm 2004) and to gain
competitive advantage (Day and Bens 2005). Empirical evidence suggests that the use of the Internet to
perform transactional activities, such as ordering, selling, and payment is positively associated with increasing
business performance (Drennan and McColl-Kennedy 2003).

E-marketing relies on technology to enable interactivity, and thus differs from other marketing practices, by
providing customers access to information while the use of interactive technologies allows these customers to
provide information to the business (Brodie et al. 2007).

E-Marketing capability represents a firm's competence in using the Internet and other information
technologies to facilitate rich interactions with customers. These interactions provide customers with access to
firm resources and information while simultaneously providing the firm information about its customers
(Trainor et al. 2011).
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Consistent with Brodie et al.'s (2007) definition, e-Marketing technologies extend beyond Internet-based
advertising and communications to include technologies supporting several marketing functions such as
customer relationship management, sales activity, customer support, marketing research and planning (Brady,
Saren & Tzokas 2002).

Despite the increased interest in e-marketing, there is limited data in the literature explaining its link to
business performance (Tsioutsou and Vlachopoulou 2011).

Wouet al. (2003) studied four types of technology-based industries in the USA and reported a positive effect of
e-business intensity on firm performance expressed as sales performance, customer satisfaction, and
relationship development. Recently, Ordanini and Rubera (2007) reported that internet resources exhibit an
indirect effect on performance mediated by customer orientation. Brodie et al. (2007) found that the adoption
of e-marketing is positively associated with marketing performance and specifically on customer acquisition
and retention.

Beyond traditional e-marketing tools, like the company web site, today’s firms should embrace the most
innovative e-tools that allows interactivity among consumers and help to improve companies’ relational
marketing. In this sense, social media should be useful for three reasons. First, they provide a low-cost
platform on which to build the brand, communicating who you are both within and outside your company.
Second, they allow engaging rapidly and simultaneously with peers, employees, customers, and the broader
public, especially younger generations, in the same transparent and direct way they expect from everyone in
their lives. Third, they provide an opportunity to learn from instant information and unvarnished feedback.
“Active participation in social media can be a powerful tool—the difference between leading effectively and
ineffectively, and between advancing and faltering in the pursuit of companies’ goals” (Dutta 2010).

Professional Service Firms (PSFs) are organizations that deliver professional services, including accounting, law,
and management consulting firms. According to Sweeney et al. (2011) “...PSFs are not only growing in terms of
their contribution to GDP, but also in terms of employment” providing a wide range of customize “knowledge-
based” services. For instance large law firms broker complex commercial activities and help establish and then
interpret the rules of the game of the capital market system. Consulting firms are carriers of ideas about
management and influence how corporations are managed. Accounting firms underpin the integrity of the
financial markets (Greenwood et al. 2007). Sharma (1997: 758) affirms that without professional service firms
“business as we know it would come to a grinding halt”. PSFs are knowledge-intensive firms, where “most
work can be said to be of an intellectual nature and where well-educated, qualified employees form the major
part of the workforce”. According to the classification of Alvesson (2000) PSFs can be described as ‘pure’
knowledge firms that deliver intangible services customized for each client.

In other words PSFs, are distinguished by their customization of knowledge to meet client circumstances and
their highly educated workforce.

These pure knowledge firms should focus on competency of practice, as well as extent of practice such as new
communication and marketing ones. However, not all professional service providers do this (Sweeney et al.
2011).

Despite several studies (Elfrink et al. 1997; Clikeman et all 1998, Koski et al. 2001) have shown the positive
impact of the use of new marketing and communication practices on firm performance, such as corporate
imagine, improved client retention rate, improved perception of service quality etc. However, the use of e-
communication and e-marketing policies remains underutilized by several PSFs (Sweeney et al.2011).

3. Research method

3.1 Data collection

In order to answer to our research goals, we adopted a mix method. First, we utilized the qualitative
methodology through a field case study to analyze the data (Creswell 2007). This enables the phenomenon to
be explored in its natural state (Yin 2009).
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In doing so, we considered a specific PSF company , a large accounting and law consultancy firm called in this
study “Alfa”, which is based in Italy. We chose this company in order to investigate professionals’ perceptions
during the company’s analysis and process reengineering of its new communication processes.

The case study was conducted according to the guidelines of Yin (2009); hence, information was collected
through semi-structured interviews, direct observation and documentation analysis, while the test sources
consisted of interviews and internal documentation.

Privileged access to the information facilitated the gathering of data from several sources, thus increasing the
quality of the information obtained (Benbasat 1984).

The case analysis involved 12 semi-structured interviews of approximately 40 minutes each in the firm Alfa
with both researchers in attendance and used the protocol presented by Arksey and Knight (1999; pp.74-75).
The interviews were conducted with three charter members (1 from law area and 2 from fiscal/management
area), five senior consultants (3 tax/management consultants and 2 law officers), three junior consultants (2
law officers and 1 tax/management consultants), and one accountant trainee. In addition, we decided to use
some internal documents such as: internal communication planning, external communication planning, change
management planning, etc. The semi-structured interview consisted of 14 questions.

The material gathered was examined using hermeneutical analysis (Bryman and Bell 2011) supported by
qualitative research software, CAQDAS (Miles and Huberman 1994), run in parallel by two researchers (Morse
et al. 2002). The results thus arrived at independently were discussed and screened in meetings held by the
researchers involved in the analysis procedures in order to refine and improve the coding process (open, axial
and selective code) and memoing (Strauss and Corbin 1990), but also to ensure the rigour of the research by
removing any potential interpretive bias (Morse et al. 2002). A work of aggregation, refining and revision (axial
and selective coding) was used to identify and denominate the codes according to whether the new Web 2.0
tools had a positive or negative impact on the work routines, as reported by the principle case informants. A
total of 25 open codes were initially identified, which were then whittled down to 12 axial codes (i.e. strategic
role of ICT, strategy role of social networks, traditional communication, etc.) after discussion in internal
research team meetings and the outcomes of the focus groups. Some of the open codes were aggregated
because explicative of the same construct, while others deemed insignificant and not endorsed by the key
informants were eliminated.

These codes were used to create the questions in the second study through a survey. The main survey was
composed of three sections with thirty-four questions. In the first section, there were twelve questions that
analysed the firms’ demographic information (number of employees, establishment year, locations, activities
and services provided to customer, role and age of the interviewed, gender, number of branches, etc.). In the
second part, authors tried to understand the communication tools used in the accounting and law consultancy
industry in order to increase firm’s visibility and enhance their business value. At the end, we analyzed if the
ICT and in particular Web 2.0 tools (i.e. social media, etc.) would be implemented or developed in the near
future and whether these represent a strategic tools for business value creation (these two outcomes were
measured from 0= completely disagree, to 100= completely agree). Most of the questions were a Likert-type
attitudinal sort, and the values ranged from 1 (completely disagree) to 5 (completely agree).

During the annual conference of accounting consultants in Italy, the survey was addressed through self-
administration method (Oppenheim, 2005) to a total sample of 5000 firms. A sample of 1406 firms answered
to the survey, reaching 30% of the redemption rate. Only completed questionnaires were considered for data
analysis (n=892). Data collection started in November 2012 and ended roughly eight months later. The existing
data was elaborated and integrated starting late March 2013.

In order to analyze all these data, we used the statistical software SPSS.

In order to assess reliability, we used two different methods. First of all, the Internal Consistencies were
assessed. The value of Normalized Cronbach’s alpha was of 0.841: therefore, much better than the minimum
value of 0.7 suggested by Cortina (1993). The value of Cronbach’s alpha for each of items was also examined,
in order to check whether the exclusion of any items could improve the overall Alpha. But the data revealed
aligned. Then, the F value was 601,037 (degrees of freedom, d.f.=15), with a significant index of (p<0.001).
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In order to verify our research questions, we used the following items as independent variables:

Table 1. Items adopted for the regression analysis

Items

Actual Private use of Social Media (yes/no, 1/0)

Actual Social Media adoption for communication (yes/no, 1/0)

Importance of Social Media for doing business (from 1= completely
disagree, to 5= completely agree)

Actual Professional use of Social Media (from 1= completely disagree, to 5=
completely agree)

Importance of Social Media for increasing business visibility (from 1=
completely disagree, to 5= completely agree)

Role of Social Media in providing/sharing information to customers (from
1= completely disagree, to 5= completely agree)

Contribution of Social Media to the increase of the effect of traditional word
of mouth (from 1= completely disagree, to 5= completely agree)

Role of Social Media to attract new customers (from 1= completely
disagree, to 5= completely agree)

Social Media seen as a distraction for employees (from 1= completely

disagree, to 5= completely agree)

4. Data Analysis and results

4.1 Descriptive statistics

The respondents belonged to the same professional services industry, that is the accounting industry in Italy.
In terms of gender, almost all of the interviewed people were men (61.1%) whilst only 38.9% are women. The
average age was 45.98 (St. Dev.=9.705). In particular, we obtained the following categories: under 35 years old
(11.9%), 35-44 (33.8%), 45-54 (35.7%), 55-64 (14.8%) and over 64 (3.8%). The majority of them are expert
consultants who have been working in that role for more than five years (89%) and the 7.1% has between 1
and 5 years of seniority, while only 0.4% has been in today’s office for less than one year. The respondents are:
charter members (78.5%), accountant trainee (9.3), executive assistant (4.1%), senior consultant (2.8%), junior
consultant (1.6%), and other (3.7%).

57.5% of respondents described his or her company as having less than 5 employees, 30.6% between 5 and 10
employees, 6.2% between 11 and 15, and finally the 5.5% are considered large accounting firms with more
than 15 employees (mean=6.22 employees and St. Dev.=12.02).

In these firms, the communication tools used were: traditional word of mouth (66.6%), Web site (5.3%), and
only 3.2% of them utilized social media. The 91.1% of our sample did not have a professional account on a
social network and the 43.1% of respondents think that social media could be, in the near future, useful tools
for communication. However, on a scale from 0 (totally disagree) to 100 (totally agree), the belief that a future
implementation/improvement of these e-marketing tools will allow their companies to increase their business
value has been evaluated on average of 28.58 .

4.2 Regression Analysis

Data were analyzed by examining two main regressions in order to understand whether accounting
consultancy firms would adopt or better develop e-marketing tools, particularly social media for professional
purposes (regression A) and if this adoption would increase the value perceived by firms (regression B).

In regression A, we included nine independent variables (see table 1) considering their impact on the following
dependent variable: the intention to adopt or to develop e-marketing tools, particularly social media for
professional purposes (from O=totally disagree to 100= totally agree). The R-square value was 0.679, F value
192.695 with 9 degrees of freedom (p<0,001).
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Table 2. Impact of social media benefits on future social media implementation/development for professional
purposes (Regression A)

Dependent Variables Sig. (p) VIF Results
Private use 0.133 1.077 not significant
Social Media adoption for 0.045 1.226 significant
communication
Social Media for doing 0.020 1.675 significant
business
Professional use 0.859 1.280 not significant
Increasing business visibility 0.002 2.051 significant
Providing/sharing information 0.032 2.171 significant
to customers
Increasing of the effect of 0.010 2.337 significant
traditional word of mouth
Attracting new customers 0.158 2.770 not significant
Distraction for employees 0.642 1.047 not significant
(reverse)

Increasing the value perceived 0.000 1.343 significant
by firms

Moreover, the VIF values were less than 4. According Belsey et al. (2004) these values there were no
multicollinearity interchangeably among the independent variables. In the table 2, we summarize the first
regression model, where we also added the other dependent variable, the value increase through social media
adoption, as independent variable (from 0= totally disagree, to 100= totally agree).

We found positive and significant results about the following variables: Social media adoption for
communication purposes by respondents, the usefulness of Social Media for business, the importance of Social
Media for increasing business visibility, the importance of Social Media for providing/sharing information to
customers, the usefulness of Social Media to increase the effect of traditional word of mouth, and to increase
of business value. This means that respondents who provided a high level of agreement with these items will
be more likely to develop or improve their future social media adoption. On the other hand, there were no
statistical relationships with these items: the actual Private use of Social Media, the actual Professional use of
Social Media, the importance of Social Media to attract new customers, and Social Media seen as a distraction
for employees.

Table 3. Impact of social media benefits on potential business value perceived by PSFs (Regression B)

Dependent Variables Sig. (p) VIF Result
Private use 0.126 1.075 not significant
Social Media adoption for not significant

o 0.589 1.226
communication
Social Media for doing significant

. 0.000 1.621
business
Professional use 0.035 1.276 significant
Increasing business not significant

o 0.542 3.056
visibility
Providing/sharin significant
, g/sharing 0.018 2.696 g
information to customers
Increasing of the effect of significant
. 0.029 2.329
traditional word of mouth
Attracting new customers 0.000 2.727 significant
Distraction for employees significant
0.022 1.043

(reverse)
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In Regression B (see Table 3), authors verified the impact of the same independent variables on the following
dependent variable: the perception of an increase of business value derived from social media
implementation/development (from O= totally disagree to 100= totally agree). The R-square value was 0.574, F
value 92.69 with 8 degrees of freedom (p<0.001). Moreover, the VIF values were less than 4.

We found positive and significant relationships about the following variables: Social Media are useful for doing
business, the actual Professional use of Social Media, the importance that Social Media for providing/sharing
information to customers, the usefulness of Social Media for increasing the effect of traditional word of
mouth, the usefulness of Social Media for attracting new customers, and Social Media perceived as a
distraction for employees (as it was a reverse question, results show that there is a positive relationship
between the perception that social media are not a distraction for employees and the likelihood to
implement/develop social media for professional purposes). There were not significant results about: Actual
private use of social media, the actual Social Media adoption for communication and the adoption of Social
Media for increasing business visibility.

5. Conclusion, Limitation and Future Research

The purpose of this paper was to investigate the development of marketing practices toward the online
context and in particular the level of adoption of social media in professional service firms (PSFs). As results
showed, these firms mostly adopt traditional marketing tools (word of mouth) and very few use e-marketing
tools (social media). In addition, only few companies intend to develop their social media usage and fewer
think that this adoption will provide an increase of their business value.

However, for those who confirmed that they will increase the usage of e-marketing tools there are several
benefits that are mainly linked to this intention to improve these tools. Particularly, those professionals who
agreed that social media are important for enhance their business visibility and they are helpful for
information sharing with customers were more likely to foresee an incremental usage of social media,
integrating their traditional communication tools, such as word of mouth. This implementation or
improvement will lead to provide more business value for PSFs as confirmed in our study. On the other hand,
for those respondents who perceived an increasing in their business value through the adoption of social
media, they were likely to assign importance to benefits related to new customers acquisition beyond the
professional image enhancement.

Our study contributes to better understand PSFs’ new marketing practises, particularly related to those utilized
by accounting firms. This was realized through a nationwide survey that involved almost 2.000 firms and
provides a useful contribution to enrich the actual literature about marketing practices of PSFs, particularly
related to social media adoption for professional purposes and the benefits and value that this
implementation provides to professionals.

Although providing the benefits of controlling for industry effects, a single industry approach has certain
limitations in terms of the generalizability of the findings due to the uniqueness of an industry’s environment.
Furthermore, additional factors that influence e-marketing should be examined in order to explain more of its
variation. For instance a better investigation of technological orientation, international activity, and innovation
are only a few that their role should be examined in future investigations.

Future research could also compare the perception of e-marketing tools practices with the most traditional
ones.
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Abstract: This experimental case describes an example of a public-private partnership (PPP) to develop a collaborative
model for open innovation using social media, with the purpose of addressing socio-economic challenges in the context of
a developing country. Open innovation postulates the notion that ownership of processes should be acquired from other
enterprises that can afford such levels of research investment, as well as utilising licensing and joint ventures to
commercialise internally-generated innovations. However, this multiple channel process is often fraught with mistrust and
lack of commitment amongst the participants.This project proposes a systemic model that optimises innovation through
social media and minimizes conflict in the commercialisation of open innovation. Although PPP is a fairly common and
advocated approach to challenge complex socio-economic challenges, using social media adds to the complexity of dealing
with intellectual property (IP) and/or commercial rights. In an experimental process entitled “Codelam 2013”, PPP
stakeholders (representing business, government, communities and academia) co-designed a collaborative process to
develop and commercialise solutions for specific socio-economic challenges. Ascribing to the notion of open innovation,
social media was used as the primary source of ideation. The premise for this experiment was that CodeJam 2013 could
provide a safe, commercially non-threatening environment in which competitive and concurrent stakeholders could co-
design optimum innovative solutions in collaboration with external (social media) and internal ideators, with the ultimate
objective of establishing new paths to the market, i.e. commercialisation. This process consisted of two distinct phases,
namely a defined, neutral and shared intellectual property realm referred to as the co-creation phase, followed by a
demarcated incubation phase during which partners negotiated for product development (and thus commercial/IP rights).
From the perspective of business (as a PPP partner/stakeholder) a number of outcomes related to the use of social media
for open innovation have been identified, inter alia: limiting business risks typically associated with open innovation; the
agreed “safe space” promoted optimal innovation as a result of reduced focus on IP rights; radical transgression of internal
business boundaries as a benefit from “out”ternships; benefits for external ideators through learning that occurs as a
result of intimate business engagement; realisation that problem complexity can be minimised through team participation;
the diffusion of the innovation process across PPP boundaries; introducing the essence of “warm bodies” in the clinical
processes of open innovation with social media; successful open innovation based on social media is reliant upon
extensive co-creative collaboration, networking and shared responsibility from all stakeholders. In essence, this systemic
approach to open innovation based on social media proved to be a viable model and alternative for the development and
commercialisation of socio-economic solutions.

Keywords: Open innovation, social media, public-private partnerships, intellectual property, socio-economic challenges,
commercialisation.

1. Background

1.1 Historical development

South Africa is lagging behind with respect to the level of digital competence of e-Readiness. According to the
2012 WEF Networked Readiness report of 142 countries, South Africa is at the 72nd place and not yet
leveraging the potential benefits offered by ICT. This has serious implications for the country’s ability to
remain competitive within the global knowledge economy and to capitalise on the advantages posed by the
digital economy. Given the fact that South Africa follows the same “mobile and social media first” ICT
development trajectory as other developing countries (Dutta & Bilbao-Osorio, 2012), various stakeholders
representing government, business, academia and the community agreed to form a collaborative PPP to
develop skills and capacity in the area of social innovation leveraging off social media and mobile technologies.
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As change-makers (Phills, Deiglmeier & Miller, 2008) the PPP agreed to co-design a new model, in an
experimental manner, to address socio-economic challenges. The main principles that guided the process were
shared ownership and shared responsibility based on relationships of trust.

2. Purpose of this paper

The purpose of this paper is to present a systemic model of work-in-progress that optimises innovation
through social media and to report on the outcomes that minimizes conflict in the commercialisation of open
innovation. Based on the work of Altman, Nagle and Tushman (2013) the innovation process observed and
described here impacts on organisational openness, user innovation, community engagement, social media, all
which have implications for organisations.

We propose a novel and systemic approach, as postulated by Sautet (2013) for open innovation in business
(based on social media) to address socio-economic challenges. Our approach seeks to incorporate the
structure of systemic processes (Visser & Craffert, 2013) in the context of a developing country, not only to
generate interest in and support for the acquisition of digital knowledge, skills and competencies, but also that
it may present opportunities for, inter alia, learning, experimentation, wealth creation, employment in a
developer ecosystem.

The envisaged approach to a systemic model aims to follow a process almost diagonally opposed to the
traditional methodology of developing solutions to challenges. A key initiative of the mentioned PPP is to
leverage social innovation and human skills development off mobile technology and social media. Mitra and
Abubakar (2011) refer to such initiatives as processes of “capacity creation"”, not only in the context of
development and growth, but also in moving from levels of low to high productivity, the creation and adoption
of new goods and services, developing new skills and creating new knowledge. In a South African context, the
approach envisaged in this experiment is (in all probability) the first manifestation of a redirection of resources
into human development.

The democratic nature of social media allows for the maximisation of idea generation and solution
development as it accommodates cross-boundary interaction and collaboration of (internal and external)
ideators in a non-threatening and commercially-safe environment. In this model, innovation precedes the
negotiation of commercial rights. In other words, a developer ecosystem (Altman, Nagle & Tushman, 2012)
acts as a framework in which an impartial environment is created wherein PPP stakeholders, including
competing business organisations, create products/solutions that clients (and communities) may acquire
through the marketplace (to address socio-economic challenges).

3. Literature review

Our proposed model (see Figure 1, section 4.2) builds on a diverse selection of topics from literature, including
open innovation theory, public private partnerships (PPP), ownership and IP rights within innovation
processes, and the use of social media and crowdsourcing as vehicles for co-operative innovation.

Open Innovation and PPP (Steps A-E of our model): Innovation processes are enhanced by the co-operation of
competing stakeholders; co-opetition (Mention, 2011). Such co-operation, for the purpose of mutual
commercial benefit, requires both public and private stakeholders to step outside traditional ownership
boundaries (Altman, Nagle & Tushman, 2013). Open innovation theory, as postulated by Chesbrough,
Vanhaverbeke and West (2008), allows for such public-private co-operation — including various levels of
community engagement, but limits the usefulness of such arrangements to instances that draws innovation
into the research and development processes of a large firm(s) — referred to as inbound open innovation
(Dahlander & Gann, 2010). Examples of such inbound open innovation processes include the crowdsourcing of
innovative solutions through ideas competitions, which results in a novelty driven competitive advantage for
the co-operating stakeholders (Leimeister et al, 2009).

The problematic assumption underpinning co-operative inbound open innovation is that participating
stakeholders will share (be able to contract on) the ownership of any resulting intellectual property (IP)
product, or process (see Altman, Nagle & Tushman, 2013). As new fields of study, the relationships between:
(i) ownership-related friction, (ii) the level of community engagement within innovation processes, and (iii)
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innovation processes targeted towards solving socio-economic problems have not been adequately addressed
in literature.

Altman, Nagle and Tushman (2013) contend that a lack of clarity regarding IP laws and the effect of IP laws on
ownership boundaries may have a negative impact on co-operative open innovation. Several IP researchers
share concerns regarding the complexity of IP laws within multi-stakeholder processes that extend beyond the
boundaries of the firm, as opposed to traditional shareholder ownership, as argued by Klein et al (2012). The
traditional view of open innovation, as being inbound and governed by ownership agreements, is reviewed in
this article (see the descriptions of Steps A-D of our model in section 4.2).

Ownership conflict within open innovation processes: Moving closer to our model for minimizing conflict
during open innovation and the commercialisation of socio-economic solutions, we note that a further cause
of conflict within such PPP relationships is the tension between the various agendas (i.e. the internal
strategies) of stakeholders. Drnevich and Croson (2013) observe that as stakeholders struggle internally to
embed technology driven innovation as a strategy within their business models, whereas Wang, Yeung, and
Zhang (2011) state that innovation processes within organizational boundaries are often deflated by issues of
trust and ownership. Moreover, when stepping outside organizational boundaries into an open innovation
space (see Steps A-D of our model), the multi-stakeholder and multi-disciplinary character of open innovation
processes heighten this conflict.

Optimizing innovation using crowdsourcing via social media (Steps B and C of our model): Crowdsourcing via
social media is a recognized form of inbound open innovation (Leimeister et al, 2009; Majchrzak & Malhotra,
2013). Libert and Spector (2010) describe open innovation as a proven method for optimizing innovation
within firms. However, Spithoven, Clarysse and Knockaert (2011) warn that the innovation potential of social
media can only be harnessed if the firm’s innovation processes can absorb the large amount of input
generated by this approach (refer to step B of our model).

Measuring the materialised results (impact) of crowdsourcing on innovation remains a complex challenge
(Orlikowski & Scott, 2014). Our model accommodates and contributes to the elements as discussed in the
literature above, i.e. innovation through public private partnerships (PPP), ownership conflict and IP rights
within innovation processes, and the use of social media and crowdsourcing as vehicles for co-operative
innovation.

4. Method, structure and approach

4.1 Towards CodelJam 2013

CodelJam 2013 is a substantially revised version of Codelam 2012, which was the first iteration of an
experimental approach amongst a limited number of PPPs to develop (mobile) solutions for socio-economic
and business (enterprise) challenges, by means of open innovation based on social media. It was
conceptualised as an inbound social innovation process in which ideas/solutions developed by the community
were to become part of the internal product development process of the business partner. The 2012 process
required the upfront negotiation (contracting) of commercial rights with strict terms and conditions guiding
the process. The limited success of the 2012 model as an inbound innovation process was the result of: the
application of “strict business rules” (i.e. commercial process and rights) to an explorative ‘sandbox
environment”; solutions too narrowly defined for commercialisation; and, a lack of follow-through for good
ideas. Apart from the development of skills in ideation, use of social media and mobile apps development, the
2012 process did not result in any solution that could be commercialised, or applied to address socio-economic
challenges. However, the positive potential of the 2012 process motivated the PPPs to invest energy and
resources to further develop and explore the model into a next round, referred to as Codelam 2013.

As extracted from the literature, the Codelam 2012 pre-agreement on ownership proved to be problematical,
as too much focus was put on commercialisation at the expense of idea generation and idea development. The
first lesson learned from our initial 2012 process, was that more investment was required to grow, develop
and mature ideas, instead of stifling the process with ownership discussions and agreements; for example, the
legal documentation of the first round is still under consideration by the various stakeholders.
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Whereas the first round of Codelam focused on idea generation for generic enterprise and community
solutions, a clear lesson learned was that the open innovation process had to be embedded in the reality of
the socio-economic context. Given the scarcity of resources in a developing country context, the PPP realised
that the challenges to be solved had to be present in, and had to be real for communities or community
representatives.

This article focuses on the description of the CodeJam 2013 model. The Codelam PPP responsible for the 2013
model consisted of representatives of provincial and local government, an NGO (representing a large
community), three universities, students and community members, 2 ICT vendors and 4 companies (of which 2
are listed on the local stock exchange). To become part of the PPP, stakeholders had to commit to participate
in and contribute towards Phases 1 and 2 of the process. Phase 1 of the CodeJam process consisted of the
neutral, collaborative (almost “educational”) phase in which all stakeholders participated in the outbound
social innovation process. Phase 2 (i.e. the competitive, business aspect of the process) focused on the
selection of and investment in ideas/solutions for commercial purposes. The precondition for Codelam 2013
participation was based on the premise that participants would waive their conditions for IP and commercial
rights during the first phase of the process, i.e. no contracting would take place before or during the
innovation phase of the 2013 process. It was generally agreed that the terms for the eventual
commercialisation of resultant solutions were to be postponed to Phase 2 of the process.

4.2 Description of the Codelam 2013 approach/model
The two-phased Codelam 2013 process is presented in Figure 1.
For the experiment, as briefly delineated above, our emphasis during Phase 1 was on creating an environment

free from the conflicts typically associated with similar multi-stakeholder innovation processes, whereas Phase
2 was concerned with the processes of targeted commercialisation of the successful outcomes of Phase 1.
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Legend:
P1-P4: Identified socio-economic problems to be addressed through social innovation; facilitating B2C

interaction

Step A: Ideas composition “window” period of two weeks using crowd sourcing through social media
Step B: Period of evaluating and assessing opportunities using social media with full participation of PPP
Step C: Face-to-face ideation workshop with full participation of PPP

Step D: Teamwork based on solution-refinement, case development, apps development and prototyping
Step E: Commercial negotiation — still to be refined

Figure 1: The phases of the outbound open innovation process
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The “internal dynamics” of Phase 1 are briefly described below:

Representatives of the government and the NGO sectors identified four real-life socio-economic
challenges (P1-P4 in Figure 1) in the surrounding community which required innovative solutions. The
challenges ranged from addressing transport difficulties to support for young job seekers. The
representatives of the government departments (local and provincial) and the NGO committed
themselves to take the refined ideas (mobile solution) forward. In principle this could require the
provision of sponsorship for the incubation of ideas, acquiring venture capital, or to deploy the solution in
their particular portfolio. This elicited the appetite from business as it provided them with an ideal
opportunity to obtain insight into community (consumer) problems and community-developed solutions
(social or open innovation). It has huge potential for business as this can facilitate and inform the B2C
business strategy and provide fresh input/ sources into the innovation process.

Based on the principles of crowd sourcing, community members between the ages of 18 - 25 were invited
to propose solutions for these problems using the custom-build social media platform (see step A in Figure
1). In the guise of an ‘ideas competition’ the social media idea portal was open for 2 weeks for postings.

Using the same idea portal, ideators were then afforded the opportunity to vote for and give a weighting
to “popular” or feasible ideas. The stakeholders (PPP) participated in this process by adding to ideas,
sharing research information to support or redirect ideas, or simply by indicating support for a particular
line of thinking in this neutral, open innovation space (step B in Figure 1). The democratic nature of social
media as platform made it possible for stakeholders to contribute across sector boundaries (business,
community academia and government), as postulated by Phills, Deiglmeier and Miller (2008). Typically,
this selection and refinement of ideas would happen within the internal R&D processes of a company.

Given the magnitude of the ideas sourced via the social media platform, a face-to-face ideation workshop
was introduced with the main objective being the optimal development and refinement of the ideas.
Ideators had the choice to work in self-selected teams or as individuals. This step addressed the
absorption capacity challenge posed by crowd sourcing (Spithoven, Clarysse and Knockaert, 2011).
Atypical to crowd sourced inbound innovation (Leimeister et al, 2009), this step of the innovation process,
happened “outside” the internal boundaries of the PPP further enhancing cross-boundary participation. As
the result of the dilation of organisational boundaries during step B of the process - given the democratic
nature of social media - cross-boundary participation followed naturally during this face-to-face workshop
(step C).

Step D required ideators/participants to work in teams to refine their solutions, build a business case for
the solution, and translate the case into a mobile app, or a prototype for a mobile app. Participants were
motivated to work in teams as CodelJam 2012 clearly demonstrated that innovation (and related learning,
knowledge creation) is enhanced by multi-disciplinary collaboration (see Hearn & Bridgstock, 2009). As in
steps B and C, ideators had open access to stakeholders for guidance and support.

During steps A - D of the model, the stakeholders provided training to participants on mobile apps
development (i0S, Android, prototyping), design thinking and business case development - a concept we
referred to as outernships.

Phase 1 of the CodeJam 2013 process was concluded with the presentation of the ideas to an evaluation
panel comprising of the Codelam 2013 PPP (stakeholders), to identify those solutions that best addressed
the challenges. The entire first phase happened in a neutral, collaborative space (virtual and physical)
outside the boundaries of any of the stakeholders’ ownership; hence the reference to this model as an
outbound open innovation process.

Although outside of the framework of this paper, the internal dynamics of Phase 2 are briefly described below:

This phase of the CodelJam 2013 process is still unfolding - it is an area that requires detailed attention in
the months to come. As agreed at the onset of the process, stakeholders could exercise the right to
choose a particular solution with the view of commercialisation. The latter choice implies that commercial
and IP right negotiations have occurred in a limited fashion, only with those individuals who formed part
of the particular solution.

In reality, the flow from Phase 1 to Phase 2 is not as linear as anticipated. The generated solutions varied
in magnitude which calls for different methods of intervention towards commercialisation. For example,
some solutions need to go into a pre-incubation phase to further develop the proposal or business case,
whereas others require significant financial investment, which is the domain of venture capitalists.
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=  The PPP is currently in the process of developing and expanding Phase 2.

5. Outcomes

The addition of social media in a neutral innovation space contributed new insights and possibilities for PPPs to
address socio-economic challenges in a systemic manner. These novel insights enabled the researchers to
extract a number of outcomes which may impact positively on how PPPs can be structured to facilitate open
innovation for socio-economic development. This also has implications for how business conducts open
innovation to develop solutions. Although these outcomes have been observed and manifested in a
developing country context, their impact is not restricted or limited to environments fitting that status only;
rather, evidence suggests that the outcomes may be equally applicable in an industrial economy context.

The major outcomes of the study are described below:

= Applying social media in the innovation process facilitates the fusion and collaboration of PPPs
(stakeholders) across boundaries, a process described by Phills, Deiglmeier and Miller (2008) as “dissolving
sector (silo) boundaries.” Although parties agreed to collaborate, they still ‘toil’ within the boundaries of
their respective silos. The CodeJam 2013 model supports the notion that the democratic and open nature
of social media as innovation platform enables parties/stakeholders to collaborate equally in an open,
boundary-less space. Social media, therefore, contributes to dissolving sector boundaries amongst
multiple parties in their effort to address socio-economic challenges.

= The neutral collaborative space outside the traditional stakeholder boundaries facilitated the unrestricted
participation in the co-creation phase in view of creating the best solution for the problem. The Codelam
2013 model, therefore, proposes the concept of outbound innovation as a potential viable model for
structuring innovation initiatives. Outbound innovation as argued by Altman, Nagle and Tushman (2013),
leaves the innovation outside the internal R&D sphere of individual stakeholders, which is in contrast to
the typically observed classic open innovation (i.e. inbound innovation) that draws innovation into the
firm.

= Qutbound innovation, as proposed in this model, is a viable option under the condition that the
collaborative space (steps A, B and C in Figure 1) is not restricted by IP and commercial requirements. As
experienced during Codelam 2013 the reduced focus on IP rights created a safe space free from the
pressures of the profit motive which contributed to the pursuit of the primary objective, i.e. innovation
(Altman, Nagle & Tushman, 2013). We argue that the cohesion of stakeholders during this process can be
attributed to trust relationships and the commitment to be change makers (see: Wang, Yeung & Zhang,
2011; Phills, Deiglmeier & Miller, 2008).

= QOpen innovation based on social media can be significantly enhanced by allowing ideators to engage in
face-to-face situations for idea development and refinement (step D - warm bodies in addition to cyber
bodies/ideas). This argument counters the capacity absorption dilemma of companies to deal with the
scope/magnitude of ideas generated by means of social media (Spithoven, Clarysse & Knockaert, 2011).
This face-to-face interaction, open for participants and representatives of the PPP, provided the additional
opportunity for stakeholders to add depth and wisdom to the idea refinement process. This agrees with
the observation by Phills, Deiglmeier and Miller (2008) who state that “thought leaders generate the kind
of knowledge that can truly support the development of social innovation.”

= The safe, neutral space (provided in steps A-D) not only contributed towards the innovation process, but
facilitated the stepping out of the typical silo mentality into an education-focused arena of
transdisciplinarity (Hearn & Bridgstock, 2009) which is required for the development of solutions to
complex problems.

=  The radical transgression of silo (business and disciplinary) boundaries also enabled stakeholders to
develop confidence in cross-boundary and transdisciplinary collaboration (e.g. co-operation, networking,
and partnership formation, impact of synergistic allegiances and alliances) - a core skill that stands them in
good stead in the growth and survival of their own businesses/endeavours.

6. Conclusions

This systemic approach to open innovation based on social media proved to be a viable model and alternative
for the development and commercialisation of socio-economic solutions. The approach followed by the
researchers was an attempt to present an alternative method of “doing things”, i.e. novel combinations of
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skills, competencies and resources to achieve the desired/anticipated outcome: an optimised social innovation
process, enriched by mobile and social media technologies, without the restrictions of ownership contracts.

Successes attributed to this approach are: (i) the ability of our model to promote the quality and social impact
of innovation as the highest priority in a developing country context, with ownership, IP rights, and the internal
strategies of stakeholders being managed as secondary concerns in a separate post-innovation contracting
phase; and, (ii) the model’s support for the notion that social media can be used to build multi-stakeholder
partnerships, break down traditional silos of ownership, optimise innovation, and increase the absorption
capacity of the innovation process.

This research project showed that a multi-stakeholder partnership (PPP) consisting of business, academia,
government and the community not only creates a full array of positive outcomes manifested in new
opportunities, business growth, individual advancement, but more so the commercialisation of hitherto
profitable solutions for socio-economic challenges. Future avenues of research include the development of
detailed guidelines for the second (contracting and commercialisation) phase of our model.

With its objective of proposing an implementable, systemic model that optimises innovation through social
media and which minimizes conflict in the commercialisation of open innovation, this South African PPP moves
us with clarity into a new direction that correlates with the literature, namely that innovation (social and
otherwise) is optimised outside the boundaries of the firm, enriched by multi-stakeholder participation, and
enhanced through social media.
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Customer Complaints and Service Recovery on Social Media: An
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Abstract: Purpose: The services marketing literature recognises the importance of technology in improving service quality,
customer satisfaction and providing efficient service recovery tactics. There is evidence on how technology affects
consumer complaints and recovery strategies. However, academic research on social media, as an emerging technology
platform, is rather scant. This is surprising since many businesses have extended their service provision to include social
media platforms. The purpose of this paper is to extend the research on social media and provide insights into customer
complaint behaviour and service recovery strategies using social media. In turn, research on outcome and process related
service failures and resource-exchange theory are used to form the theoretical framework of this paper. Methodology:
The context of this study is the banking industry. It serves as a valuable means by which to understand social media
customer services because banks are using social media platforms as part of in their multi-delivery channels. The focus is
Barclays Bank Facebook page which provides rich data for observing customer firm interactions. There were 255 customer
complaints (and subsequent comments) posted in June-July 2013 that were analysed using qualitative data analysis
methods. Findings: Evidence is presented on the overwhelming number of outcome-related service failures. This suggests
that customers are more likely to place a complaint on firms’ Facebook pages when there is a problem with the delivery of
a core service. Moreover, the data extend the applicability of resource-exchange theory to social media customer services.
There was a fit between the type of service failure and recovery efforts. More customers with process-related service
failure received an apology and empathetic response than customers with outcome-related service failures. Finally, there
were inconsistencies among Facebook teams in terms of the way they responded to customer complaints, which we call
the “social media lottery”. Depending on the people who were working, some customers received a faster and more
empathetic response, and some received privileged treatment such as the Bank’s Facebook team calling the customer’s
branch to book an appointment on behalf of the customer. Practical Implications: The findings demonstrate the need for
frontline social media staff to receive appropriate training and empowerment that enables them to work effectively to
address service failures in a consistent way. Originality / Value: This research improves understanding of social media
customer services by presenting empirical data on how customer complaints are managed on Facebook. More specifically,
Facebook offers a good opportunity to observe the different parties interacting. In comparison with traditional service
encounters, social media encounters are more transparent involving multiple actors. In this study, there is a critical
examination of how customer complaints and recovery strategies are affected in the new social media context.

Keywords: social media, service failure, service recovery, customer services, financial services, resource-exchange theory

1. Introduction

Service failures are common in the services industry (Chuang et al. 2012) which has a direct impact on
customer dissatisfaction by threatening their loyalty (Dalziel et al. 2011). Consequently, it is important that
firms retain dissatisfied customers through appropriate service recovery strategies. There is a debate in the
services marketing literature concerning what is appropriate service recovery for customers. Researchers
approach this situation from a range of theoretical standpoints. Resource-exchange theory (RET) has recently
attracted the attention of service failure researchers (such as, Mattila et al. 2011; Chuang et al. 2012; Roschk
and Kaiser 2013), and is used to construct the conceptual framework of this research (Figure 1).

Developed by Foa (1971), RET suggests resources perceived as similar are more likely to be exchanged than
dissimilar resources. The purpose of this research was to expand the applicability of RET to social media
customer services. First, there was an investigation of whether firms’ social channels were popular for certain
types of service failures. Then, by using RET there was an examination of whether there was a match between
the type of service failure and service recovery strategies. Drawing on prior empirical research, Figure 1
illustrates the impact of service failure and recovery strategies on relationship quality. This paper examines the
interaction at the top half of the model which is shown in grey.

2. Service failure

Service failure is defined as situations in which customers’ perceptions of the service they receive fail to meet
their expectations (Chuang et al. 2012). When customers experience problems with service delivery, this can
have a significant impact on their levels of satisfaction (Dalziel et al. 2011), relationship commitment and
word-of-mouth behaviour (Hart et al. 1990; Jones and Farquhar 2003; Boshoff 2007).
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Figure 1: Conceptual framework employed in the research process
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The services marketing literature recognises various types of service failures. Using a typology developed by
Bitner (1990), Keller et al. (2001) and Hoffman et al. (1995) it is possible to categorise service failures into
three types which are employee responses to service delivery system failures, implicit / explicit customer
requests, and unprompted and unsolicited employee actions. Keaveney (1995) divided service failures as core
service and service encounter failures. Similarly, Smith et al. (1999) distinguished between outcome- and
process-related service failure (ORSF and PRSF). In the case of ORSF it is related to what customers actually
receive from their service provider while in the case of PRSF it refers to how the service is delivered. In an
ORSF, the provider fails to fulfil the basic service need or perform a core service. In PRSF, the delivery of a core
service is flawed or deficient which is directly attributable to the behaviour of service employees. It is argued
that ORSF is associated with an economic loss and PRSF causes social / psychological loss for the customer
(Smith et al. 1999). Thus, ORSF typically involves a utilitarian exchange while PRSF involves symbolic
exchanges.

3. Service recovery

Service recovery is defined as “the actions that a service provider takes to respond to service failures” (Lewis
and Spyrakopoulos 2001:37). Well executed service recoveries are important for promoting customer
relationships due to their impact on customer loyalty (Smith et al. 1999; Dalziel et al. 2011). In most situations
it is not the initial failure to deliver the core service, but staff responses to the failure that causes
dissatisfactory service encounters (Bitner et al. 1990). Along with solving the problem, customers want to feel
that organisations care about their problems and keep their interests at heart (Lewis and Spyrakopoulos 2001;
Dalziel et al. 2011). This caring approach needs to include acknowledging the problem, explaining why the
service is faulty or unavailable, apologising, and assisting the customer in solving the problem by suggesting
different options, which can all make a positive impact on the customer experience despite a service failure
having occurred (Bitner et al. 1990). In turn, the tone of the response (Hart et al. 1990) and the sincerity of the
apology (Mattila et al. 2011) are likely to improve the chances of success of service recovery efforts. On the
other hand, a negatively perceived character or attitude of company staff (both verbal and nonverbal) has
been found to cause more dissatisfaction than the deficient quality of the core service alone (Bitner et al.
1990).
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In demonstrating the critical role of service interactions between the customer and their bank, it has been
shown that effective communication characteristics of service delivery are different from effective service
recovery attributes (Dalziel 2007). The following service recovery attributes are identified as having the
potential to influence customer relationships: empathetic behaviour (1) and trust in the customer (2),
apologising for mistakes (3), being proactive in dealing with mistakes (4), continuously communicating (5),
adequate recovery speed (6) and whether the customer was refunded at the end of the recovery process (if
relevant) (7). According to research by Miller et al. (2000), these attributes can further be categorised as
tangible and psychological. Characteristics such as empathetic behaviour and apologising are viewed as
psychological service recovery efforts while in tangible recovery the service is re-performed, the product is
exchanged, and a monetary compensation is offered. A considerable amount of research supports the idea
that customers who receive an apology following a service failure are more satisfied than customers who
receive no apology (Roschk and Kaiser 2013). At the same time, Roschk and Kaiser (2013) provided empirical
evidence that not only the presence or absence of an apology, but how an apology is given, is crucial in
enhancing customer satisfaction. They state that the more empathetic and intense an apology in its delivery,
the more satisfied customers are.

4. Service failures types, recovery efforts and resource exchange theory

Customers’ evaluations of service failure and recovery strategies depend on the failure type (ORSF versus
PRSF), failure magnitude and service recovery attributes (tangible versus psychological) (Smith et al. 1999).
There is evidence that customers do not only expect a failure to be resolved to their satisfaction, but they also
expect a fit between the type of service failure and the recovery efforts. Chuang et al.(2012) demonstrated
that customers who experience ORSF are more satisfied with tangible service recovery efforts and those who
experience PRSF are more satisfied with psychological recovery efforts. This is explained with reference to RET.
RET was originally developed by Foa (1971) as a psychological exchange theory. According to Foa, people
prefer to exchange similar resources rather than dissimilar ones. Although RET was reported to have “fallen
out of favor” at one time (Arnould 2008:22), it is still the dominant framework in the marketing literature
(Mattila et al. 2011). Smith et al. (1999) demonstrated that customers preferred service recovery efforts that
match the loss (e.g., monetary compensation for overbooking or empathy for a social loss). Similarly,
classifying apology as a social or psychological resource, Roschk and Kaiser (2013) argue that it is more
effective when a customer faced a PRSF than an ORSF situation. In another study by Mattila et al. (2011), it is
suggested that human involvement (such as interacting with frontline staff) was more effective when the
failure was caused by a human being rather than by a machine. In comparison, human involvement was
less effective when a failure was caused by self-service technology. This is because consumers who choose to
use self-service technologies to interact with their service providers wish to avoid customer—employee
interactions.

Consequently, from this review we can infer that a match between the type of service failure and recovery
efforts is likely to promote customer satisfaction. Moreover, customers who interact with their service
providers primarily through self-service technologies prefer minimal human interference when a service failure
occurs. Yet, there are uncertainties about how useful RET is in explaining social customer behaviour when
service providers and their customers interact through social media. In a continuum from human interactions
(such as talking to a member of staff in a bank branch) to technology-mediated interactions (such as online
banking), it is not defined yet where social media interactions can be placed in this continuum. Drawing on
RET, the aim of this paper is to provide insight into social media interactions between firms and their
customers.

5. Research methodology

There are different social media channels, and this paper focuses on Facebook as a commonly used social
media channel for customer services (Littleton 2013). The context of the study was the banking industry. It
served as a valuable means to understand social media customer services since banks have started to include
social media platforms in their multi-channel communication strategies. When deciding which bank to include
in the research, a search was undertaken of the UK banks with an active Facebook page that allowed people to
post comments and queries on its page. It was also important that the bank did not frequently delete or block
customer posts. Consequently, it was decided to select Barclays Bank UK Facebook page which provided rich
data enabling the observation of customer-firm interactions.
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The research data consisted of customers’ service failure related posts and responses by Barclays Facebook
team. Due to the large number of consumer posts, it was decided to set a limit on the number of posts
analysed. The data collection took place between 1* June and 15" July 2013, which resulted in the collection
of 255 customer posts. The next stage comprised an emphasis on the responses by Barclays Facebook team to
these posts. Comments were tracked until there were no further posts. Since the focus of the study was on
customer-firm interactions, posts which were not responded to by Barclays and posts from other non-bank
people commenting on a customer’s query or the bank’s response were excluded from the analysis of data.
This data collection strategy resulted in the examination of over 800 posts which formed the base of the
subsequent data analysis.

The analysis of this textual data comprised the use of qualitative data analysis methods guided by the
principles underpinning content analysis. Content analysis is a technique used to obtain a systematic and
objective description and explanation of textual data (Berelson 1952; Kassarjian 1977; Miles and Huberman
1994). In this case, the analysis started with an a priori set of codes that emerged from the literature review
and conceptual framework. Starting with a set of codes prior to fieldwork is recommended for studies where
research questions are well defined and a theoretical framework is developed. In this case, pre-structured
coding is reported to facilitate the analysis by forcing the researcher to tie research questions or conceptual
interests directly to the data (Miles and Huberman 1994; de Wet and Erasmus 2005). For example, there were
higher-level codes such as ORSF and PRSF, and a number of first-level codes as sub-categories of these higher-
level codes. Each customer post was first coded as ORSF, PFSF or both (such as a post referring to a problem
with money transfer and at the same time a complaint about the waiting time on a telephone Help Line to talk
to a member of staff). Then the sub-category for each code was identified (such as money transfer, problems
with online / mobile banking and unavailable system for ORSF code). Similarly, responses by Barclays Facebook
team were treated as recovery strategies. They were first coded as tangible or psychological recovery
strategies which constituted higher-level codes. Then, they were coded into sub-categories such as response
time, level of empathy and whether an apology was offered. It is important to note that the initial code list
evolved along with the analysis. New codes and sub-categories emerged while some codes were redefined,
removed or merged with others as more data was analysed.

Computer software programs can be used to facilitate data analysis and interpretation by providing support in
storing, coding and retrieving data. In addition, computer software programs can help researchers become
familiar with a large amount of data within a relatively short time frame. In this case, NVivo 10 was used to
facilitate data analysis. As the dataset source, Facebook wall posts and comments were imported into NVivo
10 using NCapture for coding and further analysis.

6. Research findings

6.1 Service Failure Types on Barclays Facebook Page

Of the 255 customer complaints that were analysed, 163 posts (64 percent) were identified as ORSF whereas
PRSF totalled at 29 posts (11 percent). Sixty three complaints (25 percent) were related to both outcome- and
process-related failures. Table 1 lists the top five ORSF complaints.

Table 1: Top five outcome-related service failure complaints on Barclays Facebook page

Number of complaints Percentage

. Unavailable service / system being down 41 18%

. Issues with transferring money / making a payment 39 17%
. Blocked / deactivated bank account 26 11%
. Account being used fraudulently 17 7%

. Service charges / fees 16 7%

The majority of ORSF complaints were related to online and mobile banking being down and hence the
customer not being able to access their account (41 complaints). This has followed by problems with
transferring money and making a payment (39 complaints), blocked account or bank card (26 complaints),
fraudulent use of an account (17 complaints) and service charges (16 complaints). Customers with a blocked
card or account and those who felt they were charged unfairly expressed their intention to terminate their
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relationship with Barclays if their complaint was not resolved. This could also be related to the fact that
customers had already informed Barclays through other traditional communication channels such as their
branch, help line and online banking team about their problem, yet receiving no resolution to them. When
customers voiced their complaint on social media, they were already stressed, feeling frustrated and had lost
their trust in Barclays:

“..I am left with 1 Option "Take it Public via the Media" as Barclays don’t give a toss about me as
a customer!”

In comparison, PRSF complaints were largely related to communication quality (38 complaints) and waiting
time (34 complaints). Table 2 lists the top five PRSF complaints. Scored as “1 out of 100”, customers’
comments on the quality of interaction with their bank staff were “dreadful”, “less than helpful”, “rude”, “one
ear doesn't know what the other ear is doing” and “as helpful as a chocolate fire guard”. Call centre
representatives were claimed to be “not professional”, “not competent”, “not caring for small customers!”,
“hanging up and talking down to customers” and “promising but not doing anything”. It is interesting that
some customers thought bank staff needed “diversity training” while a few customers kept referring to the
perceived ethnicity of the help line representatives. In their post, some customers referred to talking to an
“Asian” with “an Indian accent” who “didn’t even know where Exeter or Devon was in the UK”, which felt like

this contributed to customers’ perceived poor quality of the service.

After communication quality attribute, the next common complaints were about waiting time on the help line
(which changed from 15 minutes to two hours) and the customer being disconnected or transferred to another
representative constantly: “Only 10% of this time was spent talking to staff, the rest was just waiting. About 2
hours.” Customers also complained about the cost of the phone calls which was over £30 in some situations. In
particular customers calling from abroad (9 in total) had concerns about the high cost of phone calls.
Consequently, those customers requested compensation for their calls, asked for a landline number and a call-
back. Of 92 PRSF complaints, the perceived communication quality was identified as the most crucial aspect of
the process. Fifty-four percent of customers who threatened to switch their bank account had complaints
about the poor interaction quality with Barclays.

Table 2: Top five process-related service failure complaints on Barclays Facebook page

Number of complaints Percentage

. Issues with communication quality 38 36%

. Waiting time on Help Line 34 32%

. Staff behaviour to customers 8 7%

. Inconsistenc'ies of information given by different Help Line 7 7%
representatives

. Line being disconnected / not answered 7 7%

7. Service Recovery Strategies by Barclays

The data analysis included the 255 customers’ service failure related posts which received a reply from
Barclays Facebook team. This resulted in over 800 responses and comments, which formed the base for the
analysis in this section.

(i) Tangible Recovery Strategies

Only three complaints were identified that resulted in the offered monetary compensation. In the first
situation, the customer faced both outcome- and process-related service failure and was living overseas. The
customer had already voiced her complaint using traditional banking communication channels with no
resolution to their problem, and then used Facebook “to highlight the hassle [she] had to go through every
time there was a problem with [her] account.” The customer’s account was credited for the phone calls
incurred as a goodwill gesture by the bank. In the second case, the customer appeared to be a victim of fraud.
Similarly, this complaint had already been filed by the bank. In both cases, the customers were refunded for
costs incurred after they posted their complaint on Facebook. Although customers were appreciative when
their problems were resolved, they were not pleased their problems were addressed because of the role of
social media (and not because of having the customer’s interests at heart): “I tried the usual route of phoning
the fraud line, going in to my bank branch. | finally got it [the problem] sorted once | posted it on a social
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network site, not ideal.” In the third case the customer had both outcome- and process-related service
failures, and complained through phone calls to Barclays costing over £30. The bank offered a landline number
stating “calls to this number are charged at a local rate and should be included in any inclusive mobile
minutes.”

It was disappointing that it was possible to identify only very limited number of tangible service recovery
efforts. This could be due to Barclays not being willing to announce their monetary compensation strategies on
a social media platform.

(ii) Psychological Recovery Strategies

In line with the literature, it was decided to examine the number of apologies, how an apology has been made
and whether the bank’s response was empathetic. Barclays Facebook team appeared to be paying good
attention to apologising for the service failures their customers were facing. Sixty six percent of ORSF
complaints (149 posts) received an apology in the first response from the bank, and this ratio went up to 85
percent for PRSF complaints (78 posts) (Chart 1). On the other hand, it was possible to identify that not in all
cases did the bank apologise for the right reason. For example, there were situations when the Bank’s
Facebook team apologised not for the service failure but for the delay in responding to the customer’s post or
customer’s response to service failure: “We're sorry to hear you're thinking about leaving us.” There were also
instances when the bank offered a rather unemotional scripted apology: “Apologies for any inconvenience
caused.” When an apology had no emotional element, customers did not seem to consider the response to be
sincere: “You are sorry?” These are examples of types of communication that do not depict empathy or aim to
facilitate a close relationship between bank and customer.

Chart 1: Psychological recovery strategies in relation to outcome- and process-related service failures
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A particular psychological service recovery attribute is empathy. Twelve percent of ORSF complaints (28 posts)
received an empathetic response from Barclays Facebook team in comparison with 26 percent for PRSF
complaints (24 posts). When responding to customer complaints, the bank expressed the view that they were
“very sorry to hear how a customer feels about their bank” and they “certainly didn’t want [their customer] to
feel this way”. The team offered “a sincere apology” and “appreciated the [customer’s] frustration or position”
in respect of a service failure and the length of time it took to resolve the problem. The bank also wanted the
customer’s “the next call [to Barclays] to be a better experience”. There were cases when Barclays posted an
empathetic response to a problem even after a customer had informed the bank they had opened an account
with a competitor:
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“We're sorry to hear that you've opened your account elsewhere. It is regrettable that an
appointment wasn't available sooner. We'll share your feedback with our team in [branch
name].”

It was possible to identify 30 service recovery posts where Barclays made a clear attempt to introduce a
personal touch that went the extra mile. For example, instead of directing the customer to another
department, Facebook staff offered to pass the customer’s complaint to the relevant bank team, contacted
the customer’s branch or business manager on behalf of the customer to book an appointment, checked the
image that the customer wanted to upload for their personalised card to see whether it fits the image
requirements, offered a local telephone number instead of a usual 084 number, posted a new PINsentry to
customer, and offered a call back.

8. Individual responses by facebook team to customer complaints

This section examines whether Barclays Bank customers received a consistent service from the whole Bank
Facebook team. On the whole, there was a satisfactory balance of customer posts between the members of
the team. Each advisor answered around 36 posts on average. With respect to the number of apologies
offered, there was a good consistency. The majority of staff offered an apology when responding to service
failures.

On the other hand, there were important variations on whether the bank’s response was empathetic versus
unemotional, ranging from 0 to 19 percent across the team. Similarly, there was a considerable difference in
whether the bank advisor went the extra mile and introduced a personal element into the service recovery
effort, ranging from O percent to 11 percent. For example, a number of customers wanted to apply for a
Barclays Bank personalised card. However, the system did not accept their photo image. When customers
complained, some team members were happy to check the image whereas other team members simply
directed the customer to the Barclays Bank website to check the guidelines for image uploading. Likewise,
customers appeared to receive a faster response to queries depending on who answered their query, which
ranged from 35 to 99 minutes on average. Other areas of important differences between the team members
were whether the complaint was resolved by the Bank Facebook staff (ranging from 5 to 14 percent) or the
customer was simply directed to another department (ranging from 17 to 80 percent).

Consequently, it seems that depending on who was working on a particular shift, some customers received a
faster and more empathetic response than others, and some even received privileged treatment, which was
seen as part of “social media lottery”.

9. Conclusion and managerial implications

The service recovery strategies used by Barclays Bank Facebook team appeared to operate mostly in parallel
with RET theory. Bank customers with PRSF problems seem to be more likely to receive an apology and
empathetic response than customers with an ORSF complaint. However, in terms of going the extra mile, the
difference between PRSF and ORSF was minor. Likewise, response speed by the bank for PRSF and ORSF posts
was similar. There were limited observations of tangible recovery efforts. Yet, in all cases customers were
refunded for monetary loss (phone charges and losing money fraudulently) suggesting tangible recovery
strategies were used in response to ORSF queries. Thus, our data has confirmed the applicability of the RET in
a social media context.

Moreover, it was possible to identify a good allocation of outcome- and process-related service failures,
dominated by ORSF complaints. It emerged that social media is commonly used as a follow-up for ongoing
complaints that had already been voiced using traditional banking communication channels. Customers
wanted to take advantage of social media being an open communication channel with the expectation that
this could speed up the service recovery process. The majority of service failure complaints were related to
technology failures such as unavailable service. This is in conformity with a study by Mattila et al. (2011) who
report that customers prefer to use technology-driven communication channels when they need to deal with a
technology-related service failures.

Meanwhile, confirming the study by Roschk and Kaiser (2013) it is shown that the way an apology is offered is

equally important in customers’ evaluations of service recovery efforts. However, a simple apology is unlikely
to be sufficient by itself. As stated by Smith and Bolton (2002):
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“Redressing service failures means more than smiles - it means delivery of core services. Thus,
service employees must have a real ability to improve customers' situations.” (p.20)

Finally, considerable variations were identified in the bank’s responses to customer complaints (Table 3). There
were instances where the Bank’s Facebook team responded satisfactorily but other times the response to a
similar type of query from another customer was less helpful. There were instances when the Bank’s Facebook
team openly addressed a query whereas another similar type of query was directed to another banking
communication channel and so on. These examples highlight issues with the training and empowerment of
Barclays Bank social media staff. The bank’s social media policies could be better communicated throughout
the frontline team and highlights training needs for the bank’s social media personnel.

Table 3: Service recovery efforts by Barclays Bank Facebook team members

Average
Number of Number of response Offeringan  Apologising Going the
ORSF  posts PRSF posts speed (in empathetic for extra
replied replied minutes) answer (%) failure (%) mile (%)

Facebook Team Member 1

Facebook Team Member 2

Facebook Team Member 3

Facebook Team Member 4

Facebook Team Member 5

Facebook Team Member 6

Facebook Team Member 7
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Using Social Networks in Smart City: organizational challenges,
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Abstract: The opportunities and challenges implied by the use of Social Networks to enable government initiatives have
been only partially investigated by e-government and e-participation studies so far. In this paper, we suggest that the
potentially strategic role of Social Networks in the creation of public value could be better understood by analyzing the
possible synergies between these systems and Smart City strategies. The Smart City approach, in fact, considers the

citizen’s quality of life as the final performance indicator, and is particularly suitable to exploit the interactive, collective,
collaborative and bottom-up nature of Social Networks. We identify two key aspects of Smart City Social Networks:
performance measurement issues and organizational issues. Then, by proposing a three-steps model for Social Network
adoption in Smart City programs, we suggest the conditions under which these systems can contribute to improved
municipal services, enhanced civic engagement, and better reciprocal awareness between the citizens and the public or
private organizations in charge of Smart City initiatives. The contribution of this paper and its novelty resides on the
specific focus on the role of Social Networks in Smart City initiatives. To our knowledge there are no scientific papers till
now facing this topic of using Social Networks to enhance Smart City strategies.

Keywords: Social networks, social media, e-government, e-democracy, e-participation, smart city

1. Smart Cities and Social Networks, the Components of a Possible Synergy

A Smart City can be defined as a developed urban system where sustainable economic development and high
quality of life are created and supported, thanks to excellent performances in multiple key areas: economy,
mobility, environment, people, living, and government (Giffinger 2007). To achieve these goals, ever-improving
human capital, social capital, and ICT infrastructure are needed and must be developed throughout time
(Caragliu et. al. 2009).

The concept of Digital City often complements that of Smart City. The Digital City idea is more focused on the
use of ICT; it aims “to build an arena in which people in regional communities can interact and share
knowledge, experiences, and mutual interests” (Ishida 2000) and its success relies on the fact that people are
more and more connected through the Internet (Dameri 2012).

There are two main aspects involved in a Digital City planning: (i) public (e-)services delivery and (ii) citizens’
participation to political debate and local governance. These two aspects of a Digital city strategy are the core
issues of two important streams of studies, i.e. e-government and e-democracy respectively (OECD 2011).
However, in the Digital City context these issues are characterised by some distinctive elements, such as the
local range of influence, the link with specific local policies, the overlapping between virtual and real
relationships between citizens. Therefore, a digital city has an autonomous configuration, which specifically
defines it with respect to more general fields of studies such as e-services, e-government, e-democracy and so
on.

The Digital City is a part of the larger Smart City strategy. “A smart city is a well-defined geographical area, in
which high technologies such as ICT, logistic, energy production, and so on, cooperate to create benefits for
citizens in terms of well-being, inclusion and participation, environmental quality, intelligent development”
(Dameri 2013b). A Smart City strategy aims to improve the quality of life in the urban area by creating more
inclusive and favourable economic conditions for all, reducing the environmental footprint of the city
infrastructure, and creating physical and virtual platforms to deliver e-services and grant a large access
communication platform. ICT plays a pivotal role to achieve all the goals of the smart city strategy (Su 2011).

Key elements of a Smart City are (Figure 1):
= high technologies, especially ICT, to support the innovative and sustainable urban development;
=  private organizations producing infrastructures and platforms to realize the smart strategy;

= human and social capital, connecting people and producing a better quality of work, culture and
relationships;
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= public governance processes and structures, realizing e-service delivery, e-government, e-democracy;

= environmental sustainability.

e -\__I
Public Environment
governance safeguard
(" High
1 technongiiJ—
\ (ICT
Private Human and
organizations social capital
.\_

Figure 1: The main components of a smart city (source: Authors).

Several of these aspects are strictly linked to the role of Social Networks and Social Media in urban areas.

The concept of Social Media focuses on the technological tools used to connect people and to support data
sharing (Leonardi et. al. 2013); among these technologies, the Internet plays the leading role (Ahkqvist et. al
2008; Kaplan and Haenlein, 2010).

The concept of Social Network, instead, is more focused on people than on infrastructures. It refers to the
social actors — both individuals and organizations — creating a social structure thanks to the network of ties
between them (Wasserman and Faust 1994). A Social Network, when supported by a Social Media, creates a
social web, i.e. a set of social relations that link people through the World Wide Web (Halpin and Tuffield
2010). The merge of both the technological infrastructures and the human role in building relationships
produces the enormous success of these web media, connecting billions of people all over the world.

= Social

» Multimedia
network files and
subscribers messages

Users || Contents

Techno- !

logical The

plat- web

form
= \Web site * The virtual
« Broadband environment
= Smart devices

Figure 2: The main components of a social network. Source: Authors

The main components of a Social Network are very simple and are synthesized in Figure 2.

There is wide consensus on the fact that social networks may be crucial in supporting e-democracy and a
better, larger participation of citizens to public government (Ampofo et. al. 2011, Millard et. al. 2012) at the
local government level especially. Indeed, citizens are more involved in participating in the political debate at
the local level, as they perceive the relationship with local governors, such as the mayor, the city councilmen
and so on, nearer to their daily life (Rotondo and Selicato 2012, Bonson 2012).

It is therefore possible to predict an increasing role of Social Networks in Smart or Digital City programs and
projects, which are strongly based on the use of high technologies to improve the quality of life at city level
(Dameri 2013a). Figure 1 and 2 show that the basic components of both Smart City and Social Network have
important and interesting overlapping, as showed by Figure 3.
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To use ICT and the Internet to connect
peaple, to create relationships between
citizens, to support e-governemnt and e-

democracy in city

Figure 3: The overlapping area between Smart City and Social Network scopes. Source: Authors
2. Goals: why include Social Networks in Smart City initiatives

Which is the goal of a Smart City strategy? Generally speaking, it consists in leveraging all the potentials of
cutting-edge technologies in order to enhance sustainable quality of life in a specific urban area. Quality of life
improvement is mentioned as core purpose in almost all the most cited Smart City definitions. Sometimes, the
concept of “quality of life” is explicitly referred to the citizens’ perceptions (Hall 2000), but it may also, more
generally, imply that the city is able to offer high-quality staying to several categories of city users such as
inhabitants, workers, students, tourists (Giffinger et. al. 2007; Ricciardi and Lombardi, 2010). However, it is
quite difficult to find in the scientific papers a sound and operationalizable definition of quality of life, usable
to prioritize projects, to quantify expected and obtained results, to evaluate performance, to calculate the
delivered benefits (Lombardi et. al. 2012).

In order to better understand the possible role of Social Networks in Smart City strategies, we adapted an
international framework adopted by OECD to measure well-being all over the world (OECD 2011). In this
model, it is possible to distinguish between individual and common dimensions of well-being. Individual
dimensions are both material and immaterial. Material dimensions include factors such as income level, job
quality, housing; immaterial ones regards factors such as health, education, social connections, civil
engagement, personal security. Common dimensions of well-being, on the other hand, regard the shared
aspects of living in the same city; they are based on the material and immaterial capital owned by the city, i.e.
natural capital, human capital, economic capital, social capital. Figure 4 synthesizes all the main components of
well-being in cities identified by this framework.

These well-being components, per se, are understandable at any geographical level of analysis; thus, before
using the respective variables to design and manage a smart city strategy, it is necessary to confine them into
the urban area and to create a link with the two key characteristics of smart city plans, and namely: high
technology-based solutions, and environmental safeguard. Therefore, a smart city project seeks to improve
the quality of life in a specific urban area by applying technology to at least one among the quality of life
components identified above, whilst considering environmental sustainability as a priority (Setis_EU 2012).

Figure 4: The main components of well-being in city (adapted from OECD, 2011)

INDIVIDUAL WELL-BEING

MATERIAL COMPONENTS IMMATERIAL COMPONENTS
=  Income level =  Health
= Job quality =  Education
. Housing = Social connections
= =  Civil engagement
= Personal security

SHARED WELL-BEING

=  Natural capital =  Human capital
=  Economic capital = Social capital
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The use of a Social Network in implementing a Smart City could yield important synergies and benefits,
especially with regard to the intangible goals of a smart program. Then, we will concentrate on the right side of
the framework (Figure 4). The immaterial components of well-being can be further divided, on the basis of the
processes generating them, into the two operational vectors identified in Paragraph 1, i.e. (i) public (e-)services
delivery and (ii) citizens’ participation to political debate and local governance: in other words, the e-
government vector, on the one side, and the e-participation vector, on the other side.

As a consequence, we propose to consider three main areas in which social networks could contribute to
produce higher public value from smart city projects: (1) service delivery, (2) governance participation, and (3)
smartness awareness.

1.

Service Delivery. A smart city is (also) a framework to plan, implement and deliver better municipal
services, by focusing on the citizens’ needs and expectations and using new technologies to increase
the generated public value (Van Soom 2009, Dameri 2013c). The intervention areas may include
public local transportation, energy consumption in public buildings, public illumination, real time
traffic information, e-services regarding civil registry, administrative authorizations for companies,
building authorizations, etc. (Schaffers et.al 2012). When a smart service is an e-service, it is generally
delivered through a web site (Allwinkle & Cruickshank 2011). However, social networks are much
more suitable for mobile use, and much more interactive than traditional web sites, and then may
usefully complement the other channels and media. A social network may allow to easily collect the
citizens’ needs, comments and expectations, so that plans and projects can be continuously
monitored and fine-tuned on the basis of citizen satisfaction-based criteria. Therefore, the use of
social media may result in a better fit between the Smart City actions and the actual needs of citizens.
Even more importantly, social networks may be leveraged to involve citizens as active players in
participative service production processes. Ricciardi et al. (2013) have recently studied some pilot
experiences of Citizen to Problem Solving Organizations (C2PSO) networks, where social networks
(such as Twitter) enable initiatives in which citizens go beyond their traditional passive role of service
users, and actively cooperate with private and/or public organizations to create or empower a specific
municipal service. These experiences suggest that Social Networks may facilitate cooperative
processes that overcome the traditional, top-down Government to Citizen (G2C) models in favour of
more dynamic, participative models, such as that of C2PSO networks.

Governance Participation. A smart city aims also to enhance citizens’ participation to the local
government and political debate (Odendaal, 2003). Smart e-democracy is a means to improve the
quality of life through improved quality of civil involvement and increased political participation.
Social networks can boost such processes: they allow to easily link many citizens, by using a wide-
spread tool which implies no technological education efforts, since more and more people
spontaneously become capable to use it. Moreover, a social network is also an open platform,
therefore it grants transparent opinions and information about the administrative choices and
initiatives; this may facilitate a stronger cooperation between the local administration and all the
stakeholders, from individuals to organizations, associations and so on (Bonson et. al. 2012, Gil de
Zuiiga et. al.2012).

Smartness Awareness. One of the main difficulties faced by Smart City initiatives, especially in their
initial phases, is to communicate their goals and to create awareness among citizens about the
possible role of Smart City strategies in enhancing their quality of life. The reasons include the
specialistic and innovative technological aspects often included in smart projects, that few citizens can
understand; and the long time required to transform a smart project — and the large investments of
public money it requires — into perceived benefits for people (Chourabi et.al. 2012). A social network
is therefore a potentially important medium in order to both collect the citizens’ opinion and develop
an open dialogue between the citizens and the public administration body in charge of the smart city
program (Alawadhi et. al. 2012). Moreover, a social media allows to analyse the opinions expressed
on the platform and to identify opinion leaders. These tools may then be leveraged to improve
communication and awareness, to fine-tune the messages being spread, and to evaluate the changes
in attitudes and consensus generated by the interactions within social networks about the Smart City
program (Roitman et. al. 2012, Cranshaw et. al. 2012).
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This analysis helps us to understand how synergies are possible between Smart City strategies and Social
Networks. Benefits are then possible, on the basis of these synergies: but what are the main costs and risks
associated to the adoption of Social Networks as Smart City enablers?

3. Social Networks as Key Enablers of Smart City Initiatives: How to Identify
Organizational Costs and Success Factors

Social Networks were born as peer-to-peer structures, focused on sharing information, opinions and moods.
They are not conceived to enable constructive problem-solving activities. This poses a basic organizational
problem when a Smart City initiative, which is by definition problem-solving oriented, plans to include Social
Networks in its strategies.

In fact, transforming Social Networks into “smart” tools of value generation implies time, energies, costs and
risks. For example, in a successful case of Citizen Relationship Management implemented in an Italian small
city, it took three years to build the necessary back-office capabilities and procedures before launching the
service through the social media, since the city managers understood that the citizens would soon abandon
the channel, unless their first attempts to interact with the systems resulted in perceivable and satisfying
answers, real-life improvements, or at least timely and appropriate feedbacks on the part of the Public
Administration (Ricciardi et al., 2013).

In other words, the adoption of Social networks in Smart City initiatives is both costly and risky, since it can
result in boomerang effects if citizens’ expectations are disappointed by the social media-enabled system.

Nevertheless, the costs and risks of participatory initiatives, like those implied in many Social Network based
Smart City projects, are often overlooked in practice; this inevitably results in poor success rates of such
initiatives (Ter Hedde and Svensson, 2009).

The literature on Smart Cities has hardly tackled this problem. In fact, most studies on Smart Cities are being
conducted by scholars who are rarely interested, because of their backgrounds, in organizational success
factors, such as engineers, computer scientists, sociologists, e-participation scholars, urban and regional
studies scholars (Ricciardi and Za, 2014).

A higher awareness of the organizational problems implied in Smart City initiatives is more frequent among
Smart City scholars with an e-government background (Sorrentino and De Marco, 2013); on the other hand, e-
government scholars are often interested in top-down approaches to government-citizens interactions, and
then may overlook the participatory, cooperative, bottom-up nature of Social Networks.

Fortunately, relevant insights are emerging from other fields of studies, such as Adaptive Dynamics and Game
Theories, that are providing us with valuable explanations on the key success factors of cooperative and
participative initiatives. These fields of studies share a “systems approach” to phenomena, that is proving
particularly suitable for the complex level of analysis implied in both Social Networks and Smart City studies.

We suggest that a promising strategy to identify the key success factors of Social Network inclusion in the
Smart City agenda may consist in merging the outcomes from Game Theories and Adaptive Dynamics with the
organizational theories which have proven effective in explaining some key cooperative behaviors in inter-
organizational settings, such as the Institutional Theory and the Embeddedness Theory.

In fact, by comparing these diverse literature sources, we can identify consistent outcomes on success factors
in cooperation-based initiatives, that are easily adaptable to Smart City programs enabled by Social Networks
and Social Media. A tentative synthetic list of success predictors for Smart City Social Networks is the
following:

=  Resistances and conflicts among the employees and managers involved in the Smart City Social Network
(for example, the Public Administration employees who are expected to process the citizens’ requests
from the social media) are understood and addressed before the implementation and launch of the
initiative;

=  The processes and procedures generated by the Smart City Social Network within the Problem Solving
Organizations (PSOs: Ricciardi et al., 2013) are carefully designed and tested in advance, and appropriate
resources are allocated for their implementation and operation;
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= (Citizens can easily perceive concrete, timely benefits from their participation in the Smart City Social
Network: for example, their complaints receive feedback and the problems they point out are fixed;

= Citizens can easily perceive that the costs of their participation in the Smart City Social Network (in terms
of time, efforts, risks, privacy concerns, etc.) are negligible when compared to the related perceived
benefits;

=  There is reciprocal trust between the Smart City Social Network actors, and the institutional management
of the interactions is sound: opportunistic behaviors are spotted and punished, whilst collaborative
behaviors are socially valued and rewarded.

4. Maeasuring the Benefits, and the Benefits of Measuring: Steps of Smart City Social
Network Maturity

Is it possible to assess whether the specific use of a specific Social Network can actually benefit a specific Smart
City program? This topic is very complex indeed (Lombardi et. al. 2012, De Santis et. al. 2013). A fully
standardized set of performance measurement criteria has not emerged yet, and maybe will never be agreed
upon, given the historical, geographical, socio-economic and cultural differences between cities.

However, the use of a social network to implement some parts of a Smart City larger strategy, as discussed in
the previous paragraph, may create a set of bidirectional relationships: it becomes then possible to collect
information on both the citizens’ day-by-day, actual use of smart services, and their perceptions and opinions
about these services. A social network is therefore not only an way to build some tiles of the smart city mosaic,
but also a valuable tool to make a qualitative and qualitative evaluation of the Smart City program possible.

We propose that the adoption of Social Networks within Smart City strategies be seen as a three-steps
process. We describe this process by adapting OECD S-curve model (OECD 2010), originally designed to
evaluate the e-society maturity.

In Figure 6 we can interpret the OECD model S-curve as applied to the “Maturity of Social Networks adoption
in a Smart City Program”; the larger is each oval, the higher are the enjoyed benefits. This model identifies
three different maturity steps, called Readiness, Intensity, and Impact.

Sophistication of
information society

Time

Figure 5: Assessing information society development: the S-curve model (Source: OECD 2010)

= Readiness identifies the extent to which a city is ready to use Social Networks to create a relationship with
citizens within the Smart City program. It largely depends on the PSOs’ organizational readiness, as we
sought to demonstrate in the previous paragraph, but also on the technological, commercial and social
infrastructure of the city. It is necessary to identify effective and context-specific proxies at the city level to
measure these readiness drivers. It is reasonable to hypothesize that when the Readiness is low, the
failure of a Smart City Social Network initiative is more probable.

= ntensity measures the extent to which a Smart City Social Network is exploited by the subscribers. It is
easier to measure than Readiness, by using all the counters and quantitative analysis tools already
available. Nevertheless, it is not enough to assess the actual usefulness of a Smart City Social Network
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initiative, because it expresses only the potential to provide actual value through the Social Media use. It
can be understood as a variable mediating the relationship between Readiness and Impact.

=  Impact measures the results, in terms of improved sustainable quality of life, of using a Social Network to
support the implementation of a Smart City strategy. It is hard to reliably measure the public value
actually generated by such an initiative, but the joint between Smart City and Social Network approaches
provides a set of technological solutions to support a veritable appraisal of this value. Indeed, applying an
intelligent content analysis to the users’ posts and messages, questions and answers, it is possible to
conduct a qualitative analysis, through which the capability of assessing a specific Smart City’s
performances could be dramatically boosted. In other words, not only is a Smart City Social Network a
potentially valuable solution to enhance Smart City performances, but also a hardly comparable tool in
order to measure the most intangible, context-specific aspects of such performances.

The table in Figure 6 summarizes how we suggest to plan the measurement of benefits deriving from using
Smart City Social Networks.

MATURITY STEP GOALS BENEFITS MEASUREMENT
Readiness To enhance the readiness of citizens | Using context-specific proxies
in using a Smart City Social Networks | at city-level to measure the
readiness
Intensity To spread the more is possible the | Counters and quantitative

use of Smart City Social Networks | analysis
among citizens

Impact To understand the impact of Smart | Content analysis to the users’
City Social Network on citizens’ | posts and messages
awareness, consensus and quality of
life

Figure 6: Measuring Social Networks benefits in Smart City programs (Source: authors)
5. Conclusions and Further Research Steps

Studies on the potential of Social Networks and Social Media for the creation of public value have been mainly
conducted in fields such as e-government and e-participation so far. These approaches tend to measure
performances (Sorrentino and Passerini, 2012) in terms of enhanced efficiency/effectiveness of a specific
service (e-government) and enhanced civic awareness and engagement (e-participation). In this paper,
instead, we sought to investigate the implications of Social Networks adoption within Smart City strategies,
where performances are measured in terms of improved quality of life at the city level. We found that Smart
City Social Networks imply very interesting challenges and opportunities in terms of mutual understanding
between citizens and government and in terms of organizational issues.

We then concluded our exploratory study by proposing a set of success factors and a three-steps model for the
adoption of Smart City Social Networks. These outcomes are suitable for further fine-tuning in theory building
and then for theory testing, preferably through longitudinal studies. This may allow the build-up of sound
guidelines for the adoption of Smart City Social Networks; in fact, such guidelines are today missing, although
strongly needed by the world of practice.
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1. Introduction

The population of social networks users is approximately 1.43 billion and growing (eMarketer, 2012). Social
media has had a major impact on business, transforming consumer behaviour, relationships and traditional
brand practice (Sands etal, 2011; Corstjens and Umblijs, 2010; Hennig-Thurau etal, 2010). Consumers possess
unlimited opportunities to engage with brands. The results of this increased brand access mandate changes in
branding strategies towards engagement platforms (Verhoef etal, 2010). Social media demands new best
practices, rejecting the brick-and-mortar approach (Naylor etal, 2012). Hence, understanding brand
consumption in a SMC demands a shift towards the customers meaning of a brand in a community collective
context in which consumption value is stakeholder driven though dynamic social interactions and the co-
production of shared meanings. (Vock etal, 2013; Merz and Vargo, 2009). Brand communities in social media
have positive effects on the brand such as shared community foundations and value creation processes (Ellahi
and Bokhari, 2013). This continuous process of re-productive consumption intensifies the intangibility of the
brand and ambiguous positioning (McDonald etal, 2001, p.345). Consumers are transformed from silent
individuals to a loud unmanageable community of stakeholders that create and exchange content
democratically, in cluttered, excessive spaces (Vanden Bergh etal, 2011; Reyneke etal, 2011; Libai etal, 2010)
where real-time accessibility and exchange are a social norm (Hennig-Thurau etal, 2010). Despite the unique
challenges, few models exist that explain the role of the brand in SMC. As a result, marketers have had to
impose traditional rules in brand communities. Like a large echoing room full or shouting people, this has
created a torrent of continuous organized chaos that makes up brand consumption in the SMC.

Therefore, we pose the following research question: How are brands conceptualized in the consumption of
SMC? In this study the practice of consumption plays an important role in a consumer’s everyday existence
and reality. Hence, our definition of consumption is based on Holt (1995): consuming is comprised of structure
and purpose. In this way consumption encapsulates the unique characteristics of the two mediums; brand and
social media technology; structure of consumption is both brand and community and purpose of consumption
for the individual oneself as well interpersonal interactions with community (Campbell etal, 2011). In the
following section we review prior literature on the SMC and brands. Specifically addressing unique aspects of
the brand, the next section describes the method. The remainder of the manuscript lays out the resulting
framework and model that will inform the discussion and the practitioner implications. The main contribution
of this paper is two-fold. This research establishes new empirical evidence and begins the process of
conceptual model development grounded in consumer evidence.

2. Defining Brand Community

The conceptualization of community has a long history in sociological, cultural and communication research
(Peck, 1992). Often the term is applied to almost any group of people, regardless of online or offline context,
where the type of bond between the stakeholders defines the community. The idea of a consumption
community arose because consumers have shared feelings and activities in the consumption of common
objects (Friedman etal, 1992). For example, Macintosh, Harley Davidson and Star Trek. Mufiiz and O’Guinn
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(2001) define communities as a human consumption context: members are non-geographically bonded and
their structured social relationships are defined by shared morality, consciousness, rituals and traditions.
Schouten and McAlexander (1995) argue that these relationships help to form consumption subcultures to
meet specialized needs (Fournier and Lee, 2009): communities as linking places or communal affiliation (Cova,
1997).

Often consumption resolves around the brand: a human affiliation in which a shared passion or interest
toward a particular product, service or consumption activity unites the members. Bonded by specific
interrelations, brand communities are ‘psychically’ connected (Bagozzi and Dholakia, 2002). Brand
communities help members satisfy functional or emotional needs (Murray, 1991). In recent years social media
allows for instant personal interaction between the brand and its community (Nambisan and Watt, 2011). The
ease of participating in online social communities removes both the physical and temporal barriers, increasing
the likelihood of participation from consumers who may not have been able or inclined to do so previously. For
product brands, this enhanced interaction capability is an efficient way for users to share their experiences and
opinions of the brand. For brands, their inherent intangibility adds to the potential for community members to
actually shape the brand offering and impact other users’ interpretation of the brand. Brand consumption in a
social media context enhances previous work that defines brands: a promise (Berry, 2000), a process (Merz
and Vargo, 2009; De Chernatony and Dall’Olmo Riley, 1999), a relationship partner (Fournier, 1998), a fulcrum
of experience (Prahalad and Ramaswamy, 2004; Davis etal, 2000) and a performance (Rahman etal, 2009). The
common theme of these descriptions is the concept that the brand is the outcome of the interactions between
the brand and the consumers (De Chernatony and Dall’Olmo Riley, 1999 Berry, 2000). Interactions that is
interactive and value, co-created. (Merz and Vargo, 2009). Hence, social media may amplify the brand’s role in
community consumption.

The ease of participating in an online community may increase the diversity of its community members.
Bagozzi and Dholakia (2002) posit that virtual communities lower the importance of members’ social
characteristics, physical appearance and nonverbal expressions, but elevate the importance of content and
freedom to express. Some consumers may be avid users who would take part in the community even if the
barriers to participation were higher, but others may be less interested in the brand and want other benefits
from their participation. It could also be so that the moral responsibility and social ties that often characterize
face-to-face communities may decrease in an online community (Bagozzi and Dholakia, 2002). It is posited that
social media brand consumption is devoted to specific commercial or informational objectives rather than
social responsibility and mutual support. Cova and Pace (2006) agreed and concluded that consumption is the
personal self-exhibition of brand rituals in front of other consumers.

However, little work has been done to conceptualise the social media brand. Therefore, to address this
deficiency, we then progress to describe our methodological approach to explore how brands are
conceptualized in the consumption of SMC.

3. Method

The methodology employs two qualitative approaches in triangulation to explore and conceptualize brand
consumption in a social media community. The research takes a grounded theory method, triangulating an
online Facebook focus group with offline interviews between March and May 2012 (Wunderlich etal, 2013;
Corbin and Strauss, 1990). Data collection placed the consumer at the focal point of an emerging conceptual
model (Cooke and Buckley, 2008). The focus was on the consumers’ narratives of their brand experience
(Thompson etal, 1989). Eight consumers made up a closed Facebook group with the researcher serving as
facilitator. The call for research participants was posted in the researcher’s personal public profiles and also
advertised through Facebook and Twitter accounts of some New Zealand companies. The group was evenly
divided in terms of gender, with ages ranging from 36 to 64. Most participants resided in Auckland. All
participants were college or university educated, had part-time or full-time positions as specialists in different
industries. All participants followed product and service brands in social media with varying degrees of
commitment. The online focus group allows for participation, anonymity and accessibility (Gaiser, 2008).
Fifteen face to face interviews were also conducted. The interviews took 1 hour and verbatim transcripts were
prepared for analysis. Interview participants of equal gender resided in Auckland and ranged from 25 to 55
years of age. Data analysis followed a process of content analysis (Miles and Huberman, 1994). The process
allows a comparative thematic coding structure to emerge. The first set of codes was created using data from
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the Facebook focus group. Then, these themes were tested against data derived from face-to-face interviews.
At this point, the common categories were identified and coded. The coding continued until the main themes
of brand consumption were developed.

4. Findings

4.1 Functional Consumption

Consumers consider social media to be a platform for addressing problems when other communication
channels are unavailable or unsatisfying. Consumers value the functional benefits of being able to interact with
brands via social media. Consumers consume brands with five primary functional motivations in mind (Aksoy
etal, 2011); to solve problems, to send specific inquiries, to search for information, to evaluate the service
before purchasing, and to gain access to a brand’s special deals and giveaways. Participants’ stories about their
memorable experiences with brands often refer to service functionality, and particularly to problem solving.
When participants were asked in what case they would contact a brand using social media, many of them
agreed that scheduling an appointment or sending inquires would be one such case. Some of these consumers
would never have contacted a brand via social media unless certain problems had occurred. Consumers often
begin engaging with a brand when they experience service failure. Consumers also report an expectation that
brands will provide them with regularly updated information such as useful tips, new knowledge and
information about the service offering. Consumers often connect the need for information with the possibility
of learning something new about the brand. Accordingly, a lack of expected information can negatively
influence the consumer’s impression of the brand itself. Some consumers utilize social media to provide
brands with feedback regarding their experiences, publically expressing what they think about service quality
(Ellahi and Bokhari, 2013), brand initiatives or even advertising campaigns.

Consumers point toward social media as a shortcut for addressing their emerging needs. Some consumers
prefer social media interactions with businesses to phone calls or offline meetings. Evidence shows that
consumers use brands’ social media channels not only to evaluate, for example, service offers via other
consumer’s opinions and interactions but also to gain tacit knowledge through personal experiences before
making a purchase decision. Participants consider social media a tool for researching a brand. Asked how she
would feel if business pages disappeared from social media, one of the interviewees was emphatic. For some
consumers their interest in a brand’s specials, giveaways and gifts is a primary motivator for social media
interaction (Parsons etal, 2014). In exchange for giveaways or discounts, these consumers are willing to
participate in brand activities such as contests and opinion polls. Other participants report that possible
rewards are the only reason they engage with a brand via social media. Engagement with brands in social
media enables consumers to stay informed about a company’s deals and giveaways and participate in brand
activities as soon as they become available. The findings demonstrate that such reward-focused
communications with brands can actually lead to the beginning of a new relationship. These interactions allow
the consumer to gather information about the brand and its product offering, gain useful information, and see
how the brand treats its customers. In this respect, the consumer’s impression of the brand may often depend
on how easily they can access the information they require or reach the company’s experts.

4.2 Emotional Consumption

The emotional connection to the brand reinforces the enjoyment of interactions. The three most common
emotional motivations include; alleviating personal problems or situations, feeling privileged, recognized, and
valued by a brand, and escapism and satisfaction of curiosity. Participants in the Facebook focus group were
asked to choose a few images from some randomly selected images that reflect their experiences with specific
brands via social media. The findings illustrate that participants give great weight to pleasant brand
experiences. One participant chose a picture of a rock musician performing on stage in front of a large
audience. Involvement in the co-creation of service offerings produces feelings of enjoyment for some of the
participants. Interaction with other community members is another source of enjoyment for some consumers.
Their support provides a form of community value. Consumers also consume brands in a SMC as a form of
entertainment. Conversely, the data indicate that lack of enjoyment and entertainment in brand interactions
may actually result in on-off consumption encounters with a brand. Because consumers are situated in
concrete every day contexts, the way they consume a brand does not just reflect these contexts because it is
also formed by those contexts and situations. One consumer who immigrated to the USA several years ago
stated that her connections with NZ Herald or Air New Zealand through Facebook help her to feel emotionally
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close to her birth country. In this respect, the brand acts as a proxy to support the consumers’ own gaps and
insecurities in her personal life. For others, connections with brands and other people via social media can help
to overcome personal obstacles. For instance, one participant emphasizes that going social made him feel
more confident and conversational.

A consumer’s consumption of a brand can evolve out of a variety of emotional experiences within a SMC, and
some of these experiences are deeply rooted in personality traits or motivated by personal circumstances.
Consumers tend to believe that brand consumption can create some sort of personal advantage and feeling of
privilege or recognition by a brand. These emotional benefits enhance the brand experience for the consumer
(Padgett and Allen, 1997). This finding highlights the importance of two-way communication. Some consumers
report that a sense of escapism accompanies their social media interaction with brands. These consumers
often want to find experiences that on the one hand serve as the opposite of reality and on the other hand
reflect a desired reality. Some forms of escapism can create emotional experiences for consumers by reflecting
their aspirations. The consumers’ involvement with a brand often begins with curiosity and is fuelled by the
experiences and knowledge that they develop through subsequent interactivity with the brand. The proximity
of brands and consumers within social media has turned online communities into interactive showrooms
freely available without time and location constraints. As a result, consumers are motivated to research and
explore brands, often out of mere curiosity. On the other hand, if a brand arouses curiosity, there is an
opportunity for creating repeat consumption, as the consumer wants to maintain a connection and learn from
personal experiences about the brand evolution. In the context of social media, curiosity is a challenge for
brands and a driver of consumption, as there is always something consumers want to find out. The findings
suggest that emotions created by engaging and entertaining social media events may enhance consumers’
hedonic experience and bring about a positive reaction to the brand. At the same time, a lack of enjoyable or
entertaining experiences may result in weak or even negative consumer-brand consumption.

4.3 Self-Oriented Consumption

The theme of self-oriented brand consumption replicates some of the functional and emotional elements, but
it varies because of the emphasis on the consumer’s lifestyle and the goals that facilitate that lifestyle. Three
primary motivators contained in this core value include; self-actualization, self-perception enhancement, and
self-branding. Consumers often seek self-actualization in their experiences with brands and other consumers
in a SMC. For some participants social media present new opportunities to consumers to realize their personal
potential through brand-related activities. In this regard, consumers take a very active role, encouraged by a
network-oriented medium. Consumers value the ability to express themselves and share their endeavours or
ideas through brand interactions. This enhances feelings of self-worth and makes the experiences valuable.
Stressing the importance of authenticity, consumers tend to engage with a brand if the brand’s symbolic
meanings are congruent with their sense of self (Schouten, 1991). If consumers perceive a brand’s symbolic
meanings, as enacted in a SMC, to be relevant to their personal values, interests and beliefs, then they are
more likely to consume the brand’s social media. A sense of self-relevance creates a strong affiliation with a
brand.

Professional responsibility represents a motivation for some consumers, who feel their career goals are
enhanced through their interaction. Consumers may negotiate the brand’s relevance to themselves. One
informant reports the personal relevance of the service portion of a product-related business. The consumer’s
brand preferences in social media are convertible, dynamic and unstable. The brand may fail in the self-
relevancy dimension, but it still creates a connection with consumers through interactivity and co-creation.
However, consumers search for brand experiences that resonate with their interests and values. Self-branding
in this context is characterized by the consumers’ actions that are undertaken to build their social self-
identities through different brand activities, including brand endorsement and brand affiliation. By publicly
showing their affiliation with certain brands, consumers differentiate themselves while indirectly giving their
followers an idea about the knowledge, expertise, skills and interests they want to be known for. Such
consumer interactions contribute to the construction of a consumer’s social self. Additionally when brands
assign the role of product tester or a reviewer to a consumer, other community members may perceive this
person as an expert in the field. Participants also demonstrate a need for brand experiences that help to
facilitate, optimize and manage different daily tasks. In this regard there is an overlap with the functional and
emotional aspects of brand consumption, as consumers use a brand’s social media applications as tools that
facilitate their daily activities. Obviously, the integration of social media in consumers’ lives signifies a general
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shift in their consumption activities. Consumers need experiences that help to manage the daily tasks that are
related to their personal or professional life. In this respect, the need to simplify or facilitate day-to-day
activities serves as a driver of consumption in social media and adds overall value to the consumption process.

4.4 Social Consumption

The literature highlights the social aspect of consumers’ participation in a SMC, but the data suggest specific
functions that compose social value for consumers. These include; experience exchange, community
attachment, building links, and social interaction. Consumers use social media to share their personal brand
experiences with others, and they are willing to broadcast their consumption activities and experiences not
only for their own benefit, but also for the benefit of others. We anticipated that consumers would pay
attention to which businesses their friends like or follow in social media, but they don’t. Whereas some
participants follow their friends’ recommendations even if the brand is outside their personal or professional
interests, others are sceptical about the influence of social media word-of-mouth. Consumers tend to rely on
certain people’s opinions, indicating the sense of community attachment that can evolve. And some
informants specifically report that consumption maintenance is a determinant of how they choose to interact.
Despite the varying opinions regarding the value of friends’ recommendations, almost all participants agree
that public opinion plays an important role in the evaluation of a brand. Some participants articulate the social
importance of being able to engage with a brand community. They are often motivated by the notion that
social media give them a chance to be heard. Link building and networking for professional or personal
purposes have also evolved as an important part of brand consumption in social media. Consumers appreciate
the opportunities for developing new consumption experiences through brand affiliations in social media,
while others are likely to limit their communal ties to the social media context. Consumers generally recognize
the networking benefits of being engaged in a brand community. The consumption of brands through the
connection with others may also foster and support other activities. Consumers sometimes use brand
communities in social media to experience social interaction with other consumers. The findings suggest that
consumers’ communal experiences do not necessarily imply an attachment to the brand community.
Nevertheless, being involved with a brand in social media means that consumers read and post comments,
repost and retweet the brand’s links and photos, ask questions, address personal problems, provide feedback,
share experiences and build networks. Often these consumption practices are motivated by the consumers’
need for socializing with other members of the SMC, which makes them feel as if they are a part of something
tangible. Can a brand bring consumers a sense of community and add value to consumption via social media
interaction? The way consumers bond with brands in social media is in many ways shaped by their communal
experiences. Through participation in brand communities and networking, social connections between
consumers and brands add value not only to brand experiences, but to the consumers’ lives as well.

4.5 Relational Consumption

The relational core value describes the consumers’ desire for interaction with the brand on a human level. The
value is characterized by three motivations; co-creation of the service offering, the desire for personalized
brand interaction, and the desire to know the real people behind the brand. The “human” touch is an
especially important dimension of the relational aspect of brand consumption. Personalized interactions may
lead to greater expectations of the brand experience. Social media enable a shorter distance between
consumers and brands, creating the notion that there is always someone who listens and can fix a problem.
Brand experiences in social media hold the promise of a personalized conversation with the brand. From a
consumer’s perspective, brands become close and real in social media. Consumers expect brands to be present
in a SMC so that they can continue offline conversations with them online. Personalized communications from
a brand and the possibility of being engaged in the brand’s daily activities are two important elements of the
relational aspect of consumption. Co-creation gives consumers relevant brand experiences and potentially
adds value to consumption. The relational motivation for brand consumption is unique in that this particular
motivation seems to define the overall consumption relationships that the consumer has with the brand.
Several types emerged from the data that are consistent with Fournier (1998).

Fickle Relations describes rather unstable, demanding and volatile consumption relationships that vary, based
on the consumer’s most recent interaction with the brand. It is not surprising that consumption is often
influenced by the quality of their current brand experiences and also by the degree of brand relevance.
Relational bonds between consumers and brands could also be derived from statutory obligations, not
because they are planned or wanted. Obliged Relational Bonds describes the consumption type of some
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participants who feel that they are forced to keep in touch with brands, such as banks and telecommunication
services. While these respondents do choose to interact with services in social media, they tend to resent
being forced to utilize the social media channels in order to receive the service they require. Statutory
obligations seem to have a particular effect on some consumers’ attitudes toward brands in a SMC. Even
though consumers might have long-term relationships with the brand, they prefer to have brand
communications offline. Despite the lack of emotional or self-brand ties, obliged consumption can still bring
about value associated with service functionality by providing consumers with convenient and accessible
experiences. Pre-Existing Relations describes consumption by consumers who choose to engage in SMC with
brands because they are already quite happy with the brand and its offerings. This often evolves into online
advocacy while the social media interaction enhances the existing relationship and brand experience. Social
media community participation can enhance pre-existing relationships through visualization and
reinforcement of the consumer’s previous brand experiences. But social media may also allow consumers to
form new brand relationships, often in response to their friends’ recommendations or a direct invitation from
a brand to join its brand community.

Relational bonds that arise in social media without the support of previous offline experiences are identified as
Emerged Relational Bonds. Consumption relationships that have emerged for the first time in social media may
be characterized by a low degree of self-relevance, so the mode of brand interactions is fleeting and somewhat
insignificant compared to pre-existing relational bonds. Data also illustrate that if a new brand is congruent
with the consumer’s interests, the newly emerging relationships may be developed further and lead to liking,
interactivity and co-creation. The intensity of brand-related communications in social media to a large degree
is dictated by the nature of the service and is often oriented toward the consumer’s utilitarian needs. In this
respect, consumer relationships with a brand are shaped by the frequency of service usage, regardless of
offline or online context. Casual Relational Bonds are defined by irregular interaction with the brand. Even
though the nature of some brands implies casual relationships, social media may shift the focus from the
functional aspect of consumption and direct it toward the satisfaction of the consumers’ utilitarian, social and
emotional needs, thus creating stronger relational bonds.

Regardless of the consumption type, consumers do not want to interact with a faceless organization,
preferring instead to know the real people behind the brand. Moreover, consumers want to establish a close
contact with brand representatives or experts in social media even if that contact is utilitarian and brief. The
consumers’ discourse with the brand and the co-creation activities form a bridge that builds relational bonds.

5. Conceptual Model

The study develops a conceptual model of brand consumption in a SMC. This is called the Five Sources Model.
Each of these core drivers represents unique opportunities for brands to enhance the relationships. Based on
the importance that consumers place on the meeting of their functional needs, managers should constantly
monitor their social media communities for inaccurate information placed by both well-meaning and ill-
intentioned posters. If consumers are seeking information and answers to their service-related questions, bad
information could easily taint the relationship between consumer and brand. Few respondents indicated that
they distinguish between marketer-provided information and that provided by other consumers. In fact, a
large number of participants indicated that they place a great deal of value on the opinions of virtual strangers.
Considering the relevance of emotional needs for many of the brand consumers, managers also need to focus
on the way their social media communities make the consumers feel when they are participating. While few
marketers would leave the appearance of their brand’s website to outsiders, it is exactly these outsiders who
often determine the feel of a brand’s social media sites. If consumers come to these sites not just for
information but also for escapism, then a sense of play should be built into the sites when it is appropriate to
the brand’s intended image. Well-monitored social media provide marketers with amazing opportunities to
quickly respond to individual consumers’ posts and comments with highly personalized content. To write off
this capability as too time-intensive is to ignore a core reason that consumers choose to relate with a brand. It
also risks losing that consumer to a more responsive brand.

Participants provided self-oriented reasons for interacting with brands online, but the depth of their
sentiments in this regard was a novel finding. Managers should be aware that consumers often display their
brand affiliations as a signal of their identities. The proactive marketer will make this easier for the consumer
by providing ample opportunities for the consumer to identify with other respected brand users. Having
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carefully selected celebrity brand ambassadors make occasional posts and interact with the SMC would be an
excellent way to enhance consumers’ impressions of the typical user. Enabling effective self-branding via the
online community would also be as easy as inviting especially prolific posters to contribute to the brand’s
actual website or e-newsletter, or inviting them to participate in new product launches. Socially motivated
interaction should also not be a surprise, given the nature of social media. Effective targeting of this core value
could include creating online brandfests that occur in synchronous real-time, bringing all SMC members
together with the promise of prizes and opportunities to meet and interact with like-minded others. Forums
that encourage usage stories and service feedback could serve the dual purpose of providing the brand with
valuable insights into the parts of the service experience that resonate with their customers as well as giving
consumers the opportunity to bond with each other. As with any social media forum, it would also be
beneficial to have a strong brand presence in the forum as a moderator to ensure that the interaction is
positive and the participants feel safe and know they have been heard. The relational motivation for brand
consumption in a SMC presents marketers with some unique challenges. As this need tends to define the
relationship that the consumer has with the brand, it is important for the brand to allow the consumer to feel
like a vital part of creating the brand while still maintaining control over the integrity of the brand. Effective
management of this core value should involve more than just the brand’s communications team, who should
bring in the voices of employees from all levels of the organization. Too often, brands only include the voice of
the CEO or other highly visible employees in their social media interactions. The participants make it clear that
they want to know the real people who make the brand what it is.

6. Conclusion

The study indentified five aspects of brand consumption, which overall represent the strategic directions for
branding in social media. The findings speak that the opportunities provided by social media are focused on
consumer engagement in terms of four characteristics: synchronicity, two-way dialogue, contingency and user
control (Davis and Sajtos, 2008). In this respect, marketing practitioners should seriously consider the role of social
media in creating a meaningful set of references for consumers. For instance, it may be important to couple social
media channels together, so that consumers can fully experience that meaningful connection to the brand and
community. In conclusion, the research has developed a conceptual model of social media branding that may have
significant practical implications for business.
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