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Preface to ”Light Alloys and High-Temperature
Alloys”

Light alloys and high-temperature alloys are widely used as key engineering materials in both

the civil and military industries due to their excellent comprehensive properties and performance. To

meet the growing demand on the properties/performance of these materials, there is a perpetual need

to explore novel light and high-temperature alloys. Over recent decades, huge amounts of theoretical

and/or experimental efforts have been devoted to this field and great achievements have been made.

Consequently, the purpose of the book titled “Light Alloys and High-Temperature Alloys” is to

provide scientists and graduate students in the field of structural materials from around the world

with a snapshot of the state-of-the-art research on light alloys and high-temperature alloys in different

aspects.

In this collection, 14 research papers contributed by 85 authors at 27

universities/institutes/companies from 9 countries, including China, the USA, the UK, Germany,

Spain, Australia, Ukraine, Poland, and Romania are compiled. The topics cover different types of

light alloys, including Al-, Mg-, and Ti-based ones (also Ti-based metal matrix composites), and

high-temperature alloys, including Ni-, Fe-, Nb-, and Ta-based ones. Two new types of alloys, i.e.,

complex concentrated alloys (CCAs) and phase change materials, are also included. Moreover, in

this book, a variety of multi-scale theoretical methods, ranging from first-principles calculations,

first-principles molecular dynamic simulations, and Calculation of Phase Diagram (CALPHAD)

modeling to crystal plasticity finite element simulations coupled with knowledge graph, as well

as experimental techniques, e.g., casting, powder metallurgy, additive manufacturing, etc. are

discussed. Accordingly, the diverse topics and state-of-the-art theoretical/experimental techniques

will attract broad interest from materials researchers worldwide.

Great thanks should be given to all authors, reviewers, and academic editors who contributed.

Special thanks are also devoted to Ms. Yulia Zhao, the managing editor of the journal Materials for her

efficient communication and assistance. Without their help, this book would not have been possible.

Lijun Zhang

Editor
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X-ray Thermo-Diffraction Study of the Aluminum-Based
Multicomponent Alloy Al58Zn28Si8Mg6

Yoana Bilbao 1,* , Juan José Trujillo 2, Iban Vicario 3 , Gurutze Arruebarrena 2 , Iñaki Hurtado 2

and Teresa Guraya 1

1 Department of Mining and Metallurgical Engineering and Materials Science, Faculty of Engineering of Bilbao,
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2 Mechanical and Manufacturing Department, Faculty of Engineering, Mondragon Unibertsitatea,
20500 Arrasate/Mondragon, Spain; jjtrujillo@mondragon.edu (J.J.T.); garruebarrena@mondragon.edu (G.A.);
ihurtado@mondragon.edu (I.H.)

3 Manufacturing Processes and Materials Department, Tecnalia, Basque Research and Technology
Alliance (BRTA), 48160 Derio, Spain; iban.vicario@tecnalia.com

* Correspondence: yoana.bilbao@ehu.eus

Abstract: Newly designed multicomponent light alloys are giving rise to non-conventional mi-
crostructures that need to be thoroughly studied before determining their potential applications.
In this study, the novel Al58Zn28Si8Mg6 alloy, previously studied with CALPHAD methods, was
cast and heat-treated under several conditions. An analysis of the phase evolution was carried out
with in situ X-ray diffraction supported by differential scanning calorimetry and electron microscopy.
A total of eight phases were identified in the alloy in the temperature range from 30 to 380 ◦C: α-Al,
α’-Al, Zn, Si, Mg2Si, MgZn2, Mg2Zn11, and SrZn13. Several thermal transitions below 360 ◦C were
determined, and the natural precipitation of the Zn phase was confirmed after nine months. The
study showed that the thermal history can strongly affect the presence of the MgZn2 and Mg2Zn11

phases. The combination of X-ray thermo-diffraction with CALPHAD methods, differential scanning
calorimetry, and electron microscopy offered us a satisfactory understanding of the alloy behavior at
different temperatures.

Keywords: lightweight multicomponent alloys; X-ray thermo-diffraction; differential scanning
calorimetry; Al–Zn; Zn precipitation; Mg–Zn phases; strontium modification

1. Introduction

Historically, metallic alloys have been developed by selecting one or two major com-
ponents and adding several minor ones that confer specific properties, such as corrosion
resistance or higher mechanical properties. The multicomponent alloy concept, however,
is based on the design of alloys where there are several main components that cover the
central areas of phase diagrams [1].

Initial developments in the field focused mainly on steel-like alloys for industrial
applications. They were based on equiatomic and near-equiatomic compositions of Co,
Cr, Cu, Fe, Mn, or Ni, sometimes adding Al, Ti, or Zr, that resulted in single or dual
phase microstructures [2–7]. Yeh et al. suggested that the prevalence of solid solutions
over intermetallic phases could be explained by the high mixing entropy generated by the
multiple components in the alloy, hence the term “high-entropy alloys” (HEAs) [8]. The
conditions that the alloys should satisfy to be considered HEAs may be found in [9].

Over the past decade, research has been extended to other alloy classifications that
have evolved from the original HEA concept: “medium-entropy alloys” (MEAs) [9], “non-
equiatomic HEAs”, or “multi-phase HEAs” that may contain bulky secondary phases [10].
In fact, the idea of intentionally having secondary phases in this type of alloy was first
suggested by Miracle et al. [11]. Other alloy families have also been explored, leading

1
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to refractory metal HEAs for high temperature structural applications based on Cr, Hf,
Mo, Nb, Ta, Ti, V, and W or lightweight multicomponent alloys in the aeronautical field
involving Al, Li, Mg, or Zn. Several studies may be found in the literature as proof of this
tendency [12–17].

Among the lightweight multicomponent alloys, Yang et al. explored the Al–Li–Mg–
(Zn, Cu, Sn) system, obtaining structures dominated by intermetallic compounds. The
aluminum face-centered cubic (FCC) structure predominated only in selected alloy compo-
sitions [18]. In fact, Sanchez et al. highlighted the difficulty of forming solid solutions in
medium entropy alloys based on aluminum (65–70 at. %) with elements such as Cu, Mg, Cr,
Fe, Si, Ni, Zn, or Zr. The magnitude of the negative mixing enthalpy of aluminum with tran-
sition metals gave rise to intermetallic phases [19]. The presence of intermetallics was also
reported by Tun et al. [20]. Only the most recent research suggests that rapid solidification
processes may enhance single phase microstructures in this type of alloy [21]. However,
in a previous work by Nagase et al. on Al–Mg–Li–Ca equiatomic and non-equiatomic
alloys, a single solid solution could not be obtained, even with rapid solidification [22].

Asadikiya et al. considered that the application of the entropy concept in aluminum
alloys may be the answer to the challenge of developing novel Al alloys with improved
properties [10]. Therefore, multicomponent lightweight alloys continue to be researched
for their potential applications.

In the present study, the objective was to characterize the novel Al58Zn28Si8Mg6 cast
alloy. It was designed to obtain as much solid solution of aluminum and zinc as possible,
reinforced with intermetallics based on Zn, Mg, and Si. On the one hand, zinc is highly
soluble in aluminum, enhancing the obtention of a solid solution matrix. On the other hand,
Mg–Zn phases are the usual precipitates in 7xx.x aluminum cast alloys, while Mg–Si phases
are common in 3xx.x alloys. In addition, Al–Zn-based alloys have attracted the interest of
researchers beyond their usual use as coatings. In fact, Al–Zn cast alloys have potential
applications where tribological and damping properties are required [23–25]. In terms of
entropy, our multicomponent alloy would be classified as a multi-phase MEA.

The approach was explored by the CALPHAD (calculation of phase diagrams) method.
This technique requires databases that are valid in composition ranges that may not be
found in conventional alloys, thus demanding further experimental verification [26]. How-
ever, it is considered the most direct method for compositional design [27] and has already
been used in the design of lightweight multicomponent alloys with differing degrees of
success [28–30].

The study is focused on identifying and evaluating the effect of the temperature on
the phases that are generated at different initial thermal conditions. Differential scanning
calorimetry (DSC), electron microscopy, and X-ray thermo-diffraction are the techniques
used in this evaluation. X-ray thermo-diffraction, also known as “high temperature X-ray
diffraction” (HT-XRD), enables the in situ study of the solution and precipitation phenom-
ena in the alloys [31–33].

2. Materials and Methods
2.1. Material Manufacturing

Aluminum was melted at 750 ◦C in a resistance furnace with forced convection; silicon
and zinc were subsequently added. Magnesium followed, and once all the elements were
melted, strontium was added as a silicon modifier. Aluminum, magnesium, and silicon
were of commercial purity, whereas zinc was incorporated by adding a Zamak Zn4Al1Cu
alloy so that the final alloy composition contained some residual copper. Samples were
obtained to determine the chemical composition by inductively coupled plasma mass
spectrometry (ICP) (Table 1).

The metal was gravity cast into a graphite mold, and samples were obtained that were
50 mm long, 22.5 mm wide, and 4 mm thick.

2
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Table 1. Chemical composition of the alloy analyzed by ICP.

Al Zn Mg Si Cu Fe Sr

wt. % 41.15 48.40 4.11 5.83 0.43 0.05 0.03
at. % 57.56 27.93 6.38 7.83 0.26 0.03 0.01

2.2. Selection of Sample Thermal Treatments and Study Temperatures

In order to select the temperatures of interest, DSC tests were performed on as-cast
samples (Figure 1). A Netzsch STA 449 Fe Jupiter calorimeter was used, and measurements
were made under argon atmosphere in a temperature range between 25 and 675 ◦C with
a heating rate of 10 ◦C/min. Samples were then cooled down back to room temperature
under these same conditions.
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Figure 1. DSC curves for the as-cast sample. Peak temperatures during heating were considered for
the thermal treatment selection of the samples.

We decided to subject the samples to seven different thermal conditions to try to
separate and simplify the identification of the different phases appearing and disappearing
during the heating process (Table 2 and Figure 2).
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cooled (10 ◦C/min) samples (Eq280 and Eq360). (b) Quenched samples (Q280, Q310, Q360, and Q380).

3



Materials 2022, 15, 5056

Table 2. Heat treatments for each sample condition. The two-step solution treatment in Q360
and Q380 was applied to prevent any partial melting during one-step solution treatment at the
solution temperature.

Sample Condition Heat Treatment

as-cast None.

Eq280 Heated to 280 ◦C and immediately slowly cooled (10 ◦C/min) to room temperature.

Eq360 Heated to 360 ◦C and immediately slowly cooled (10 ◦C/min) to room temperature.

Q280 Solution treated for 24 h at 280 ◦C, then water quenched to room temperature.

Q310 Solution treated for 24 h at 310 ◦C, then water quenched to room temperature.

Q360 Solution treated for 24 h at 325 ◦C, then heated and kept at 360 ◦C for 24 h and water quenched.

Q380 Solution treated for 24 h at 325 ◦C, then heated and kept at 380 ◦C for 24 h and water quenched.

2.3. Thermodynamic Simulations

Equilibrium and Scheil non-equilibrium solidification simulations were carried out
with the CALPHAD method for the cast alloy composition with FactSage 7.3 software, along
with the FTlite (2021) database. Only the four main elements in the alloy were considered.

2.4. Microstructural Observations

As-cast and Q380 samples were observed with scanning electron microscopy (SEM of
Shottky field emission, JEOL JSM-7000F) and energy dispersive X-ray spectroscopy (INCA
EDX detector X-sight Serie Si (Li) pentaFET Oxford) at an electron beam voltage of 5.0 kV
at room temperature. Specimens had been previously cleaned, ground, and polished to
obtain a proper surface finish for the analysis.

2.5. X-ray Thermo-Diffraction Tests

The equipment used for the X-ray thermo-diffraction tests was a Bruker D8 Advance
diffractometer that operated at 30 kV and 20 mA for reflection measurements. It was
equipped with a copper anode (λ = 1.5418 Å), a Vantec-1 PSD detector, and an Anton Parr
HTK2000 high temperature furnace. The sample holder used, on which the test temperature
was controlled, was made of platinum.

The seven specimens, which were 10 × 10 mm2 with a thickness between 1 and 2 mm,
were subjected to a heating cycle from 30 to 360 ◦C and cooling again to 30 ◦C in the
diffractometer. Diffraction tests were performed at room temperature (30 ◦C), at three
temperatures during heating (260, 320, 360 ◦C), and at three temperatures during cooling
(260, 180, 30 ◦C), based on the temperatures of interest found in the DSC curves (Figure 3).
The measurements were recorded in the range 10◦ ≤ 2θ ≤ 100◦ at increments of 0.033◦,
with each stage lasting 0.8 s.

Thermo-diffraction tests were performed three months after the samples were pre-
pared. Twelve months after the preparation; that is, nine months after being subjected to the
thermal cycle in the thermo-diffractometer, samples were retested in the same conditions as
before but only at 30 ◦C, in order to observe whether natural precipitation had taken place.

The X-ray diffraction patterns were indexed with the PDF-4+ 2021 database from the
International Center for Diffraction Data (ICDD). For the search of non-indexed phases,
least squares-based Rietveld refinement was carried out in selected patterns with the
FullProf software (FullProf.2k Version 7.40, January 2021, J. Rodriguez-Carvajal, ILL, Greno-
ble, France). The shape of the Bragg peaks was represented by a Pseudo-Voigt function.
Conventional R-values, corrected for background, are given in the figures as agreement
of the fitting to the observed values [34,35]. The term “intensity” is used to refer to the
“integrated intensity”.

4
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Figure 3. Thermal cycle of the samples in the thermo-diffractometer. Measurements were performed
at the temperatures indicated in each step.

3. Results
3.1. Thermodynamic Simulation Results

Thermodynamic simulations performed with FactSage for equilibrium cooling con-
ditions (Figure 4a) predicted a high proportion of the FCC aluminum solid solution at
temperatures between 360 and 380 ◦C, with the Si and Mg2Si phases being precipitated at
these temperatures. As cooling went on, the solid solution decomposed and around 350 ◦C
a second aluminum phase (Al#2) was generated but disappeared soon after. This phase
would correspond to the zinc-rich α’ aluminum phase of the miscibility gap in the Al–Zn
system [36,37]. At about 340 ◦C, the intermetallic phase Mg2Zn11 was formed, and MgZn2
precipitated from Mg2Zn11 at around 140 ◦C. The simulation under non-equilibrium condi-
tions (Scheil approximation) predicted the precipitation of Mg2Zn11 and MgZn2 at about
370 ◦C and that of hexagonal zinc at 350 ◦C (Figure 4b).

Materials 2022, 15, 5056 6 of 15 
 

 

  
(a) (b) 

Figure 4. Thermodynamic simulations with FactSage for the studied alloy considering (a) 
equilibrium solidification conditions and (b) non-equilibrium solidification (Scheil model). 

3.2. Microstructure of the Samples Depending on the Initial Thermal Condition 
The microstructure resulting from the as-cast state was heterogeneous, with 

different phases distributed throughout the interdendritic region depending on the 
solidification rate (Figure 5a). In the Q380 condition (Figure 5b), the globulization and 
reduction in the size of the phases after the solution treatment were remarkable. The Si, 
Mg–Si, and Mg–Zn phases were found by EDX measurements. The Si phase solidified in 
certain areas as eutectic and in other areas as primary silicon. In addition, isolated Al–Fe–
Mg–Si phases were detected. 

  
(a) (b) 

Figure 4. Thermodynamic simulations with FactSage for the studied alloy considering (a) equilibrium
solidification conditions and (b) non-equilibrium solidification (Scheil model).

5



Materials 2022, 15, 5056

3.2. Microstructure of the Samples Depending on the Initial Thermal Condition

The microstructure resulting from the as-cast state was heterogeneous, with different
phases distributed throughout the interdendritic region depending on the solidification rate
(Figure 5a). In the Q380 condition (Figure 5b), the globulization and reduction in the size of
the phases after the solution treatment were remarkable. The Si, Mg–Si, and Mg–Zn phases
were found by EDX measurements. The Si phase solidified in certain areas as eutectic and
in other areas as primary silicon. In addition, isolated Al–Fe–Mg–Si phases were detected.
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As for the matrix, it showed a two-phase microstructure of aluminum and zinc. 
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where the Zn phase was not detected, indicating that it was dissolved within the matrix 
(Figure 6).  
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The identification of the phases present in each initial thermal condition was 
performed by room temperature X-ray diffraction (before the heating cycle). As is shown 
in Figure 7, in addition to the Al phase (PDF: 00-004-0787) and the Pt phase from the 
sample holder (PDF: 04-013-4766), which are not indicated for clarity, the phases detected 
were Zn (PDF: 01-078-9363), Si (PDF: 00-027-1402), MgZn2 (PDF: 04-003-2083), Mg2Zn11 
(PDF: 04-007-1412), and Mg2Si (PDF: 01-083-5235).  

Figure 5. SEM micrographs of the material with ×1000 magnification (a) As-cast. (b) Q380. Numbers
1 to 4 refer to the EDX results provided below. 1: Al-Zn matrix, 2: Mg-Zn phases, 3: Si phases and
4: Mg-Si phases.

As for the matrix, it showed a two-phase microstructure of aluminum and zinc.
Precipitation of the Zn phase was observed in the as-cast material, unlike in sample Q380,
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where the Zn phase was not detected, indicating that it was dissolved within the matrix
(Figure 6).
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Figure 6. SEM micrographs of the Al–Zn matrix. (a) As-cast. (b) Q380.

The identification of the phases present in each initial thermal condition was performed
by room temperature X-ray diffraction (before the heating cycle). As is shown in Figure 7,
in addition to the Al phase (PDF: 00-004-0787) and the Pt phase from the sample holder
(PDF: 04-013-4766), which are not indicated for clarity, the phases detected were Zn (PDF: 01-
078-9363), Si (PDF: 00-027-1402), MgZn2 (PDF: 04-003-2083), Mg2Zn11 (PDF: 04-007-1412),
and Mg2Si (PDF: 01-083-5235).
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Regarding the Fe-bearing quaternary phases observed by SEM, it was not possible to 
confirm them by X-ray diffraction. The most intense Bragg peak for Al8FeMg3Si6 (PDF: 
03-065-5936) would overlap with the Al (111) reflection. Given its condition as a minor 
phase, further peaks could not be detected. Therefore, if other Cu- and Fe-bearing phases 
found in aluminum alloys containing Zn, Mg, Si, and/or Cu [38,39] were present in very 
small amounts in this alloy, specific X-ray diffraction conditions and equipment would 
be required to identify them.  

The appearance of the Mg2Si phase and the dissolution and precipitation of the Zn 
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Figure 7. Diffraction patterns of the samples in each thermal condition at 30 ◦C prior to the heat-
ing cycle in the thermo-diffractometer. Indexation is shown above the patterns of samples Eq280
(Mg2Zn11 and Mg2Si phases) and Eq360 (Si, Zn and MgZn2 phases). Peaks corresponding to Al and
Pt phases (the latter from the sample holder) are omitted for clarity. (a) As-cast samples and those
cooled slowly. (b) Quenched samples.

However, the microstructure obtained depended on the applied treatment; that is,
the temperature at which cooling had started and the cooling rate. In as-cast conditions
Zn precipitated, as did both MgZn2 and Mg2Zn11 to a lesser extent. When slowly cooling
from 280 ◦C (Eq280 sample), MgZn2 was obtained again, as in the previous case, but now
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Mg2Zn11 precipitated preferentially, while HCP Zn was hardly detected. When the cooling
began at 360 ◦C (Eq360 sample), on the other hand, no precipitation of Mg2Zn11 was
observed and zinc was present in the HCP Zn and MgZn2 phases. MgZn2 phases were
found in greater quantities than in the as-cast or Eq280 conditions. As for the quenched
samples, the Mg2Zn11 phase was dissolved when reaching 360 ◦C.

Regarding the Fe-bearing quaternary phases observed by SEM, it was not possible to
confirm them by X-ray diffraction. The most intense Bragg peak for Al8FeMg3Si6 (PDF:
03-065-5936) would overlap with the Al (111) reflection. Given its condition as a minor
phase, further peaks could not be detected. Therefore, if other Cu- and Fe-bearing phases
found in aluminum alloys containing Zn, Mg, Si, and/or Cu [38,39] were present in very
small amounts in this alloy, specific X-ray diffraction conditions and equipment would be
required to identify them.

The appearance of the Mg2Si phase and the dissolution and precipitation of the Zn
phase are discussed in the following section.

3.3. Evolution of the HCP Zn and Intermetallic Phases with Temperature

The profiles obtained for the as-cast sample are representative of the evolution of the
zinc-containing phases with temperature (Figure 8). The description is thus valid for the
rest of the samples, while the matrix will be dealt with in the next section. This evolution is
summarized below.
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observed at 260 °C, while that of the Zn phase was not detected until 180 °C. At this 
temperature, the peaks belonging to SrZn13 showed slightly and disappeared again with 
further cooling. It should be noted that in the final measurement at 30 °C, the distribution 
of precipitated phases was different from what it had been at the beginning. The 
proportion of MgZn2 obtained at 360 °C remained stable during cooling and was higher 
than that found during the initial measurement. 

No evolution with temperature was observed for the Mg2Si phase. There were 
difficulties with detecting it in some of the measurements (see differences in Figure 7), 
but this was related to the specific sample (local segregations or inhomogeneities) and 
not to transformations taking place with temperature. 
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As was previously mentioned, a two-phase Al–Zn matrix was found. However, a 
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Figure 8. Diffraction patterns of the as-cast sample showing the evolution of the intermetallic
phases, Zn, and Si with temperature (a) during the heating cycle (from 30 to 360 ◦C) (b) and cooling
cycle (from 360 to 30 ◦C) in the thermo-diffractometer. The main Bragg peaks for the SrZn13 phase
are identified.

At 30 ◦C, Zn, MgZn2, and Mg2Zn11 phases were found. At 260 ◦C, the intensity of Zn
peaks decreased while two additional Bragg peaks were detected around 2θ = 35.9◦ and
2θ = 54.0◦. These peaks did not belong to any of the phases already indexed. Assuming
they belonged to a new phase, it was clear that it arose at a temperature between 30 and
260 ◦C and likely dissolved between 260 and 280 ◦C, since it was absent in the Q280 sample
at room temperature and in all the samples at any other temperature during the heating
cycle. Indexing was performed considering minor elements present in the alloy, such as
Cu, Fe, and Sr, and finally the SrZn13 phase was identified (PDF: 04-013-4885).
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At 320 ◦C, both Zn and SrZn13 were dissolved. In addition, between 30 and 320 ◦C the
intensity of Mg2Zn11 increased and then became negligible at 360 ◦C. From the increase
in the intensity of the MgZn2 peaks at this temperature, it followed that Mg2Zn11 had not
completely dissolved in the matrix and may have become the MgZn2 phase.

Regarding the cooling cycle, the onset of the precipitation of the Mg2Zn11 phase was
observed at 260 ◦C, while that of the Zn phase was not detected until 180 ◦C. At this
temperature, the peaks belonging to SrZn13 showed slightly and disappeared again with
further cooling. It should be noted that in the final measurement at 30 ◦C, the distribution
of precipitated phases was different from what it had been at the beginning. The proportion
of MgZn2 obtained at 360 ◦C remained stable during cooling and was higher than that
found during the initial measurement.

No evolution with temperature was observed for the Mg2Si phase. There were diffi-
culties with detecting it in some of the measurements (see differences in Figure 7), but this
was related to the specific sample (local segregations or inhomogeneities) and not to trans-
formations taking place with temperature.

3.4. Evolution of Aluminum Phases

As was previously mentioned, a two-phase Al–Zn matrix was found. However,
a detailed observation of the indexed profiles led to the detection of some peaks whose
intensity was higher than expected. These observations were confirmed when performing
a Rietveld fitting on one of the profiles (Eq280 sample at 30 ◦C, before heating). It was
verified that some of the peaks could not be fitted with the original model and there was
a phase missing (Figure 9a). The addition of a phase with the same spatial group as
aluminum (Fm3m) but a smaller lattice parameter managed to solve the structural model
with satisfactory precision (Figure 9b). Due to the smaller atomic size of zinc compared
to aluminum, a zinc-rich aluminum phase would show a smaller lattice parameter than
α-Al and thus its Bragg peaks would shift to greater angles [32]. Therefore, the new phase
observed could be the zinc-rich α’ aluminum metastable phase of the miscibility gap in
the Al–Zn system. The samples were retested with room temperature X-ray diffractometry
nine months later with the aim of determining whether this was the case, and it was found
that precipitation of the Zn phase from the α’ metastable phase had taken place.

Materials 2022, 15, 5056 10 of 15 
 

 

performing a Rietveld fitting on one of the profiles (Eq280 sample at 30 °C, before 
heating). It was verified that some of the peaks could not be fitted with the original model 
and there was a phase missing (Figure 9a). The addition of a phase with the same spatial 
group as aluminum (𝐹𝑚3𝑚) but a smaller lattice parameter managed to solve the 
structural model with satisfactory precision (Figure 9b). Due to the smaller atomic size of 
zinc compared to aluminum, a zinc-rich aluminum phase would show a smaller lattice 
parameter than α-Al and thus its Bragg peaks would shift to greater angles [32]. 
Therefore, the new phase observed could be the zinc-rich α’ aluminum metastable phase 
of the miscibility gap in the Al–Zn system. The samples were retested with room 
temperature X-ray diffractometry nine months later with the aim of determining whether 
this was the case, and it was found that precipitation of the Zn phase from the α’ 
metastable phase had taken place. 

 
(a) (b) 

Figure 9. Rietveld fitting of the Eq280 sample at 30 °C (before heating) with FullProf software. Red 
dots: experimental data. Black line: Fitting data. (a) The following six phases are considered Al (a = 
4.0428 Å), Zn, Si, MgZn2, Mg2Zn11, and Mg2Si. The Pt phase comes from the sample holder. R-values 
with background correction: Rp = 36.6 %, Rwp = 38.6 %, Rexp = 10.72 %, χ2 = 12.91. (b) An α’ phase 
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The evolution of the intensity of the Bragg peak corresponding to the (101) plane of 
the Zn phase was observed (Figure 10). The reason for choosing this peak is simple: it is 
the one with the maximum intensity of the Zn phase and it does not overlap with signals 
belonging to any other phase. For these reasons, this reflection is one of those taken as a 
reference in precipitation studies of Al–Zn alloys [31]. Intensity increased in all cases, 
although only four of them are shown in the figure. 

Figure 9. Rietveld fitting of the Eq280 sample at 30 ◦C (before heating) with FullProf software. Red
dots: experimental data. Black line: Fitting data. (a) The following six phases are considered Al
(a = 4.0428 Å), Zn, Si, MgZn2, Mg2Zn11, and Mg2Si. The Pt phase comes from the sample holder.
R-values with background correction: Rp = 36.6 %, Rwp = 38.6 %, Rexp = 10.72 %, χ2 = 12.91. (b) An
α’ phase with a lattice parameter a = 4.0089 Å is added to the previous case. Al phase in (a) is now
labeled as α-Al. R-values with background correction: Rp = 20.5 %, Rwp = 18.7 %, Rexp = 10.54 %,
χ2 = 3.15.
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The evolution of the intensity of the Bragg peak corresponding to the (101) plane of
the Zn phase was observed (Figure 10). The reason for choosing this peak is simple: it is
the one with the maximum intensity of the Zn phase and it does not overlap with signals
belonging to any other phase. For these reasons, this reflection is one of those taken as
a reference in precipitation studies of Al–Zn alloys [31]. Intensity increased in all cases,
although only four of them are shown in the figure.
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The second temperature of interest in the DSC curve was about 350 °C. According to 
the analysis carried out, it corresponded to the complete dissolution of the Mg2Zn11 
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Figure 10. Close-up of the diffraction patterns of samples Eq280, Eq360, Q280, and Q360 showing
the Bragg peaks of the (101) plane of the Zn phase. At the bottom, we show the profiles of the last
measurements in the thermo-diffractometer at 30 ◦C at the end of the cooling cycle. At the top, we
show the profiles obtained at the same temperature nine months later.

4. Discussion
4.1. Phase Evolution with Temperature

The first transition temperature found in the DSC measurements (Figure 1) was 285 ◦C,
and when compared with the evolution of the phases with the temperature observed
in the diffraction patterns (Figure 8) it represents the dissolution of the Zn phase. Tests
performed on Al–Zn samples with 24% atomic Zn estimate this reaction at 282 ◦C [32].
On the other hand, in the Al–Mg–Zn system the reaction would occur at 277 ◦C together
with the partial dissolution of the Mg2Zn11 phase in the matrix [40]. However, it was
not possible to determine to what extent this partial dissolution also takes place in the
experimental samples at this temperature range.

The second temperature of interest in the DSC curve was about 350 ◦C. According
to the analysis carried out, it corresponded to the complete dissolution of the Mg2Zn11
phase. This agrees with the precipitation temperature range expected for this phase by
the equilibrium solidification simulations (Figure 4). In addition, as discussed in the
analysis, at 360 ◦C a higher proportion of MgZn2 was observed so that it is possible that
the dissolution of Mg2Zn11 enriched this phase. In fact, the reactions observed in the
Al–Mg–Zn system fit this hypothesis, albeit at a lower temperature [40]. The reactions and
their experimental and theoretical temperatures are collected in Table 3.

During the cooling cycle in the diffractometer, zinc precipitation was observed at
temperatures below 260 ◦C. However, such a transition was not easily detected in the DSC.
According to the studies conducted by Skoko et al. with Al–Zn alloys [32], the precipitation
transition occurs over a much larger temperature range than the dissolution one, so that
the peak generated when cooling is much smaller. When looking specifically for this peak,
it could be the one observed around 195 ◦C, a temperature consistent with the observations
in the diffraction tests (Figure 11).
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Table 3. Experimental and theoretical temperatures for the reactions observed in the X-ray thermo-
diffraction tests.

Reaction Experimental T (◦C) in
Al58Zn28Si8Mg6 Alloy

T (◦C) in Al–Mg–Zn
System [40]

(Al) + (Zn)→ (Al, Zn) ~285 -
(Al) + (Zn), Mg2Zn11 → (Al, Zn) - 277

Mg2Zn11 + (Al)→MgZn2 + (Al, Zn) ~350 331
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It should be noted that thermodynamic simulations did not agree with the experimen-
tal results regarding the MgZn2 and Zn phases.

4.2. Aluminum Phases and Ageing

According to the equilibrium solidification simulations for the alloy under study,
phase Al#2, considered the zinc-rich aluminum α’ phase, should have arisen around 350 ◦C
and decomposed shortly thereafter. The simulation with Scheil’s approach did not even
foresee its appearance. Therefore, the observation of this phase at room temperature was
not expected.

However, an additional phase was observed at 30 ◦C in all samples subjected to
the different thermal conditions (Figure 9). After the heating and cooling cycles in the
diffractometer, it was still detected. Since this phase would have the same crystal structure
as the α-Al phase but a smaller lattice parameter, our first hypothesis was that it was the
α’-Al phase.

Analyses carried out nine months later showed that the microstructure of the samples
after the diffractometer cycle was metastable, with the Zn phase precipitating during this
time (Figure 10). This fact confirmed that the precipitation process usually observed in
Al–Zn alloys [31,32,37,41] had occurred, a phenomenon in which the α’ phase intervenes
and that has been studied in detail with X-ray diffraction [31,32]. Still, it was not possible to
determine the evolution of the α’ phase with temperature, so the onset of the solid solution
was not detected by diffraction.

4.3. Effect of Strontium

As has been mentioned, the Si phase is observed both as a primary crystal and as
an Al-Si eutectic. It can be seen in the literature that, in comparison with Al–Si alloys,
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the nucleation of primary silicon crystals in Zn–Al–Si alloys is promoted by the presence of
zinc. Nevertheless, the addition of strontium promotes the generation of eutectic silicon.
Thus, in our microstructure we find both. The presence of strontium in the alloy is expected
to modify both primary and eutectic silicon [42,43]. Since strontium is present in all samples
in equal proportions, the modification effect could not be evaluated.

However, the test results showed that when heat treating the material between 30
and 280 ◦C, the strontium ceased to be just a modifier and interacted with zinc to generate
SrZn13. This is a factor that must be considered since, on the one hand, it can affect the final
properties of the alloy, reducing the availability of zinc for the Mg–Zn phases; on the other
hand, it can influence subsequent transformation processes that take place in its stability
range. Given the interactions that occur, it should be considered whether an alternative
modifier, such as sodium or rare earth elements [44], should be used.

5. Conclusions

The design and manufacturing of multicomponent light alloys give rise to non-
conventional microstructures. In order to determine their potential applications, it is
necessary to analyze their evolution with temperature. In this work, the multicomponent
Al58Zn28Si8Mg6 alloy was studied with CALPHAD methods and then cast and heat-treated
under several conditions. Characterization was carried out by X-ray thermo-diffraction,
differential scanning calorimetry, and electron microscopy.

As a result, a total of eight phases were identified in the alloy in the 30–380 ◦C temper-
ature range: α-Al, α’-Al, Zn, Si, Mg2Si, MgZn2, Mg2Zn11, and SrZn13. The microstructures
obtained at room temperature were metastable and the precipitation of Zn from the α’
phase occurred over the course of months.

Moreover, the thermal transitions below 360 ◦C could be determined; that is, the
dissolution and precipitation of Zn and dissolution of Mg2Zn11. Since the MgZn2 and
Mg2Si phases dissolved above 360 ◦C, where partial melting may occur, those precipitates
are not expected to harden the matrix, as they do in conventional 3xx.x and 7xx.x aluminum
alloys with solution and precipitation treatments. However, two remarks should be made.
First, a room temperature X-ray diffraction test performed immediately after the Q380
quenching treatment could offer valuable information about the solid solution capability of
the alloy and enable a more direct comparison with the simulation results. Second, it was
observed that the proportion of MgZn2 and Mg2Zn11 phases was highly dependent on
the thermal history, so the microstructure of the alloy is still susceptible to adaptation by
heat treatment.

It should be noted that strontium was added to modify silicon phases. Although it was
a minor element, as well as Fe and Cu, it interacted with zinc between 30 and 280 ◦C. This
fact should be considered during the postprocessing (thermal and/or thermomechanical
treatments) in that temperature range, as it could have unexpected effects.

Finally, it is clear from the experimental results that the used database is not designed
to account for high percentages of alloying elements and thus is not able to accurately
predict the actual phase evolution in the material; the Al–Zn system turned out to be
tricky due to the metastable α’ phase, and the precipitation of MgZn2 in equilibrium
conditions was predicted at a temperature that was too low. Nevertheless, the general
guidelines given by CALPHAD methods, combined with SEM, DSC, and X-ray thermo-
diffraction results, were able to give us a satisfactory understanding of the alloy’s behavior
at different temperatures.
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Abstract: The nanostructured β′′ precipitates are critical for the strength of Al-Mg-Si-(Cu) aluminum
alloys. However, there are still controversial reports about the composition of Cu-containing β′′

phases. In this work, first-principles calculations based on density functional theory were used to in-
vestigate the composition, mechanical properties, and electronic structure of Cu-containing β′′ phases.
The results predict that the Cu-containing β′′ precipitates with a stoichiometry of Mg4+xAl2−xCuSi4
(x = 0, 1) are energetically favorable. As the concentration of Cu atoms increases, Cu-containing β′′

phases with different compositions will appear, such as Mg4AlCu2Si4 and Mg4Cu3Si4. The replace-
ment order of Cu atoms in β′′ phases can be summarized as one Si3/Al site → two Si3/Al sites
→ two Si3/Al sites and one Mg1 site. The calculated elastic constants of the considered β′′ phases
suggest that they are all mechanically stable, and all β′′ phases are ductile. When Cu atoms replace Al
atoms at Si3/Al sites in β′′ phases, the values of bulk modulus (B), shear modulus (G), and Young’s
modulus (E) all increase. The calculation of the phonon spectrum shows that Mg4+xAl2−xCuSi4 (x = 0,
1) are also dynamically stable. The electronic structure analysis shows that the bond between the Si
atom and the Cu atom has a covalent like property. The incorporation of the Cu atom enhances the
electron interaction between the Mg2 and the Si3 atom so that the Mg2 atom also joins the Si network,
which may be one of the reasons why Cu atoms increase the structure stability of the β′′ phases.

Keywords: Al-Mg-Si-Cu alloys; Cu-containing β′′; atomic configuration; mechanical properties;
electronic structure

1. Introduction

Heat treatable Al-Mg-Si(-Cu) alloys in the 6xxx series are a common category of
structural materials used in the construction and transportation industries. These alloys
can be customized to have a desirable combination of properties, such as good formability,
high specific strength, and corrosion resistance [1–3]. After proper aging treatment, the
strength of the alloy can be greatly improved. This is mainly due to the precipitates that can
contribute to the strengthening mechanisms by hindering the dislocation movement [4,5],
particle strengthening σp [6], and coherency of the particles [7]. The mechanical properties
of these alloys can be greatly influenced by the composition, morphology, scale, and
distribution of these solute atom nanostructures [8]. The precipitation sequence for Al-Mg-
Si alloys is generally considered to be [9,10]:

SSSS→ solute clusters → GP− zones→ β′′ → β′, U1, U2, B′ → β, Si

The supersaturated solid solution is denoted by the abbreviation SSSS. The Guinier-
Preston zones (GP-zones) were first discovered in the Al-Cu system by Guinier [11] and
Preston [12]. The GP-zones mainly refer to the nanoprecipitate phases formed in the
early stage of aging, which is characterized by a certain ordered structure and completely
coherent with the matrix.
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Among the precipitates [4,13–15] formed in the aged Al-Mg-Si alloys, needle-like β′′

precipitate is the most effective strengthening phase [14] responsible for the peak-hardening
effect [16]. The β′′ phase is a metastable precipitate phase, which is semi-coherent with
the Al matrix in the needle cross-section, the space group is C2/m, a = 15.16 Å, b = 4.05 Å,
c = 6.74 Å, and β = 105.3◦ [17,18]. The monoclinic β′′ phase was originally proposed to have
the composition of Mg5Si6 [17]. However, according to recent experimental and theoretical
studies, the composition of β′′ would fluctuate around Mg5Al2Si4 [19–22]. Furthermore,
the most recent density functional theory (DFT) calculations inferred very minor formation
enthalpy differences for β′′-Mg5+xAl2−xSi4 (−1 < x < 1) [21]. These results indicate that the
composition of β′′ phase in Al matrix may change under certain conditions. For example,
the dispersed nano-precipitates can be affected by the addition of Mg and/or Si, as well
as other elements like Cu [5,23–27]. The addition of Cu is demonstrated to increase the
age-hardening response, and it promotes the generation of higher number density and
smaller size precipitates [14,28–32]. Therefore, a certain amount of Cu is usually added
into Al-Mg-Si alloys. The addition of Cu increases the complexity of the precipitation
sequence [32,33]. The precipitation sequence of Al-Mg-Si-Cu alloys is reported as [34]:

SSSS→ solute clusters → GP− zones→ β′′ , L/S/C, QP, QC→ β′, Q′ → Q, Si

Previous work used various experimental and theoretical methods to study the incor-
poration of Cu in β′′, and analyzed the Cu atoms as foreign solute atoms in the phases [20].
Cu addition could further enhance the positive effect of pre-aging on bake hardening for
Al-Mg-Si alloys [35]. It has been demonstrated by high-angle annular dark-field scanning
transmission electron microscopy (HAADF-STEM) that Cu is mainly confined to the Si3/Al
sites (Si or Al atoms completely occupy) of the β′′ structure [26,35–37], which as mentioned
was also supported from DFT-based calculations [38]. The β′′ precipitates in Al-Mg-Si-Cu
alloy were detected with an average composition of 28.6Al-38.7Mg-26.5Si-5.17Cu (at. %)
using atom probe tomography (APT) and high-resolution energy-dispersive X-ray (EDX)
mapping [36]. Furthermore, the addition of Cu has no effect on the type of β′′ precipitate,
Cu atoms incorporate in β′′ and some of Mg, Si and Al in β′′ unit cell are substituted by
Cu atoms [39].

As mentioned above, the β′′ precipitation behavior in Al-Mg-Si-Cu alloys has been
investigated using various characterization methods. However, the detailed structures and
stabilities are still unclear of Cu-containing β′′ phases in these alloys, and these structural
refinements could be supported by first-principles results [40]. In addition, we predict
energy-lowering site occupations and stoichiometries of the β′′ phases, where experimental
information is incomplete. Understanding the structure of Cu-containing β′′ precipitates is
essential to elucidate the precipitation sequence in heat-treatable Al-Mg-Si (-Cu) alloys.

In the present work, first-principles calculations based on density functional theory
(DFT) [41] were used to study the Cu-containing β′′ phases. Based on the structural
information obtained by experimental methods, first-principles atomistic calculations
can provide structural, chemical, and energetic information [40]. A large number of Cu-
containing β′′ structures were constructed searching for possible stable configurations and
structural stability, kinetic stability, and mechanical stability were also considered. Finally,
the characteristics of Cu atoms occupying sites were analyzed through the electronic
structure.

2. Materials and Methods
2.1. Atomic Model

For the β′′ phases, the formation enthalpies and lattice parameters of Mg4Al3Si4,
Mg5Al2Si4, Mg6AlSi4, and Mg5Si6 were computed for each of the models of the crystal
structures available in the literature [17,18,21], allowing a critical assessment of the validity
of the models. Figure 1 shows four atomic models of the β′′ without Cu. The Wyckoff site
information of the energetically most favorable β′′-Mg5Al2Si4 is shown in Table 1 [18,19].
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Table 1. Wyckoff site information (x, y, z) in the β′′-Mg5Al2Si4 phase [18,19]; atomic configuration is
shown schematically in Figure 1c.

Site Occupation x y z

Mg1 2a 0 0 0
Mg2 4i 0.3419 0 0.099
Mg3 4i 0.4225 0 0.659
Si1 4i 0.0501 0 0.678
Si2 4i 0.1876 0 0.225

Si3/Al 4i 0.2213 0 0.618

2.2. Computational Details

The first-principles calculations were performed utilize the plane wave pseudopoten-
tial method, as implemented in the highly efficient Vienna ab initio simulation package
(VASP) [42,43], The electron-ion interactions were described through projector augmented
wave (PAW) [44,45]. The exchange-correlation function were constructed by the general-
ized gradient approximation (GGA) of Perdew-Burke-Ernzerhof (PBE) [46]. All structures
were fully relaxed with respect to atomic positions as well as all lattice parameters in order
to find the lowest-energy structure. The electron wave function was expanded in plane
waves up to a cutoff energy of 450 eV. The β′ ′phase was represented by a conventional cell
with 22 atoms according to the experimental results, and 3 × 12 × 8 Γ-centered k-point
meshes were employed in the Brilluion zone sampling and generated automatically by
following the Monkhorst-Pack sampling scheme [47], while the 3 × 3 × 8 Γ-centered
k-point meshes and 1 × 4 × 1 supercells were employed for calculation of “replacement
energy” (the detailed definition is explained below). Atoms were relaxed until their resid-
ual forces converged to 0.01 eV/Å. The phonon spectra were obtained using the Phonopy
package [48].

The four-parameter Birch–Murnaghan equation of state with its linear form [49] is
employed to estimate the equilibrium total energy (E0), volume (V0),

E(V) = a + bV−2/3 + cV−4/3 + dV−2 (1)

where a, b, c, and d are fitting parameters. More details can be found in our previous
work [50].
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Compared with the energy of solid solution containing a Cu atom, the energy gain
of the Cu atoms incorporated in β′′ is referred to as “replacement energy”. In order to
construct the Cu-containing β′′ phases, it is necessary to determine the possible occupation
sites of Cu in β′′ phases. Additionally, computing the replacement energy (see Ref. [51])
can be used as a criterion for the possible occupation sites of solute atoms. There have been
previous studies addressing the first-principles calculations for describing replacement
energies of different sides. Since the replacement energy of Cu atoms at Mg2 and Mg3
sites were not shown in Saito’s work [38], one Cu atom was introduced into a 1 × 4 × 1
supercell and the preference of Cu atoms for each non-equivalent site in β′′ was evaluated
using the method described by Saito et al. [51], but with higher calculation precision.

To solve the compositional uncertainty preliminarily, the reported C2/m symme-
tries [18] were deliberately reduced to the level where only pairs of atoms (e.g., the two Cu
atoms) were regarded as equivalent. This implies that space group P2/m was used through-
out and there are 11 different sites within the unit cell. Besides, no partial occupancies were
considered and vacancies were ignored. The replacement energy for Cu incorporation in
β′′ can be described as follows:

∆H
(
β
′′
0 : X→ Ξ

)
= H

(
β
′′
0 : 3× {Al→ Ξ}; 1× {X→ Ξ}

)

+H(fcc Al)− H
(
β
′′
0 : 4× {Al→ Ξ}

)

−H(fcc Al : 1× {X→ S})
(2)

where H are the calculated enthalpy of the system, β′′0 are the Cu-free structure, Ξ are the
sides in β

′′
0 , X are the solute atoms incorporated in the precipitates, and S are substitutional

sites in the Al matrix. A certain atom X incorporates on site Ξ is referred to as “{X →
Ξ}”. The formation enthalpy of solid solution (SS), ∆Hform

SS , was used to find out the most
energetically favorable configurations in the atomic models. Since there is no stable fcc
structure for Mg and Si, their formation energies in relation to SS were determined as
follows:

∆Hform
SS (MgaAlbCucSid) = E(MgaAlbCucSid)− aEsub(Mg)

−bE(Al)− cE(Cu)− dEsub(Si)
(3)

where Esub (Mg) and Esub (Si) are the enthalpies of substituting Al atoms by Mg and Si
atoms, respectively. Esub (Mg) and Esub (Si) were calculated in a 3 × 3 × 3 Al supercell
with one Mg/Si atom and 107 Al atoms with a k-point meshes of 5 × 5 × 5. The enthalpy
of substituting a Mg atom was defined as:

Esub(Mg) = E(Al107Mg)− 107/108E(Al) (4)

where E (Al) is the enthalpy of a 3 × 3 × 3 Al supercell. The definition of Esub (Mg) was
also feasible for Esub (Si).

Finally, in order to compare the structures with different Al content, the formation
enthalpy can also be expressed in kJ/mol of solute atoms, instead of kJ/mol [52]. This
transformation is achieved as follows: ∆HSS [kJ/mol solute] = ∆HSS [kJ/mol]/(xMg + xSi +
xCu), where xMg and xSi and xCu are the atomic fractions of Mg and Si and Cu in the β′′

phases MgaAlbCucSid (a = xMg, b = xAl, c = xCu, d = xSi). This is a common definition of
formation enthalpy in the literature [9,21,52].

The elastic constant can be represented by a 6 × 6 matrix. Based on the symmetry
of the crystal structure, the independent elastic constants of the monoclinic crystal are
reduced to 13, as shown in Formula (5):

Cij =




C11 C12 C13 0 C15 0
C22 C23 0 C25 0

C33 0 C35 0
C44 0 C46

C55 0
C66




(5)
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The stress-strain method based on the generalized Hooke’s theorem is used to calculate
the elastic constants of each crystal [53]. For more detailed stress-strain method description,
please refer to [54]. The relationship between elastic constant Cijkl, stress tensor δkl, and
strain tensor δkl can be expressed as:

σij = Cijklδkl (6)

The Hill model [55] is used to further obtain the bulk modulus (B), shear modulus (G),
and Youngs modulus (E) of the crystal through the elastic constant. The Hill model takes
into account that the calculation results of the Voigt model and the Reuss model will be
high and low, respectively, and take the arithmetic mean of the values of the Voigt model
and the Reuss model. For monoclinic crystal structure, the formula for calculating the bulk
modulus (B) and shear modulus (G) of monoclinic crystals using Voigt model and Reuss
model are [56]:

BV =
1
9
[C11 + C22 + C33 + 2(C12 + C13 + C23)] (7)

BR = Ω[a(C11 + C22 − 2C12) + b(2C12 − 2C11 − C23)+ c(C15 − 2C25)+

d(2C12 + 2C23 − C13 − 2C22) + 2e(C25 − C15) + f ]−1 (8)

GV = (1/15)[C11 + C22 + C33 + 3(C44 + C55 + C66)− (C12 + C13 + C23)] (9)

GR = 15{4[a(C11 + C22 + C12) + b(C11 − C12 − C23)+
c(C15 + C25) + d(C22 − C12 − C23 − C13) + e(C15 − C25) + f ]/Ω+
3
[
g/Ω + (C44 + C66)/

(
C44C66 − C2

46
)]}−1

(10)

wherein:
a = C33C55 − C2

35 (11)

b = C23C55 − C25C35 (12)

c = C13C35 − C15C33 (13)

d = C13C55 − C15C35 (14)

e = C13C25 − C15C23 (15)

f = C11
(
C22C55 − C2

25
)
− C12(C12C55 − C15C25)+

C15(C12C25 − C15C22) + C25(C23C35 − C25C33)
(16)

g = C11C22C33 − C11C2
23 − C22C2

13 − C33C2
12 + 2C12C13C23 (17)

Ω = 2[C15C25(C33C12 − C13C23)+C15C35(C22C13 − C12C23)+
C25C35(C11C23 − C12C13)]−

[
C2

15
(
C22C33 − C2

23
)
+ C2

25
(
C11C33 − C2

13
)
+

C2
35
(
C11C22 − C2

12
)]

+ gC55

(18)

The formula for calculating the bulk modulus (B), shear modulus (G), and elastic
modulus (E) of monoclinic crystal by Hill model [55] is:

BH =
1
2
(BV + BR) (19)

GH =
1
2
(GV + GR) (20)

E = 9BG/(3B + G) (21)

3. Results and Discussion
3.1. Structure Stability

The replacement energy is shown in Figure 2 and alternative solute atoms Mg/Si
were incorporated for comparison with Cu at different sites. In order to more intuitively
express the competitive occupation sites of Cu atoms, the variable ∆ is introduced and the
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∆ values of Cu atoms at different sites in different β′′ configurations are shown in Figure 3.
The ∆ represents the “competitiveness” between Cu atoms and other solute atoms at each
site, it is the difference between the lowest replacement energy of Mg/Si solute atoms and
the replacement energy of Cu atoms. The larger the value of ∆, the more likely the Cu
atom will occupy the site. Consequently, due to the low Cu occupancy in β′′, only three
designated Cu sites (Si1, Si3, Mg1, see Figure 1c) were allowed to host Cu atoms according
to the relative value of replacement energy (refer to Figure 2). This conclusion is consistent
with previous research [38].
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Figure 2. Calculated replacement energies for Cu and alternative solute atoms Mg/Si on the different
sites of three different β′′ configurations. 1: Mg4Al3Si4, 2: Mg5Al2Si4, and 3: Mg6AlSi4. The position
of each column represents a different position in a different configuration. Cu, Mg, and Si replacement
energies are labelled with black, shaded, and white bars, respectively.
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Table 2. First-principles (VASP-GGA) and experimental lattice parameters of β″ phases of Al-Mg-Si-(Cu) 
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Figure 3. The competitiveness (∆ values) of Cu atoms at different sites in different β′′ configurations.
The black square, red circle, and blue triangle represent Cu atoms in the Mg4Al3Si4, Mg5Al2Si4, and
Mg6AlSi4 configurations, respectively.

For checking the reliability of the calculations, Table 2 displays the structural pa-
rameters for selected β′′ configuration without Cu atom, along with the results of earlier
theoretical and experimental studies of β′′. Available calculation results of formation
enthalpies are shown in Table 3. The formation enthalpies of the 33 possible unit cells
have been plotted in Figure 4, including the configuration without Cu atom. Since the
given formation enthalpy of per solute atom (eV/solute atom) essentially presents the
solute chemical potentials, the zero-temperature convex hull can be constructed to de-
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duce the precipitation order of the system [57]. It can be seen that Cu occupying one
column of each Si3 column pair is found to be the energetically most favorable option for
the set of Mg4Al2CuSi4 compositions. While the formation enthalpy of Mg4Al2CuSi4 is
−0.337 eV/solute atom, the formation enthalpy of Mg5AlCuSi4 is −0.335 eV/solute atom,
which is similar to that of Mg4Al2CuSi4. This is consistent with the observed in previous
experiments that Cu atoms mainly occupy Si3 sites [36]. The energy gained when replacing
Mg/Si/Al with at the Wyckoff sites is clearly varying with x. When Cu atoms occupy two
sites (that is, x = 2), Mg4AlCu2Si4 is the energetically most favorable phase, and Cu atoms
occupy two Si3 columns. When Cu atoms occupy three sites, Mg4Cu3Si4 is the most stable
structure, in which Cu atoms occupy one Mg1 site and two Si3 sites, which is consistent
with experimental observations [36]. The results show that stoichiometry of Cu-containing
β′′ phase is suggested as Mg4Al3−xCuxSi4 (1 ≤ x ≤ 3). Since the formation enthalpy of
Mg5AlCuSi4 is very close to that of Mg4Al2CuSi4, it can also be taken into account. This
result emphasizes the possibility of fluctuations between various compositions as a func-
tion of the local alloying element concentration for the physical system during precipitated
phases growth. Then the structural parameters of low energy configurations from Figure 4
also have been displayed in Table 2. As discussed above, sole minimization of the β′′ phase
formation enthalpy supports the well-defined Mg4+xAl2−xCuSi4 (x = 0, 1) unit cell shown
in Figure 5.
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Table 2. First-principles (VASP-GGA) and experimental lattice parameters of β′′ phases of Al-Mg-Si-
(Cu) system. For the Cu-containing β′′ phases, only the most stable crystal structures under different
Cu concentrations are listed.

Configurations a (Å) b (Å) c (Å) β (◦) Ref.

Mg5Si6 15.12 4.04 6.99 110.6
Mg5Si6 (exp.) 15.16 ± 0.02 4.05 6.74 ± 0.02 105.3 ± 0.5 [17]
Mg5Si6 (GGA) 15.11 4.080 6.932 110.4 [21]
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Table 2. Cont.

Configurations a (Å) b (Å) c (Å) β (◦) Ref.

Mg5Si6 (GGA) 15.13 4.05 6.96 110 [58]
Mg5Si6 (GGA) 15.12 4.084 6.928 110.5 [59]
Mg5Si6 (GGA) 15.14 4.05 6.94 110 [60]

Mg4Al3Si4 15.05 4.16 6.59 106.6
Mg4Al3Si4 (GGA) 15.11 4.131 6.615 106.6 [21]

Mg5Al2Si4 15.36 4.05 6.79 105.7
Mg5Al2Si4 (GGA) 15.32 4.075 6.778 105.9 [21]
Mg5Al2Si4 (GGA) 15.50 4.05 6.74 106 [19]

Mg6AlSi4 15.63 4.06 6.82 105.9
Mg6AlSi4 (GGA) 15.59 4.069 6.830 106.1 [21]

Mg4Al2CuSi4 14.78 4.02 6.69 107.3
Mg5AlCuSi4 15.08 3.95 6.86 106.2
Mg4AlCu2Si4 14.46 4.03 6.68 109.2

Mg4Cu3Si4 14.17 4.11 6.37 107.5

Table 3. Formation enthalpies of β′′ phases with different configurations in this work. The Cu occupied sites and its number
are also listed in detail.

Configurations Cu Occupied Sites xMg/(xMg + xSi) xCu ∆Eβ” (eV/Solute Atom)

Mg5Si6 - 0.45 0.00 −0.2650
Mg5Si6 [21] - 0.45 0.00 −0.2665
Mg4Al3Si4 - 0.50 0.00 −0.3264
Mg5Al2Si4 - 0.56 0.00 −0.3348

Mg5Al2Si4 [21] - 0.56 0.00 −0.3456
Mg6AlSi4 - 0.60 0.00 −0.3286

Mg6AlSi4 [21] - 0.60 0.00 −0.3380
Mg4Al3CuSi3 1 Si1 0.57 0.09 −0.2896
Mg4Al2CuSi4 1 Si3/Al 0.50 0.09 −0.3370
Mg4Al2CuSi4 1 Mg1 0.50 0.09 −0.3196
Mg4Al3Cu2Si2 2 Si1 0.67 0.18 −0.2525
Mg4AlCu2Si4 2 Si3/Al 0.50 0.18 −0.3232
Mg4Al2Cu2Si3 1 Si1 and 1 Si3 0.57 0.18 −0.2567
Mg4Al2Cu2Si3 1 Si1 and 1 Mg1 0.57 0.18 −0.2583
Mg4AlCu2Si4 1 Si3/Al and 1 Mg1 0.50 0.18 −0.3043
Mg4Al2Cu3Si2 2 Si1 and 1 Si3/Al 0.67 0.27 −0.2205
Mg4AlCu3Si3 1 Si1 and 2 Si3/Al 0.57 0.27 −0.2737
Mg4Al2Cu3Si2 2 Si1/Al and 1 Mg1 0.67 0.27 −0.2215

Mg4Cu3Si4 2 Si3/Al and 1 Mg1 0.50 0.27 −0.2988
Mg4AlCu3Si3 1 Si1 and 1 Si3/Al and 1 Mg1 0.57 0.27 −0.2482
Mg5Al2CuSi3 1 Si1 0.63 0.09 −0.2831
Mg5AlCuSi4 1 Si3/Al 0.56 0.09 −0.3352

Mg5Al2Cu2Si2 2 Si1 0.71 0.18 −0.2298
Mg5Cu2Si4 2 Si3/Al 0.56 0.18 −0.2955

Mg5AlCu2Si3 1 Si1 and 1 Si3 0.63 0.18 −0.2542
Mg5AlCu3Si2 2 Si1 and 1 Si3 0.71 0.27 −0.2033

Mg5Cu3Si3 1 Si1 and 2 Si3 0.63 0.27 −0.2471
Mg6AlCuSi3 1 Si1 0.67 0.09 −0.2444

Mg6CuSi4 1 Si3/Al 0.60 0.09 −0.2876
Mg6AlCu2Si2 2 Si1 0.75 0.18 −0.1967

Mg6Cu2Si3 1 Si1 and 1 Si3 0.67 0.18 −0.2311
Mg5AlCu2Si3 1 Si1 and 1 Mg1 0.63 0.18 −0.2472

Mg5Cu2Si4 1 Si3/Al and 1 Mg1 0.56 0.18 −0.2744
Mg5AlCu3Si2 2 Si1 and 1 Mg1 0.71 0.27 −0.1981

Mg6Cu3Si2 2 Si1 and 1 Si3 0.75 0.27 −0.1696
Mg5Cu3Si3 1 Si1 and 1 Si3 and 1 Mg1 0.63 0.27 −0.2361
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3.2. Elastic Properties

Here, we compare the mechanical properties of β′′ with or without Cu atoms. The
elastic constants of key β′′ phases that are most likely to precipitate during aging were
calculated by using fully relaxed crystal structures, and the results are listed in Table 4.
According to the Born stability criterion [61], the elastic constants of Mg4Al2CuSi4 and
Mg5AlCuSi4 all meet the stability criteria of monoclinic crystals. This further supports
the stability of Mg4+xAl2−xCuSi4 (x = 0, 1) obtained from the formation enthalpy. The
elastic constants C11, C22, and C33 are much greater than the other elastic constants in all
calculated β′′ phases, resulting in an obvious elastic anisotropy. In order to understand the
anisotropic characteristics of these precipitation phases, the Young’s modulus anisotropies
are evaluated by three-dimensional map as shown in Figure 6. Comparing Figure 6a
and c, it can be seen that after Cu atoms substituted Al atoms on the Si3/Al sites, the
Young’s modulus (E) anisotropy increases significantly; similar results are also shown
in Figure 6b,d. This phenomenon indicates that the growth rate of the Cu-containing β′′

phases may be faster than that of the β′′ without Cu. It is consistent with the previous
study that Cu can accelerates the age-hardening response [14,28,30].
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Table 4. Calculated single crystal elastic stiffness constants (Cij
′s) of the reported β′′ phases and energy favorable Cu-

containing β′′ phases.

Configuration C11 C12 C13 C15 C22 C23 C25 C33 C35 C44 C46 C55 C66

Mg5Si6 110 42 42 −3 103 49 4 94 11 19 5 17 25
Mg5Si6 [62] 106 49 50 −11 90 46 6 88 9 17 1 33 30
Mg5Si6 [63] 98 50 48 8 84 46 6 88 5.4 22 −10 29 51
Mg4Al3Si4 119 52 35 −3 99 47 3 122 10 19 −1 29 20

Mg4Al3Si4 [62] 114 46 48 −4 104 49 6 104 7 21 0 34 23
Mg4Al3Si4 [63] 107 47 48 9 97 48 6 97 9 26 6 36 46

Mg5Al2Si4 111 38 44 −4 102 46 3 106 7 25 4 31 25
Mg5Al2Si4 [62] 108 42 48 −3 95 46 5 100 3 23 4 33 27
Mg5Al2Si4 [63] 107 40 46 −13 95 43 4 99 12 27 5 36 49

Mg6AlSi4 121 28 40 −5 125 28 2 117 6 28 4 35 21
Mg4Al2CuSi4 136 44 48 −13 133 43 9 130 14 25 3 35 23
Mg5AlCuSi4 127 41 46 −9 128 32 5 131 6 31 4 38 22
Mg4AlCu2Si4 128 44 70 −3 136 53 6 103 10 28 7 32 22

Mg4Cu3Si4 128 47 75 7 153 43 3 115 −6 20 3 51 26

Based on the elastic constants in Table 4, the bulk modulus (B), shear modulus (G), and
Young’s modulus (E) of polycrystalline are calculated by the Hill model [55], and the results
are listed in Table 5. Comparing the values of E, G, and B of Mg4Al3Si4 and Mg4Al2CuSi4,
it can be seen that the values of E, G, and B of β′′ with Cu atoms are higher than that of β′′

without Cu atoms. This relationship is also shown between Mg5Al2Si4 and Mg5AlCuSi4.
In general, the Young’s modulus (E) can be used to measure the stiffness of the material.
The stiffness of the material is greater with the increasing of Young’s modulus (E) [64].
It is obvious that the stiffness is enhanced after Cu incorporate into Si3 sites. Pugh [65]
proposes using the ratio of the bulk and shear modulus, B/G, to predict brittle or ductile
behavior of materials. According to the Pugh criterion, if B/G is more than 1.75, ductile
behavior is expected; otherwise, the material would be brittle. From Table 4, the B/G
values of calculated β′′ phases are all larger than 1.75, therefore, all the compounds of β′′

phase are ductile with or without Cu atoms and the ductility decreases after Cu atoms
incorporate into β′′. In addition, Poisson’s ratio v has been used to measure the shear
stability of the lattice, which usually ranges from −1 to 0.5. The smaller the value, the
stronger the ability of the crystal to maintain stability during shear deformation [66]. The
value of Poisson’s ratio v > 0.26 means the ductility of the materials, and the Poisson’s ratio
of metals is usually 0.25< v < 0.35 [67]. As one can see, all β′′ configurations show ductility
with minor differences. It is consistent with the conclusion based on Pugh criterion.

Table 5. Calculated mechanic properties of the reported β′′ phases and energy favorable Cu-
containing β′′ phases.

Configurations B (GPa) G (GPa) E (GPa) B/G ν

Mg5Si6 62 22 60 2.77 0.34
Mg5Si6 [63] 62 - - - -
Mg4Al3Si4 67 26 69 2.57 0.33

Mg4Al3Si4 [63] 64 - - - -
Mg5Al2Si4 63 28 74 2.23 0.30

Mg5Al2Si4 [63] 61 - - - -
Mg6AlSi4 62 33 84 1.87 0.27

Mg4Al2CuSi4 72 32 84 2.26 0.31
Mg5AlCuSi4 69 34 88 2.01 0.29
Mg4AlCu2Si4 76 28 74 2.73 0.34

Mg4Cu3Si4 81 32 84 2.54 0.33
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3.3. Phonon Spectra

In addition, the dynamic stability is also taken into account. The phonon spectra of
Mg4Al2CuSi4 and Mg5AlCuSi4 are shown in Figure 7. From Figure 7, one can see that there
is no virtual frequency of configuration Mg4Al2CuSi4 and Mg5AlCuSi4, which is generally
considered to be dynamically stable.
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3.4. Electronic Structure

The total and partial electronic density of states (TDOSs and PDOSs) for four types
of β′′ configurations are calculated to explore the influence mechanism of electronic inter-
action on structural stability and mechanical properties, as shown in Figure 8, with the
Fermi level set to zero. It is evident that incorporating Cu does not change the metallic
characteristic of the β′′ phase due to the finite DOS at the Fermi level. At the Fermi level,
the TDOS for four types of β′′ configurations at the Fermi level varies. The greatest n
(Ef) is 7.41 states/eV/cell in Mg5Al2Si4, followed by 6.40 states/eV/cell in Mg4Al3Si4,
5.27 states/eV/cell in Mg4Al2CuSi4, and 4.18 states/eV/cell in Mg5AlCuSi4. This in-
dicates that the Cu-containing β′′ phases have a smaller n (Ef). In general, a smaller
pseudo gap value n (Ef) corresponds to a more stable structure [68]. This indicates that
Mg4+xAl2−xCuSi4 (x = 0, 1) are more stable than the β′′ phases without Cu. The Si-s (range
from around 11 eV to 7 eV) and Si-p states (from around 7 eV to the Fermi level) dominate
the TDOS of Mg4Al3Si4 and Mg5Al2Si4 below the Fermi level. In between (ranging from
about −7 eV up to −4 eV) regimes, a mixture of s and p character exists, indicating strong
hybridization. Especially from −7 eV to −5 eV, the shapes of Si-s and Si-p are very similar,
indicating that there is a strong interaction between Si atoms. This may be the origin for the
formation of the Si-network; the Si-network acts as a stable skeleton of these phases [32,69].
One can see that Mg-s/Al-s and Si-p in the range from −7 to −4 eV, originating mainly
from the s-p hybridization of Si atoms and Mg/Al atoms. The s-states and p-states of Al,
Mg, and Si are strongly hybridized above the Fermi level. From Figure 8, it should be noted
that, below the Fermi level, the Cu-d state is formed. The s/p orbitals of Mg, Si, and Al
all interact with the Cu-d state, and there is obvious electron transfer. The Si-p orbital and
the Cu-d orbital are hybridized to form a covalent like bonding, and more electrons are
transferred to the new orbital formed by the p-d hybridization.
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Figure 8. The total and partial electronic density of states (PDOSs and TDOSs) for four β′′ type compounds. (a) Mg4Al3Si4;
(b) Mg5Al2Si4; (c) Mg4Al2CuSi4; (d) Mg5AlCuSi4.

In order to gain a better understanding of the electronic structure of the studied system,
the charge density distributions were used as an additional method. The charge-density
difference between the (DFT) converged charge density and the isolated atomic charge
densities were employed. Figure 9 shows the charge density difference contour plot for
the (010) plane to analyze the interaction between Al, Mg, Si, and Cu atoms for the β′′

phases. Here we clearly see that there has indeed been a transfer of charge to all the
Si–Si bond regions, it is consistent with the analysis by Derlet et al. [69]. A dominant
feature of Figure 9a,b is the concentration of charge between the Si1-S3/Al-Si2-Mg1-Si1
nearest neighbors, and to a lesser extent, between the Si3 and Mg1 nearest neighbors,

26



Materials 2021, 14, 7879

indicating that covalency plays a role in this system, which was also reported in previous
research [70]. Meanwhile, the charge distribution looks like a “charge loop”, which can
lead to the formation of an “Si network”. Strong covalent bonds network can significantly
increase the structural stability of β′′ phases. Such a charge transfer to the bonding regions
originates from the core regions of both atoms on the Mg and Si sites, in addition to the
homogeneous interstitial region between the Mg atoms. The depletion of charge from the
Mg3 sites indicates that for this system both metallicity and covalency are present in the
bonding. Moreover, the charge transfer density between the Si3 and Si2 sites is slightly
decreased, and the charge transfer density between the Mg2 and Si2 sites is increased,
indicating the bonds between atoms on Mg2 and Si2 sites are covalent. As shown in
Figure 9, the charge ionization of all Mg3 sites is strong, and when the Cu atom on the
Si3 site charge ionization becomes stronger, it means both Mg and Cu valence electron are
delocalized. The difference is that Mg uniformly provides charges to the surroundings to
form a metallic environment [69], while the charges of Cu atoms are delocalized toward Si
atoms in unit cells, forming a directional covalent like bond.
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According to the analysis of the thermodynamic results of replacement energies and
formation enthalpies in Section 3.1 “Structure stability”, the stoichiometry of Cu-containing
β′′ phases in the precipitation sequence and the sequence of Cu atoms substituting sites in
the β′′ phases can be inferred. For the stable phases determined from the thermodynamics,
the elastic properties of β′′ phases with and without Cu were calculated in Section 3.2
“Elastic properties”, further supporting the proposed stoichiometry. Besides, the “Phonon
spectra” study in Section 3.3 shows that they are also dynamically stable. In summary, the
proposed compositions Mg4Al3−xCuxSi4 (1 ≤ x ≤ 3) are reasonable, which is consistent
with the results observed in the experiment [36]. In the Section 3.4 “Electronic structure”,
the origin for the stability of the Cu-containing β′′ phases is analyzed from the perspective
of electron interaction.

4. Conclusions

(1) The calculation of the formation enthalpies of 33 Cu-containing β′′ phases shows that
the replacement order of Cu atoms in β′′ phases can be summarized as one Si3/Al
site→ two Si3/Al sites→ two Si3/Al sites and one Mg1 site.

(2) The Cu atoms strongly favor occupying one of each pair of Si3/Al sites and the
most stable Cu-containing β′′ phases were expected to have a stoichiometry of
Mg4+xAl2−xCuSi4 (x = 0, 1). In addition, taking into account the change of Cu content
in β′′ phases, the stoichiometry of Mg4Al3−xCuxSi4 (1 ≤ x ≤ 3) may precipitate.
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(3) The calculated mechanical properties show that all calculated β′′ phases are mechani-
cally stable. The incorporation of Cu atoms improves the values of bulk modulus (B),
shear modulus (G), and Young’s modulus (E) of β′′, respectively, and all β′′ phases
calculated show ductile behavior. Furthermore, the calculation of the phonon spectra
shows that Mg4+xAl2−xCuSi4 (x = 0, 1) are dynamically stable.

(4) The electronic structure results shows that the Cu atom will join the Si network,
and the bond between the Si atom and the Cu atom has the covalent property. The
incorporation of Cu atom increases the electron interaction between the Mg2 and
the Si3 atom, which may be one of the reasons why the incorporation of Cu atom
increases the stability of the β′′ phase structure.
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Abstract: It is of great academic and engineering application to study the evolution of microstructure
and properties of age-strengthened aluminum alloys during heat treatment and to establish quantita-
tive prediction models that can be applied to industrial production. The main factors affecting the
peak aging state strength of age-strengthened aluminum alloys are the precipitates, solid solution
elements, grain size effects, and textures formed during the material processing. In this work, these
multi-scale factors are integrated into the framework of the knowledge graph to assist the following
crystal plasticity finite elements simulations. The constructed knowledge graph is divided into
two parts: static data and dynamic data. Static data contains the basic properties of the material
and the most basic property parameters. Dynamic data is designed to improve awareness of static
data. High-throughput computing is performed to further obtain clear microstructure-property
relationships by varying the parameters of materials properties and the characteristics of the structure
models. The constructed knowledge graph can be used to guide material design for 6XXX Al-Mg-Si
based alloys. The past experimental values are used to calibrate the phenomenological parameters
and test the reliability of the analysis process.

Keywords: knowledge graph; high-throughput computing; microstructure design; crystal plasticity;
Al alloys

1. Introduction

Aluminum alloy combines the advantages of low density, good electrical conductivity,
high corrosion resistance, good heat dissipation, high specific strength, and easy processing
and is widely used in transportation, aerospace, and other industries [1–3]. The relationship
between “process-structure-performance” of aluminum alloy industrial production is quite
complex. Specifically, the process includes determining the composition, heat treatment,
deformation processing, etc.; the structure involves grain shape and orientation, composi-
tion segregation, and second equivalence. The performance includes elasticity, plasticity,
fracture toughness, etc.

The concept of Integrated Computational Materials Engineering (ICME) [4] was in-
troduced by the US government in 2008 to integrate the tools of computational materials
science into a holistic and systematic materials development process to achieve efficient
development, manufacturing, and use of advanced materials by bridging the gap between
materials design and manufacturing. ICME is now widely recognized and adopted by
industry and academia and will play a significant role in materials development.

The primary strengthening mechanism of 6xxx-series aluminum alloys is the obstruc-
tion of dislocation movement by second-phase particles precipitated during aging, and
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microstructural parameters such as morphology, size, number, and distribution of the
second phase determine the strengthening effect [5,6]. The precipitation process of the
second phase is mainly influenced by the process parameters such as alloy composition,
aging temperature, and aging time. By establishing a quantitative model between process
parameters and microstructure and correlating microstructure parameters with alloy prop-
erties, the influence of process parameters on alloy properties can be quantitatively studied,
which is of great value for the rational design of alloy composition, optimization of heat
treatment conditions, and improvement of alloy properties.

In general, the macroscopic mechanical properties of a material depend on the mi-
crostructure, spanning several scales from micro to macro. A complete multi-scale sim-
ulation starts from first-principles calculations, molecular dynamics, and Monte Carlo
simulations to calculate material physical property parameters such as elastic constants,
intrinsic strains, interfacial energies, diffusion coefficients, etc. Then around the specific
production process parameters, based on the phase diagram thermodynamics and kinetics
to summarize the phase transition law, using the phase-field method, the meta-cellular
automata method can be obtained microstructure. Finally, the stress-strain behavior of the
material is simulated using finite elements. Figure 1 shows a schematic of multi-scale calcu-
lations, from component design through performance simulation, and finally improving
component design based on performance simulation results.
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2. Knowledge Graph

The knowledge graph is a semantic network composed of nodes and edges that map
the real world to the data world. Nodes represent entities or concepts in the physical world,
and edges represent entities’ attributes or relationships [7]. A knowledge graph was first
proposed by Google in 2012 [8] for better serving searches. Nowadays, the application
fields of knowledge graphs are becoming wider and wider. In the face of finance, medical
and other industries, it is also possible to construct knowledge graphs belonging to specific
fields. Through information acquisition, knowledge fusion, and knowledge processing, the
facts in the original data are refined, analyzed, and formed into a graph. The machine can
find the potential associations in the complex relationship and complete the work of case
analysis and anti-fraud. In traditional material calculation, experimental data is scattered.
The calculation data of a single process is stored and analyzed separately. We calculate the
correlation between data by analyzing materials, obtaining material-oriented related laws
and knowledge, and establishing a material knowledge graph. The specific implementation
process is as follows: mining the input factors and result in performance/property sets
and their corresponding relationships of each link in the material simulation calculation
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process, constructing the corresponding knowledge graph structure according to the associ-
ation relationship, and filling the experimental calculation data into the knowledge graph
structure through mining analysis and processing to form the knowledge graph. Based
on the material knowledge graph, reasonable input parameter value recommendations
can be provided for actual simulation calculations. Based on the analysis process shown
in Figure 1, we divide the aluminum alloy simulation calculation process data into two
categories: one is static data such as key performance, computational simulation methods,
and basic simulation elements and simulation steps (Figure 2). The other is the input
and output data of the software that can be changed in the processing flow, which we
call dynamic data (Figure 3). The static data part mainly reflects the relationship between
materials and software and calculation types. The active data part mainly records the
calculation process data.
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For 6XXX series alloys, the components in the static data are extracted based on the
concerned work hardening to form a complete calculation example process. Starting from
the selection of material parameters, the geometric model is constructed, the calculation
example is prepared, the simulation results are obtained, and the results and parameters
are analyzed. Finally, the parameters are evaluated and a solution for material performance
improvement is obtained. The calculation results of dynamic data will be used to increase
or decrease static data, such as by introducing new methods and strategies, considering
more microstructure information, or discarding unimportant microstructure information.

3. Material Modeling

In this section, the basic framework of micromechanical modeling is introduced in
detail. The described model consists of a geometric description of the grain structure of
polycrystals. The present construction model of plastic deformation in a single grain is
realized by the crystal plasticity method through the user-defined material model (UMAT)
of ABAQUS.

3.1. Representative Volume Elements

When simulating the properties of a material, the results are undoubtedly most accu-
rate if the model constructed covers all the information about the material but requires a
large number of calculations beyond the current level of computer development. The repre-
sentative volume element (RVE) is a unit that is much smaller than the macroscopic system
of the material but is large enough to capture the basic characteristics of the microstructure.
The construction of representative volume cells with various structural features enables
rapid analysis of the effects of material microstructural changes on performance.

There are two main strategies to construct representative volume elements, one is
to use experimental characterization techniques such as electron backscatter diffraction
(EBSD) to obtain real microstructures and thus build geometric models, and the other is to
get microstructures using phase-field simulations, Monte Carlo methods, Voronoi, etc.

The first strategy is mainly used to reveal the relationship between microstructure and
properties of specific materials. Depending on the research problem, it can be either by mod-
eling the high matching of the observed region or by extracting statistical information from
the EBSD observations to construct RVE. Based on the EBSD observations, we can obtain
information about the grain shape, size, orientation, etc. Luo et al. [9,10] targeted the initial
stages of fatigue cracking by constructing RVE directly based on microstructure scans of
material samples in regions of high-stress concentration. This approach, which corresponds
the RVE exactly to the modeled area, is inherently deterministic but requires a large amount
of experimental data and complex preparation, as well as a significant computational
effort, and is therefore only used when exploring specific micromechanical mechanisms.
When studying physical quantities of macroscopic statistical significance, such as yield
stress, tensile strength, and elongation at break at the visible level, information such as
grain features, including orientation, disorientation, and grain size, can be extracted from
microstructural observations to construct RVE. This statistical information-based modeling
approach can be easily implemented by many software programs, such as Neper [11–13],
DREAM.3D [14], and Kanapy [15]. Figure 4 shows two RVE with equiaxed crystal organi-
zation constructed by Neper based on the same seed point. Figure 4a shows the standard
Voronoi polyhedral structure, and Figure 4b shows the stable system with higher grain
sphericity. Figure 4c,d reflects the difference in the size distribution of grain morphology,
with a more concentrated grain size distribution in the Voronoi polyhedral structure.

The second strategy is mainly used to find the correspondence between process
parameters and properties of the material. The microstructures obtained by simulation-
based means are more energy-efficient and faster than preparing alloy samples, and the
uncontrollable factors are significantly reduced. Borukhovich et al. [16] combined the phase
field approach with crystal plasticity theory to simulate the entire machining cycle from
quenching, and over-tempering, to mechanical testing.
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In addition to constructing representative volume cells that match the real microstruc-
ture, it is also possible to explore the influence of material microstructure on properties by
constructing representative volume cells with different characteristics, such as grains of
specific morphology, the spatial distribution of grain size, and chemical composition, etc.
Figure 5a shows the mechanical properties of non-isometric crystals by constructing grains
with different aspect ratios, which correspond to aluminum alloys with elongated grains
after rolling or unidirectional stretching. Figure 5b,c shows the non-uniform distribution of
grains and precipitates composition, respectively.
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model with gradient distribution of crystal size. (c) Polycrystalline geometric model with a gradient
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In reality, aluminum alloys may not always exhibit such distinct gradient structures,
but setting these structural variations to be obvious in the simulation allows for a more
intuitive exploration of the effects of such structures.

By setting the corresponding boundary conditions for representative volume cells, the
deformation processes of different materials, such as tension, shear, etc., can be simulated.
The purpose of this work is to study the yielding and work-hardening behavior of the
material by simulating the uniaxial stretching of the material. In total, the boundary
conditions are set on four faces of the RVE, as shown in Figure 6.
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3.2. Crystal Plasticity Model

The material behavior simulated by the finite element method is described by a phe-
nomenological crystal plasticity model. In order to address the non-uniform deformation
caused by abrupt changes in the mechanical behavior of polycrystalline grain boundaries
and to consider the effect of crystallographic textures, the single crystal constitutive model
proposed by Asaro [17] is used. In this paper, vectors (lowercase letters) and second-order
tensor matrices (uppercase letters) are indicated in bold.

The deformation kinematics theory points out that the total deformation gradient F can
be decomposed by multiplication and expressed as a combination of Fe and Fp: F = FeFp.
The elastic deformation of the material follows Hooke’s law. Plastic deformation is mainly
calculated by the plastic strain gradient lp, which is a function of the plastic deformation
gradient Fp:

lp =
.
F

p
Fp−1 (1)

Assuming that slip is the only displacement mechanism of plastic deformation, lp can
be expressed as the sum of the shear rates of all slip systems:

lp = ∑α

.
γ

αs∗α ⊗m∗α, (2)

where
.
γ

α is the plastic shear rate and s∗α ⊗m∗α is the Schmid tensor of the slip system
α, which is obtained by dyadic operation between the slip direction s∗α and the normal
direction of the slip surface m∗α. Aluminum is Face-Centered Cubic (FCC) crystal, the
value of α is 1 to 12. According to the power law model proposed by Asaro et al. [17], the
plastic shear rate of α slip system can be expressed as:

.
γ

α
=

.
γ0

( |τα|
gα

)1/m
sgn(τα), (3)

where
.
γ0 is the reference shear rate, gα is the plastic deformation resistance, and the resolved

shear stress τα is the projection of the Kirchhoff stress tensor def(F)σ onto the slip surface.
The parameter m controls the sensitivity of the strain rate. Assuming that the density of
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the material remains constant during the deformation process, τα can be expressed by the
stress tensor σ:

τα = m∗α · σ · s∗α (4)

The initial value of gα is initial slip resistance τi, which is assumed to be the same
for all slip systems. Work hardening is introduced by making the resistance to plastic
deformation a function of plastic strain:

.
gα

=
12

∑
β=1

hαβ

∣∣∣ .
γ

β
∣∣∣, (5)

where hαβ is the hardening modulus matrix, hαα denotes the hardening due to the slip of
its own slip system, usually called the self-hardening coefficient, and hαβ(α 6= β) denotes
the hardening due to the slip of other slip systems, usually called the latent hardening
coefficient. q is the ratio of the latent hardening coefficient to the self-hardening coefficient,
1 and 1.4 are the more common values. The hαβ can be expressed as a unified equation:

hαβ = h(α, α)
[
q + (1− q)δαβ

]
=

{
h(α, α) β = α
qh(α, α) β 6= α

(6)

Self-hardening coefficients using the model adopted by Peirce et al. [18]:

h(α, α) = h0sech2
(

h0γ

τs − τi

)
= h0sech2(kγ), (7)

where h0 is the hardening modulus at the beginning of yield, τs is the plastic flow break-
through stress in the first stage of the material, and γ = ∑α

∫ t
0

∣∣∣ .
γ

α
∣∣∣dt is the cumulative shear

strain of each slip system. Noting that h0/(τs − τi) is a constant value, the softening factor
k can be introduced to visualize the effect of γ on the degree of hardening of the material.

The region of large plastic deformation during material deformation may become
the location where cracks sprout, and the location of material failure can be predicted by
introducing accumulated plastic deformation p [19]:

p =
∫ T

0

(
2
3

lp : lp
) 1

2
dt (8)

In addition, the local plastic dissipation energy Ep [20,21] can also provide a prediction
of material damage:

Ep =
∫ T

0
σ : lpdt = ∑

α

∫ T

0
τα .

γ
αdt (9)

From the FE simulation, ABAQUS gives the value of each physical quantity at the
center-of-mass for each element, (·). The black dots in parentheses indicate the homogenized
parameters, i.e., stress and strain, etc. To obtain a global representative value for each time
step, the center-of-mass values of each element are averaged through the element volume.
For example, volume averaging of stresses and strains (σRVE

ij and εRVE
ij ) can be performed

for comparing the stress-strain curves obtained from the tests.

σRVE
ij = 1

VRVE

N
∑

n=1

(
σij
)

n ·Vn

εRVE
ij = 1

VRVE

N
∑

n=1

(
εij
)

n ·Vn

, (10)

where the subscript n represents the value of each unit, and VRVE represents the total
volume of the entire RVE. This averaging strategy can be applied equally to p and Ep to
measure the deformation properties of the material.
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In addition, the Lode stress parameter µσ can be introduced to analyze the stress state
of the material during deformation. Notice that µσ is equal to -1 in uniaxial tension and 0
in pure shear. The Lode stress parameter for an RVE µRVE

σ is the volume average of each
element µσ:

µσ =
σ2 − (σ1 + σ3)/2

(σ1 − σ3)/2
, (11)

where σ1, σ2, σ3 are the three principal stresses (σ1 > σ2 > σ3), which can be obtained from
the stress tensor σ.

3.3. Strength Model

In the crystal plasticity model proposed in the previous section, the most important
parameter is τi. There are many strengthening models [5,22,23] for 6XXX series aluminum
alloys, which aim to relate microstructural parameters, such as grain size, texture, size
distribution of precipitates, type, and content of solid solution phases, to macroscopic yield
strength σy. Contributions are usually linearly additive [5,6]:

σy = σAl + σss + σppt (12)

The intrinsic strength, solid solution contributions, and precipitates to the yield stress
of aluminum are denoted as σAl, σss and σppt, respectively. Similarly, at the single crystal
level, the initial slip resistance τi is determined by various microstructural parameters:

τi = τAl + τppt + τss (13)

τAl stands for intrinsic strength of aluminum, which is numerically equal to 3/1 of the yield
strength of pure aluminum with the same average particle size. Therefore, in this model,
the grain size effect is also considered.

The solid solution strengthening term τss is due to the strain field generated around the
substitutional atoms dissolved in the matrix that can interact with dislocations and impede
their movement, resulting in strengthening. Based on the principle that the contributions of
different solute atoms to the yield strength can be linearly superimposed, the solid solution
strengthening effect of the alloy can generally be expressed as:

τss = ∑i kiC
2/3
i , (14)

where ki is the scaling factor and Ci is the mass fraction (wt.%) of the specific element (Mg,
Si) in the solid solution. The value of Ci is easily known based on the thermodynamics of the
phase diagram or on the quantitative chemical analysis of the alloy structure. According
to the work of Myhr et al. [24], kMg and kSi take the values of 15.0MPa/wt.%2/3 and
33.0MPa/wt.%2/3, respectively.

Unlike τAl and τss, which have clear and unambiguous expressions, modeling τppt
is always extremely difficult. Esmaeili et al. [22] proposed that the reinforcement of the
precipitated phase is related to several microscopic variables, which can be expressed as:

τppt = F (r, f , F, l, S) (15)

where r and f are the average size and volume fraction of the precipitates, respectively, F is
the maximum interaction force between the particle and dislocation with the average radius,
l is the average distance between the particles of the precipitates with obstruction, and S is
a series of microscopic parameters indicating the particle shape of the precipitates and the
dislocation relationship between the particle and the matrix. This idea was widely adopted
and promoted in the following decades [6,23,25,26]. Because the types, morphology and
distribution of the precipitates depend on the processing technology and the composition
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of the raw materials, it is not easy to construct a clear functional relationship F . Therefore,
the τppt can be considered to be determined preferentially by Equation (13):

τppt = τi − τAl − τss (16)

In most studies, the yield stress and the initial slip resistance are considered to satisfy
a linear relationship: σy = Mτi, where M is the Taylor factor, which is the most important
parameter connecting the continuum plasticity theory and the crystal plasticity theory.
For specific materials, the measurement of yield stress σy is very convenient, so τi can be
estimated by Taylor factor M:

τi =
σy

M
(17)

For randomly oriented FCC structured metals, the value of M is 2.2 for the Sachs
model [27] and 3.1 for the Taylor model [28]. The work of Zhang et al. [29] states that the
value of M when using the crystal plasticity finite element model is about 2.7. In fact, M is
closely related to the textures of the material and is an important physical quantity that
characterizes the statistical significance of the crystallographic orientation.

3.4. Parameter Calibration

Although the above model has, as far as possible, covered all the factors most com-
monly considered in the study of the strength of 6XXX series aluminum alloys. However,
due to the complex process conditions, composition ratios, and the complexity of the
real microstructure of the material during production, some of the phenomenological or
structure-sensitive parameters in the model need to be calibrated to the results of material-
specific mechanical properties tests in order to subsequently predict the mechanical re-
sponse of the material when its microstructural characteristics are altered or under more
complex loading conditions. For parameters that are universal and structurally insensitive,
such as elastic constants and power-law hardening parameters, the values in the literature
are directly selected.

The 6XXX series aluminum alloy under under-aged and peak-aged states reported
by Yang et al. [25] was selected for finite element simulation and some key parameters
were compared accurately. The purpose of this work was chosen because the two materials
reported in the paper only have different aging times, the remaining microstructure param-
eters are almost identical to the initial alloy composition, they have similar compositions in
the knowledge graph, and differences in their mechanical properties are also easy to test
whether they can be reflected by specific parameters. Each material is tested for uniaxial
tensile, and multiple sets of test values are selected to average to ensure the effectiveness of
the test. The specimen used for mechanical testing is cut from a randomly selected location
in the casting sample, and the entire specimen is not significantly mechanically processed,
so it can be considered that the orientation of the grains is randomly distributed, without
texture. Considering that the average grain sizes of the two samples are the same, the same
geometric model is constructed as well as the random grain orientation. The RVE is divided
into a total of 39304 elements, 34 elements in each direction. The amount of stretch along
the X direction is 6% of the side length.

In this study, the following parameters are based on the literature: (C11, C12, C44(MPa)) =
(106430, 60350, 28210),

[ .
γ0
(
s−1), m

]
= [0.001, 0.02]. This information exists in the knowl-

edge graph and is used during finite element simulations. Parameters such as [M, h0, k, q]
are the key variables that reflect the differences in the properties of each alloy, reflecting
the characteristics of the material organization and composition, and fundamentally cor-
respond to different production and processing processes. In addition, τi is determined
by Equation (17), where the value is taken from the work of Yang et al. [25], as 273.3 MPa
for peak-aged alloy and 258.6 MPa for under-aged alloy. M and q are highly correlated
with the crystal structure properties and have well-defined intervals, while h0 and k are
closely related to the precipitation phase properties in the alloy and tend to vary over a
wide range, but not by more than one order of magnitude. Based on the trial-and-error
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method, the approximate range of the values of these parameters is obtained, and then the
accurate values are determined by combining the neural network and the genetic algorithm.
Figure 7 shows that the stress-strain curve obtained by the finite element simulation is
basically consistent with the experiment based on the parameters calibrated by the experi-
ment. Finally, the crystal plastic finite element simulation parameters calibrated based on
experiments are summarized in Table 1.
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Table 1. Calibration of crystal plastic finite element simulation parameters based on
experimental data.

Materials C11,C12,C44(MPa) h0(MPa) τi(MPa) τs(MPa)
.
γ0(s−1) m M k q

Peak-aged 106430, 60350, 28210 27.54 101.81 110.99 0.001 0.02 2.7 3.0 1.4
Under-aged 106430, 60350, 28210 44.25 97.75 110.39 0.001 0.02 2.7 3.5 1.4

4. High-Throughput Computing

The work in the previous chapter has shown that the mechanical behavior of materials
can be accurately predicted based on microstructural modeling and parameter calibration.
The materials under study can be quantified and recorded in the knowledge graph through
physical quantities such as microstructural parameters and mechanical performance param-
eters. When more experimental data are considered in the future, the knowledge graph will
be updated. The background will also continue to become clearer. Another important task
of a knowledge graph is to expand new material information and cognition from existing
material knowledge. For example, what effect will the combination of various microstruc-
ture information have on the performance of the material itself? Which microstructural
information will play a more important role? Based on the goal to be explored, a variety
of numerical examples can be constructed to study the law of the influence of various
parameters on the material properties.

Based on the idea of high-throughput computing, we designed a series of examples to
obtain many computational results by varying the values of some parameters of materi-
als properties and considering different initial polycrystal structures for simulation, and
summarize the influence weights of each parameter to build a comprehensive mechanical
properties-microstructure knowledge graph. The same RVE, Figure 4a, is used for all the
calculations. With the material properties either calculated by multi-scale calculations, or
using existing material data, high-throughput computing is further performed to achieve
efficient screening of composition/organization/performance, etc., to guide the process
optimization issues and to accelerate the development of new materials and significantly
reduce the cost of material development.
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Uniaxial tensile simulations were performed for the model shown in Figure 4a by
assigning the same random grain orientation and different material parameters. Table 2
shows the range of values for each parameter, and when a parameter is varied, the default
values are set for the remaining parameters. In addition, the effect of crystal orientation
on mechanical properties is analyzed by setting different initial textures with constant
material parameters taking default values. Table 3 shows the typical common textures of
FCC structured metals.

Table 2. Range of variation of material parameters.

Parameter Default Value Minimum Maximum

M 2.7 2.2 3.1
h0(MPa) 44.25 20 200

q 1.4 1.0 1.8
k 3.5 1 10

Table 3. Euler angles of typical textures in FCC metals.

Type {hkl} uvw ϕ1 φ ϕ2

Cube 001 100 0◦ 0◦ 0◦

Goss 011 100 0◦ 45◦ 0◦

Copper 112 111 90◦ 35◦ 45◦

Brass 011 211 35◦ 45◦ 0◦

S 123 634 59◦ 37◦ 63◦

Figure 8 shows the tensile simulation results for polycrystalline aggregates with
material parameters [M, h0, k, q] set to the default values in Table 2. From the Mises
stress distribution shown in Figure 8b and the cumulative plastic strain distribution shown
in Figure 8c, it can be seen that there are significant differences in stresses and strains
among grains, and the stress concentrations are mainly found at grain boundaries. The
differences in plastic deformation and stress response between grains are mainly caused
by differences in grain orientation, while the differences within grains are mainly caused
by grain arrangement and their interactions. The highly anisotropic elastic and plastic
behavior of single grains allows the deformation or stress concentration at grain boundaries
to satisfy both stress equilibrium and strain compatibility. Therefore, both stress and strain
tend to occur at grain boundaries.

Figure 9 illustrates the calculated results of the stress-strain curve for a single parameter
varying according to the values taken in Table 2. The calculated results illustrate that the
boundary values of the parameters correspond to the extreme cases of the stress-strain
curve, and the gray area in the figure indicates the position of the stress-strain curve of the
material when the parameters take intermediate values. M affects the yield stress of the
simulation results, h0 reflects the strain hardening capacity of the material, k corresponds to
the degree of strain hardening of the material, and the variation of q does not bring much
difference in the results, thus the correlation between this parameter and the performance
is less sensitive. By comparing the experimental values with the calculated results after
parameter adjustment, the influence characteristics of these independent parameters on the
mechanical properties can be more deeply understood, and the corresponding relationship
between them and the knowledge of materials science can be interpreted. M reflects the
anisotropy of the material and reflects the orientation correlation between the strength
of single crystal and polycrystalline strength. It is more effective to calibrate the initial
slip system yield strength based on M than other parameters. When the initial hardening
modulus varies between orders of magnitude, the stress-strain response has limited changes
in the initial plastic deformation, and then shows a significant difference in work hardening
properties. Therefore, this parameter is effective for the characterization of material work
hardening, and the difficulty of deformation at the initial stage of material work hardening
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will significantly correspond to the change in the value of this parameter. After the other
parameters are calibrated, the two parameters q and k do not significantly affect the stress-
strain response of the material within the common value range, so they may not be suitable
for establishing the relationship between microstructure and performance.
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Figure 10a shows the results of stress-strain simulations for polycrystalline aggregates
with different initial crystal orientations, where uniaxial stretching corresponds to the
〈100〉 orientation of the material and thus the ease of grain slip initiation differs for different
orientations. This result is consistent with the study of Zhao et al. [30]. Figure 10b shows
the effect of the initial texture on the Lode stress parameter-strain curve. The results show
that the different oriented materials exhibit significant differences in mechanical properties
during deformation in the specified directions.

The rich calculation results obtained by high-throughput calculation provide rich
materials for the construction of an aluminum alloy knowledge graph. Based on the
objective fact that the structure determines the performance, we set different structures and
different material parameters to conduct finite element simulations, and the mechanical
responses of various structures can be obtained. The simulation results are stored in the
knowledge graph. In the subsequent material development, the key influencing parameters
can be located according to the expected mechanical properties, and then key process
schemes or material ratios can be found to achieve the accurate material design.

Finally, the widely used commercial alloys 6061-T4 and 6061-T6 in the 6XXX series
were selected as the research objects, and the materials were selected from the alloy samples
with a mass ratio of Mg to Si of 1.19 in the work of Kim et al. [31]. 6061-T4 is an alloy that is
naturally aged after solution heat treatment. Its yield stress is approximately 122.0 MPa.
This alloy is of average strength but has excellent machinability. The material fails under
20% tensile strain. 6061-T6 is an artificially aged alloy after solution heat treatment. The
yield stress is about 325.0 MPa, but the processing performance is poor, and the tensile strain
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is about 5%. Since the two are obtained from the same batch of alloy samples processed
by different aging processes, and the polycrystalline morphology and orientation of the
material are basically unchanged during the aging process, it is still assumed that M is the
same value, and based on the previous analysis, k and q are also similar. It is considered
that it is not sensitive to the structure, and the same value is approximately taken. The final
simulation result is shown in Figure 11. The simulation parameters determined based on
semi-analytical and semi-experience are as follows. In order to reflect the material analysis
strategy based on high-throughput calculation and knowledge graph. Therefore, methods
such as machine learning are not used, and the simulation results and the parameters used
to reflect the applicability of the previously concluded laws. It also reflects that the initial
yield strength h0 is a key performance index for 6XXX. The crystal plastic constitutive
parameters of the two alloys are listed in Table 4, from which it can be seen that the τs
of the 6061-T4 alloy is about twice that of the τi, indicating that the alloy after natural
aging has better work hardening ability. If the material has an excellent degree of work
hardening at the initial stage of plastic strain, the subsequent deformation performance
will also be guaranteed.
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Table 4. 6061 aluminum alloy crystal plasticity finite element simulation parameters.

Materials C11,C12,C44(MPa) h0(MPa) τi(MPa) τs(MPa)
.
γ0(s−1) m M k q

6061-T4 106430, 60350, 28210 200.0 47.0 87.0 0.001 0.02 2.6 5.0 1.4
6061-T6 106430, 60350, 28210 50.0 125.0 133.33 0.001 0.02 2.6 6.0 1.4
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5. Conclusions

To comprehensively improve the performance of materials and deepen the knowledge
of materials undoubtedly requires the ability to simultaneously combine multiple time
scales and space scales in simulation calculations, but there is currently no universal method
that can cover all time and space scales. Analyzing material properties by synthesizing
various factors without screening will result in a huge amount of computation. Therefore,
building a knowledge network of various microstructure information-performance of
materials based on knowledge graphs will be a major mainstream analysis method in
the future.

Integrated computational materials engineering and high-throughput computing
will change the traditional empirical trial-and-error approach to alloy research and devel-
opment (R&D) and become a fundamental R&D platform for collaborative knowledge
innovation with the interconnection of multi-scale calculations, experiments, and databases.
On this platform, as a three-dimensional data network capable of regularly linking in-
formation about the microstructure, properties, and computational methods of materials,
the knowledge graph can be used to recommend reasonable input parameter values and
store results, thus assisting high-throughput computation. To sum up specifically, for a
certain research object, we first summarize and sort out important structural components
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or key performance control parameters based on previous materials science cognition
and experiment-based summary, build a knowledge graph based on the performance of
interest, and design a set of analysis and simulation process including these parameters.
Multiple sets of examples were designed to study the influence weight of each variable on
the performance. Comparing the calculated results with existing experimental observations
can explore the relationship between structure and performance on a deeper level, thus
reducing the consideration of secondary factors and optimizing the R&D strategy.

6XXX series aluminum alloys are chosen to demonstrate the proposed strategy of
studying the correlation between microstructure and mechanical properties by high-
throughput computing assisted by a knowledge graph. The simulation results show
that the orientation distribution and initial hardening modulus of the material are the main
factors affecting its performance, indicating that the previous assumption of isotropy is
not suitable for 6XXX series, and how to improve the hardening ability at the initial stage
of plastic strain is the focus of research. The crystal plasticity finite element method, as
a bridge linking the micro-to-macro to quantitatively describe the relationship between
the microstructure and properties of the alloy, is chosen to perform high-throughput com-
puting with varying the parameters of materials properties and the characteristics of the
structure models. The constructed knowledge graph is divided into two parts: static data
and dynamic data, and can be used to guide material design for 6XXX Al-Mg-Si based
alloys. Static data contains the basic characteristics and the most essential characteristic
parameters of materials. The purpose of continuous generation and adjustment of dynamic
data is to improve the cognition of static data. This research method has universality and
popularization value.
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Abstract: This article presents a method of reusing aluminum scrap from alloy 6082 using the hot
extrusion process. Aluminum chips from milling and turning processes, having different sizes and
morphologies, were cold pressed into briquettes prior to hot pressing at 400 ◦C at a ram speed of
2 mm/s. The study of mechanical properties combined with observations of the microstructures,
as well as tests of density, hardness and electrical conductivity were carried out. On the basis
of the results, the possibility of using the plastic consolidation method and obtaining materials
with similar to a solid ingot mechanical properties, density and electrical conductivity was proven.
The possibility of modifying the surface of consolidated aluminum scrap was tested in processes
examples: polishing, anodizing and coloring. For this purpose, a number of analyses and tests were
carried out: comparison of colors on color histograms, roughness determination, SEM and chemical
composition analysis. It has been proven there are differences in the surface treatment of the solid
material and that of scrap consolidation, and as such, these differences may significantly affect the
final quality.

Keywords: recycling; 6082 aluminum alloy; plastic consolidation; mechanical properties; microstruc-
ture; surface modification

1. Introduction

Recycling of light metals is largely based on the remelting method. For this purpose,
various types of melting furnaces are used, from low-cost gas furnaces to electric furnaces
with a special system of loading the initial material into the liquid metal which significantly
increases the recycling yield, but also increases the processing cost. Recycled metal is sub-
jected to the treatment processes: refining, chemical composition correction and degassing,
and then casting into ingots. The average recycling yield when melting such scrap metal
ranges from 75 to 81%. The low recycling yield of the melting methods (especially small
chips, tapes, thin wires) causes irreversible losses of metal (forms low-quality slags and
drosses) and energy used for the aluminum production [1–6].

The concept of recycling based on the plastic consolidation method creates opportuni-
ties to reduce losses during recycling and significantly reduces the energy consumption.
This process completely omits the melting phase, thus eliminating losses and troublesome
waste (drosses). The entire recycling process takes place in the solid phase, which avoids
gasification effects of the liquid metal and loss of alloy additives during the metallurgical
synthesis. The upsides of the process are lowering of the process temperature to approx.
350–450 ◦C, shortening the operation time to a few minutes and reducing energy consump-
tion for reheating of the charge material several times. It also eliminates the risk of material
losses as a result of oxidation, as surface oxidation is limited in this temperature range by a
tight passivation layer [7,8].
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Extrusion of fine fractions, such as metal chip, dusts, powders, tapes, etc., allows an
effective plastic consolidation and the obtaining of a coherent material which has good
utility properties [9–15]. Consolidation of the 6082 alloy chips by pressing and extrusion
makes it possible to obtain briquettes with better fatigue properties compared to the solid
material [16–18]. One of the materials most often used in the industry is aluminum and
its alloys, in particular, alloy 6082. It is characterized by good resistance to corrosion and
cracking. An interesting approach to the use of recycling by the extrusion method was
applied to the AlSi11 alloy chips. After the plastic consolidation process, the obtained flat
bars are subsequently welded, which leads to the production of metallic foams [19]. It
is susceptible to machining and welding; it has decent mechanical strength. The above-
mentioned properties enable the use of this material, among others, in the shipbuilding
and automotive industries, where one has to deal with a corrosive environment and where
heavy loads are transferred [20,21].

Aluminum is an amphoteric element and can dissolve both in an acidic and an alkaline
environment, to form Al3+ and H2AlO3

−, respectively. In the pH range from 4.45 to 8.38,
aluminum is covered with durable oxide layer of Al2O3·H2O (bemite). The formation of a
thick protective coating is possible in a specially directed corrosion process in oxidizing
environments, both acidic and alkaline, with pH values outside the above-mentioned area.
Oxide layer formatted on aluminum or its alloys by electrolytic methods is characterized by
some special properties such as protection against weakly aggressive environments [22,23].

One of the ways to improve the surface properties of metals is to produce the so-called
conversion coatings. One of them is oxide coatings, which are produced by an electrolysis
process called anodizing. In the case of aluminum, aluminum oxide films are obtained in
the anodizing process carried out in an electrolysis cell, in which the anode is an oxidized
aluminum, while the cathode is an electrolyte-resistant metal (e.g., lead). During anodic
oxidation of aluminum, the anode reaction is described by the summary equation:

2Alsolid + 3H2Osolution → Al2O3solid + 6H+ + 6e− (1)

The aluminum oxide layer is formed as a result of the reaction of Al3+ ions (formed by
the direct current) with O2− ions or OH− formed by the decomposition of water. Evolution
of hydrogen gas takes place at the cathode:

2H+ + 2e− → H2gas ↑ (2)

Aluminum oxide layer is composed of densely arranged hexagonal cells with a pore
inside. Due to the characteristic structure of the oxide layer (with relatively regular and
densely spaced pores), the aluminum anodized surface is highly developed and has decent
adsorption capacity. It is used in the coloring process to protect and decorate aluminum
products like aluminum components [23,24].

Surface treatment with anodizing process includes a series of technological steps:
1. Surface preparation, 2. Anodizing, 3. Coloring, 4. Sealing. Preparation of aluminum
for anodizing is extremely important because it determines whether anodizing will be
successful. Firstly, the surface of the aluminum should be degreased in organic solvents,
such as ethanol, acetone or carbon tetrachloride, to remove organic impurities and improve
electrolyte wetting. If a special surface appearance (e.g., high gloss) is required, then
mechanical or chemical polishing are used [25].

For decorative purposes, anodized aluminum can be colorized by using organic or
inorganic dyes. The dye infiltrate the pores of the oxide layer, giving the color of the surface.
The colorizing of the anodized aluminum related to the precipitation of insoluble inorganic
salts in the pores, hereinafter referred to as two-step colorizing, occurs according to an
example reaction:

(CH3COO)2Pbsolution + (NH4)2CrO4solution → PbCrO4 ↓ solid + 2CH3COONH4solution (3)
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Sealing is a process to eliminate open pores of the anodized aluminum. It is also the
process by which the dyes or insoluble salts contained in the pores become stuck as a result
of the closure of the pores. During sealing, the oxide layer changes its structure; thus,
hydrated Al2O3·H2O (bemite) is formed. This reaction is accompanied by swelling (due to
the addition of water of crystallization and changes in the structure of the crystal lattice),
which leads to the closure of the pores and the creation of a smooth surface.

Various aluminum alloys are anodized differently [26]. The 6000 alloy series, with the
high levels of magnesium and silicon, which influence the anodizing process, are suitable
for anodizing and coloring, with a very homogeneous oxide layer. As described in [27],
a satin finish causes the surface to become dull. The oxide layer was over 30 microns thick
and some parts of the surface were dark gray. For the tests in [27], samples provided by
COLOR METAL SRL though SC ANOROM SRL were used, and the 6000 aluminum alloy
series aluminum was 6082 SF02 in the form of extruded bars. Tests were made of anodizing
as well as black coloring.

In another study [28], the possibilities of black dyeing, inorganic coloring and elec-
trolytic coloring by sulfuric acid of 6061 series were investigated. For black dyeing, jet black
was used as a dye, inorganic coloring was performed in two steps with using cobalt acetate
and ammonium sulphide solutions and an electrolytic coloring: sulfuric acid, stannous
chloride and phenol sulphonic acid. The influence of surface treatment and sealing method
on the structure of the oxide layer, corrosion, porosity, etc., was studied. Regardless of the
color method, all the porosity values were very low, which confirms the smoothness of the
final surface.

In study [25], a two-step anodizing process was performed, resulting in nanoporous
anodized aluminum oxide layers using 6082 aluminum alloy. The aim of this study was
to choose appropriate anodizing parameters, such as voltage and temperature, using
0.4 M oxalic acid. The effect of these parameters on the morphological characteristics
were investigated. Based on [25], the anodizing in present article was performed under
similar technological conditions. It is also known that anodizing with oxalic acid turns the
anodized aluminum yellow, which should be taken into account in its further coloring. The
yellow color of anodized aluminum means that such aluminum is dedicated to coloring
yellow or its related colors: green, orange, etc. therefore, in this article, attempts were made
to color the anodized material into orange and yellow.

Xylenol orange is used primarily in spectrophotometric determination of aluminum as
a colored reagent [29,30]. In study [31], xylenol orange was tested as a corrosion inhibitor
for aluminum in trichloroacetic acid. In study [32], with a variety of dyes, methyl orange
was used as a corrosion inhibitor for mechanically pretreated aluminum. Yet another
study [33] used methyl orange as a dye adsorbed onto films of anodized aluminum oxide
for pH sensing purposes. Films were prepared by anodizing aluminum in oxalic acid. As it
turned out, depending on the number of dips and the pH of the solution, the dye adsorbed
differently, which resulted in a different color of the aluminum.

Lead chromate (PbCrO4) is an inorganic salt (often informally written as a mixture
of oxides). Lead chromate may exist as a lemon yellow rhombic form, a reddish yellow
monoclinic form, and a scarlet tetragonal form, but only the monoclinic form is stable at
room temperature. Lead chromes are noted for their excellent opacity, low oil absorption,
very bright shades, and high chroma (i.e., they give deep or saturated shades), making
them ideal for full shade yellow paints. They also possess excellent solvent resistance
and moderately good heat stability, which can be further improved by chemical stabiliza-
tion [34]. Lead chromate pigments, whose color index CI Pigment Yellow is 34, a popular
yellow dye [34] traditionally used for pipe and cable applications, are linked with the phase
out of lead-based stabilizers and automotive paints [35].

Although methods for modifying the aluminum surface by anodizing and further
processing are known [23,24,27,28,32,33,36,37], such tests have not been performed on
recycled alloy 6082. This article shows practical examples of surface treatment of 6082 alloy:
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solid and its scrap. Coloring with xylenol orange, noticed for the first time, is shown.
Innovative color analysis was performed digitally based on color histograms.

The goal of this research was also to study the differences in the quality of the Al6082
alloy: solid, with coarse and fine chips after chemical surface treatment. For this purpose,
several exemplary types of chemical surface treatments were carried out: 1. etching,
2. chemical polishing (shining) by 2a. currentless and 2b. current process, 3. anodizing
with using oxalic acid and 4. organic and inorganic colorizing, including 4a. one-step and
4b. two-step processes.

2. Materials and Methods

The research material was 6082 alloy in the form of a profile after extrusion with a
diameter of 40 mm and a height of 1000 mm. The chemical composition of the initial
material and its mechanical properties are presented in Tables 1 and 2.

Table 1. Chemical composition of 6082 alloy [38].

Element Al Si Fe Cu Mn Mg Cr Zn Ti Other

Required by EN
1706 for base metal 95.2–98.3 0.7–1.3 <0.50 <0.1 0.4–1.0 0.6–1.2 <0.25 <0.2 <0.2 <0.15

Table 2. Mechanical properties of base metal 6082 [38].

Element UTS, MPa YS, MPa Elongation,
%

Hardness,
HB

Density,
g/cm3

Required by EN
1706 for base metal ≥150 ≥85 ≥14 ≥40 2.7

The 6082 alloys with different morphology were produced using machining (milling
and turning). The machining process was carried out in laboratory conditions without the
use of coolant, with the cleanliness of the workstations in the process. The first material
used for the tests were chips produced on the ROBGRAF 1 milling machine (Markus–Texi,
Poland), and for the purposes of the tests, these chips were marked as fine chips. The chip
fraction measured using the imageJ software (1.35j) [39] was 0.315–0.4 mm (Figure 1A). In
the milling process, the spindle penetrated the material to a depth of 0.5 mm and moved
along the sample surface with a spiral direction, starting from the center and ending with
the outer edge. The milling process was carried out at a rotational speed of 28,000 rpm.
Another type of material used for the research was the chip, which for the purposes of
the research was called coarse chips, the average size of which was: 20 × 5 × 1.8 mm
(Figure 1B), these chips were produced in the process of turning on a TUM 35 lathe (Famot,
Pleszew, Poland) with a rotational speed of 300 rpm, and a feed rate of 0.2 mm/s.
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The chips obtained these ways were the input material for the cold compaction process
without a protective atmosphere. Each of the batches weighing 25 g was individually placed
in a special container and, using a stamp, was pre-pressed on a PS Logistics 100 presser
under a pressure of 240 MPa, which resulted in moldings with a diameter of 38 mm and a
height of 10 mm (Figure 2). To obtain solid bars intended for further tests, the materials
obtained in the previous stage were subjected to the last operation, which was hot extrusion.
The input for the process were briquettes/billets consisting of 6 compacts in the case of
chips, and in the case of the reference material—a solid ingot with a diameter of 38 mm
and a height of 60 mm. Each time, the batch was placed in a recipient heated to 400 ◦C
and heated for 20 min in order to equalize the temperature in the entire volume of the
material. It was followed by a co-extrusion process with a speed of 2 mm/s with the use of
a rectangular die 3 mm high and 15 mm wide on a hydraulic press.
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Samples for metallographic and anodizing tests obtained after the extrusion process
were cut with a BP05d electro-erosion machine (Zakład Automatyki Przemysłowej B.P.,
Konskie, Poland). The dimensions of the samples for coating application were: height—
12 mm, width—12 mm, thickness—3 mm. After cutting, they were subjected to grinding on
sandpaper grades: 220, 500, 800, 1200, 2000 and 4000, and then polished with diamond paste
with a particle size of 3 µm and 1 µm and finished with OPS polishing agent. The above
operations were carried out on the Roto-Pol-11 device (Struers, Copenhagen, Denmark).
Observations of the microstructure were performed using a Hitachi SU-70 scanning electron
microscope (SEM) (Hitachi Ltd., Tokyo, Japan). The tests of mechanical properties by
static tensile test were carried out at a speed of 8 × 10−3 s−1 using the Zwick Roell Z050
testing machine (Zwick/Roell Group, Ulm, Germany); sample dimensions: measuring
base—50 mm, measuring base width—10 mm, thickness of the measurement base—3 mm.
Density measurements by Archimedes method were made with a laboratory scales XA
120/250.4Y (Radwag, Radom, Poland). Hardness tests were carried out on a Shimadzu
HMV-2 T device (Shimadzu Corporation, Kyoto, Japan) using the Vickers method. After
surface treatment, the surface quality was investigated at a 4.8 mm gauge length and 80 µm
maximum measuring value on a Hommel Tester T1000 profilographometer (Hommelwerke
GmbH, Germany). The electrical conductivity was determined with a SigmaTest 2.069
device (Forester Instruments Inc., Pittsburgh, PA, USA). Electrical conductivity was tested
at a constant temperature of 20 ◦C and reported as the mean of 10 measurements. The
course of the experiment and the research scheme are shown in Figure 3. Chemical
composition tests carried out on the Foundry-Master-Pro 2 device (Ueden, Germany).
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2.1. Chemical Surface Treatments of Al6082

For rinsing of samples and preparation of aqueous solutions, distilled water with
a conductivity 6.10 µS was used. The following chemical reagents were used: sodium
hydroxide—p.a., (POCH, Gliwice, Poland); acetone—99.5%, p.a., POCH; sodium chloride—
p.a., POCH; sodium carbonate—p., POCH; sodium phosphate dodecahydrate—technical
(98%); oxalic acid dihydrate—p. POCH, xylenol orange—p., POCH; lead acetate trihydrate—
p., (WARCHEM, Warsaw, Poland); ammonium chromate(VII)—p. (CHEMPUR, Piekary
Śląskie, Poland). The POLSONIC SONIC 0.5 ultrasonic bath (Warsaw, Poland) was used
to clean the samples, and the POLSONIC SONIC 9 ultrasonic bath was used for the other
treatments. RIGOL DP711 DC source (Warsaw, Poland) was used for current polishing and
anodizing. During the anodizing, magnetic stirrer LGG LABWARE uniSTIRRER 7 (Meck-
enheim, Germany) was used. Water bath from WSL POLAND company (Świętochłowice,
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Poland) was used for sealing. In all cases, drying in the desiccator (calcium chloride as
moisture sorbent) took at least 24 h.

2.1.1. Etching and Cleaning

Samples of Al6082 alloy were etched in 1 M sodium hydroxide solution. The samples
polished on sandpapers were immersed in the etching solution for 16 s, then washed with a
strong stream of running tap water—the whole operation was repeated twice. The samples
were finally washed with a stream of distilled water. The samples were then placed in
acetone in an ultrasonic bath. Cleaning in acetone took 1 h. Cleaned samples were partially
dried on a paper towel and then allowed to dry in a desiccator.

2.1.2. Chemical Currentless Polishing

Etched and cleaned samples of the Al6082 alloy were placed in a solution with the
following composition: 100 g/L NaOH, 370 g/L NaCl (supersaturated solution). The
currentless polishing was performed at 50 ◦C in an ultrasonic bath for 5.5 min. The
polishing proceeded with the intense evolution of a large amount of gases (hydrogen).
Upon completion of the currentless polishing, the samples were removed from the solution
and washed in a stream of distilled water. The currentless polished samples were allowed
to dry in a desiccator.

2.1.3. Chemical Current Polishing

Applied method of chemical current polishing is similar to the Brytal method [36].
Etched and cleaned samples of the Al6082 alloy were placed in a solution with the following
composition: 15% Na2CO3 and 5% Na3PO4 (calculated as anhydrous). The samples were
connected to a DC source as anodes. The cathodes were stainless steel plates. The current
polishing was carried out at the temperature of 80 ◦C in an ultrasonic bath for 8 min.
For each sample, the volume of the solution was 100 mL. The electrical parameters of
the current polishing were 12 V and 3 A. After the current polishing was completed, the
samples were removed from the solution and washed in a stream of distilled water. The
current polished samples were allowed to dry in a desiccator.

2.1.4. Anodizing

Based on [25], the etched and cleaned samples of the Al6082 alloy were placed in a 0.4 M
oxalic acid solution. The samples were connected to a DC source as anodes. The cathodes
were lead plates with a 1% addition of silver. Anodizing was carried out for 1 h while stirring
the solution with a magnetic dipole at a rotation speed of 500 rpm. Magnetic dipole was
just below the anode. The electrical parameters of anodizing were 30 V and 3 A. After the
anodizing was completed, the samples were removed from the solution and washed in a
stream of distilled water. Anodized samples were allowed to dry in a desiccator.

2.1.5. One-Step Colorizing

Anodized samples of the Al6082 alloy were placed in an aqueous solution of xylenol
orange at a concentration of 60 g/L. One-step colorizing was performed at the temperature
of 40 ◦C in an ultrasonic bath for 20 min. Upon completion of the one-step colorizing, the
samples were removed from the solution and washed in a stream of distilled water. The
colorized samples were sealed (as presented at the end of the chapter).

2.1.6. Two-Step Colorizing

Anodized samples of the Al6082 alloy were first placed in a lead acetate solution
at a concentration of 15 g/L. After 20 min, the samples were removed from the solution
and washed under a stream of distilled water. Then, the samples were immersed in an
ammonium chromate (VII) solution at a concentration of 15 g/L. After 20 min, the samples
were removed from the solution and washed under a stream of distilled water. Two-step
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colorizing was performed at 60 ◦C in an ultrasonic bath for 40 min in total (2 × 20 min).
The colorized samples were sealed (as discussed at the next paragraph).

2.1.7. Sealing

The colored samples of the Al6082 alloy were placed over a water bath in a stream of
steam. Sealing was carried out at the temperature of 96 ◦C for 30 min. The sealed samples were
washed in a stream of distilled water. The sealed samples were allowed to dry in a desiccator.

2.1.8. Color Analysis

It is not easy to register and compare colors: it depends on the individual predispo-
sitions of the observer (physiology and perception), on the conditions of color exposure
(lighting, transparency of the medium surrounding the observed object, etc.) and the
method of observation (unaided eye/aided eye). In order to accurately register and
compare colors, one should choose one appropriate method, which, regardless of the
observation conditions, will give unambiguous results, which will enable analysis and the
possibility of making correct conclusions. For example, the photos in [27] can be compared
inside this article, but cannot be compared with photos from other articles because the
conditions under which these photos were taken are unknown (and probably not taken
under the same conditions). Thus, to avoid this type of problem, the best solution may
be to digitize the colors in the form of, e.g., color histograms. The validity of using color
histograms in chemistry and related fields is described in [40]. Comparing color histograms
is free from cognitive bias, but is based only on numerical analysis. This can be helpful
when it is not possible to show a colorful photo (as for example in [25])—in this case, you
can use the color histogram. Since aluminum coloring is primarily used to increase the
artistic and functional value by changing the color, it is important to properly show the
color of the obtained colored samples.

Color analysis of the Al6082 alloy: solid, with coarse and fine chips after surface
treatment was performed based on the photographic images on a black background and
hence color histograms were obtained in the Gimp 2.10.22 software [41].

3. Results and Discussions

Figure 4A–C shows the microstructures and the distribution maps of elements after the
process of extruding flat bars obtained from solid material, coarse and fine chips. Images
were taken in the backscatter electrons mode where the number of emitted electrons
depends on the atomic number Z. Observation in the BSE mode allows one to visualize
the differences in the composition of the sample with different levels of contrast; the
map of the chemical elements was provided using EDX. The samples were observed in
a transverse to the extrusion direction. In each of the analyzed materials, two types of
phases can be distinguished: those containing magnesium and silicon (dark precipitates)
and those containing aluminum, iron, manganese and silicon (light precipitates). The maps
of the distribution of elements made it possible to identify the presence of given chemical
elements in individual phases. Based on the chemical composition and the analysis of the
literature [42–44], it might be concluded that the bright areas are the Al (FeMn) Si phase.
Literature data show that in this type of alloy, depending on the chemical composition,
there are phases with a different stoichiometric composition (e.g., Al9Mn3Si, Al5FeSi, Al
(FeMn) Si). These phases may also have a different morphology (they may have a columnar
structure, polyhedral structure, as well as appearing in the form of the so-called “Chinese
script”). Dark precipitation rich in Mg and Si is the Mg2Si phase, the presence of which can
also be confirmed in various scientific and research articles [44–46]. In the case of materials
after the milling and turning process, fragmentation of the precipitates is observed in
relation to the reference material; this fragmentation occurred as a result of the applied
machining (turning/milling) and the hot extrusion process. For a solid material, the average
diameter of the Al (FeMn) Si precipitates was 1.5 µm, and for samples obtained from coarse
and fine chips, it was 1.2 µm and 0.9 µm, respectively. Microstructural observations of the
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materials after the extrusion process did not reveal the occurrence of defects inside the
materials, which proves the well-chosen conditions of plastic consolidation. The results
of the chemical composition presented in Table 3 confirm that as a result of machining
(turning and milling) and hot extrusion, the materials were shredded without changing
their chemical composition.
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Table 3. Our own spectrometric tests of the chemical composition of solid material, coarse and
fine chips.

Materials
Elements

Al Si Fe Cu Mn Mg Cr Zn Ti Other

Solid Material 97.23 1.10 0.24 0.03 0.62 0.64 - - 0.02 0.12
Coarse chips 97.14 1.15 0.22 0.02 0.70 0.69 - - 0.02 0.06

Fine chips 97.41 1.02 0.21 0.02 0.59 0.64 - - 0.02 0.09

The mechanical properties of the extruded profiles were tested in a uniaxial static
tensile test. Figure 5 shows the tensile curves for the Al 6082 alloy samples obtained from
solid material, coarse chips and fine chips. The solid material has the highest mechanical
properties. The tensile strength in this case was 185 MPa and the yield point was 102 MPa.
The other two materials reached the tensile strength of 162 MPa (large chips) and 173MPa
(fine chips). The highest elongation values of 15% were obtained for the material made of
fine chips; the material obtained from a solid ingot and coarse chips slightly deviated from
the material made of fine chips and reached elongation of 13.8% and 14.2%, respectively.
For comparison, Krolo et al., testing the same alloy, obtained UTS values of 150 MPa for
consolidated shredded forms at the process temperature of 400 ◦C [47], while Tokarski,
conducting similar tests, obtained UTS equal to 160 MPa [48]. Reduced strength properties
of profiles after plastic consolidation as compared to solid material may be caused by the
presence of oxygen layers on the chip surface, which was confirmed by the authors in [49].
They concluded that in order to ensure good strength properties of the chip after plastic
consolidation, two conditions should be met: First, the oxide layers must be broken down
to allow virgin metal-to-metal contact, and second, the cumulative value of the ratio of the
mean stress to the flow stress must be greater than a constant value. In the stretching curves
(Figure 5) for all materials, we can see the so-called “Serration”/Portevin Le Chaterlier
(PLC) effect. This is the effect of a step, not a continuous change of stress in the material
subjected to the static tensile test. The PLC effect is the result of dynamic strain aging
(DSO) which is a dynamic interaction between sliding dislocations and free atoms [50].
The PLC effect is classified [51,52] into three types: A, B and C depending on the nature
of the temporal–spatial organization of the deformation bands. Type A corresponds to
deformations that propagate continuously along the stretching axis (representing isolated
plastic waves). Type B means intermittent (time-oscillating) strain propagation (stop-and-
go). Finally, type C means a deformation band that appears randomly/stochastically and
does not propagate along the sample subjected to stretching [53]. In the case of the tested
materials, a similar degree of intensity and frequency of occurrence of stress instability was
observed. The conducted observations allow classifying of the deformation instability to
the variant A due to relatively small stress drops. The mechanical and physical properties
presented in Table 4, such as density, hardness and electrical conductivity, confirm the
effective and efficient plastic consolidation. In the case of the obtained results of physical
properties, the obtained results are in the range of the measurement error.

The color histogram is a representation by the number and brightness function of the
pixels of the photos. By moving to the right or left of the graph, the function applies to the
brighter or darker pixels, respectively. The peak heights in the diagrams show the number
of pixels corresponding to a given color value. The presented histograms are linear with
values in linear space, both for a single color and for a mixture (RGB).

Histograms were constructed on the basis of photographic images on a black back-
ground (Figure 6). In all of these images, the material impact on the appearance of the
surface is visible by unaided eye. In the images of the material from coarse chips, regard-
less of the surface treatment, coarse pieces of chip reproduced on its surface may be seen.
Moreover, in this case, the surface is slightly darker compared to the corresponding other
materials. Both currentless and current polishing resulted in parallel streaks on the surface
of the metal. It happened due to the intense gas generation during polishing, where gas
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bubbles (hydrogen) cavitated and caused mechanical corrosion of aluminum. During one-
step coloring, samples of red-orange color were obtained; the resulting color is the effect of
xylenol orange. The freshly colored samples were golden in color; however, they turned
red-orange after sealing. Coarse and fine samples are more gray (less colored) compared to
the solid sample; hence, the conclusion that coarse and fine are less susceptible to dyeing.
As for the two-step coloring, it can be said that the color is uniform over the entire surface
of the samples. The exception is material from coarse chips, which, depending on the chip
position, is locally darker or lighter.
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Table 4. Mechanical and physical properties of materials after extrusion.

Method Solid Material St. Dev. Coarse Chips St. Dev. Fine Chips St. Dev.

UTS, MPa 185.00 2.03 162.00 1.50 175.00 0.70

YS, MPa 102.00 3.12 72.00 1.70 87.00 1.10

Elongation, % 14.00 2.03 15.00 1.60 15.00 1.20

Density, g/cm3 2.70 0.03 2.69 0.03 2.70 0.02

Electrical
conductivity, MS/m 29.93 0.05 30.00 0.02 28.93 0.05

Hardness, HV2 52.0 1.1 45.0 1.7 47.0 1.7

Observations on the macroscopic scale are well represented by the digital way. Through
one-step coloring, solid and fine chips materials were the most homogenous in terms of
color, as shown by the color histograms (Figure 7). Generally, in the case of the samples
colored using xylenol orange, for the average values of 0.259–0.323, the standard deviation
ranged from 0.61 to 0.103, which results from the fact that the subsequent color was the
resultant of several primary colors. Coarse chip material gave the least red and more yellow
surface. After two-step coloring, yellow color of surfaces was expected, according to the
color of lead(II) chromate (reaction 3); however, as the color histograms show, a yellowish-
green color was obtained. This happened probably because the anodized samples (and
coloring was preceded by anodizing) were dark and eventually yellow on the dark grey
which looks like green. Nevertheless, it shows that the coloring was successful in this case
as well, albeit with a slightly different end result. The average and median values for the
solid and fine chips materials are similar, 0.57, 0.510 and 0.516, 0.514, respectively, while for
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the coarse chips material they are significantly different, i.e., 0.438, 0.439. Visibly, samples
of solid and fine chips materials have a more similar color to each other than to coarse
chips material. The color of the coarse chips material is closer to yellow (mean and median
values are closer to yellow).
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Figure 7. Color histograms of one- and two-step coloring Al6082 alloy: solid, with coarse and fine chips.

Figure 8 shows microscopic photos of the samples after surface treatment; the images
were taken using the SE detector. The polishing samples show fine light particles which
do not give off chemical polishing. Based on Figure 4, it is known that these phases are
rich in iron, magnesium, manganese and silicon. Both during currentless and current
polishing, craters can be observed on the surface, but in current polished samples, there
are more of them. These craters were created as a result of cavitation—escaping gases
caused mechanical corrosion. To avoid this phenomenon, the polishing process should
be carried out at lower values of parameters. The roughness coefficient values were the
largest of the remaining samples and ranged from 0.29–1.06; hence, it can be concluded that
polishing in the given parameters was not successful, but taking into account the visual
aspect, the polishing contributes to a significant brightening of the surface of the samples.
Roughness for anodized and colored samples was low, about 0.1, and coloring and sealing
did not affect the roughness of the samples. Probably this is due to the sealing, which
contributes to the smoothing of the colored oxide film. Anodized sample is characterized
by a developed surface; hence, it appears darker on a macroscopic scale compared to raw
aluminum. One-step coloring of microscopic photos do not differ much from photos of
anodized samples. The red dye, which is xylenol orange, does not change the surface
microstructure, but only its macroscopic color. It is different in the case of two-step coloring.
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Characteristic needles appear in the microstructure. These needles are lead-chromium
oxide (similar to [54] or [37], in which lead-chromium oxide was crocoite in the form of
longitudinal crystallites), which gives the surface a greenish-yellowish color.
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Figure 8. Surface of samples after surface treatment of Al6082 alloy: solid, with coarse and fine chips.

From the photos of the cross-sections of the samples near the surface (Figure 9, the
images were taken using the BSE detector), the roughness of the currentless and current
polished samples can be seen: for the current polishing, the roughness is greater. The
anodized and colored samples show a characteristic barrier layer, which is aluminum oxide.
This is a confirmation of the effective formation of the oxide layer during anodizing. This
layer is compact, with a thickness of approximately 5–6 microns (Table 5). Its chemical
composition, which is presented in Table 5, is approximate to the 1 Al: 1 O relationship
(for anodized samples: 0.90–1.06), but the ratio slightly decreases for colored samples
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(0.85–1.03). A few percent of the carbon value is most likely an impurity of aluminum. In
the case of samples colored in a one-step process with an organic compound, an increased
carbon content is noted compared to the anodized samples; 4.2–4.7 vs. 3.1–4.2, respectively.
The colorant increases the carbon content, but not much, i.e., about 1%. However, this
confirms that there is a carbon-containing component in the oxide layer. In the case of
two-step coloring, PbCrO4 needles are bright precipitates in the cross-section. This is
also due to the chemical composition of the layer; there is a slight chromium content,
0.10–0.30 wt.%. and a lead content of several percent, 3.40–3.80 wt.%. The theoretical
ratio of lead to chromium mass in PbCrO4 is about 3.985, while according to the results
from the table, for samples colored with precipitation of lead-chromium oxide, the ratio is
12.355–49.286. The reason for this is probably the cementation phenomenon, which causes
metallic lead to precipitate out of the solution. However, this phenomenon may be so slight
that it does not interfere with the coloring process.
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Table 5. The thickness of the oxide layer and the chemical composition.

Material Thickness, µm Standard Deviation,
µm

Weight % of Elements

Al O C Cr Pb

Anodized

Solid material 3.965 0.195 49.2 46.6 4.2 - -

Coarse chips 4.579 0.159 46.4 50.5 3.1 - -

Fine chips 5.788 0.343 45.5 50.7 3.8 - -

One-step
coloring

Solid material 8.125 0.275 45.2 50.1 4.7 - -

Coarse chips 5.867 0.152 48.7 47.1 4.2 - -

Fine chips 5.845 0.098 45.1 50.3 4.6 - -

Two-step
coloring

Solid material 5.179 0.268 43.6 49.4 3.5 0.10 3.4

Coarse chips 5.737 0.292 42.9 50.3 2.7 0.30 3.8

Fine chips 6.131 0.175 42.8 50.0 3.2 0.20 3.8

4. Conclusions

Based on the presented research results, the following conclusions can be drawn:

• it was found that using the plastic consolidation method, it is possible to produce
a material with a similar density and electrical conductivity from the fragmented
fractions to a press made of a solid ingot;

• using the plastic consolidation method, it is possible to obtain solid rods from waste
materials that meet the requirements of mechanical properties set out in the stan-
dards [38]. The tensile strength for the material obtained from fine and coarse chips
was lower compared to the solid material by 5.41% and 12.44%, respectively;

• materials after plastic consolidation show increased plasticity compared to the material
obtained from a solid ingot with the same chemical composition;

• the microstructural tests carried out did not reveal any defects inside the analyzed
materials, such as cracks or delamination, which is confirmed by appropriately se-
lected parameters of the extrusion process, such as: temperature, speed or the degree
of processing;

• machining treatment processes (milling/turning) and the extrusion process resulted
in the fragmentation of brittle intermetallic phases of the Al (FeMn) Si type, which
resulted in an increase in elongation. The smallest particle size of Al (FeMn) Si (0.9 µm)
was obtained for fine chips;

• the surface treatment of the recycled 6082 alloy materials is similar to that of the raw
material, but on the macroscopic scale, there are differences. The most important
difference is the surface quality of coarse chip samples, the surface of which is darker
and reflects the shape of the chips;

• one-step coloring of solid material gives a more intense color, in comparison to the
recycled materials. Coloring with the precipitation of lead chromium oxide gives a
color more green than yellow, which was originally assumed;
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• polishing of 6082 alloy samples with given parameters causes excessive roughness.
Despite this, the surfaces of the samples are bright and aesthetic;

• on the microscopic scale, the anodized and xylenol orange colored samples do not
differ, as the colorant is not visible under the microscope. PbCrO4 precipitation
coloring causes precipitation of the characteristic needles of this compound;

• anodizing of 6082 aluminum alloy by using oxalic acid creates a dense oxide layer
with a regular thickness of about 5–6 microns.
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47. Krolo, J.; Lela, B.; Ljumovic, P.; Bagavac, P. Enhanced Mechanical Properties of Aluminium Alloy EN AW 6082 Recycled without

Remelting. Tech. Vjesn. 2019, 26, 1253–1259.
48. Tokarski, T. Mechanical properties of solid-state recycled 4xxx aluminum alloy chips. J. Mater. Eng. Perform. 2016, 25, 3252–3259.

[CrossRef]
49. Gu¨ley, V.; Gu¨zel, A.; Ja¨ger, A.; Khalifa, N.; Tekkaya, A.; Misiolek, W. Effect of Die Design on the Welding Quality During Solid

State Recycling of AA6060 Chips by Hot Extrusion. Mater. Sci. Eng. A 2013, 574, 163–175. [CrossRef]
50. Dybiec, H. Versions, aversions and controversies, that is what a Portevin LeChatelier effect is? Inżynieria Mater. 2012, 33, 115–121.
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Abstract: H13 stool steel processed by selective laser melting (SLM) suffered from severe brittleness
and scatter distribution of mechanical properties. We optimized the mechanical response of as-SLMed
H13 by tailoring the optimisation of process parameters and established the correlation between
microstructure and mechanical properties in this work. Microstructures were examined using XRD,
SEM, EBSD and TEM. The results showed that the microstructures were predominantly featured by
cellular structures and columnar grains, which consisted of lath martensite and retained austenite
with numerous nanoscale carbides being distributed at and within sub-grain boundaries. The average
size of cellular structure was ~500 nm and Cr and Mo element were enriched toward the cell wall of
each cellular structure. The as-SLMed H13 offered the yield strength (YS) of 1468 MPa, the ultimate
tensile strength (UTS) of 1837 MPa and the fracture strain of 8.48%. The excellent strength-ductility
synergy can be attributed to the refined hierarchical microstructures with fine grains, the unique
cellular structures and the presence of dislocations. In addition, the enrichment of solute elements
along cellular walls and carbides at sub-grain boundaries improve the grain boundary strengthening.

Keywords: H13 tool steel; selective laser melting; microstructure; mechanical properties

1. Introduction

Selective laser melting (SLM) is an additive manufacturing (AM) process to make
components from melting alloy powder at specific locations layer by layer, which has
received significant attention in recent years because of enabling the customized metallic
components with complex geometries [1–3]. Compared with traditional casting methods,
the highly localized melting and ultrafast cooling rate can generate unique non-equilibrium
microstructures and superior mechanical properties [4,5].

The H13 tool steel has been widely used in industry for making moulds/dies for ele-
vated applications because of the advantages in high strength, excellent ductility, good wear
resistance and machinability [6]. Generally, the moulds/dies feature uniqueness and a
low number of production. Therefore, it is very suitable for additive manufacturing.
The microstructure and mechanical properties have been studied systematically for the
SLMed H13. But the mechanical properties of as-SLMed H13 are often very scattered and
unsatisfactory in applications. The variation of YS are normally from 830 to 1342 MPa
and that of UTS are from 900 to 1712 MPa in the as-SLMed H13 [6–11]. More importantly,
the elongation of as-SLMed H13 is normally lower than that obtained by conventional
methods [12–14]. It was addressed that the high fluctuation of mechanical properties are
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mainly a response for the different contents of residual austenite [15,16], high residual
stresses [17–19] and defects [20,21].

To address the key issues of severe brittleness and scatter distribution of mechanical
properties of the H13 produced by SLM, various methods have been utilized, including the
optimization of process parameters, substrate preheating and heat treatment of as-SLMed
H13. The optimization of process parameters is always the key to obtain high density in as-
SLMed alloys. Recent works have obtained the densities of ≥99% by modifying scan speed,
laser power, powder federate and hatch spacing [22–25]. The substrate preheating has also
been found as an effective technique in eliminating cracks, residual thermal stresses and can
prevent the delamination in the as-SLMed H13 steel resulting from the reduction of cooling
rates [26,27]. Mertens et al. [26] reported that the as-SLMed H13 showed a homogeneous
morphology and superior mechanical properties when preheating the substrate at 400 ◦C.
The post-heat treatment of as-SLMed H13 was also found as an effective method to remove
the residual stresses, tune the microstructure and improve the mechanical properties. It has
been reported that the as-SLMed tool steel can achieve a significant secondary hardening
when tempered at 300–600 ◦C [28–30]. It was found that the as-SLMed H13 could achieve
the yield strength of 1483 ± 48 MPa, the high ultimate strength of 1938 ± 62 MPa and
the fracture strain of 5.8% after being tempered at 600 ºC [5]. However, heat treatment
further increases the cost and potentially destroys the fine microstructure produced by the
as-SLMed process, especially the cellular structures. Zhong et al. [31] reported that the
microstructures with intergranular cellular segregation network could increase the yield
strength without scarifying the ductility. Zhu et al. [32] and Wang et al. [33] demonstrated
that the cellular structure significantly increased the strength via dislocation hardening.
The strategies to achieve high strength and ductility simultaneously in as-SLMed H13 steel
are becoming attractive and critical for industrial applications. However, the strengthening
mechanisms have not been well understood for cellular structures, dislocations, microstruc-
tural refinement and precipitates in the as-SLMed H13 [34–38]. More technical evidences
are needed to confirm the achievement in high strength and ductility for the as-SLMed
H13, as well as the detailed strengthening mechanisms.

In this work, we aimed to study the microstructure and mechanical properties of as-
SLMed H13. The process optimization, the characterization of powders, the microstructure
and mechanical properties in the as-SLMed H13 were systemically studied. The discussion
focuses on the correlation between the cellular structures, the mechanical response and the
dominant mechanisms responsible for strengthening the as-SLMed H13.

2. Experimental
2.1. Powder Preparation

H13 powders were provided by Hunan Hualiu New Materials Co., Ltd. (Hunan,
China). Inductively coupled plasma atomic emission spectrometry (ICAP 7000 Series,
Waltham, MA, USA) was used to determine the chemical composition of the H13 powders
in Table 1. The sizes of H13 powders were tested via laser particle size analyser (Mater-
sizer, Malvern, UK). The size distribution ranged from 15 to 53 µm, with D10 = 16.8 µm,
D90 = 47.3 µm and D50 = 28.4 µm. The powder micrograph and particle size distribution
are displayed in Figure 1.

Table 1. Chemical Compositions of the H13 powders (wt.%).

Element Cr Mo V Mn Si C Fe

wt.% 5.12 1.26 1.03 0.39 0.98 0.42 Bal.
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Figure 1. (a) SEM micrograph showing the micrograph of H13 powders; (b) distribution of particle sizes.

2.2. SLM Manufacturing Process

The SLM process was conducted using an FS271M selective laser melting system
(Farsoon, Inc, Hunan, China). The samples were processed layer-by-layer on an H13 steel
plate with 67◦ rotating scanning (Refer to [39,40]). The orientation changes for each layer
and the angle difference between adjacent layers is 67º, as depicted in Figure 2a. The cubic
samples (10 × 10 × 10 mm3) and cuboid samples (80 × 10 × 10 mm3) were fabricated
based on the following processing parameters: hatch spacing of 0.1 mm, layer thickness of
0.03 mm, laser power of 170, 200, 230 and 260 W, scan speed of 600, 800 and 1400 mm/s.
Figure 2b shows the samples of cuboid and cubes for microstructure and mechanical
property testing. Additionally, the dog-bone-shaped sample for the test was with a spacing
length of 30 mm and a cross-section of 4 × 2 mm2 is shown in Figure 2c. Correspondingly,
a representative schematic diagram showing the experimental procedures of H13 steel is
illustrated, as shown in Figure 3.
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2.3. Microstructural Characterization

The densities of as-SLMed H13 samples were tested via Archimedes method [5]. All
the featured data are based on the mean value of at least 5 measurements. The specimen
density was calculated by the following equation:

ρ =
ρ0m

m − m0
(1)

where ρ is specimen density (g/cm3), ρ0 is distilled water density (g/cm3), m is specimen
weight in air and m0 is specimen weight in distilled water. The relative density was obtained
by comparing the specimen density with the theoretical density.

The volumetric energy density (VED) was computed via the Equation (2):

VED =
P

v × h × l
(2)

where P is laser power (W), v is scanning speed (mm/s), h is hatch spacing (mm), and l
is layer thickness (mm). Figure 4 shows the relative density of as-SLMed H13 specimens
with VED.
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The phase constituent crystal structure of the as-SLMed H13 was examined in terms
of X-ray diffraction with Cu Kα radiation (XRD, SmartLab 3Kw, Rigaku, Tokyo, Japan).
Specimens for microstructural observations were etched with 4 vol% nitric acid solution.
Microstructural features were characterized using a scanning electron microscopy (SEM,
Quanta 250 FEG, FEI, Brno, Czech Republic). The grain size and grain orientation were
detected by using electron backscattered diffraction (EBSD, Helios NanoLab G3 UC, FEI,
Hillsboro, OR, USA) equipped with the TSL OIM data analysis. Furthermore, the trans-
mission electron microscope (TEM; Tecnai G2F20, FEI, Hillsboro, OR, USA) was used for
detailed microstructure examination. TEM specimens were fabricated using the precision
ion polishing system (PIPS, Gatan691, Gatan, Pleasanton, CA, USA) at a voltage of 5 kV
and an incident angle of 3–8◦.

2.4. Evaluation of Mechanical Properties

Micro-hardness was measured using a micro-Vickers hardness instrument (HMV-2T,
Shimadzu, Kyoto, Japan) with 300 g load for 15 s, and the average value was taken from
at least 8 points of each sample. The dog-bone-shaped tensile specimens were cut by
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electrical discharge machining (EDM) from the as-SLMed specimens. Uniaxial tensile tests
were evaluated via material testing system (Alliance RT30, MTS, Shanghai, China) with
an engineering strain rate of 1 × 10−3 s−1 at room temperature. The tensile data were the
mean of at least 5 measurements.

3. Results
3.1. Mechanical Properties

Figure 5 shows micro-hardness of the as-SLMed H13 samples. Obviously, the micro-
hardness increases and then decreases with increasing VED. In addition, the micro-harnesses
were lower in the building direction than those in the horizontal direction. The peak micro-
hardness was obtained at the VED of 95.8 J/mm3 and the corresponding micro-hardness
was 537.5 Hv in the building and 560.9 Hv in the horizontal direction. According to the
relative density and micro-hardness, the optimal process parameters were: P = 230 W,
Vs = 800 mm/s and VED = 95.8 J/mm3.
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Figure 6 shows the tensile stress-strain curves of the as-SLMed H13 samples. The
mechanical properties are listed in Table 2. It is seen that an excellent combination with
the YS of 1468 MPa, the UTS of 1837 MPa and the elongation of 8.5% were achieved at the
VED of 95.8 J/mm3. Figure 6b shows a comparison of tensile properties of H13 steel speci-
mens fabricated by different techniques, including conventional casting methods [8,9,41],
SLM [6,7,10,13], SLM + heat treatment [5,8]. Obviously, the method used in this work with
optimised parameters could produce the optimal combination of strength and ductility for
H13 steel.

Figure 7 shows the fractured morphologies of the as-SLMed H13 specimens processed
at the VED of 95.8 J/mm3. Little defects, such as unmelted powder and microvoids in the
matrix at low magnification, were observed. A large number of dimples were observed in
Figure 7b, which confirmed the existence of brittle and ductile fracture mixture.

Table 2. Mechanical properties of the SLMed H13 samples under different conditions.

VED YS (MPa) UTS (MPa) Elongation (%)

83.3 J/mm3 1456 ± 32 1828 ± 48 6.6 ± 0.3
95.8 J/mm3 1468 ± 27 1837 ± 23 8.5 ± 0.6

111.1 J/mm3 1408 ± 29 1817 ± 31 7.0 ± 0.4
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3.2. Microstructural Characterization

Figure 8 shows the XRD spectra obtained from H13 powder and as-SLMed H13
specimens at the VED of 95.8 J/mm3. The XRD patterns only presented the peaks of
bcc-structured martensite phase (α-Fe) in the H13 steel powder. However, the peaks
of bcc-structured martensite (α-Fe) and fcc-structured retained austenite phase (γ-Fe)
were detected in the as-SLMed H13 specimens. The presence of residual austenite can
be attributed to the fact that SLM process offers a rapid solidification, resulting in the
incomplete transformation from austenite to martensite [42,43].

Figure 9 shows the optical micrographs (OM) along horizontal direction and building
direction with isometric view. In the horizontal direction, continuous laser tracks were
formed with 67◦ rotating scanning (Figure 9a,b). The melt poor boundaries were clearly
observed along the build direction (Figure 9c,d). The defects were likely formed by the
entrapment of inert gas or the evaporation of alloy elements. These micropores decreased
the strength and elongation because of the easy crack initiation in the pore edge under
loading [21]. To further characterize the features of as-SLMed H13, Figure 10 shows the
detailed microstructure. The typical microstructure consisted of melt pool (MP) coarse,
MP fine and heat affected zone (HAZ). The HAZ was considered as a transition zone
between MP coarse and MP fine zones. The columnar grain and equiaxed grain are shown
in Figure 10b,c. The equiaxed grain area was observed in the cellular structure. Lath
martensite are shown in Figure 10d. The size of cellular structure was about 500 nm.
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Figure 11 shows the inverse pole figure (IPF) maps of the as-SLMed H13 specimens.
In the horizontal direction (Figure 11a) and building direction (Figure 11b), the IPF maps
showed that the microstructure of the as-SLMed H13 specimens was dominated by fine
grains with random distribution. In Figure 11c, the martensite content and residual austen-
ite content were 94% and 6% along horizontal direction, respectively. However, it is noted
that the residual austenite content of specimens along the building direction (8.7%) was
higher than that specimens the along the horizontal direction (6%). The difference in
content of residual austenite could be attributed to the different cooling rates during the
SLM process [44]. In Figure 11e,g, it is also seen that the mean grain size of martensite and
retained austenite were 1.67 µm and 1.15 µm along the horizontal direction, respectively.
Meanwhile, the mean grain size of martensite and retained austenite in Figure 10f,h were
1.97 µm and 0.86 µm along the building direction, respectively. The variation is induced by
the different cooling rates during processing and different phase contents formed in the
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alloy. Figure 12 presents the Kernel Average Misorientation (KAM) maps of the as-SLMed
H13 specimens and misorientation angle with low-angle grain boundaries (LAGBs) and
high-angle grain boundaries (HAGBs). The average KAM value of the building direc-
tion and the horizontal direction of the as-SLMed H13 specimens were 0.863 and 0.971,
respectively. The variations in average KAM qualitatively reflected the degree of plastic
deformation or defect density. According to Equation (1), the KAM was applied to calculate
geometrically necessary dislocation (GND):

ρGND = 2ϑ/(µb) (3)

where ϑ is the average value of KAM, µ is the step size of EBSD measurement (0.2 µm), and
b is the Burger vector (0.25 nm [5]). Correspondingly, ρGND of as-SLMed H13 steel along
the horizontal direction and building direction were estimated to be ~3.45 × 1016 m−2 and
~3.88 × 1016 m−2, respectively. The high density of GNDs would build a solid foundation
for high strength. The distributions of misorientation angles map in Figure 12c indicates
that the factions of HAGB (≥15◦) and LAGB (<15◦) were 74.5% and 25.5% along the
building direction, respectively.
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4. Discussions
4.1. Relationship in between Microstructure and Mechanical Properties

In general, the SLMed H13 is typically featured by martensite as matrix with a small
amount of retained austenite, similar to the conventional casting. Correspondingly, the
bcc-structured martensite and the fcc-structured residual austenite in the [111] direction
are presented in Figure 13a,b. Due to the different cooling rates in different regions
of the specimens and the cyclic thermal effect of the continuous layers, high volume
fraction of subcooled austenite distributed in the melt pools can be rapidly cooled below
the martensite transformation temperature (Mf) before martensite transformation, and
therefore the transformation of some martensite to retained austenite is understandable.
Although the generation of retained austenite reduce the strength, the retained austenite
induces martensitic transformation during the stretching process, which absorbs stress
and reduces the sprouting of cracks. As a result, the tensile strength and toughness are
improved [45,46].

Compared to H13 alloys fabricated by other methods such as casting, the correspond-
ing strengthening contributions of H13 alloys mainly depend on microstructure refinement,
cellular structure, etc. In Figure 11e, the as-SLMed H13 specimens mainly contain fine
grains with a mean grain size of 1.67 µm. Previous studies have shown that the average
grain sizes of as-cast H13 steel, as-spray formed H13 steel and as-SLMed H13 steel are in
the range of 100~150 µm, 10~20 µm and 2~3 µm [5], respectively. Thus, the contribution of
grain boundary strengthening is higher than that of the H13 alloys fabricated by casting
and spray forming. Most importantly, the formation of the unique cellular structures in
the SLMed H13 alloys possesses outstanding strength. In Figures 10d and 13c, the size of
these cellular structures in H13 steel is less than 500 nm. The size and volume fraction of
cellular structures varied from sample to sample, in consistent with previous studies [47].
Meanwhile, the solidification conditions are closely related to the formation of cellular
structures [48]. Based on the constitutional supercooling theory, the morphology features
depends on the thermal gradients (G) and the grain growth rates (R). Specifically, with
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a decreasing of the ratio of G/R, the morphology transforms from isometric to cellular,
columnar dendritic or equiaxed dendritic. Therefore, the solidification condition prefers
to promote the formation of cellular structures during SLM processing. The ability of
cellular structures to improve the strength of as-SLMed alloys has been demonstrated.
Wang et al. [49] showed that the cellular structure was the main contributor to the incre-
ment of YS of as-SLMed 316L steel. Particularly, the average diameter of cellular structure
has been used to measure the strength [34]. To further evaluate the element distribution
of the cellular structure, the detail high-angle annular dark field scanning TEM (HAADF-
STEM) images are shown in Figure 13d,g. However, due to the strong magnetic properties
of the steel sample, the mapping results are not sufficiently clear. It is easy to distinguish
that the existence of compositional enrichment of Cr and Mo along the cellular structure,
which is consistent with previous investigations [50,51]. Furthermore, in combination
with Figure 13e, it can be seen that the part of carbides pinned on the sub-grain boundary,
hindering the grain boundary and dislocation movement, and the other part of carbides
are uniformly distributed in the sub-grain boundaries as second phase particles. Finally,
dislocations can be retained at grain boundaries, as shown in Figure 13f.
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Figure 13. TEM micrographs of the as-SLMed H13 steel specimens, showing (a) bcc-structured
lath martensite; (b) the formation of retained austenite with high cooling rate; (c) cellular structure;
(d) STEM image of the cellular structure shown in (c); (e) carbides at and within sub-grain boundaries;
(f) the density of dislocations; (g, g1–g7) the corresponding EDS maps of cellular structure, including
elements of (g1) Fe, (g2) Cr, (g3) Mo, (g4) V, (g5) Mn, (g6) Si and (g7) C.
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4.2. The Strengthening Mechanisms

The results showed that the as-SLMed H13 steel processed at the VED of 95.8 J/mm3

exhibits the YS of 1468 MPa, UTS of 1837 MPa and fracture strain of 8.48%. Previous
studies have shown that the cellular structure strengthening (σc), fine grain strengthening
(σg) and dislocation strengthening (σdis) are the main contributing factors of the yield
strength of the as-SLMed steel [5,49,52]. In this study, the cellular structure, the fine grain
size (~1.67 µm) and the dislocations induced by the thermal contraction stress during the
rapid solidification of SLM process are also the main contributors of high yield strength.
Additionally, the precipitation strengthening induced by carbides could be negligible
due to the very low volume fraction. Thus, the contribution of the main strengthening
contributions of as-SLMed H13 can be calculated as

σy =σ0 + σc + σg + σdis (4)

where σ0 is a constant (70 MPa for H13 alloy [53]). The cellular structure followed a Hall-
Petch type of strengthening behaviour, where the yield strength contributed by the cellular
structure (σc) with the average cell diameter (Lc).

σc = 183.31 + 253.66/
√

Lc (5)

The corresponding Lc was estimated as ~500 nm, as shown in Figures 10d and 13c.
The strength contribution of the cellular structure to yield strength is estimated as 542 MPa.
The strengthening contribution of fine grain strengthening (σg) can be estimated by the
Hall-Petch equation:

σg = Kd−0.5 (6)

where K is the Hall-Petch constant, and d is the average grain size. The k (572 MPa µm1/2)
is taken from literature [37,54]. From Figure 10e, the average grain size of as-SLMed H13
is 1.67 µm. Thus, the contribution of grain refinement to yield strength is calculated as
442.6 MPa. As shown in Figure 13e,f, the interaction between dislocation and wall of
cellular structure impedes grain boundary motion and thus enhances strengthening. The
contribution of σdis can be evaluated via Taylor’s hardening law [55]:

σdis = M·α·G·b·ρ0.5 (7)

where M is the Taylor factor (3 for BCC crystal structure of iron [55]), α is a material constant
(0.33 [55]), G is the shear modulus (80 GPa [55]), b is the Burgers vector (0.25 nm [55]), and
ρ is the dislocation density (taken to the horizontal direction). The strength contribution
of dislocation density to yield strength is estimated as 367.8 MPa. The estimated yield
strength is ~1422.4 MPa (σ0 ≈ 70 MPa; σc ≈ 542 MPa; σg ≈ 442.6 MPa; σdis ≈ 367.8 MPa),
it is consistent well with the experimentally data of 1468 MPa. Furthermore, the high
yield strength of H13 steel should also originate from other factors. For example, a small
number of carbides distributed in and out of sub-grain boundaries were found for the
as-SLMed H13 steel. Verifiably, the yield strength of the as-SLMed H13 specimens is mainly
contributed by the strengthening from cellular structure and grain-refinement, followed by
dislocation strengthening.

5. Conclusions

In this study, microstructure and mechanical properties of the as-SLMed H13 have
been investigated. Our major conclusions are as follows:

(1) H13 steel could be fabricated successfully by SLM in this study. The maximum rel-
ative density reached 99.6% under the optimized process parameters, including P = 230 W,
Vs = 800 mm/s and VED = 95.8 J/mm3.

(2) The as-SLMed microstructure consists of lath martensite and 6~8.7% retained
austenite. The as-SLMed structure with a typical cellular size of ~500 nm is predominantly
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cellular morphology and Cr and Mo element were enriched toward the cell wall of each
cellular structure.

(3) The as-SLMed H13 can offer a remarkable synergistic improvement in strengthen
and ductility, in which the yield strength is 1468 MPa, the UTS is 1837 MPa and the fracture
strain is 8.48%. Numerous dimples are found in the fractured surface, indicating the
existence of ductile fractures.

(4) The excellent strength-ductility synergy can be attributed to the refined hierarchical
microstructures with fine grains at an average size of 1.67 µm, cellular structures and
dislocations. The calculated contribution to the yield is 542 MPa for the cellular struc-
ture strengthening, 442.6 MPa for the grain-refinement strengthening, and 367.8 MPa of
dislocation strengthening.
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Abstract: In this paper, a general and effective strategy was first developed to maintain the CALPHAD
atomic mobility database of multicomponent systems, based on the pragmatic numerical method and
freely accessible HitDIC software, and then applied to update the atomic mobility descriptions of the
hcp Mg–Al–Zn, Mg–Al–Sn, and Mg–Al–Zn–Sn systems. A set of the self-consistent atomic mobility
database of the hcp Mg–Al–Zn–Sn system was established following the new strategy presented.
A comprehensive comparison between the model-predicted composition–distance profiles/inter-
diffusivities in the hcp Mg–Al–Zn, Mg–Al–Sn, and Mg–Al–Zn–Sn systems from the presently updated
atomic mobilities and those from the previous ones that used the traditional method indicated that
significant improvement can be achieved utilizing the new strategy, especially in the cases with
sufficient experimental composition–distance profiles and/or in higher-order systems. Furthermore,
it is anticipated that the proposed strategy can serve as a standard for maintaining the CALPHAD
atomic mobility database in different multicomponent systems.

Keywords: atomic mobility; CALPHAD; diffusion couple; HitDIC; Hcp Mg–Al–Zn–Sn alloys

1. Introduction

As is well known, the mechanical properties of metallic materials, such as strength,
ductility, and hardness, are closely related to their microstructural formation during various
preparation processes such as solidification, solid solution, and aging [1,2]. To achieve
a comprehensive understanding of different preparation processes, accurate diffusion
coefficients of composition and temperature dependence should be the prerequisite. For
typical multicomponent technical alloys, direct experimental measurement of the complex
diffusion coefficient matrices seems to be very difficult [3]. One alternative substitution
in the CALPHAD (CALculation of PHAse Diagram) community is to predict a variety of
composition- and temperature-dependent diffusion coefficients from the established atomic
mobility database of the target alloys together with the corresponding thermodynamic
database [4].

In terms of the CALPHAD framework, the traditional procedure for establishing the
atomic mobility database of multicomponent alloys is referred to Figure 6.3 of a recent book
chapter by Zhang and Chen [5], and it is also briefly described as follows: (i) Step 1: conduct
a literature review of various diffusion properties in boundary unary, binary, ternary, and
higher-order systems including the diffusion coefficients such as self/impurity diffusion
coefficients for unary systems, interdiffusion coefficients for binary and ternary systems,
and tracer coefficients for binary and higher-order systems as well as the experimental
composition–distance profiles for quaternary and higher-order systems; (ii) Step 2: sup-
plement the diffusion coefficients in boundary unary, binary, and ternary systems lacking
the diffusion coefficients. The self/impurity diffusion coefficients of unary systems and
tracer diffusion coefficients for binary and higher-order systems can be determined by
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the tracer method [6], first-principles [7], molecular dynamics [8], and also some indirect
methods [9,10]. The interdiffusion coefficients in binary and ternary systems can be deter-
mined by either traditional Matano methods [11–15] or numerical inverse methods [16–19].
(iii) Step 3: Select the reasonable diffusion model(s) for the target phase(s). For detail infor-
mation on this aspect, please also refer to the recent book chapter [5]. (iv) Step 4: Assess
the atomic mobilities from the unary to binary and then ternary systems. (v) Extrapolate
and validate the atomic mobilities of quaternary and higher-order systems, which can
be directly extrapolated from those of boundary ternary systems, and then validated by
comparing the model-predicted composition–distance profiles with the experimental ones.
If most of the predicted results are inconsistent with the experimental data, Step 4 (maybe
together with Step 3) should be repeated, until good agreement between the predicted and
experimental observations of higher-order systems is achieved.

After the first version of the CALPHAD atomic mobility database is established, main-
tenance of the released database is essential, because some new experimental observations
and theoretical calculations are likely to be produced from time to time. In general, for
a technologically important multicomponent system, the atomic mobility descriptions in
boundary unary and binary systems are typically reasonable, since sufficient and reliable
diffusion coefficients are usually available [20]; thus, there is no need to update those
atomic mobility descriptions frequently. For the boundary ternary systems, only scattered
experimental interdiffusion coefficients are available in most cases due to the low efficiency
of the Matano–Kirkaldy (M–K) method [12] with which only four independent interdiffu-
sion coefficients can be obtained at the intersection point from the diffusion paths of two
diffusion couples [21]. In order to improve the quality of the atomic mobility database,
more interdiffusion coefficients covering wider compositions and temperature ranges are
indispensable. Thus, continuous renewal of the corresponding atomic mobilities is neces-
sary, but it is a really time- and cost-consuming process. While for the boundary quaternary
and higher-order systems, some new experimental composition–distance profiles from
the diffusion couples/multiples may appear and only be used to validate the established
atomic mobility database, it cannot be directly employed to update the database [21] ac-
cording to the traditional approach to CALPHAD database development. Therefore, there
is an urgent need to improve the current situation.

One more superior approach is to utilize the numerical inverse method for maintain-
ing the atomic mobility database of the target multicomponent system. Very recently, two
of the present authors [22] developed a computational framework for the establishment
of an atomic mobility database directly from the experimental composition–distance pro-
files based on the pragmatic numerical inverse method [16] and incorporated it into the
freely accessible HitDIC (High-Throughput Determination of Interdiffusion Coefficients,
https://hitdic.com/, accessed on 17 October 2021, version 2.3.0) software [23]. With this
computational framework and HitDIC, the experimental composition–distance profiles,
instead of interdiffusion coefficients, can be directly used as the input for the assessment
of atomic mobilities and their related uncertainties. Then, for the ternary systems, the
complex computational process of interdiffusion coefficients can be avoided, resulting in
accuracy and efficiency improvements. One more important advantage lies in that the
experimental composition–distance profiles in quaternary and higher-order systems can
also be employed to assess the atomic mobility parameters in the target system with the
computational framework and HitDIC.

Due to the fact of their good castability and low cost, Mg–Al–Zn (AZ) series alloys
are widely used in various fields such as automobile, aerospace, and additive manufactur-
ing [24–28]. Sn, as an important alloying element, is usually introduced to improve the
mechanical properties of AZ series alloys [29–31]. In order to precisely design the optimal
additional amount of Sn in AZ alloys, accurate diffusion coefficients in hcp (hexagonal
close-packed) Mg–Al–Sn–Zn alloys are needed. Up to now, the atomic mobilities in the
hcp Mg–Al–Zn–Sn quaternary system have only been assessed by Zhong et al. [32] ac-
cording to the traditional approach. Moreover, the composition–distance profiles in one
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hcp Mg–Al–Zn–Sn quaternary diffusion couple measured by Bryan et al. [33] can only
be used to validate the simulation results but cannot be employed in the optimization
process of Zhong et al. [32] due to the limitations of the traditional approach. Furthermore,
Zhang et al. [34] measured the new composition–distance profiles of the hcp Mg–Al–Sn
ternary system at elevated temperatures recently, which should be considered during the
update of the atomic mobility database of the hcp Mg–Al–Sn system.

Consequently, the major objectives of this paper were (i) to develop an efficient strategy
for the maintenance of an atomic mobility database of multicomponent alloys based on the
pragmatic numerical inverse method and HitDIC and (ii) to apply the developed efficient
strategy to update the atomic mobility database of the hcp Mg–Al–Zn–Sn quaternary
system and validate the reliability of the updated atomic mobility database.

2. An Effective Strategy to Maintain the CALPHAD Atomic Mobility Database of
Multicomponent Systems

Starting from the pragmatic numerical inverse method and HitDIC software, an
effective strategy to maintain the atomic mobility database of multicomponent systems is
proposed in Figure 1, and it can be separated into the following steps:

1. The original atomic mobility descriptions of the target multicomponent system, to-
gether with the thermodynamic descriptions, should be ready or re-constructed
according to the corresponding publication(s).

2. A critical review of all the composition–distance profiles of diffusion multiples/couples
in ternary and higher-order systems available in the literature should be conducted
both before and after the publication/release of the original atomic mobility database.

3. The atomic mobility descriptions in each boundary ternary system should be updated
by means of the HitDIC software based on the reviewed composition–distance profiles.
It should be noted that the atomic mobility descriptions in all the boundary binaries
are fixed during the entire stage. Moreover, the reliability of the updated atomic
mobilities should be validated by the experimental composition–distance profiles as
well as the evaluated interdiffusion coefficients available in the literature.

4. Based on the updated atomic mobilities of boundary ternary systems, all the
composition–distance profiles in the higher-order systems should be input into the
HitDIC software to assess the possible interaction parameters in high-order systems.
The interaction parameters in higher-order systems are introduced if their addition can
really improve the fit to most of the experimental composition profiles. During this
step, it should be noted that the interaction parameters of ternary atomic mobilities
can be updated if a better fit to the experimental composition profiles in higher-order
system can be achieved.

5. One needs to validate the updated atomic mobility database by comprehensively com-
paring the predicted diffusion properties with the experimental ones in all the related
ternary, quaternary, and higher-order systems, verify the updated atomic mobility
database by applying real applications if available, and finalize the documentation.
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3. Literature Review on Diffusion Information in Hcp Mg–Al–Zn–Sn Alloys

In this paper, the atomic mobilities of three boundary binaries (i.e., hcp Mg–Al, Mg–Zn,
and Mg–Sn) were directly taken from Zhong et al. [32] and fixed during the subsequent
assessment of atomic mobilities in higher-order systems (i.e., hcp Mg–Al–Zn, Mg–Al–Sn,
and Mg–Al–Zn–Sn); thus, there was no need to conduct the literature review for those
boundary binaries. In the following, all the measured composition–distance profiles in
the hcp Mg–Al–Zn, Mg–Al–Sn, and Mg–Al–Zn–Sn systems available in the literature are
briefly introduced and are also summarized in Table 1. Moreover, in order to validate the
reliability of the subsequently assessed mobilities, the experimental reports on different
diffusivities in the hcp Mg–Al–Zn, Mg–Al–Sn, and Mg–Al–Zn–Sn systems were also briefly
described as follows.

For the hcp Mg–Al–Zn ternary system, the interdiffusion behaviors in seven groups of
diffusion couples at 673 and 723 K were investigated by Kammerer et al. [35]. Thereinto, the
composition–distance profiles of four groups (i.e., Mg-9.08Al/Mg-2.55Zn, Mg-0.87Al/Mg-
1.12Zn, Mg-9.10Al/Mg-2.03Zn, and Mg-2.27Al/Mg-1.06Zn, in at.%) were reported, while
only the diffusion paths were given for the other three groups (i.e., Mg-3Al/Mg-1Zn, Mg-
3Al/Mg-0.5Zn, and Mg/Mg-3Al-0.5Zn, in at.%). However, it should be noted that the
composition–distance profiles of Mg-0.87Al/Mg-1.12Zn from Kammerer et al. [35] were
not reasonable based on the analysis of Wang et al. [36]. In addition, the composition–
distance profiles in the AZ91 (Mg-9Al-1Zn, in wt.%)/Mg diffusion couple at 663 and
708 K were also determined by Bryan et al. [33]. But Zhong et al. [32] pointed out that the
existence of MgO on the surface of the diffusion couples showed a noticeable effect on
the interdiffusion between pure Mg and AZ91 in the work of Bryan et al. [33]. Hence, the
composition–distance profiles of three groups (i.e., Mg-9.08Al/Mg-2.55Zn, Mg-9.10Al/Mg-
2.03Zn, and Mg-2.27Al/Mg-1.06Zn, in at.%) from Kammerer et al. [35] were employed in
the present optimization, while the composition–distance profiles from Bryan et al. [33]
as well as the composition–distance profiles of Mg-0.87Al/Mg-1.12Zn and diffusion paths
from Kammerer et al. [35] were not.

For the hcp Mg–Al–Sn ternary system, Zhou et al. [37] determined the composition–
distance profiles at 673 and 723 K based on the diffusion couple technique. Moreover, the
composition–distance profiles for the Mg–Al–Sn ternary diffusion couples at 723, 773, and
823 K were determined by Zhang et al. [34], respectively. The experimental data from both
Zhou et al. [37] and Zhang et al. [34] were employed in the present optimization.
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Table 1. List of the composition–distance profiles of different hcp_A3 Mg–Al–Zn, Mg–Al–Sn, and
Mg–Al–Zn–Sn alloys available in the literature.

Type of Diffusion Couple (in
at.%)

Diffusion
Temperature (K)

Diffusion
Time (h) References Code

Mg–Al–Zn ternary system

Mg-9.08Al/Mg-2.55Zn

673

8

[35]

N
Mg/Mg-0.87Al-1.12Zn 24 4

Mg-3Al/Mg-1Zn 20 4
Mg-3Al/Mg-0.5Zn 24 4

Mg-9.10Al/Mg-2.03Zn
723

4
[35]

N
Mg-2.77Al/Mg-1.06Zn 5 N

Mg/Mg-3Al-0.5Zn 4 4
Mg/Mg-8.41Al-0.45Zn 663 144 [33] 4
Mg/Mg-8.50Al-0.41Zn 708 144 [33] 4

Mg–Al–Sn ternary system

Mg-0.52Sn/Mg-7.81Al

673

216

[37]

N
Mg-1.00Sn/Mg-7.37Al 216 N
Mg-2.30Al-0.83Sn/Mg 216 N
Mg-8.00Al-0.46Sn/Mg 216 N
Mg-1.04Sn/Mg-3.59Al

723

216

[37]

N
Mg-1.07Sn/Mg-7.63Al 216 N
Mg/Mg-7.86Al-0.53Sn 216 N

Mg-2.3Al-0.9Sn/Mg 216 N
Mg-2.63Al-0.94Sn/Mg

723
9

[34]
N

Mg-1.43Sn/Mg-3.80Al 9 N
Mg-1.89Al/Mg-0.97Sn 9 N
Mg/Mg-2.77Al-0.97Sn

773

6

[34]

N
Mg-1.46Sn/Mg-3.81Al 6 N
Mg-0.96Al-1.48Sn/Mg 6 N
Mg-0.98Sn/Mg-1.92Al 6 N
Mg/Mg-1.43Al-0.92Sn

823
3

[34]
N

Mg-1.45Sn/Mg-3.74Al 3 N
Mg-0.98Sn/Mg-1.83Al 3 N

Mg–Al–Zn–Sn quaternary system

Mg-0.64Al-0.04Sn-0.59Zn/Mg-
0.79Al-2.42Sn-0.66Zn 773 250 [33] N

N, used in the optimization process;4, only used for comparison.

As for the hcp Mg–Al–Zn–Sn quaternary system, the composition–distance profiles in
one quaternary diffusion couple annealed at 773 K for 250 h were measured by Bryan et al. [33]
and thus were considered during the present assessment of the atomic mobilities.

Besides the above experimental information on the composition–distance profiles,
there are also some reports on the inter-diffusivities available in the literature. Based on the
experimental composition profiles in the hcp Mg–Al–Zn system by Kammerer et al. [35],
Wang et al. [36] evaluated the main interdiffusion coefficients (i.e., D̃Mg

AlAl and D̃Mg
ZnZn) and

cross-interdiffusion coefficients (i.e., D̃Mg
AlZn and D̃Mg

ZnAl) at common intersection points
using the Whittle–Green (W–G) method [38]. For the hcp Mg–Al–Sn ternary system,
the interdiffusion coefficients (i.e., D̃Mg

AlAl, D̃Mg
SnSn, D̃Mg

AlSn, and D̃Mg
SnAl) at the intersection

compositions along diffusion paths were determined by Zhou et al. [37] also using the
W–G method. Moreover, the inter-diffusivities of the hcp Mg–Al–Sn system were also
determined by Zhang et al. [34] by means of the M–K method. As indicated above, all
the related interdiffusion coefficients in ternary systems were not used in the assessment
procedure but employed to validate the finally obtained atomic mobilities.
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4. Results and Discussion

The thermodynamic descriptions for the Mg–Al–Zn–Sn quaternary system from our
previous publications [39–41] were directly employed in the present work for providing
accurate thermodynamic properties. In the following, the atomic mobilities in the hcp Mg–
Al–Zn and hcp Mg–Al–Sn ternary systems were first updated by fixing the atomic mobilities
in boundary binaries, from which the atomic mobility database in the hcp Mg–Al–Zn–Sn
quaternary system was then established.

In the hcp Mg–Al–Zn ternary system, the composition–distance profiles measured by
Kammerer [35] (except for those in the Mg-0.87Al/Mg-1.12Zn diffusion couple, in at.%)
together with the atomic mobility descriptions of boundary binaries as well as the ther-
modynamic descriptions were first provided as input in HitDIC software. Subsequently,
the initial values of the interaction parameters (i.e., ΦMg,Zn

Al and ΦMg,Al
Zn ) of the ternary

system were automatically set, and the optimization of the two parameters was carried
out automatically by the HitDIC software until the best fit between the model-predicted
composition–distance profiles and the experimental data was achieved. Finally, the estab-
lished atomic mobility database of the hcp Mg–Al–Zn ternary system was validated by
comparing the predicted diffusion properties with the corresponding experimental data.
Moreover, a similar strategy was adopted for the hcp Mg–Al–Sn ternary system.

As for the hcp Mg–Al–Zn–Sn quaternary system, the experimental composition–
distance profiles by Bryan et al. [33] together with the updated atomic mobility descriptions
of the hcp Mg–Al–Zn and Mg–Al–Sn as well as the thermodynamic descriptions of the
hcp Mg–Al–Zn–Sn quaternary systems were first provided as the input in the HitDIC
software. Subsequently, the assessment of the interaction parameters in the ternary and/or
quaternary systems was automatically performed. It was found that introduction of an
interaction parameter (i.e., ΦMg,Sn

Zn ) can result in the best fit to the experimental data. The
finally obtained atomic mobility parameters of the hcp Mg–Al–Zn–Sn quaternary system
are summarized in Table 2.

4.1. Hcp Mg–Al–Zn Ternary System

The model-predicted composition–distance profiles of four diffusion couples (i.e.,
Mg-9.08Al/Mg-2.55Zn at 673 K for 8 h, Mg/Mg-0.87Al-1.12Zn at 673 K for 24 h, Mg-
9.10Al/Mg-2.03Zn at 723 K for 4 h, and Mg-2.77Al/Mg-1.06Zn at 723 K for 5 h, in at.%)
according to the present atomic mobilities (solid lines) are displayed in Figure 2, compared
with the corresponding experimental data (in symbols) by Kammerer et al. [35]. The
model-predicted results by Zhong et al. [32] are also superimposed as dashed lines in
the figure for direct comparison with the present results. Without specification, all the
model-predicted results of Zhong et al. [32] are taken exactly from their original publication.
As can be seen in Figure 2, the predicted results from the present work are consistent
with those from Zhong et al. [32], and both predicted results are in good agreement with
the experimental composition–distance profiles [35], expect for Figure 2b. As shown in
Figure 2b, a large deviation between the model-predicted composition–distance profile
of Zn and the experimental ones can be observed. This fact is quite normal because
the composition–distance profiles of Mg/Mg-0.87Al-1.12Zn at 673 K for 24 h are not
reasonable based on the suggestion by Wang et al. [36] and, thus, were not employed in
the present optimization. Furthermore, the model-predicted diffusion paths at 673 and
723 K, based on the present atomic mobilities together with those by Zhong et al. [32],
are shown in Figure 3 compared with the experimental data [35]. The diffusion paths
predicted according to the present atomic mobilities are in very good agreement with the
experimental data [35] and also the ones by Zhong et al. [32]. Moreover, the comparison
between the model-predicted composition–distance profiles due to the present atomic
mobilities and the experimental data by Bryan et al. [33] as well as those by Zhong et al. [32]
are displayed in the Supplementary Materials for readers’ reference. As can be seen
Figur S1, certain deviations exist between the simulated composition profiles of Al/Zn and
the experimental data. This is because MgO exits on the surface of the diffusion couples, as
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pointed out by Zhong et al. [32], and hinders the diffusion of both Al and Zn. Thus, the
composition–distance profiles of Bryan et al. [33] were not considered in the present update
of atomic mobilities.

Table 2. List of the atomic mobility parameters of hcp the Mg–Al–Zn–Sn system assessed in the
present work together with those taken in the literature [32].

Mobility Parameters References

Mobility of Mg

ΦMg
Mg = −125,748.3 − 86.924 × T [32]

ΦAl
Mg = −105,022.4 − 100.826 × T [32]

ΦZn
Mg = −97,239.0 − 87.338 × T [32]

ΦSn
Mg = −76,913.9 − 71.922 × T [32]

ΦMg,Al
Mg = 154,978.2 [32]

Mobility of Al

ΦAl
Al = −115,705.9 − 104.143 × T [32]

ΦMg
Al = −133,378.9 − 86.232 × T [32]

ΦZn
Al = −97,239.0 − 87.338 × T [32]

ΦSn
Al = −76,913.9 − 71.922 × T [32]

ΦMg,Al
Al = 125,172.6 [32]

ΦMg,Zn
Al = 313,977.051 This work

ΦMg,Sn
Al = 214,599.609 This work

Mobility of Zn

ΦZn
Zn = −97,239.0 − 87.338 × T [32]

ΦMg
Zn = −125,731.0 − 76.734 × T [32]

ΦAl
Zn = −115,705.9 − 104.143 × T [32]

ΦSn
Zn = −76,913.9 − 71.922 × T [32]

ΦMg,Zn
Zn = 80,988.7 [32]

ΦMg,Al
Zn = 90,957.031 This work

ΦMg,Sn
Zn = −11,209.270 This work

Mobility of Sn

ΦSn
Sn = −76,913.9 − 71.922 × T [32]

ΦMg
Sn = −143,787.3 − 72.615 × T [32]

ΦAl
Sn = −115,705.9 − 104.143 × T [32]

ΦZn
Sn = −97,239.0 − 87.338 × T [32]

ΦMg,Sn
Sn = −162,023.5 [32]

ΦMg,Al
Sn = 191,345.215 This work

According to the presently updated atomic mobility descriptions together with the
thermodynamic descriptions [42], the interdiffusion coefficients of the hcp Mg–Al–Zn
system over the composition range of 0–5.0 at.% Al and 0–3.0 at.% Zn at 623, 673, and 723 K
are predicted in Figure 4. Figure 4a,b show the calculated main interdiffusion coefficients,
D̃Mg

AlAl and D̃Mg
ZnZn, in three-dimensional space, respectively. As shown in Figure 4a,b, D̃Mg

ZnZn

was larger than D̃Mg
AlAl at the same temperature by approximately one order of magnitude,

which means that the diffusion rate of Zn in hcp Mg–Al–Zn alloys is faster than that of
Al. Moreover, it can be observed that both D̃Mg

AlAl and D̃Mg
ZnZn increased with the increase

in temperature and concentrations of both Al and Zn. Figure 4c displays variations in the
cross-interdiffusion coefficient D̃Mg

AlZn along with the concentrations of Al and Zn. It should

be noted that the predicted D̃Mg
AlZn over wide composition and temperature range is negative.

Hence, the log10(−D̃Mg
AlZn) was adopted for the label of ordinate of Figure 4c in order to

facilitate the analysis. The sign of cross-interdiffusion coefficients had been analyzed in
detail by Liu et al. [43] in terms of thermodynamics. According to Liu et al. [43], the
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cross-interdiffusion coefficient D̃Mg
AlZn in the hcp Mg–Al–Zn ternary system can be expressed

as follows:

D̃Mg
AlZn =

[
(1− xAl)

2xAl MAl + x2
Al xZn MZn + x2

Al xMg MMg

]∂(µAl − µMg)

∂xZn
(1)

where MAl, MZn, and MMg are the atomic mobilities for Al, Zn, and Mg, respectively.
xAl, xZn, and xMg are the mole fractions for Al, Zn, and Mg, respectively. µAl and µMg
represent the chemical potentials of Al and Mg, respectively. Because the term before
∂(µAl − µMg)/∂xZn in Equation (1) is positive, the negative sign of D̃Mg

AlZn is determined by

the ∂(µAl − µMg)/∂xZn. As can be seen in Figure 4c, the D̃Mg
AlZn was lower than the main

interdiffusion coefficients, D̃Mg
AlAl and D̃Mg

ZnZn, at the same temperature by approximately one

to two orders of magnitude. Moreover, the D̃Mg
AlZn increased with the increase in temperature

and Zn concentration. While D̃Mg
AlZn increased rapidly as the Al concentration increased in

the region where the Al concentration was close to zero, but then increased slowly with
the further increase in Al concentration. Furthermore, it is interesting to see in Figure 4c
that the cross-interdiffusion coefficients D̃Mg

AlZn at 623, 673, and 723 K were all approaching
zero as the concentration of Al approaches zero. It should be noted that such an interesting
phenomenon is reasonable and can be obviously proved by Equation (1). The relationship
between the cross-interdiffusion coefficient D̃Mg

ZnAl and concentrations of both Al and Zn

is displayed in Figure 4d. Different from D̃Mg
AlZn, the presently predicted D̃Mg

ZnAl is positive,
and can be expressed as the following equation similar to Equation (1):

D̃Mg
ZnAl =

[
(1− xZn)

2xZn MZn + x2
ZnxAl MAl + x2

ZnxMg MMg

]∂(µZn − µMg)

∂xAl
(2)
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Figure 2. Model-predicted composition–distance profiles of different hcp Mg–Al–Zn diffusion
couples annealed at (a) 673 K for 8 h, (b) 673 K for 24 h, (c) 723 K for 4 h, and (d) 723 K for 5 h, due to
the present atomic mobilities (solid lines), compared with those of Zhong et al. [32] (dashed lines)
and the experimental data [35] (in symbols).
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Figure 4. Model-predicted composition-dependent inter-diffusivities of (a) D̃Mg
AlAl, (b) D̃Mg

ZnZn,

(c) D̃Mg
AlZn, and (d) D̃Mg

ZnAl over the composition range of 0–5.0 at.% Al and 0–3.0 at.% Zn at 623,
673, and 723 K according to the present atomic mobilities together with the thermodynamic descrip-
tions [42].

According to Equation (2), the positive sign of D̃Mg
ZnAl is due to the positive

∂(µZn − µMg)/∂xAl . As shown in Figure 4d, the value of D̃Mg
ZnAl is in the same order of the

absolute one of D̃Mg
AlZn, but lower than the main interdiffusion coefficients, D̃Mg

AlAl and D̃Mg
ZnZn.

In addition, the D̃Mg
ZnAl increased with the increase in temperature and Al concentration,

while the D̃Mg
ZnAl increased rapidly in the region where the Zn concentration was close to

zero, and then increased slowly with the further increase of Zn. Moreover, an interesting
phenomenon can also be found with the cross-interdiffusion coefficients D̃Mg

ZnAl at 623, 673,
and 723 K all approaching zero as the concentration of Zn approached zero.
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To further illustrate the reliability of the presently updated atomic mobilities, the
calculated main inter-diffusivities according to the present work are compared with the
determined ones by Wang et al. [36] in Figure 5a. Along the diagonal lines, the model-
predicted values are exactly equal to the experimental ones. The region of empirical errors
for inter-diffusivities is constructed by the two dashed lines that represent the interdiffusion
coefficients multiplied with a pre-factor of 2 or 0.5, respectively, according to the suggestion
in [44]. A similar plot was also made in Figure 5b between the calculated main inter-
diffusivities by Zhong et al. [32] and the ones determined by Wang et al. [36]. Based on
the comparison in Figure 5a,b, it can be found that the calculated main interdiffusion
coefficients from the present work are consistent with those of Zhong et al. [32], and the
calculated main interdiffusion coefficients in both the present work and Zhong et al. [32]
agree well with all the experimental data (within the dashed lines), expected for 6 values
marked by black circles in the figure. It should be noted that those 6 points marked by
black circles were determined by Wang et al. [36] based on three diffusion couples (i.e., Mg-
3Al/Mg-1Zn, Mg-3Al/Mg-0.5Zn, and Mg-0.87Al/Mg-1.12Zn) from Kammerer et al. [35] of
which the composition–distance profiles were not employed in the present optimization
because the original experimental data were either unreasonable (i.e., Mg-0.87Al/Mg-
1.12Zn) or not provided (i.e., Mg-3Al/Mg-1Zn and Mg-3Al/Mg-0.5Zn) according to the
original publications.
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Along the diagonal lines, the model-predicted values are exactly equal to the experimental ones. The
dashed lines represent the interdiffusion coefficients multiplied by a pre-factor of 2 or 0.5.

Based on the above analysis, the presently updated atomic mobilities of the hcp Mg–
Al–Zn based on the newly proposed strategy are reliable and can give as good fit to all the
experimental properties as of the recent publication [32] using the traditional approach.

4.2. Hcp Mg–Al–Sn Ternary System

Figures 6 and 7 display the model-predicted composition–distance profiles of eight dif-
fusion couples (i.e., Mg-0.52Sn/Mg-7.81Al, Mg-1.00Sn/Mg-7.37Al, Mg-2.30Al-0.83Sn/Mg,
and Mg-8.00Al-0.46Sn/Mg, annealed at 673 K for 216 h, in at.%; Mg-1.04Sn/Mg-3.59Al,
Mg-1.07Sn/Mg-7.63Al, Mg/Mg-7.86Al-0.53Sn, and Mg-2.3Al-0.9Sn/Mg, annealed at 723 K
for 216 h, in at.%) from the present work (solid lines) compared with the experimental data
(in symbols) by Zhou et al. [37]. The model-predicted results according to Zhong et al. [32]
(dashed lines) are also superimposed in the figure for direct comparison. Figures 8 and 9
also show the model-predicted composition–distance profiles of 10 diffusion couples (i.e.,
Mg/Mg-2.77Al-0.97Sn, Mg-1.46Sn/Mg-3.81Al, Mg-0.96Al-1.48Sn/Mg, and Mg-0.98Sn/Mg-
1.92Al, annealed at 773 K for 6 h, in at.%; Mg-2.63Al-0.94Sn/Mg, Mg-1.43Sn/Mg-3.80Al,
and Mg-1.89Al/Mg-0.97Sn, annealed at 723 K for 9 h, in at.%; Mg/Mg-1.43Al-0.92Sn, Mg-
1.45Sn/Mg-3.74Al, and Mg-0.98Sn/Mg-1.83Al, annealed at 823 K for 3 h, in at.%) according
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to the present atomic mobilities and also those from Zhong et al. [32] compared with the
experimental data by Zhang et al. [34]. As can be seen in Figures 6–9, the model-predicted
composition–distance profiles according to the present work are in better agreement with
the experimental data by Zhou et al. [37] and Zhang et al. [34] than the model-predicted
ones due from Zhong et al. [32], especially in the figures, i.e., Figure 6a,b, Figure 7a,b,
Figure 8b,d and Figure 9b,c,e,f. Furthermore, the model-predicted diffusion paths at 673,
723, 773, and 823 K, based on the presently updated atomic mobilities and also those by
Zhong et al. [32], are displayed in Figure 10 compared with the experimental data from
Zhou et al. [37] and Zhang et al. [34]. As can be seen in Figure 10, the model-predicted
diffusion paths by the present work again agree better with the experimental data [34,37]
than the model-predicted ones by Zhong et al. [32].
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Based on the updated atomic mobility descriptions by the present work together
with the thermodynamic descriptions [39], the inter-diffusivities of the hcp Mg–Al–Sn
system over the composition range of 0–5.0 at.% Al and 0–2.0 at.% Sn at 723, 773, and
823 K are predicted in Figure 11. Similar to the hcp Mg–Al–Zn system, the interdiffusion
coefficients of the hcp Mg–Al–Sn system were also processed with a logarithm. As shown in
Figure 11a,b, the main interdiffusion coefficient D̃Mg

AlAl was in the same order of magnitude

as the D̃Mg
SnSn at the same temperature. Besides, both D̃Mg

AlAl and D̃Mg
SnSn increased with

the increase in temperature and concentrations of Al and Sn. Figure 11c,d show that
the cross-interdiffusion coefficients, D̃Mg

AlSn and D̃Mg
SnAl, varied apparently along with the

concentrations of Al and Sn. Similar to Equations (1) and (2), D̃Mg
AlSn and D̃Mg

SnAl can be
expressed as:

D̃Mg
AlSn =

[
(1− xAl)

2xAl MAl + x2
Al xSn MSn + x2

Al xMg MMg

]∂(µAl − µMg)

∂xSn
(3)
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D̃Mg
SnAl =

[
(1− xSn)

2xSn MSn + x2
SnxAl MAl + x2

SnxMg MMg

]∂(µSn − µMg)

∂xAl
(4)

where MAl, MSn, and MMg are the atomic mobilities for Al, Sn, and Mg, respectively.
xAl, xSn, and xMg are the mole fractions for Al, Sn, and Mg, respectively. µAl, µSn, and
µMg represent the chemical potentials of Al, Sn, and Mg, respectively. Here, it should be

noted that the signs of D̃Mg
AlSn and D̃Mg

SnAl are positive, which are determined by the terms
∂(µAl − µMg)/∂xSn and ∂(µSn − µMg)/∂xAl , respectively. As can be seen in Figure 11c,d,

the cross-interdiffusion coefficient D̃Mg
AlSn was in the same order of the main interdiffusion

coefficients, D̃Mg
AlAl and D̃Mg

SnSn, at the same temperature, while the cross-interdiffusion

coefficient D̃Mg
SnAl was lower than the main interdiffusion coefficients, D̃Mg

AlAl and D̃Mg
SnSn, by

approximately one order of magnitude. Moreover, D̃Mg
AlSn increased with the increase in

temperature and Sn concentration, while D̃Mg
AlSn increased rapidly in the region where the Al

concentration was close to zero, and then increased slowly with the further increase in Al.
As the concentration of Al (Sn) approached zero, the cross-interdiffusion coefficient, D̃Mg

AlSn

(D̃Mg
SnAl) at 723, 773, and 823 K were all approaching zero, which can be reasonably explained

by Equations (3) and (4). Figure 12a,b respectively show the calculated main interdiffusion
coefficients according to the present atomic mobilities and those of Zhong et al. [32],
compared with the experimental data [34,37]. Along the diagonal lines, the model-predicted
values are exactly equal to the experimental ones. The two dashed lines represent the
interdiffusion coefficients multiplied by a pre-factor of 2 or 0.5, respectively. A comparison
between Figure 12a,b clearly indicates that the calculated interdiffusion coefficients from
the present work can reproduce more experimental data than those by Zhong et al. [32].
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Figure 8. (a–d) Model-predicted composition–distance profiles of the different hcp Mg–Al–Sn diffu-
sion couples annealed at 773 K for 6 h from the present atomic mobilities (solid lines) compared with
those of Zhong et al. [32] (dashed lines) and the experimental data [34] (in symbols).
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Figure 9. Model-predicted composition–distance profiles of the different hcp Mg–Al–Sn diffusion
couples annealed at (a–c) 723 K for 9 h and (d–f) 823 K for 3 h from the present atomic mobilities
(solid lines) compared with these of Zhong et al. [32] (dashed lines) and the experimental data [34]
(in symbols).
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Figure 10. Model-predicted diffusion paths in the hcp Mg–Al–Sn system at (a) 673 K for 216 h,
(b) 723 K for 216 and 9 h, (c) 773 K for 6 h, and (d) 823 K for 3 h from the present mobilities (solid
lines) compared with those of Zhong et al. [32] (dashed lines) and the experimental data [34,37]
(in symbols).

Based on the above comprehensive comparison among the model-predicted results
from the present work, the ones by Zhong et al. [32], and the experimental data [34,37], the
reliability of the atomic mobility descriptions of the hcp Mg–Al–Sn system was significantly
improved by using the newly proposed strategy compared with the traditional approach.
The major reason lies in that although 18 groups of diffusion couples were investigated
by Zhou et al. [37] and Zhang et al. [34], only very scattered experimental interdiffusion
coefficients at the intersection compositions of diffusion paths can be determined by the
traditional methods and then utilized in the traditional optimization process, which may
lead to the lower accuracy of the obtained atomic mobility descriptions. By contrast, all
18 groups of composition–distance profiles can be employed in the optimization process
using the new strategy based on HitDIC, which can largely improve the reliability of the
atomic mobility descriptions.

4.3. Hcp Mg–Al–Zn–Sn Quaternary System

Figure 13 displays the comparison between the model-predicted composition–distance
profiles of the only quaternary diffusion couple, Mg-0.64Al-0.04Sn-0.59Zn/Mg-0.79Al-
2.42Sn-0.66Zn, annealed at 773 K for 250 h due to the present atomic mobilities (solid
lines) and the experimental data (in symbols) by Bryan et al. [33]. The model-predicted
composition–distance profiles from Zhong et al. [32] (dashed lines) are also superimposed
in the figure for direct comparison. As can be seen in Figure 13, the model-predicted
composition–distance profiles of Sn and Al in the present work show much better agree-
ment with the experimental data of Bryan et al. [33], compared with the results from
Zhong et al. [32]. The model-predicted composition–distance curve of Zn from both
the present work and Zhong et al. [32] slightly deviate from the experimental data of
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Bryan et al. [33]. It should be noted that the difference in the Zn concentration in both end
alloys was only 0.07 at.%, which may cause large difficulties in the accurate experimental
measurement of Zn concentration.
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Figure 11. Model-predicted composition-dependent inter-diffusivities of (a) D̃Mg
AlAl, (b) D̃Mg

SnSn,

(c) D̃Mg
AlSn, and (d) D̃Mg

SnAl over the composition range of 0–5.0 at.% Al and 0–2.0 at.% Sn at 723, 773, and
823 K according to the present atomic mobilities together with the thermodynamic descriptions [39].
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Figure 12. Model-predicted main inter-diffusivities in the hcp Mg–Al–Sn system due to (a) the
present atomic mobilities and (b) Zhong et al. [32] at 673, 723, 773, and 823 K compared with the
experimental data [34,37]. Along the diagonal lines, the model-predicted values are exactly equal to
the experimental ones. The dashed lines represent the interdiffusion coefficients multiplied with a
pre-factor of 2 or 0.5.
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To illustrate the influence of Sn concentration and temperature on the 
inter0diffusivities of the hcp Mg–Al–Zn–Sn quaternary system, the matrix (α-Mg) phase 
with an average composition of 2.4 at.% Al and 0.56 at.% Zn in as-cast AZT640 (Mg-6Al-
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Figure 13. Model-predicted composition–distance profiles of the only quaternary diffusion couple in
quaternary system, Mg-0.64Al-0.04Sn-0.59Zn/Mg-0.79Al-2.42Sn-0.66Zn, annealed at 773 K for 250 h
from the present atomic mobilities (solid lines) compared with these of Zhong et al. [32] (dashed
lines) and the experimental data [33] (in symbols).

Based on the above analysis, a real improvement in the reproduction of the experimen-
tal data was achieved by the present work compared with the results of Zhong et al. [32],
even though only one more quaternary diffusion couple was included in the present work.
It is anticipated that the reliability of the atomic mobilities in the hcp Mg–Al–Zn–Sn qua-
ternary system can be further improved by using the newly proposed strategy if more
experimental composition profiles in the quaternary Mg–Al–Zn–Sn system are available.
By contrast, the reliability of atomic mobilities in the hcp Mg–Al–Zn–Sn quaternary system
cannot be improved based on the traditional method, no matter whether the experimental
data for Mg–Al–Zn–Sn system are sufficient.

To illustrate the influence of Sn concentration and temperature on the inter0diffusivities
of the hcp Mg–Al–Zn–Sn quaternary system, the matrix (α-Mg) phase with an average
composition of 2.4 at.% Al and 0.56 at.% Zn in as-cast AZT640 (Mg-6Al-4Zn-0.6Sn, in wt.%),
according to Dong et al. [45], was chosen as the target in the present work. According
to the presently updated atomic mobility descriptions together with the thermodynamic
descriptions [40], the interdiffusion coefficients of the Mg–Al–Zn–Sn quaternary system
over a compositions range of 2.4 at.% Al, 0.56 at.% Zn, and 0–0.6 at.% Sn at 623, 673, and
723 K were predicted in Figure 14. As can be seen in Figure 14a, the D̃Mg

AlAl and D̃Mg
SnSn

were quite close to each other and lower than D̃Mg
ZnZn by approximately one order of magni-

tude. Moreover, the D̃Mg
AlAl and D̃Mg

SnSn increased with the increase in temperature and Sn

concentration, while D̃Mg
ZnZn increased with the increase in temperature and kept nearly

constant with the increment in Sn concentration. Figure 14b displays the variations in
cross-interdiffusion coefficients, D̃Mg

AlSn and D̃Mg
ZnSn, with Sn concentration. D̃Mg

ZnSn was larger

than D̃Mg
AlSn but lower than the main interdiffusion coefficients, D̃Mg

AlAl and D̃Mg
SnSn. In ad-

dition, D̃Mg
ZnSn increased with the increase in temperature but kept nearly constant with

the increment in Sn concentration, while D̃Mg
AlSn rose with the increase in temperature and

Sn concentration.
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Figure 14. Model-predicted component-dependent inter-diffusivities of (a) D̃Mg
AlAl, D̃Mg

ZnZn, and D̃Mg
SnSn

and (b) D̃Mg
AlSn and D̃Mg

ZnSn over a composition range of 2.4 at.% Al, 0.56 at.% Zn, and 0–0.3 at.% Sn
at 623, 673, and 723 K according to the present atomic mobilities together with the thermodynamic
descriptions [40].

5. Conclusions

• A general and effective strategy for the maintenance of the CALPHAD atomic mobility
database of multicomponent systems was developed based on the pragmatic numerical
inverse method and HitDIC software;

• Following the newly proposed strategy, the atomic mobility descriptions of the hcp
Mg–Al–Zn and Mg–Al–Sn ternary systems were updated based on the experimental
composition profiles in the respective ternary systems. It was found that the presently
updated atomic mobilities of the hcp Mg–Al–Zn system provided a good fit for all of
the experimental diffusion properties as did the previous assessment [32] using the
traditional approach, while the presently updated atomic mobilities of the hcp Mg–Al–
Sn system showed better agreement with the experimental diffusion properties than
the previous assessment [32] using the traditional approach. Moreover, the variation
trend of inter-diffusivities of the hcp Mg–Al–Zn and Mg–Al–Sn systems with the
temperature and solute (i.e., Al, Zn, and Sn) concentrations was also fully analyzed;

• Based on the updated atomic mobility descriptions of the hcp Mg–Al–Zn and Mg–Al–
Sn systems, together with only one set of composition–distance profiles, the atomic
mobility descriptions of the hcp Mg–Al–Zn–Sn quaternary system were further up-
dated following the newly proposed strategy. A real improvement in the reproduction
of experimental data was achieved by the present work compared with the previous
assessment. Furthermore, the influence of Sn concentration and temperature on the
inter-diffusivities of the hcp Mg–Al–Zn–Sn quaternary alloys was also illustrated;

• It is anticipated that the presently proposed strategy can serve as a standard for main-
taining the CALPHAD atomic mobility database of different multicomponent systems.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/
10.3390/ma15010283/s1, Figure S1: Model-predicted composition–distance profiles of different
hcp Mg–Al–Zn diffusion couples annealed at (a) 663 K for 144 h and (b) 708 K for 144 h as well as
an enlarged composition–distance curve of Zn annealed at (c) 663 K for 144 h and (d) 708 K for
144 h from the present atomic mobilities (solid lines) compared with those of Zhong et al. [32]
(dashed lines) and the experimental data [33] (symbols).
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Abstract: The appearance of the ε phase during the welding process can severely weaken the weld-
ing strength of dissimilar metals of Mg-Zn-Al alloy systems. An understanding of the accurate
phase diagram, especially the equilibrium phase relation around the ε phase, is thus of particular
importance. However, the phase interrelation near the ε-Mg23(Al, Zn)30 phase has not yet been fully
studied. In this work, the local phase diagrams of the ε phase and its surrounding phases in the
Mg-Zn-Al system are systematically determined by experimental investigation and thermodynamic
verification. Five Mg-Zn-Al alloys and one diffusion couple were fabricated and analyzed to get
accurate phase constituents and relationships adjacent to ε phase. The current experimental data
obtained from Scanning Electron Microscope (SEM), X-ray diffraction (XRD), Differential Scanning
Calorimetry (DSC), and Electron Probe Micro Analysis (EPMA) were further compared with the ther-
modynamically computed phase relations around ε phase for verification, showing good agreements.
Several important conclusions are drawn based on current experimental work, which can provide
supporting information for the follow-up studies on ε phase in the Mg-Zn-Al alloy systems.

Keywords: Mg-Zn-Al alloy; ε phase; phase equilibrium; calculation of phase diagram (CAL-
PHAD); diffusion

1. Introduction

Due to their relatively low density, good specific stiffness, specific strength and elec-
tromagnetic shielding, biocompatibility, recyclability, large hydrogen storage capacity, and
high theoretical specific capacity for battery, magnesium alloys have attracted more and
more attention for their application in the automotive, aerospace, biomedical, and energy
industries [1–6]. For decades, efforts have been made to improve the mechanical properties,
creep resistance and electrochemical stability of magnesium alloys, in order to broaden
their practical applications. One of the most common methods is to design the alloy compo-
sition so as to modify the microstructure [7], and controlling over the formation of various
intermetallic compounds (IMCs) is essential. In Mg-Zn-Al alloy systems, the existence of
binary (γ-Mg17Al12, ε-Mg23Al30, and β-Al3Mg2) and ternary (ϕ-Mg5Al2Zn2 and τ-Mg32
(Al, Zn)49) intermetallic compounds can be manipulated to adjust the alloy performance.
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For instance, the presence or absence of Mg17Al12 precipitates has a great influence on
the grain structure upon hot deformation, thereby affecting the strength of the deformed
magnesium alloys [8]. The discontinuous precipitation of coarse γ-Mg17Al12 phase in AZ
alloys causes softening of the grain boundary at high temperatures, reducing the strength
and creep resistance, thus limiting the service temperature to below 120 ◦C [9–12]. It has
been found that the high temperature creep resistance of ZA series alloy is much better
than that of AZ91 [13]. The unfavorable Mg17Al12 phase can be replaced by the thermally
stable Mg-Zn-Al ternary phases, such as the τ-Mg32(Al, Zn)49 phase and ϕ-Mg5Al2Zn2
phase, at high temperatures, making the creep behavior of ZA magnesium alloys with
high Zn content better than that of AZ alloys [14,15]. Shi et al. [16] reported that the age
hardening response of Al in Mg-6Zn-5Al alloys can be further improved due to the exis-
tence of τ-Mg32(Al, Zn)49 phase. Other intermetallic compounds, such as ε-Mg23Al30, can
be detected in the welding process. For example, the ε phase was detected in the central
region of the friction stir welding of AZ31 and 6061 aluminum alloys [17,18]. The formation
of Mg23Al30 phase should be avoided, since it is the main weakness in the welding strength
of Mg-Al dissimilar metals, as stated by Sun et al. [19]. The formation of ε-Mg23(Al, Zn)30
phase, where Zn partially occupies the sublattice of Al in the binary Mg23Al30 phase, was
also detected by Wang et al. [20] when studying the welding coating of Mg-AlxZn1-x alloys
using the diffusion couple technique. An understanding of the accurate phase diagram,
especially the equilibrium phase relation among different intermetallic compounds for
different alloy composition, is of particular importance during the alloy design for the
Mg-Zn-Al system.

There are several experimental studies on the phase diagram of Mg-Zn-Al alloys. Eger
et al. [21] presented the first systematic investigation on the liquidus surface. Bergman
et al. [22,23] and Clark et al. [24,25] then studied the ternary intermetallic compounds of
τ phase and ϕ phase, respectively. Later, the first summarizing review was presented by
Willey et al. [26], based on which Liang et al. [27] and Liang et al. [28] presented detailed
thermodynamic models of the Mg-Zn-Al system, respectively. More recent experimental
studies include the isothermal section of the Mg-rich corner in the Mg-Zn-Al system
determined at 300 ◦C, 320 ◦C, and 335 ◦C by Ren et al. [29–31], and the Mg-rich phase
equilibria and solidification behaviors studied by Ohno et al. [32]. Although there is a
large volume of experimental data of the Mg-Zn-Al phase diagram, the phase interrelation
near the ε-Mg23 (Al, Zn)30 phase has not yet been fully studied. In this work, we present
an experimental investigation and thermodynamic calculation of the Mg-Zn-Al system,
with a particular focus on the ε-Mg23 (Al, Zn)30 phase and its equilibrium phase relations.
Alloys with different compositions and diffusion couples were fabricated and analyzed
by Scanning Electron Microscope (SEM), X-ray diffraction (XRD), Differential Scanning
Calorimetry (DSC), and Electron Probe Micro Analysis (EPMA). The current experimental
results, together with the data from previous research, were then compared with the
available thermodynamic description of the Mg-Zn-Al system for further discussion.

2. Experimental Procedure

In this study, five alloys with different compositions were prepared from high-purity
Mg (99.9%), Al (99.99%), and Zn (99.99%), which were melted in an argon atmosphere by
resistance furnace. The nominal compositions of the samples were selected according to the
isothermal section at 350 ◦C, which was calculated based on the previous thermodynamic
description [27] containing the ε-Mg23 (Al, Zn)30 phase, including the ε, ε + γ, ε + β, ε + γ +
τ, and ε + β + τ phase regions, as shown in Table 1. During alloying, the resistance furnace
was first heated up to 710 ◦C, and the Al blocks were placed in a stainless-steel crucible in
the controlled atmosphere furnace before the addition of Mg and Zn. The samples were
then heated up to 720 ◦C and held for 25 min before being cooled down to 690 ◦C before
casting. The heating process was carefully controlled to avoid massive volatilization. The
melts poured in graphite crucibles for casting were then annealed at 350 ◦C for 305 h in an
argon atmosphere to reach homogenization.
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Table 1. The nominal compositions of current Mg-Zn-Al alloys and the phases constitutions and concentrations determined
by XRD and EPMA.

Samples
Nominal Compositions (at.%) Phases and Composition (at.%) at 350 ◦C

Mg Zn Al Phase Mg Zn Al

1 43.35 3.04 53.61 ε 42.92 3.90 53.18

2 47.73 2.87 49.40
ε 44.72 4.05 51.23
γ 51.80 2.89 45.31

3 41.21 2.50 56.29
ε 43.72 3.27 53.01
β 39.64 2.64 57.72

4 47.32 7.60 45.08
ε 46.38 7.70 45.93
γ 54.04 4.09 41.87
τ 45.03 11.28 43.69

5 41.33 7.00 51.68
ε 43.77 7.03 49.20
β 39.29 5.39 55.32
τ 41.06 10.50 48.44

Two end members, i.e., MgZn2 and Mg17Al12, were selected in this work to form a
diffusion couple, in order to observe the diffusion path across ε-Mg23 (Al, Zn)30 phase.
The end-member alloys of intermetallic compounds were fabricated according to the
stoichiometric ratio using an identical processing route to that detailed in our previous
work [14]. The alloys were annealed at 450 ◦C for 12 h in an argon atmosphere, and then
cut into 8 mm × 5 mm × 3 mm blocks before being polished in ethanol. The treated surface
was bonded with a tantalum clamp before it was sealed in the vacuum quartz tube to
avoid oxidation during the diffusion annealing process. The packaged diffusion couple
was annealed in a 410 ◦C furnace for 4 h to form intermetallic compound layers with a
temperature error within ± 1 ◦C.

The annealed alloy samples were investigated by XRD (Rigaku D-Max/2550VB+,
Rigaku, Japan) and SEM (Zeiss EVO M10, Zeiss, Germany) for phase identification. The
compositions of the annealed samples and the phase constitutions were determined by
EPMA (JXA-8230, JEOL, Japan). These samples were further subjected to DSC analysis
(NETZSCH STA449F3A, NETZSCH, Germany) to detect the phase transformation temper-
ature, where a heating rate of 10 K/min and a temperature range of 32 ◦C to 600 ◦C were
applied. The annealed diffusion couples were unclamped from the Ta jigs and subjected to
wire-cutting parallel to the diffusion direction. The cutting surfaces were metallographically
prepared for analysis of the microstructure and diffusion path by SEM and EPMA.

3. Results and Discussion
3.1. Phase Equilibrium Containing ε Intermetallic Compound

Figure 1 shows the SEM images of the five alloy samples after heat treatment, and
the corresponding XRD patterns are summarized in Figure 2. Table 1 lists the composition
of phases that appeared in each sample measured by EPMA. The phase constitutions
of each alloy can be determined by analyzing all the SEM images, XRD patterns, and
EPMA results. It can be seen from Figure 2a that sample 1 contained a single ε phase,
which was consistent with the uniform microstructure of Figure 1a. The EPMA results in
Table 1 indicate a solid dissolution of 3.9% Zn in the ε single phase. From Figure 1b, it can
be seen that the light gray and dark gray phases distributed evenly in sample 2, which
was selected to be within a two-phase region of ε and γ. According to the XRD and EPMA
analysis, as shown in Figure 2b and Table 1, the two phases were determined as γ phase
and ε phase, respectively. The content of Zn in ε phase was 4.05% when ε phase is in
equilibrium with γ phase. In Figure 1c, it can be observed that sample 3 contains bright
and dark phase regions with clear phase boundaries, which are ε and β phase according to
the XRD patterns shown in Figure 2c. The ε phase is brighter than the β phase due to the
higher content of Zn (3.27% in ε phase and 2.64% in β phase). The SEM image of Figure 1d
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shows a three-phase region with different colors of bright, light gray, and dark gray. Upon
analysis of the EPMA result and the XRD pattern shown in Figure 2d, the bright, light
gray, and dark gray phase regions corresponded to τ, ε, and γ phase, respectively. That is,
sample 4 is a ternary alloy within the three-phase equilibrium of ε + γ + τ, showing a large
solid solubility of 7.7% Zn in ε phase. Figure 1e exhibits an obvious three-phase region in
sample 5. According to Figure 2e and Table 1, the light, dark, and light gray phase regions
correspond to τ, β, and ε phase, respectively, and the solid solubility of Zn in ε phase is
determined as 7.03%.

Figure 1. SEM images of samples annealed at 350 ◦C for 305 h: (a–e) represent samples 1, 2, 3, 4, and 5, respectively.

Figure 2. XRD patterns of samples annealed at 350 ◦C for 305 h: (a–e) represent samples 1, 2, 3, 4, and 5, respectively.

The experimental data points obtained by analyzing the XRD patterns and EPMA
results are shown in Figure 3a, along with the isothermal section calculated at 350 ◦C. The
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nominal compositions of samples 1–5 are within the corresponding phase regions of ε,
ε + γ, ε + β, ε + γ + τ, and ε + β + τ, which confirms that the phase constitutions of the
currently prepared samples are located in the desired phase region of the Mg-Zn-Al alloy
system. Tie lines for the phase regions of each alloy sample are also plotted, showing
reasonable agreements with the calculated isothermal section. There are two three-phase
equilibrium regions directedly connected with ε phase, which can be seen from samples 4
and 5 in the phase regions of ε + γ + τ and ε + β + τ. The maximum solid solubility of Zn
in ε phase was determined to be 7.7% at 350 ◦C.

Figure 3. Isothermal section of the Mg-Zn-Al system (a) close to the ε phase calculated at 350 ◦C along with the data from
XRD and EPMA; (b) calculated at 360 ◦C along with the diffusion profile of Al-Mg20Zn from literature; (c) calculated at
410 ◦C along with the diffusion profile of MgZn2-Al3Mg2 diffusion couple.

3.2. Vertical Sections around ε Intermetallic Compound

In order to study the extension of ε phase relation in the direction of temperature,
the phase transformation temperatures in samples 1–5 were then measured by DSC.
The experimental heating curves of all five samples determined by DSC are shown in
Figure 4. The original DSC data are presented in the Supplementary Materials. The phase
transformation temperatures were obtained by acquiring the intersection point of the
tangent lines at the initial onset temperature, while the peak values were determined to
be the liquidus temperatures. These data are also shown in Figure 5, where the vertical
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sections across samples 1–3 and 4–5 are calculated respectively for comparison. These two
vertical sections are marked using red dashed lines in Figure 3a.

Figure 4. Current DSC curves of samples 1–5 with a heating rate of 10 K min−1.

Figure 5. Calculated vertical section of the Mg-Zn-Al system (a) along with the DSC data of samples 1–3 and (b) along with
the DSC data of samples 4 and 5.

It can be seen that the invariant equilibria temperature and liquidus temperature for
sample 1, i.e., single ε phase, are 451.2 ◦C and 460.5 ◦C. These two temperatures correspond
to the calculated vertical section in Figure 5a, where the phase should first enter into a
two-phase region of liquid + ε at 451 ◦C before being completely melted at 461 ◦C. For
samples 2 and 3, the temperature for eutectic reactions L = ε + γ and L = ε + β were
measured to be 454.3 ◦C and 451.4 ◦C, showing a good agreement with the calculated
vertical section in Figure 5a. However, the measured melting temperatures for samples
1–3 were about 10 K higher than the calculation results. The deviation can be attributed to
the relatively fast heating rate of 10 K/min during the DSC analysis, where signals of the
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liquidus overlapped with the invariant reaction temperature. In Figure 5b, the observed
thermal signals at 447 ◦C and 453.3 ◦C correspond to the temperatures when samples 4 and
5 entering the ε + L two phase region, respectively. The measured melting temperatures
of 467.2 ◦C and 465.6 ◦C are in good agreement with the calculation results. Based on the
calculated vertical section of Figure 5, it can be further noted that the ε phase with the
dissolved 3.9% Zn (sample 1) persisted up to 456 ◦C, and this temperature range extended
to 465 ◦C when the 7.7% Zn (sample 4) dissolved in ε phase, indicating that Zn is a stabilizer
for ε phase within its solid solubility.

3.3. Diffusion Path Related to ε Intermetallic Compound

In this study, the composition profiles of two diffusion couples, one from previous
experimental work by Wang et al. [20] and the other from our experiment, were pre-
sented, along with the calculated isothermal section of the Mg-Zn-Al system at certain
temperatures, to further verify the phase relations around ε intermetallic compounds.

Figure 3b shows the diffusion path of the diffusion couple Mg-Al20Zn determined at
360 ◦C in previous research [20], where the diffusion profile moves across the hcp-Mg, γ, τ,
and ε single-phase region in sequence. According to [20], Zn was found in all three IMC
layers of γ, τ, and ε, and its content increased discontinuously towards the Al-Zn substrate.
The average composition of the thickest layer formed adjacent to the Al-Zn side of the
diffusion couple was Al45Mg40Zn15, which is further verified by TEM characterization to
be the τ-(Al, Zn)49Mg32 phase. The β-Al3Mg2 phase usually seen in Al-Mg binary systems
was replaced by τ phase in this diffusion, indicating that high Zn content can be sufficient
to change the diffusion path to fully suppress the formation of the undesirable β phase.
The addition of Zn can significantly retard the thickening rate of the γ-Al12Mg17 phase,
while it is weak at inhibiting the thickening rate of the overall IMC reaction layer in an
Al-Mg diffusion couple. It can be further noted from the diffusion path that after entering
the ε single-phase region from γ phase, the content of Zn increases clearly from 5% Zn to
8% Zn before entering the τ phase region, which is in good agreement with the current
maximum solid solubility of 7.7% Zn determined form the alloy sample 4, as shown in
Table 1.

Figure 6 shows the EPMA and SEM results of the MgZn2-Al3Mg2 diffusion couples
used in this study after annealing at 410 ◦C for 4 h, where the composition profile corre-
sponding to the metallographic structure can be detected in detail. Figure 6a presents the
EPMA results of a series of points selected on a line perpendicular to the phase interface
along the diffusion direction, where the two interlayers of τ and ε phase can be detected. In
Figure 6b, layers of the intermetallic compounds τ phase can be easily observed between
MgZn2 and Al3Mg2, while ε phase is difficult to distinguish without noticing the composi-
tion jump between τ and Al3Mg2 phase, as shown in Figure 6a. Comparing the two figures,
it can be seen that the thickness of τ phase is greater than that of ε phase, indicating a faster
elemental diffusion within the τ phase. This situation agrees well with the experimental
detection by Wang et al. [20]. It can be further noticed that the composition profiles within
τ phase and ε phase exhibit clear nonlinear distributions, implying that the diffusivities of
the elements are strongly composition-dependent.

The composition profile in Figure 6a is further plotted in the isothermal section
of the Mg-Zn-Al system computed at 410 ◦C to detect the diffusion path, as shown in
Figure 3c. It can be seen that ε phase lies between τ and Al3Mg2 phase, exhibiting a wide
solid solubility range of Zn. The maximum homogeneity content of Zn in ε phase is 8.5%
on the diffusion path, which is similar to the measured value of the current alloy sample
4 in Table 1. By comparing sample 4 with sample 1, the increment of Zn content from
3.9% to 7.7% leads to a clear decrease in Al content from 53.18% to 41.38%, indicating the
Zn atoms dissolved in ε phase preferred to occupy the sites of the Al atoms. This result
is consistent with the previous experimental findings by Wang et al. [20]. However, the
diffusion path of the experimental data in this study deviates from the calculated single ε
phase region to exhibit a higher Mg content, which was also detected in sample 4, where
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the Mg content ε phase (46.38%) is higher than that of sample 1 with a single ε phase
(42.92%). As a result, there should be a homogenization range of Mg in the ε phase from
43.77 % (sample 5) to 46.38 % (sample 4) within the isothermal section, which may have
been due to the Zn dissolution. Further modification of the thermodynamic description of
Mg-Zn-Al is required to take these experimental data into consideration.

Figure 6. (a) EPMA data of MgZn2-Al3Mg2 diffusion couple annealed at 410 ◦C for 4 h. (b) SEM image of MgZn2-Al3Mg2

diffusion couple annealed at 410 ◦C for 4 h.

4. Conclusions

The phase diagram of the Mg-Zn-Al system focusing on the ε intermetallic compound
and its surrounding phase relationships was obtained through experimental study and
thermodynamic calculation. Some important conclusions are highlighted as follows.

• The existence of ε, ε + γ, ε + β, ε + γ + τ, and ε + β + τ phase regions in the isothermal
section of the Mg-Zn-Al alloy system were confirmed by the analysis of the currently
prepared samples. The maximum solid solubility of Zn in ε phase was determined as
7.7% at 350 ◦C.

• The melting temperature of ε phase with dissolved 3.9% Zn was 456 ◦C, which
increased to 465 ◦C as the Zn content rose to 7.7%, indicating that Zn can improve the
high temperature stability of ε phase within its solid solubility.

• Zn atoms dissolved in ε phase preferred to replace the sites of the Al atoms to decrease
the total content of Al, and the homogenization range of Mg in the ε phase was
from 43.77% to 46.38%. Further modification of the thermodynamic description of
Mg-Zn-Al in this region is required.

• The MgZn2-Al3Mg2 diffusion couple at 410 ◦C in this study showed a thicker in-
terlayer of τ phase than of ε phase, indicating a faster elemental diffusion within τ
phase. Moreover, the nonlinear elemental distributions within τ and ε IMCs imply the
composition dependence of elemental diffusivities.

Supplementary Materials: The following are available online at https://www.mdpi.com/article/10
.3390/ma14226892/s1, Figure S1: The DSC primary data of sample 1 (ε), Figure S2: The DSC primary
data of sample 2 (ε + γ), Figure S3: The DSC primary data of sample 3 (ε + β), Figure S4: The DSC
primary data of sample 4 (ε + γ + τ), Figure S5: The DSC primary data of sample 5 (ε + β + τ).
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Abstract: In the present work, the localized features of adiabatic shear bands (ASBs) of our recently
designed damage tolerance α+β dual-phase Ti alloy are investigated by the integration of electron
backscattering diffraction and experimental and theoretical Schmid factor analysis. At the strain rate
of 1.8 × 104 s−1 induced by a split Hopkinson pressure bar, the shear stress reaches a maximum of
1951 MPa with the shear strain of 1.27. It is found that the α+β dual-phase colony structures mediate
the extensive plastic deformations along α/β phase boundaries, contributing to the formations of
ASBs, microvoids, and cracks, and resulting in stable and unstable softening behaviors. Moreover, the
dynamic recrystallization yields the dispersion of a great amount of fine α grains along the shearing
paths and in the ASBs, promoting the softening and shear localization. On the contrary, low-angle
grain boundaries present good resistance to the formation of cracks and the thermal softening, while
the non-basal slipping dramatically contributes to the strain hardening, supporting the promising
approaches to fabricate the advanced damage tolerance dual-phase Ti alloy.

Keywords: deformation and fracture; microstructure; adiabatic shear bands; Schmid factor; dual-phase

1. Introduction

Titanium (Ti) alloys are widely used in aerospace and biomedicine, attributed to their
excellent high specific strength, good corrosion resistance, and high heat resistance [1–3]. In
the development of advanced damage-tolerant Ti alloys, it is a challenge to dramatically en-
hance their mechanical properties under extreme conditions, such as high temperature and
pressure, severe corrosion environments, or high loading rates. Recently, defect engineering
has been considered as an effective strategy for modifying the local microstructures, proper-
ties, and performance of advanced metal materials [2,4–8]. Without changing the chemical
composition, the introduction of defects provides more freedom to optimize microstruc-
tures and mechanical properties [4,5,8]. In particular, dual-phase materials [9–11] present
ultra-strong and ductile behaviors through solid solution strengthening, the grain refine-
ment effect, and precipitation hardening, which excellently deal with the planar defects,
including stacking faults, grain boundaries, and phase boundaries. Through combining a
high volume fraction of pyramidally arranged non-shearable super-refined α precipitates
in the constrained βmatrix, the ultimate strength of α+β dual-phase Ti-15Mo-3Nb-2.7Al-
0.2Si (wt %) alloy (the β-21S or TB8 alloy) can be optimized in the range of 1–2 GPa [12].
Similarly, the α+β dual-phase Ti-3Mo-3Cr-2Fe-2Al alloy presents an excellent combination
of ultimate tensile strength and ductility at 1324 MPa and 0.37, respectively [13]. Attributed
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to the twinning induced plasticity (TWIP) and transformation-induced plasticity (TRIP)
effects, the strain-transformable Ti alloys display a superior combination of strength, ductil-
ity, and strain-hardening [14]. The sliding of α/β interfacial and colony boundaries plays
the dominant role in the deformation of a newly developed Ti-0.85Al-4V-0.25Fe-0.25Si-
0.15O alloy [15]. Moreover, in hexagonal close-packed (HCP) structures, the selection of
key slip systems is generally controlled by the stacking fault energies in the basal and
the prismatic planes, which dominate the slip process to form either twins or disloca-
tions [2,7,16]. The Schmid law [1,16–18] provides an efficient approach to estimate the
most possible activated slip variants for the given orientation relationships, the tensile
direction and the crystallographic orientations, and thus to estimate the corresponding
plastic deformation behaviors.

The strain-rate-dependent mechanical properties and structural evolutions should be
revealed comprehensively [19–23]. Adiabatic shear bands (ASBs) are obtained at a high
strain rate, yielding from the competition between thermal softening and strain/stress-rate
hardening within the narrow planar region [20,24,25]. Although twinning is the most
dominant plastic deformation behavior for HCP structures at ambient temperature, it is
suppressed by dislocation gliding at high temperatures, which is for colony microstruc-
tures [17,26,27]. For instance, in the commercial α+β dual-phase Ti-10V-2Fe-3Al alloy with
TWIP/TRIP properties, the strain-induced martensite α” is treated as a relaxation mecha-
nism at the α/β interface [14]. With the enhancement in strain rate from 500 to 1000 s−1, the
stress-induced martensitic transformation was observed in the TB8 alloy [28]. At the strain
rate of 1000 s−1, multiple deformation mechanisms were comprehensively investigated
in Ti-25Nb-3Zr-3Mo-2Sn, presenting the dynamic deformation sequences as {332}<113>
and {112}<111> mechanical twining + stress-induced α” and ω phase transformations +
dislocation slip at 293K→ {332}<113> and {112}<111> mechanical twining + dislocation
slip at 573K→ dislocation slip only at 873 K [29]. The softening behavior of dual-phase
Ti17 alloy (Ti-5Al-4Cr-4Mo-2Sn-2Zr) at a high temperature is attributed to the combinations
of dynamic recrystallization, dynamic transformation, adiabatic heating, and morphologi-
cal texture evolution [30]. Instead of thermal softening mechanisms, the microstructure
evolutions or transformations play an important role in the initiation of ASB [21,24,31–33].
It is essential to reveal the microstructure–property relationship under dynamic loading in
order to develop advanced damage-tolerant Ti alloys. Therefore, the α+β dual-phase Ti
alloy (Ti-6Al-2Cr-2Mo-2Nb-2Sn-2Zr) fabricated by Western Superconducting Technologies
Co, Ltd (Xi’an, China) was utilized to comprehensively reveal the localized features of
ASBs in the present work.

2. Materials and Methods

In the present work, the hat-shaped specimen [34] of the annealed forging α+β Ti
dual-phase alloy was deformed at ambient temperature using split Hopkinson pressure bar
(SHPB), which conventionally captures the well-controlled and designed localized shear in
the study of large strain and high strain rate deformation. In order to show earlier behaviors
of shear localization, a lower shear strain rate of 1.8 × 104 s−1 was deliberately selected.
Three samples were utilized in the SHPB tests, but the one yielding the best results is
reported and was analyzed further. Afterward, the standard metallographic procedure was
utilized to prepare all samples, which were etched in a solution of 8% tetrafluoroboric acid
for 90 s for the final characterizations. For the reference state, the static tensile properties
were tested at the strain rate of 0.01 based on the national standard of GB/T 228.1-2010.
Electron backscattered diffraction (EBSD) analysis was executed on a JEOL 7800F field
emission SEM equipped with SymmetryTM (Oxford Instruments, Oxfordshire, UK). The
accelerating voltage was 20 kV, the probe current was 14 nA, the scanning speed was
815 Hz, and the scanning step sizes of 0.15 and 1 µm were used for areas of 0.16 and
2.88 mm2, respectively.

In line with the Schmid law (τ = σ cosϕ cosλ), the slip system, with either a maximum
position or minimum negative SF (m = cosϕ cosλ), was activated by the largest shear stress
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(τ). Here, λ is the angle between the slip direction and external force (σ) and ϕ is the
angle between the normal of the slip plane and center axis. Based on the geometry of the
hat-shaped specimen [34], the slip plane was fixed by the weakest regions, as presented
by a group of planes paralleling to the designed shear region. Therefore, the global <phi>
depended on the sample’s geometry structure, and cosϕwas fixed at 1/

√
5.

3. Results and Discussion
3.1. Microstructure Characterizations

Based on the EBSD analysis of the as-received specimen in Figure 1, we found that
the α+β dual-phase Ti alloy consisted of equiaxed αp with an average size of about 10 µm
and lamellar secondary α phases (αs) with a thickness of about 0.9 µm. The amounts
of α and β phases were 80.3% and 18.9%, respectively, which are identified in red and
blue, respectively. The high-angle grain boundaries among the colony structures of the
as-received specimen were constructed by α and β phases. The amount of these equiaxed
αp grains were about 85% without forming texture.
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3.2. Mechanical Response at High Strain Rate

Based on the geometry of the hat-shaped specimen, the force applied to the shear
region of the hat-shaped specimen in the SHPB test was obtained from the strain gauges
on the incident and transmitted bars. The following equations [35] were used to calculate
the shear stress τs, shear strain γs, and shear strain rate

.
γs within the shear region:

τs(t) =
E0 Ab

As
εt (1)
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γs = −
C0

d1 − d0

∫ t

0
(εi − εt)dt (2)

.
γs =

C0

d1 − d0
(εi − εt) (3)

where d0 and d1 are the outside diameter of the hat and the inner diameter of the brim
ring of specimen, respectively; C0 and E0 are the elastic wave speed and elastic modulus
of Hopkinson bars, respectively; As and Ab are the area of shear section in the hat-shaped
specimen and the area of cross-section in the transmitted bar, respectively; and εi and εt are
the elastic strains of incident and transmitted bars, respectively.

At the strain rate of 1.8 × 104 s−1, this alloy presented an excellent damage tolerance
capability, which had a maximum shear stress as high as 2 GPa at the strain-hardening
stage, as shown in Figure 2. It can also be seen that this stress–strain curve consisted of
four stages, including an elastic region, strain hardening, stable softening, and unstable
softening. In particular, the shear stress increased with increased shear strain, and reached
a maximum as high as 1951 MPa with a shear strain of 1.27, presenting an ultra-strong
behavior compared with the classical high-strength Ti alloys. In the range of shear strain
from 1.27 to 1.60, the shear stress slowly decreased by 104 MPa from the peak, attributed to
the thermal softening during the adiabatic shear. The dynamic stored deformation energy
until the work-hardening stage can be characterized as the integration of the stress–strain
curve [36], which is much larger than those obtained from the static test. Correspondingly,
it was expected that dynamic recrystallization would occur and result in the following
softening. Moreover, the adiabatic shear behavior related to the microstructure evolution
was revealed comprehensively, which is considered to be driven by the aforementioned
stored energies.
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3.3. Local Features of Adiabatic Shear Bands

In order to comprehensively reveal these stable and unstable softening mechanisms,
multi-scale characterizations of the localized ASBs were essential, the typical features of
which are displayed in Figure 3. The ASBs were mainly located at the α/β dual-phase
colony structures, yielding severe plastic deformations along the α/β phase boundaries.
This contributed to the formations of microvoids and cracks, thus resulting in stable and
unstable softening behaviors. Moreover, these ASBs caused by the thermal softening and
the stress concentrations were the preferred sites for nucleation, growth, and coalescence
of microvoids, contributing to the formation of cracks in the ASBs after reaching the critical
length [37]. Interestingly, these microvoids were generally located at the center of the
ASBs, which are attributed to the gradients of temperature and stress from the center of the
ASBs to the boundary of matrix [37]. Furthermore, there were several well-aligned parallel
ASBs, constructing the primary and the subordinate shear paths/zones. Even within the
primary shear path, it seemed as if these shear bands formed periodically were caused by
the thermoplastic instability/softening, which highlights the significance of geometry and
microstructures dominated by the shear angle, shear strain, and shear rate [38].
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Figure 4 shows the full scans of the ASBs and the corresponding affected zones in terms
of the phase map, the geometrically necessary dislocation (GND )map, and the coupling
analysis of inverse pole figure and grain boundary map (IPF+GB). Different plastic strains
between the left and the right sections may also yield different microstructure evolutions.
In the phase maps, the estimated amounts of β phase decreased to less than 10%, which
also indicates that the dominated shearing path was along the α/β phase boundaries,
which caused the β grains within the elongated and the recrystallized extremely fine α
grains to be indistinguishable. Dynamic recrystallization yielded a large amount of fine
α grains dispersed along the shearing paths and in the ASBs, which could contribute
to the formation of textures. It is understood that recrystallization is dominated by the
entropic effect arising from the competition between the formation of dislocation and that
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of grain boundaries while the shear band instability emerges, which is attributed to the
thermal heating occurring faster than heat dissipation [39]. Moreover, the thickness of
the ASB-affected regions resulting in the collaborating plastic deformation was clearly
captured by GND mapping. It seems as if the low-angle grain boundaries of the left side
presented a good resistance to the formation of cracks and the thermal softening. The grain
boundaries with high angles within the ASBs were also geometrical necessary boundaries,
which is the same as previous observations in pure Ti [40]. In line with the grain boundary
complexions [41–43], it is understood that free volumes exist at the boundaries, constructing
the weakly bonded regions and contributing to the initiation of ASBs. Furthermore, the
{0001}

〈
1120

〉
slip systems highlighted in red in the IPF maps play an important role in the

formation of ASBs, which is validated by the following theoretical analysis.
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(GND) map, and the coupling analysis of inverse pole figure and grain boundary map (IPF+GB).

As displayed in Figure 5, the α grains were elongated while the β grains were difficult
to capture in the colony structures. The solid and dashed arrows identify the cracks and the
elongated α phase, respectively. It is understood that rotational dynamic recrystallization
(RDR) yields a large amount of fine equiaxed α grains dispersed along the shearing paths
and in ASBs, promoting the aforementioned stable softening and shear localization [20,36].
The equiaxed grains could be re-elongated by further deformation. In line with the pro-
gressive subgrain misorientation recrystallization, a mechanical subgrain rotation model to
account for the recrystallized grains has been proposed and observed in ASBs in a number
of materials [32,33,44]. The mechanical subgrain rotations at a high strain rate would
assist the mechanism of recrystallizations. Recently, it was reported that the initiation of
ASBs will occur ahead of the apparent temperature rise in Ti [23,24], motivating further
investigation of the traditional well-accepted thermal-softening mechanism of ASBs. Thus,
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the local microstructure evolutions caused by shearing lead to dynamic recrystallizations
and play an important role of softening during severe plastic deformation.
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Figure 5. The typical features of ASBs and the affected zones in views of the phase map, GND map, and IPF+GB: (a–c) the
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the cracks and the elongated α phase, respectively.

3.4. Discussion

During shock loading, uncommon slip systems might be activated. In general, plastic
deformation initiates on the crystallographic plane with the highest Schmid factor when
the stress resolved on that plane in the slip direction reaches a critical value. Based on
the experimental analysis of Schmid factor, as shown in Figures 5 and 6a,b, the basal
and the prismatic slips mediated by {0001}

〈
1120

〉
and

{
1010

}〈
1120

〉
are the dominated
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slip systems. Therefore, the physical reasons for the selection of these two slip systems
are essential, which can also verify whether the Schmid law breaks down. Under the
condition of |cos λ(a, b, c)| ≤ 1, the SF of a given slip direction <a,b,c> can be screened
comprehensively. As displayed in Figure 6c,d, although the pyramidal slip systems have
the largest SFs compared with those of basal and prismatic ones within the low angle
ranges, they are difficult to activate because of the requirements of the largest critical
resolved shear stress and the rotations of deformed grains. On the contrary, in the range
of 25~35◦, the basal and prismatic slips are the dominant approaches since both of them
have the larger SFs, matching well with the present experimental observations. Since
non-basal slipping enhances both the strength and ductility of an HCP structure [45],
the

{
1010

}〈
1120

〉
prismatic slips dramatically contribute to the aforementioned strain

hardening. Finally, it is highlighted that the Schmid or the non-Schmid behaviors of
the materials should be comprehensively investigated, revealing the variations in critical
resolved shear stress and the selections of deformation model [18,26,46], providing the
promising strategies to enhance damage tolerance properties.
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4. Conclusions

In summary, the α+β dual-phase colony structures mediate the extensive plastic
deformations along α/β phase boundaries, which contribute to the formations of ASBs,
microvoids, and cracks, thus resulting in stable and unstable softening behaviors. Dynamic
recrystallization yields a large amount of fine α grains dispersed along the shearing paths
and in ASBs, promoting the softening and shear localization. On the contrary, the low-angle
grain boundaries present a good resistance to the formation of cracks and thermal softening,
while the non-basal slipping dramatically contributes to strain hardening, supporting the
promising approaches to fabricating advanced damage-tolerant dual-phase Ti alloy.
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Abstract: The mechanical behavior of titanium alloys has been mostly studied in quasi-static condi-
tions when the strain rate does not exceed 10 s−1, while the studies performed in dynamic settings
specifically for Ti-based composites are limited. Such data are critical to prevent the “strength margin”
approach, which is used to assure the part performance under dynamic conditions in the absence of
relevant data. The purpose of this study was to obtain data on the mechanical behavior of Ti-based
composites under dynamic condition. The Metal Matrix Composites (MMC) on the base of the alloy
Ti-6Al-4V (wt.%) were made using Blended Elemental Powder Metallurgy with different amounts
of reinforcing particles: 5, 10, and 20% of TiC or 5, 10% (vol.) of TiB. Composites were studied at
high strain rate compression ~1–3 × 103·s−1 using the split Hopkinson pressure bar. Mechanical
behavior was analyzed considering strain rate, phase composition, microstructure, and strain energy
(SE). It is shown that for the strain rates up to 1920 s−1, the strength and SE of MMC with 5% TiC are
substantially higher compared to particles free alloy. The particles TiC localize the plastic deformation
at the micro level, and fracturing occurs mainly by crushing particles and their aggregates. TiB MMCs
have a finer grain structure and different mechanical behavior. MMC with 5 and 10% TiB do not
break down at strain rates up to almost 3000 s−1; and 10% MMC surpasses other materials in the SE
at strain rates exceeding 2200 s−1. The deformation mechanism of MMCs was evaluated.

Keywords: titanium matrix composite; titanium carbide; titanium boride; microstructure; mechan-
ical properties; high-strain-rate testing; split Hopkinson pressure bar; quasi-static compression;
strain energy

1. Introduction

Titanium alloys are an important structural material of modern aerospace, automo-
tive, shipbuilding and military technologies due to the high level of specific strength,
fracture toughness, fatigue strength, corrosion resistance, non-magnetization, and some
other specific physical–mechanical and service properties [1–4]. Conventional titanium
alloys alloyed with various elements, which are commonly divided into stabilizers of α-
or β-phases, do not always meet the requirements for a set of physical and mechanical
properties. For instance, these alloys are characterized by rather low wear resistance,
fretting corrosion, and relatively low hardness [1,5–7]. These drawbacks can be overcome
by preparing titanium-based Metal Matrix Composites (MMC) containing some fine hard
particles, for example, carbides, borides, etc. [8–10]. Another pressing problem is that the
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choice of materials for new products is usually based on reference data on mechanical
properties, which were determined under certain standard, mainly quasi-static, test condi-
tions. In most cases, the standard test settings do not correspond to the actual operating
conditions of real equipment exposed to highly dynamic loads. Therefore, to prevent the
failure of such structures, designers usually have to apply the so-called “strength margin”
approach, which sometimes leads to an increase in the mass of parts and structures at
times, and consequently to essential increase in the total weight of products, their price,
and operating costs.

The influence of the strain rate on the mechanical behavior of a wide range of titanium
alloys has been studied in sufficient details under quasi-static test conditions when the
strain rate is somewhere below 10 s−1 [11–18], while the number of studies on the same
materials in dynamic conditions is more limited [19–22]. Especially studies focusing on
factors such as chemical and phase composition, and in particular, the evolution of the
microstructure under high strain-rate conditions, have not been widely deliberated. In
addition, such studies are practically absent for MMC based on titanium alloys reinforced
with hard particles such as TiC or TiB, which have been shown to be a very promising
material for various applications, for example, working under conditions of wear-resistant
friction parts, or anti-ballistic protection elements [8–10,23,24]. The mechanical behavior
of MMC materials at the moment have not been fully investigated with the exception
of quasi-static strength conditions. That is why the present study has been devoted to
the systematic investigation of the effect of strain rate on mechanical behavior of the
widespread two-phase α + β titanium alloy, Ti-6Al-4V (wt.%, Ti64 hereafter), produced
using Blended Elemental Powder Metallurgy (BEPM) [25–27], as well as MMCs based on
this alloy reinforced with particles of TiC or TiB [10]. Dynamic impact compression tests
were carried out using a split Hopkinson pressure bar (SHPB) apparatus, and the obtained
results were compared with reference data of quasi-static strength experiments.

2. Materials and Methods

The alloy Ti64 was fabricated using BEPM; the details of the used technological proto-
col are described elsewhere [25–27]. The starting materials were TiH2 powder (particles
size < 40 µm), and standard Al-V (60–40 wt.%) master alloy in powder form (particles
size < 63 µm). These powders were mixed, cold pressed in the die under a load 250 MPa,
and then sintered at 1250 ◦C for 4 h in a vacuum of 10−3 Pa. The resulting material was
designated as Ti64BEPM. Samples of MMC based on the same alloy Ti64 reinforced with 5,
10, and 20 (vol.%) of TiC (particles size below 30 µm), or 5, and 10% of TiB (these quantities
of hardening particles TiC and TiB were selected based on the results of works [24,28,29])
particles were prepared via the same BEPM technology. The reinforcing particles were
introduced to the blend at the mixing stage [10]. Titanium monoboride, TiB, in the final
MMC was obtained by adding into a green mixture of titanium diboride, TiB2 powder
(1 ÷ 30 µm). Diboride is chemically converted to monoboride during sintering according
to the reaction: Ti + TiB2 = 2TiB. The resulting MMCs were designated as Ti64BEPM + XTiC,
and Ti64BEPM + XTiB, where “X” denotes the quantity of hardening particles in volume %.
All sintered samples were in the form of square bars with dimensions 10 × 10 × 60 mm.

For standard quasi-static tensile (QST) tests, the bars were machined into cylindrical
specimens with the gage diameter 4 mm and length 25 mm. Flat samples with dimensions
2 × 9 × 60 mm were prepared for the elastic properties and damping capacity measure-
ments. Finally, cylindrical samples with gauge length and diameter of 5 mm for the
dynamic SHPB and quasi-static compression (QSC) tests were cut by the electric discharge
machining technique.

Tensile properties were determined following the ASTM E8 standard using the IN-
STRON 3376 machine. Young’s, Shear moduli, Poisson’s ratio, and Damping capacity
of materials were measured with the Resonance-Frequency-Damping Analysis (RFDA)
system (IMCE, Genk, Belgium) using Impulse Excitation Technique (IET) following the
ASTM E1876-15 protocol. Material microstructures before and after tests as well as the
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specimens’ fractures were studied using scanning electron microscope (SEM), Vega 3
(Tescan, Czech Republic), equipped with energy dispersive X-ray (EDX) spectroscopy al-
lowing the measurement of the chemical composition of materials. Crystal orientation
and phase mapping was performed using Electron Back Scatter Diffraction (EBSD) on
bulk samples and Transmission Kikuchi Diffraction (TKD) on electron transparent samples.
EBSD and TKD measurements were made using the QUANTAX EBSD system (Bruker,
Germany) installed on a Merlin FE-SEM (Zeiss, Germany). Electron transparent samples
were prepared from specific locations on the bulk samples using the lift-out method on
a Lyra 3 Focused Ion Beam (FIB) SEM (Tescan, Czech Republic). Phase composition of
the specimens and their crystalline structure measurements including the texture analysis
were performed using X-ray diffraction (XRD) Ultima IV (Rigaku, Japan) system. The gas
content within the sintered specimens was measured using a gas analyzer ELTRA OH900.

High strain rate compression tests were performed using the SHPB technique [30–32].
The basic components of the bar system are shown in Figure 1. The length of the input
and output bar was 1200 mm, the length of the striker bar 250 mm and the diameter of all
bars 12 mm. The bars were made of heat-treated maraging steel of grade MS350, providing
a yield strength of 2300 MPa and an elastic wave speed of 4960 m/s. The striker bar
was driven by a compressed air system with a barrel length and inner diameter equal
to 1200 mm and 12.1 mm, respectively. The impact striker bar speed used during the
experiments ranged from18 to 29 m/s. The pulse shaping technique was used to minimize
the wave dispersion and to facilitate stress equilibrium. A copper pulse shaper with a
3-mm diameter and thicknesses of 0.3 or 0.4 mm were used. More details on the applied
SHPB stand are given in [22].
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Figure 1. The schematics of the split Hopkinson pressure bar (SHPB) system used in this study [22].

3. Results
3.1. Characteristics of the Original Structures

Typical initial microstructures of the studied materials are presented in Figure 2, and
their chemical compositions are listed in Table 1. The measured QST, and 3-point flexure
properties, as well as measured elastic characteristics are presented in Table 2. Optimization
of sizes of used powders and technological regimes of sintering earlier reported [10] enables
to obtain Ti64BEPM alloy homogeneous by chemical composition and having residual
porosity below 1.5% (by vol.). As the Figure 2a shows, the prior β-grains’ size was relatively
small and equaled 100–150 µm. The intragranular α + β structure was sufficiently fine
with the α-lamellas having average length 20 ÷ 70 µm and thickness 2 ÷ 5 µm. The
dimensions of all structural elements, such as β-grains, α + β colonies, and individual
α-plates (lamellae) are essentially smaller as compared to the same elements of typical
coarse-grained lamellar microstructure of Ti64 produced using conventional cast and
wrought technology. More details on such comparison were presented earlier [22,24]. The
present study structures provide well-balanced standard mechanical properties (tensile)
(p. 1 in Table 2), which are superior to those of the lamellar microstructures alloy obtained
using conventional cast and wrought method [1,33].
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Table 1. Chemical and phase composition of studied materials.

##
Alloying Elements and Impurities, wt.% TiC, or TiB,

vol.% Ti
Residual

Porosity, %
Phase

CompositionAl V Fe O N

Ti64BEPM

1 5.94 4.06 0.16 0.19 0.007 - Balance 1.5 α + β

Ti64BEPM + 5TiC

2 6.02 3.9 0.14 0.2 0.009 5 ÷ 2.1 α + β + TiC

Ti64BEPM + 10TiC
3 6.0 4.02 0.11 0.21 0.008 10 ÷ 2.4 α + β + TiC

Ti64BEPM + 20TiC

4 6.04 4.07 0.17 0.18 0.007 20 ÷ 2.8 α + β + TiC

Ti64BEPM + 5TiB

5 6.03 4.04 0.12 0.22 0.008 5 ÷ 3.1 α + β + TiB

Ti64BEPM + 10TiB

6 6.02 4.01 0.13 0.21 0.009 10 ÷ 4.0 α + β + TiB
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Table 2. Mechanical Properties of the Obtained Materials.

##

Tensile Properties (QST)
(Rate 8 × 10−4 s−1) 3-Point Flexure Young

Module,
GPa

Damping

Sound
Fre-

quency,
Hz

Vickers
Hardness,

HVYS, MPa UTS,
MPa El. % RA, % Strength,

MPa
Strain,

%

Ti64BEPM
1 932 1033 7.6 21.2 2088 16.3 123 0.000251 12,022 339

Ti64BEPM + 5TiC
2 708 708 ≤0.1 - 1680 4.2 135.2 0.000266 13,551 380

Ti64BEPM + 10TiC
3 620 620 ≤0.1 - 1350 ≤0.1 137 0.000309 14,029 403

Ti64BEPM + 20TiC
4 567 567 ≤0.1 - 180 ≤0.1 140.4 0.000219 14,649 425

Ti64BEPM + 5TiB
5 844 844 ≤0.1 - 980 ≤0.1 134.5 0.000284 13,624 362

Ti64BEPM + 10TiB
6 522 552 ≤0.1 - 645 ≤0.1 138.2 0.000322 14,219 388

Introduction of reinforcement particles into Ti64BEPM (Figure 3) significantly affects
the alloy structure formation during the sintering process [24,34]. TiC particles are con-
sidered relatively stable at the used sintering conditions retaining their close to equiaxed
morphology (Figure 2b); however, some possibility of partial diffusion of carbon atoms
into the matrix alloy solid solution cannot be completely excluded in the light of recent
studies [35,36]. It should also be noted that mixing of the alloy blend with TiC parti-
cles often accompanied by agglomeration of the particles forming some aggregates and
leaving some singular particles. This phenomenon increases with increasing content TiC
(Figure 2c,d). The presence of conglomerates and individual TiC particles provides a pin-
ning effect restricting the growth of β-grains in the Ti64 matrix alloy, which do not exceed
50–70 microns in the sintered state of the composite, against 100–150 microns for material
without reinforcing particles (Figure 2b–d vs. Figure 2a). As the fraction of TiC particles
increases, the residual porosity also increases slightly as shown in Table 1. The structure
of composite was somewhat different in the case of TiB reinforcement. These particles are
the result of an in-situ chemical reaction during sintering, which transforms more or less
equiaxial TiB2 particles into needle- or plate-like TiB (Figure 2e,f). As recently shown [37],
the TiB particles growth process is accompanied by the Kirkendall effect, which causes a
higher total porosity compared to the alloy or its composite with TiC. In addition, the TiB
composites had a substantially uniform distribution of reinforcing particles without visible
aggregates. All these effects are discussed in more details in previous studies [10,26,27,38].

As previously discussed, [10,26,27] the main reason for the observed microstructure
refinement is the presence of residual pores, which pins the β-grain boundaries, thus
preventing the grains coarsening during the structure sintering at single β phase field tem-
peratures. A finer β-grain structure in turn affects the size of intra-grain structure that forms
in α + β phase field during cooling. The tensile properties of Ti64BEPM alloy compared to
the cast and wrought Ti64 with lamellar microstructure [22] were somewhat improved in
strength (Table 2, p. 1), most likely due to a higher oxygen content (Table 1, p. 1). In turn,
lower ductility can be associated with both: increased oxygen content and residual pores
(2% and above). The addition of TiC particles changes the coarseness of both β-grains
and intragranular lamellar structures, because these hard particles play the same pinning
role as residual pores, and naturally this effect is enhanced as the number of particles in-
creases (compare Figure 2a–d). For instance, in Ti64BEPM + 5TiC alloy in regions relatively
free of particles, the grain size is about 100 µm (Figure 2b), while in their presence the
grain size varied within the range 10 ÷ 70 µm. The sizes of the colonies and individual
lamellas associated with grain size also decreases. A similar trend is generally valid for
the higher contents of TiC composites (Figure 2b–d). Except that the clustering of the TiC
particles becomes more pronounced at a higher particles content; and it also increases
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the value of residual porosity from about 1.5% in Ti64BEPM to 2.1%, 2.4%, and 2.8% for
Ti64BEPM + 5TiC, Ti64BEPM + 10TiC and Ti64BEPM + 20TiC, respectively (Figure 2a–d).
Given the previously established fact that an increase in residual porosity in the range of
1–2% has little effect on the tensile properties of the Ti64 alloy [24–26], the almost absolute
brittleness of MMC with 5% and above TiC (compare p. 1 with pp. 2–4 in Table 2) should
be related to the presence effect of hard particles. In addition to ductility, the strength
of the material also decreases with an increase in the number of particles. The UTS is
reduced from 1033 MPa for Ti64BEPM to 708 Mpa, 620 Mpa and 567 Mpa for 5%, 10%,
and 20% TiC, respectively.
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Due to more uniform distribution of TiB particles in the respective composites, the
distance between the strengthening particles is shorter than in TiC-containing composites,
which causes the β-grains refinement below 50–60 µm. Better refinement of TiB composites
causes that in smaller β-grains at 5% TiB the α-phase still has a shape of relatively short
lamellae (Figure 2e), while at 10% of TiB particles the α-phase already has a morphology
close to globular (Figure 2f). As for the mechanical characteristics of MMCs with TiB under
the tension and the 3-point bending test, the strength is markedly lower compared to
similar data of TiC composites with alike particles content (Table 2, pp. 5 and 6). This is
apparently due to the higher number of residual pores (pp. 5 and 6 in Table 2) and possibly
to the effect of the particle morphology, when the sharp edges of TiB plates and needles act
as stress concentrators [24].

The XRD results confirm that the matrix of alloy is two-phase α + β base with a small
amount of β-phase, and the presence of TiC or TiB phases confirmed if reinforcing particles
were added to the blend before the sintering. The typical (102)α pole figures of as-sintered
specimens are presented in Figure 4a–c. The Ti64BEPM is characterized by a random
crystallographic texture, quite typical of a metal having relatively large (~100 µm) prior
β-grains (Figure 4a). The size of these grains determines the size of the α-lamellas packets
within the grains that gives corresponding reflections on these pole figures. Compared to a
reinforcement-free alloy, composites with 10% of hard particles exhibit a higher density
of α-phase spots closer the center of the pole figures than on their periphery (Figure 4b,c
vs. Figure 4a). A slight decrease in the size of the spots of the (102) α reflection can also
be noted, which can be attributed to already mentioned decrease in the average size of
β-grains and α-packets caused by presence of particles TiC or TiB (Figure 2c,f vs. Figure 2a).
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3.2. Compression Tests

Typical results of compression test with different strain rates of all studied samples
BEPM fabricated are shown in Figure 5. It can be emphasized that the general view of the
stress-strain curves of BEPM-made materials tested at high- strain-rate is rather the same
as for a conventional cast and wrought Ti64 alloy with lamellar microstructure (Ti64LM)
as was described in earlier work [22]. A comparison of the two materials manufactured
by different technologies shows that for approximately the same strain rate levels, the
maximum strength and strain levels were significantly higher for Ti64BEPM material than
for conventional ones Ti64LM. As a result, the fracture of Ti64BEPM samples occurs at
higher strain rates of more than 2200 s−1, while cast and wrought samples of Ti64LM break
at strain rates below 2000 s−1 [22]. This behavior was explained by finer microstructure of
Ti64BEPM, ensuring its better plasticity. The addition of 5% TiC at first glance causes only
minor changes in stress-strain curves compared to non-reinforced with TiC alloy Ti64BEPM
(Figure 5b vs. Figure 5a). However, a more detailed analysis of stress-strain curves shows
that at similar strain rates the plastic flow stress level increases while the cracking strain
values decrease only slightly (compare, for instance curves 1 and 2 in Figure 5a with curves
2 and 3 in Figure 5b). In addition, the introduction of 5% TiC reduces the strain rate at
which fracture occurs from 2210 s−1 to 2040 s−1. An increase in TiC content of up to 10%
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boosts this trend, leading to an increase in plastic flow stress and a decrease in cracking
strain (Figure 5c).

Materials 2021, 14, x FOR PEER REVIEW 8 of 36 
 

 

cracking strain values decrease only slightly (compare, for instance curves 1 and 2 in Fig-
ure 5a with curves 2 and 3 in Figure 5b). In addition, the introduction of 5% TiC reduces 
the strain rate at which fracture occurs from 2210 s−1 to 2040 s−1. An increase in TiC content 
of up to 10% boosts this trend, leading to an increase in plastic flow stress and a decrease 
in cracking strain (Figure 5c). 

  

(a) (b) 

  
(c) (d) 

  

(e) (f) 

Figure 5. Typical examples of true-stress–true strain curves for SHPB (##1–3), and QSC (# 4) tests obtained with: (a) 
Ti64BEPM, (b) Ti64BEPM + 5TiC, (c) Ti64BEPM + 10TiC, (d) Ti64BEPM + 20TiC, (e) Ti64BEPM + 5TiB, and (f) Ti64BEPM 
+ 10TiB samples tested at different rates. Arrows (their colors match the colors of the relevant curves) indicate the moments 
of samples’ cracking. 

Finally, at 20% of TiC, the plastic flow stress reaches its maximum level of 1800÷1900 
MPa, while the cracking strain is noticeably reduced by about half compared to Ti64BEPM 
+ 5TiC. This results in samples breaking at relatively low strain rate of 1470 s−1, which is 
the lowest among all the materials studied in the present and previous [22] works. 

Figure 5. Typical examples of true-stress–true strain curves for SHPB (##1–3), and QSC (# 4) tests obtained with:
(a) Ti64BEPM, (b) Ti64BEPM + 5TiC, (c) Ti64BEPM + 10TiC, (d) Ti64BEPM + 20TiC, (e) Ti64BEPM + 5TiB, and
(f) Ti64BEPM + 10TiB samples tested at different rates. Arrows (their colors match the colors of the relevant curves)
indicate the moments of samples’ cracking.

Finally, at 20% of TiC, the plastic flow stress reaches its maximum level of 1800 ÷ 1900 MPa,
while the cracking strain is noticeably reduced by about half compared to Ti64BEPM + 5TiC.
This results in samples breaking at relatively low strain rate of 1470 s−1, which is the lowest
among all the materials studied in the present and previous [22] works.

The high strain-rate curves of the Ti64BEPM hardened with TiB particles have sig-
nificant differences compared to the MMCs hardened with TiC. First of all, surprisingly,
having slightly lower plastic flow stress level (1600–1700 MPa for the Ti64BEPM + TiB ver-
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sus 1700–1900 MPa for the Ti64BEPM + TiC), these MMCs are characterized by much higher
plasticity, and they were not broken even at the strain rates up to 3000 s−1 (Figure 5e,f).
Such superiority of TiB-hardened MMCs over their counterparts hardened by TiC seems to
be quite unexpected. In earlier discussed QST and 3-point bending tests results (Table 2),
the relation between characteristics of strength and ductility was the opposite. However,
as will be shown below, the compressive load fundamentally changes the nature of the
mechanical behavior of these materials when compared to the tensile load.

QSC tests for all MMCs materials hardened with TiC particles show the similar
plastic flow stress level of about 1300–1400 MPa, which is slightly higher than for the
base alloy Ti64BEPM (curves#4 in Figure 5a–d). The main difference between these four
materials is a gradual decrease in the cracking strain: from 0.43–0.5 for Ti64BEPM to
0.22–0.25 for Ti64BEPM + 20TiC. In turn, the QSC stress-strain curves of MMCs with TiB
reveal marked differences from previous cases. First, the achievable strength exceeds
1500 MPa in combination with a strain greater than 0.35 (curves 4 in Figure 5e,f). Second,
the Ti64BEPM + TiC showed a small strain hardening effect for strain range to 0.1, while
Ti64BEPM + TiB revealed a very small negative strain hardening (strain softening effect).
Interestingly, the Ti64BEPM + TiB deformed in quasi-static conditions does not show
such behavior, whereas in the case of composite Ti64BEPM + TiC, the strain hardening
mechanism has almost the same course, both in quasi-static and dynamic deformation. A
positive slope of the Ti64BEPM + TiC curves can be associated with either dynamic matrix
strengthening or material compaction due to pore collapsing. In turn, negative slope of
the high strain-rate curves for the Ti64BEPM + TiB materials can be resulted in cracking
the TiB particles under dynamic deformation. It should also be noted that increasing
the TiB content from 5 to 10% practically does not change the mechanical characteristics
of the material.

4. Discussions
4.1. Strain Energy

In order to carry out more in-depth assessment of the mechanical behavior of the
materials tested under dynamic loading, an additional parameter, i.e., elastic–plastic strain
energy (SE), was used. It is a convenient parameter that allows comparing the mechanical
response of materials tested with various methods and strain rates [13–17]. The SE is
defined as the internal work performed to deform a material specimen through an action
of the externally applied forces. The SE was determined by integrating the area under the
stress–strain curve. In the case of the cracked specimens, a value of εupper corresponded to
a value of strain at fracture, whereas for the non-cracked specimens, εupper was assumed to
be equal to strain at the moment of the specimen unloading (sharp drop in stress–strain
curve). The upper integration limit εupper for the non-cracked specimens under quasi-static
loading was assumed to be 0.5. The SE values calculated from the experimentally obtained
stress-strain curves and plotted vs. strain rate are shown in Figure 6a. The Ti64BEPM
samples demonstrate the highest SE values among all previously studied [22] Ti-based
materials when tested at strain rates up to 2200 s−1 (A and C arrows on the curve #1).
At higher strain rates (B arrow, ibid.), the Ti64BEPM samples break and the SE values
drops substantially.

The addition of a reinforcing phase to the alloy significantly alters the mechanical
behavior of the sintered material. For the 5% TiC MMC, the SE, including its value at
maximum, the SEmax, is essentially higher compared with the Ti64BEPM alloy not hardened
by particles. However, the 5%TiC MMC fractured at a critical strain rate,

.
εmax, 1927 s−1,

which is significantly lower in comparison to alloy without reinforcement,
.
εmax = 2220 s−1

(Figure 6a, curves 1 and 2 respectively). A further increase in the TiC content to 10% and
20% decreased both the SEmax and

.
εmax values (Figure 6a, curves 3 and 4).
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The reinforced TiB MMCs are characterized by lower SE values for the same strain 
rates in comparison with Ti64BEPM containing similar amounts of TiC: curves 5 and 6 vs. 
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ones. As a result, the lowest SE values for 5%TiB at strain rates below 2000 s−1 were ob-
tained; however, the SE values for 10%TiB MMCs become markedly higher (curves 5 and 
6). A further increase in the strain rate of the 10%TiB MMC specimens above about 2250 
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with the same amount of TiB and TiC used. The difference in the SEmax values increase 
with increasing content of reinforcing particles (Figure 6b, curve 3 vs. curve 1). It can also 
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MMCs with (2–4) TiC, and (5,6) TiB particles; (b) The strain energy SE for QSC with rate 10−3 s−1 and high-strain-rates SHPB
compressions vs. content of TiC or TiB particles; (c) the SEmax and

.
εmax values for tested materials compared with the data

for Ti64GL and Ti64LM taken from [22]. Vertical arrows in (a) indicates the strain rates at which specimens fracture. A, B,
and C in (a) indicate measured values of

.
ε max,

.
ε cr, and SEmax respectively. The “?” sign in (c) above the Ti64BEPM + 10TiB

bar means that it is not known whether this value is the limit, since the sample was not broken and it was not tested at a
higher strain rate.

The reinforced TiB MMCs are characterized by lower SE values for the same strain rates
in comparison with Ti64BEPM containing similar amounts of TiC: curves 5 and 6 vs. curves
2 and 3, correspondingly (Figure 6a). However, the containing TiB MMCs did not fracture
in the entire range of tested strain rates, as opposed to titanium carbide reinforced ones.
As a result, the lowest SE values for 5%TiB at strain rates below 2000 s−1 were obtained;
however, the SE values for 10%TiB MMCs become markedly higher (curves 5 and 6). A
further increase in the strain rate of the 10%TiB MMC specimens above about 2250 s−1

results in an increasing the SE level exceed all other tested materials. If we compare these
materials in terms of the SEmax, then the Ti64BEPM + 10TiB MMC has superiority over
Ti64BEPM + 10TiC (curves 4 and 2 in Figure 6b). In turn, for the QSC testing condition,
the SE values for both Ti64BEPM + TiB MMCs are higher than for Ti64BEPM + TiC with
the same amount of TiB and TiC used. The difference in the SEmax values increase with
increasing content of reinforcing particles (Figure 6b, curve 3 vs. curve 1). It can also be
noted that the SEmax values for the SHPB and QSC tests were approximately the same
only for Ti64BEPM + 5TiC material (Figure 6b, curves 1 and 2). For all others materials,
the SEmax values were much higher for QSC compared to the obtained in the SHPB tests
(curves 1 and 3 vs. 2 and 4, ibid.).
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The comparative overview of the SEmax values at the corresponding maximum strain
rates,

.
εmax, for different materials on the base of Ti64 alloy studied here and also earlier

reported data are shown in Figure 6c. It can be seen that the best combination of pa-
rameter SEmax and

.
εmax corresponds to cast and wrought Ti64 with an “ideal” globular

microstructure (2795 J at 3190 s−1), and Ti64BEPM + 5TiC (2840 J at 1927 s−1). The next
materials in decreasing order of SEmax and

.
εmax parameters are Ti64BEPM + 10TiB (2370 J

at 2510 s−1) and Ti64BEPM + 5TiB (2140 J at 2930 s−1), and finally Ti64BEPM + 10TiC and
Ti64BEPM + 20TiC, for which the lowest values were obtained as a result of premature
fracture of the samples (Figure 6c).

4.2. Changes in Phase Composition, Microstructure and Micro-Texture
4.2.1. MMC Reinforced with TiC

The X-ray diffraction patterns of TiC MMCs in the initial state, after the QSC and the
high-strain-rate SHPB tests, are compared with the base Ti64BEPM material in Figure 7.
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Figure 7. The X-ray diffraction patterns of (curve 1) Ti64BEPM, and Ti64BEPM + 10TiC in (curve 2)
as-sintered state, and after (curve 3) QSC (

.
ε = 10−3 s−1) and (curve 4) high-strain-rate SHPB

(
.
ε = 1550 s−1) tests.

The as-sintered Ti64BEPM material is predominantly characterized by the presence of
α-phase, and a very small amount of β-Ti (less than 5% by vol.), which is difficult to see
and can be traced by the presence of {002}Tiβ peak (Figure 7, curve 1). The addition of TiC
particles causes the appearance of the TiC phase diffraction, and a significant increase in
peaks intensity of the α-Ti phase (Figure 7, curve 2). There is a slight shift in the position
of the α-Ti peaks compared to the peaks of the base material without TiC, which is likely
associated with some changes in the chemical composition of the titanium-based matrix.
(As will be shown below (see Section 4.2, Figure 21, and Table 4), an interaction of titanium
with TiC particles took place that leads to some depletion of the matrix with titanium.)
The relatively weak peak {002} of β-phase becomes distinguishable. After both types of
compression tests, the magnitude of all peaks decreased to approximately the level that
existed for the initial sintered state (curves 3 and 4). There was no broadening of the peaks
observed after both, the quasi-static and dynamic compression tests. Such observation
suggests that [39] there has been no accumulation of residual elastic stresses in either
the α-phase or the TiC particles. The whole deformation energy dissipates probably by
crushing the hard particles and plastic flow of matrix phases and formation of a dislocation
substructure in therein. There are no significant changes in the crystallographic texture of
the samples after both types of compression tests used, as shown by the (102) pole figures
of α-Ti (compare Figure 4d,f with Figure 4c).

Certain zones outstanding in the direction of compressive force in the longitudinal
section of the tested cylindrical samples during the SHPB and the QSC compression tests
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were determined in a previous study performed on an alloy Ti64 with different microstruc-
tures [22]. The resulting microstructures were quite explicit for the identified zones where
the stresses act differently on parts of tested sample (Figure 8). It has been shown that the
deformed structure results from the action of the high-strain rate compression depending
on the type and dispersion of the original microstructure [22].
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Suggested implication is entirely true for the present evaluation of the metal-matrix
composites obtained using BEPM. The Ti64BEPM alloy has been studied in details in this
earlier work and it would be useful to assess the structures obtained in present study
similarly, to specify the following important arguments. The samples Ti64BEPM showed
signs of plastic deformation mainly in Zone I, i.e., in the areas of contact with the surfaces of
input and output bars (Figure 1). This deformation zone was most evident on non-fractured
samples and was obviously near the specimen contact surface with the front face of the
input bar (Figure 9a). Collapsed residual pores were also observed at various locations
across the sample (Figure 9a).

The compression applied at higher strain rate (with 2390 s−1) causes samples to
fracture. The fracture surface is characterized by a typical rectilinear zone, which indicates
the main crack propagation (A arrowed in Figure 9b) and adjacent to it zones of the
secondary cracks spread (B, ibid). A higher magnification images reveal additional features,
namely, residual pores (Figure 9c), generally absent in the cast and wrought alloy [22,39,40].
The microstructure of such Ti64BEPM specimens was quite similar to the alloy Ti64 with
a lamellar structure, in which a plastically deformed Zone I has approximately the same
depth close to 20–30 µm (Figure 9d). The main crack initiates and propagates within the
Zone II running through the entire cylinder at an angle of about 45◦ to its vertical axis. This
zone is a very narrow layer of adiabatic shear band (ASB), which has a thickness of about
5–6 µm near the edge of the cylinder (Figure 9e). The smaller secondary cracks associated
with β-grain and α-colony boundaries are observed in the Zone III (Figure 9f). Specific
evidence of plastic deformation was not found within Zone IV, while fine α-needles were
observed inside individual α-lamellae and identified as α’-martensite (details are discussed
elsewhere [22]).
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Figure 9. Microstructure (a,d–f), and fracture surface (b,c) of Ti64BEPM specimens tested with the strain rates: (a) 2220 s−1 
(not broken), and (b–e) 2390 s−1 (broken). (a,d) Zone I, (e) Zone II, (f) Zone III. SEM, (a,f) SE, (b–e) BSE. The specimens 
were compressed along the vertical axis as shown in Figure 8, and images in (a,d–f) are aligned with their vertical axis 
along with the acting external load like in Figure 8. 

The MMCs containing TiC particles were fractured at relatively lower strain rates, 
and their fracture morphology and microstructure differed significantly compared to the 
base Ti64BEPM material. The representative microstructures of Ti64BEPM + 5TiC are 
shown in Figure 10. During the fracture, the growth direction of the main (A in Figure 
10a) and peripheral (B, ibid.) cracks differs in this composite from the base BEPM alloy 
(without TiC). As can be seen the main crack can actually change the direction of its fur-
ther propagation when meets the clusters of particles TiC (Figure 10b). Similarly, the 
change in the initial direction of the crack growth is observed for smaller secondary cracks 
(Figure 10c). 
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Figure 9. Microstructure (a,d–f), and fracture surface (b,c) of Ti64BEPM specimens tested with the strain rates: (a) 2220 s−1

(not broken), and (b–e) 2390 s−1 (broken). (a,d) Zone I, (e) Zone II, (f) Zone III. SEM, (a,f) SE, (b–e) BSE. The specimens
were compressed along the vertical axis as shown in Figure 8, and images in (a,d–f) are aligned with their vertical axis along
with the acting external load like in Figure 8.

The MMCs containing TiC particles were fractured at relatively lower strain rates, and
their fracture morphology and microstructure differed significantly compared to the base
Ti64BEPM material. The representative microstructures of Ti64BEPM + 5TiC are shown
in Figure 10. During the fracture, the growth direction of the main (A in Figure 10a) and
peripheral (B, ibid.) cracks differs in this composite from the base BEPM alloy (without TiC).
As can be seen the main crack can actually change the direction of its further propagation
when meets the clusters of particles TiC (Figure 10b). Similarly, the change in the initial
direction of the crack growth is observed for smaller secondary cracks (Figure 10c).
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Figure 10. Typical fracture surface (a–c) and microstructure (d–i) of Ti64BEPM + 5TiC MMC SHPB tested at 2040 s−1 strain
rate. Arrows in (a,c) indicates directions of cracks growth. (d) Zone I, (e–g) Zone II; (h) Zone III (i) Zone IV. SEM, (a–d,g,i)
SE, (e,f,h) BSE. (f,g,h) polished; (d,e,i) polished and etched. Images (d–i) are aligned with their vertical axis along with the
acting external load like in Figure 8.

The deformed Zone I was less pronounced in MMC than the Ti64BEPM TiC-free
(Figure 10d vs. Figure 9a). Rather thin, not more than 5–7 µm, ASB was observed in Zone
II in some places free of TiC particles close to the main crack (Figure 10e). In most places
where TiC particles lie on the fracture surface, the ASBs were not observed. Moreover,
these particles not only changed the direction of the crack propagation, but also served
as initiators of secondary cracks (Figure 10e,f). The majority of the residual pores appear
unchanged (Figure 10f), but particles TiC, especially larger particles or aggregates of smaller
ones, break down (Figure 10g). The microstructure of the matrix alloy in the Zone III shows
signs of quite strong plastic deformation, including shear displacement inside the α + β

packets within some grains, probably with some involvement of residual pores in this
process (Figure 10h). Finally, no evidence of deformation was found in Zone IV (Figure 10i).

The MMC with a higher content of TiC particles after the high-strain-rate test demon-
strates a similar fracture surface (Figure 11a–d) and microstructure (Figure 11e–i), as
discussed above. As in the previous case, the propagation directions of the main and
peripheral cracks passing through the coarse TiC particles and their agglomerates have
changed (Figure 11a), but a more distinct secondary cracking has occurred (Figure 11b).
Several cases of melting of small areas on the fracture surface were found (Figure 11c).
Their presence obviously implies significant local heating, which can be observed even for
specimens deformed at this relatively slow strain rate (1640 s−1). In Ti64BEPM + 10TiC,
similar to 5% composite, carbides strongly affect the propagation of cracks, although the
fracture character within the matrix alloy stays ductile (Figure 11d). Alike the former
case, carbide particles, especially larger ones, which are located near the main crack, were
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broken up (Figure 11e), and thin ASB was observed near the crack surface free of TiC
particles (Figure 11f).
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Figure 11. Fracture surface (a–d) and microstructure (e–i) of Ti64BEPM + 10TiC, SHPB tested with rate 1640 s−1. Arrows in
(a,d) indicate the direction of cracks growth. (e–g) Zone II; (h,i) Zone IV. Ovals in (g) indicate the areas within α- lamellas
containing martensitic needles. The broken TiC particles near the main crack are A labeled in (e), while not broken particles
a bit away from the main crack are B labeled. SEM, (a–d) (f–i) SE, ((e), polished) BSE; (f–i) polished and etched. Images (e–i)
are aligned with their vertical axis along with the acting external load like in Figure 8.

Remarkable structural features have been found in this sample at various locations
within Zones II, III, and IV shown in Figure 11g–i, respectively. They resemble a highly
dispersed needles, mutually oriented to each other at an angle of about 60◦. Previously, such
structures were reported for Ti64BEPM, as well as for the cast and wrought Ti64GL after
SHPB tested at much higher strain rates, namely, 2390 s−1 and 3330 s−1, respectively [22].
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The observed structures were explained as α’-martensite formation inside untransformed
broad α-lamellae. The occurrence probability of such a transformation was explained due to
the dynamic loading conditions, which cause local rapid heating of relatively small samples,
and then their rapid cooling, resulting from heat dissipation into SHPB metal bars with
relatively good thermal conductivity. In this case, two types of martensitic needles with
slightly different dispersion have been found, i.e., more dispersed as shown in Figure 11g
and somewhat coarser as can be seen in Figure 11h. The chemical microanalysis data
presented in Table 3 show that the coarser martensitic needles had a higher content of the
β- stabilizing elements of vanadium and iron, while, in contrast, α- stabilizing aluminum
was present in a smaller amount (p. #2 vs. p#1 in Table 3). The observed increased content
of β-stabilizers should lead to the formation of orthorhombic α”- martensite rather than
hexagonal α’- martensite [1,41–44]. Most likely, this occurs due to some cooling delay
within the local micro-volumes, which leads to the redistribution of alloying elements
between the β- and α-phases, enriching the last phase with vanadium. There is also the
possibility of some micro-inhomogeneity of the matrix alloy, which was formed during the
synthesis of MMC. The second explanation can also be supported by the earlier discovered
ability of partial carbon diffusion from titanium carbide particles into the matrix alloy
during sintering [32,35,36]. This mechanism undoubtedly leads to a certain diffusion
redistribution of titanium and alloying elements between phase constituents. In a certain
sense, it may seem surprising that this phenomenon (formation of martensite) has been
observed in α-lamellae of Ti64 alloys free of hard particles at least twice the strain rates than
in the present Ti64BEPM + 10TiC MMC. It is also obvious that the presence of solid particles
TiC in the structure during intense plastic deformation can cause additional localization of
the plastic flow even at lower rates, since these particles play the role of additional local
stress concentrators, which in turn can cause more intense local heating.

Table 3. Microanalysis EDS data of the areas within α-lamellae containing martensitic needles of two
different dispersions.

Location (in Figure 11)
Chemical Composition, wt.%

Al V Fe Ti Sum of Impurities

1 (11g) 6.2 4.2 1.2 Balance <0.4

2 (11h) 4.8 11.8 1.8 Balance <0.4

Important conclusions on the deformation mechanism can be drawn from EBSD
results revealing the local crystal structure and some of its defects. The images presented
in Figure 12 show the local microstructure of the cylindrical sample Ti64BEPM+10TiC
fractured along Zone II (Figure 8) during the SHPB test with the strain rate 1640 s−1. The
fractured surface (cross-section) can be seen in the upper left corner of Figure 12a–c. In
an earlier study of the SHPB tested Ti64 alloy, acceptable EBSD quality patterns/results
were obtained for lamellar microstructure samples deformed only at relatively low strain
rates [22]. The pattern quality map (a) shows regions of darker gray levels in the vicinity
of the TiC particles indicating that these regions contain significantly larger dislocation
densities than the rest of the sample covered in this EBSD map. The high dislocation
density decreases the local crystallinity state, therefore these regions appear darker in the
pattern quality map and non-indexed in the phase and orientation maps. These results are
very consistent with the expected increased strain rate seen by the matrix in the vicinity of
the TiC particles. The structure adjacent to the fractured surface depicted in Figure 12d
shows that some of the α-phase lamellae become highly fragmented (A-labeled) with the
submicron blocks’ size, while some other lamellae (B-labeled) just next to them practically
remain unchanged. The structure at a distance within of several hundred microns from
Zone II is also very heterogeneous, especially near particles TiC or the α-lamellae colonies
boundaries or β-grains boundaries. For example, lamellae are finer and more deformed
close to particles TiC, multiple twinning in the α-lamellae can be seen close to TiC particles
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and boundaries of β-grains as shown in Figure 12e. Areas of larger plastic deformation in
some lamellae can be seen away from Zone II (about 300 µm), as shown by a large green
lamella at the center of Figure 12f. The change of orientation of this lamella is about 20 deg.
within 10 µm space and its tip close to particle TiC is highly deformed, whereas the rest of
lamella is deformed only slightly. The reasons of observed high heterogeneity of plastic
deformation are obviously related to the existing structural defects, such as: particles TiC,
β-grains boundaries, and α-lamellae colonies boundaries. However, high deformation
heterogeneity can be also resulted from effect of orientation of lamellae toward the acting
load, favoring dislocation motion mechanism, subblocks building, twinning, etc.
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Figure 12. SEM EBSD images of the fractured composite Ti64BEPM + 10TiC after SHPB test with the rate 1640 s−1. Pattern
Quality Map (a), phase map (b), and orientation map (c–f) images. The α-phase is shown in (b) using green, β-phase blue,
and TiC red colors. All images are taken in vicinity of the Zone II (Figure 8); the images (a–c) centers are within 200 µm
away from the place of fracture (main crack) visible in the left top corner of the images (a–c). The numbered areas in (c) are
shown at higher magnification images: (1) in (d), (2) in (e) and (3) in (f).

In general, the fracture surface and internal microstructure of the SHPB tested
Ti64BEPM + 20TiC samples (Figure 13) were very similar to above discussed results for the
composites containing smaller amounts of titanium carbide particles. The growth direc-
tions of the main and peripheral cracks changed during the high strain-rate compression
(Figure 13a). Carbide particles affect the direction of cracks propagation not only in the
plane propagation of the main crack, but also at an angle to it (Figure 13b). A plurality
of dimples can be seen inside the titanium-based matrix, which are typical of the ductile
fracture, but a large number of carbide particles splinters are also observed on the fracture
surface, which are obviously result of the crack spread (Figure 13c). The internal microstruc-
ture of the sample had quite distinctive features. In the immediate vicinity of the surface
of the main crack, as well as away from it, only large TiC agglomerates were destroyed
(some of them felt out of during samples preparation because of relatively poor bond with
matrix), while several smaller individual particles had some cracks (Figure 13d,e).
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Figure 13. Fracture surface (a–c) and microstructure (d,e) of Ti64BEPM + 20TiC sample, SHPB tested with rate 1470 s−1. 
Arrows in (a,d) indicates directions of cracks growth. (d) Zone II; (e) Zone IV. SEM, (a–c) SE, (d,e) BSE images. 
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with further increase of TiC portion within the MMC resulting in decrease in Vcr at which 
material cracks. For example, at 20%TiC the reserve of plasticity of Ti64 matrix is insuffi-
cient for prevention of destruction of material even at quite low strain rate such as 1470 
s−1, not talking about higher rates (Figure 5d, and curve #4 in Figure 6). 
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Figure 13. Fracture surface (a–c) and microstructure (d,e) of Ti64BEPM + 20TiC sample, SHPB tested with rate 1470 s−1.
Arrows in (a,d) indicates directions of cracks growth. (d) Zone II; (e) Zone IV. SEM, (a–c) SE, (d,e) BSE images.

The above results suggest that the presence of hardening particles TiC, even in such
small amounts as 5%, plays a critical role in the deformation and fracture of the MMC. The
hard (but brittle) particles are broken under the applied impact load and predetermine
the deformation and damage of the Ti-based alloy matrix. From a comparison of the
results obtained for the Ti64BEPM alloy and MMCs containing 5% and 10% TiC, it can
be concluded that the presence of the particles and an increase in their content leads to
the switching of the “weakest” microstructural element responsible for the bulk of the
SE dissipation: from purely plastic flow (deformation) of the matrix to brittle fracture
of the TiC particles that initiate the onset of cracks and promote their propagation. In
the Ti64BEPM alloy, in the absence of TiC, the role of the “weakest link” is played by
the boundaries of β- grains covered by coarse α-lamellae and the boundaries of α + β

colonies (Figure 6f) already discussed in more details elsewhere [22]. The introduction to
Ti64BEPM alloy of particles of TiC can change the nature of the mechanism of deformation
and fracture. At 5% of the carbide particles TiC, which mainly caused an increase in
the strength of the material (compare Figure 5a with Figure 5b, and Curves ## 1 and
2 in Figure 6a), and only when the strain rate reached

.
εcr value, most of the particles

begin to break, thereby causing the formation of cracks fracturing the specimen. The
structure embrittlement effect grows with further increase of TiC portion within the MMC
resulting in decrease in Vcr at which material cracks. For example, at 20%TiC the reserve of
plasticity of Ti64 matrix is insufficient for prevention of destruction of material even at quite
low strain rate such as 1470 s−1, not talking about higher rates (Figure 5d, and curve #4
in Figure 6).

The particles of TiC have a very similar effect on the mechanical behavior in QSC
condition. The introduction of 5%TiC in Ti64BEPM resulted in a slight increase in strength
as well as a slight decrease in plasticity, as seen from comparison of curves #4 in Figure 5a,b.
The strength level remains rather the same at 10% and 20% of TiC, while the plasticity
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reduction becomes more evident (Figure 5c,d). Such differences in mechanical behavior
are directly related to the specifics of the deformation mechanism, which is affected by the
microstructure of the specimens (Figure 14). The Ti64BEPM structure after QSC tests was
characterized by clear signs of uniform plastic deformation throughout the entire sample
volume (Figure 14a). At the same time, small cracks were also observed at various places
of interfacial α/β- boundaries, or at the boundaries of α-Ti colonies. In turn, the residual
pores, they mainly collapsed (at least partially) without cracks initiation (Figure 14b).

Materials 2021, 14, 6837 19 of 36 
 

 

microstructure of the specimens (Figure 14). The Ti64BEPM structure after QSC tests was 

characterized by clear signs of uniform plastic deformation throughout the entire sample 

volume (Figure 14a). At the same time, small cracks were also observed at various places 

of interfacial α/β- boundaries, or at the boundaries of α-Ti colonies. In turn, the residual 

pores, they mainly collapsed (at least partially) without cracks initiation (Figure 14b). 

   

(a) (b) (c) 

   

(d) (e) (f) 

  

(g) (h) 

Figure 14. SEM images of samples after QSC tests with rate 10−3 s−1: (a,b) Ti64BEPM, (c,d) Ti64BEPM + 5TiC, (e,f) Ti64BEPM 
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Figure 14. SEM images of samples after QSC tests with rate 10−3 s−1: (a,b) Ti64BEPM, (c,d) Ti64BEPM + 5TiC,
(e,f) Ti64BEPM + 10TiC, and (g,h) Ti64BEPM + 20TiC. (a,b,d,h) Zone IV, (c) Zone II, (e,g) Zone I, and (f) Zone III. BSE.

The situation changes drastically in the presence of TiC particles. First of all, all
samples, as a rule, are destroyed by the main crack propagating at an angle of about 45◦ to
the applied load (Figure 14c). There are numerous secondary cracks appears in addition
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to the main crack. (Figure 14d–g). The carbide particles located on the surface of the
specimens can initiate these cracks (Figure 14e,g), while the particles inside the specimens
can stops the cracks propagation (Figure 14f). At the same time, predominantly large TiC
particles and their conglomerates breaks (Figure 14c,f,h), while the small particles remain
almost unchanged. The signs of plastic flow are observed in the matrix of composite only
at 5% and 10% of TiC particles (Figure 14d,e).

4.2.2. MMC Reinforced with TiB

A comparison of the X-ray diffraction patterns of the base Ti64BEPM alloy and its com-
posite reinforced with 10% particles of TiB in the sintered state, as well as after deformation
at different strain rates is shown in Figure 15. The formation of TiB phase during sintering
is reflected by the presence of corresponding X-ray peaks in the diffraction pattern, which
are particularly well resolved on untested specimens (compare curves 1 and 2 in Figure 15).
These peaks become difficult to distinguish for specimens deformed under quasi-static and
high strain-rate compression (curves 3 and 4, ibid.).
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Figure 15. The X-ray diffraction patterns of (curve 1) Ti64BEPM, and Ti64BEPM + 10TiB in (curve 2)
as-sintered state, and after QSC (

.
ε = 10−3 s−1) (curves 3 and 4), and SHPB (

.
ε = 2250 s−1) tests.

The textures of the α-phase crystallites of these composites after both types of compres-
sion are more distinct than the initial states after sintering (including Ti64BEPM + XTiC),
showing a relatively higher (102)α pole density at the center of the pole figures (Figure 4e,g
vs. Figure 4c).

As noted earlier, MMC strengthened by TiB particles did not break down during high
strain-rates compression tests. This behavior was adequately reflected in the assessment
of microstructure after compression tests. There was no evidence of significant plastic
deformation within α + β- matrix found by SEM for 5% of TiB composites, even in areas
within cylinder samples where deformations were expected to be greatest, such as Zones I
and II; as was no observed either ASB or intensive cracking (Figure 16). The only signs of
deformation were cracks in TiB particles (Figure 16a,c), which at higher strain rates also
spread to the α + β- matrix (Figure 16d). In fairness, some elongation of the α + β packets
as a result of the plastic flow can be noted at higher strain rates, as shown in Figure 16d.
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Figure 16. SEM BSE images of Ti64 + 5TiB after the high-strain-rate SHPB test with rates (a,b)—1430 
s−1, (c,d)—2930 s−1. (a,c)—Zone II; (b,d)—Zone I. 

The structure of 10% of TiB MMC after the high strain-rates test also did not show 
noticeable signs of plastic deformation in α + β-matrix (Figure 17). As for Ti64BEPM + 
10TiB, SEM finds mainly cracking of TiB lamellae (Figure 17a,c). There was also no prin-
cipal difference observed between the structures of Zones I and II, and no differences after 
a twofold strain rate increase as shown in Figure 17a,b vs. 17c,d. Such “microstructural 
resistance” of MMCs reinforced by particles of TiB to high strain-rate compression—in 
contrast to TiC MMCs—explains the stability of the strain energy characteristics with in-
creasing the strain rate (curves 5 and 6 vs. curves 2 and 3 in Figure 6a). 
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Figure 16. SEM BSE images of Ti64 + 5TiB after the high-strain-rate SHPB test with rates (a,b)—1430 s−1, (c,d)—2930 s−1.
(a,c)—Zone II; (b,d)—Zone I.

The structure of 10% of TiB MMC after the high strain-rates test also did not show no-
ticeable signs of plastic deformation in α + β-matrix (Figure 17). As for Ti64BEPM + 10TiB,
SEM finds mainly cracking of TiB lamellae (Figure 17a,c). There was also no principal differ-
ence observed between the structures of Zones I and II, and no differences after a twofold
strain rate increase as shown in Figure 17a,b vs. Figure 17c,d. Such “microstructural resis-
tance” of MMCs reinforced by particles of TiB to high strain-rate compression—in contrast
to TiC MMCs—explains the stability of the strain energy characteristics with increasing the
strain rate (curves 5 and 6 vs. curves 2 and 3 in Figure 6a).
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dark band labeled A in Figure 18c shows a major shear band where a much higher dislo-
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non-indexed points. Most of the few points indexed inside this shear band are from the 
TiB particles which were less affected by the severe plastic deformation due to their much 
higher hardness. Additional, minor shear bands, labeled B in Figure 18c, occur similarly 
in the vicinity of particles TiB. EBSD observation also reveals the fragmentation of the 
large TiB particles. However, conventional EBSD technique has difficulty to fully resolve 
the β-Ti phase expected in this alloy and that is obviously due to the sub-micron dimen-
sion of this phase regions. Nevertheless, some larger β-Ti lamellae can be seen, for in-
stance, the one labelled C in Figure 18f. Resolving the small or highly deformed crystals 
was even harder after the SHPB test when the structure refined to domains smaller than 
the spatial resolution of conventional EBSD technique. This was one of the reasons to use 
the Transmission Kikuchi Diffraction (TKD) technique to investigate these microstruc-
tures at the nanometer scale to confirm the crystallinity of shear bands and very fine α- 
and β-Ti grains that have been modified beyond the resolution reach of conventional 
EBSD. 
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Figure 17. SEM BSE images of Ti64 + 10TiB after the SHPB tests with strain rates (a,b)—1280 s−1,
(c,d)—2510 s−1. (a,c)—Zone II; (b,d)—Zone I.

The EBSD data of Ti64BEPM + 10TiB sample after SHPB test are shown in Figure 18.
While this sample maintained macroscopic integrity after the test, the EBSD results indicate
that the sample experience localized shear deformation at the microscopic level. The dark
band labeled A in Figure 18c shows a major shear band where a much higher dislocation
density has lowered the local crystallinity of the matrix resulting in a high ratio of non-
indexed points. Most of the few points indexed inside this shear band are from the TiB
particles which were less affected by the severe plastic deformation due to their much
higher hardness. Additional, minor shear bands, labeled B in Figure 18c, occur similarly in
the vicinity of particles TiB. EBSD observation also reveals the fragmentation of the large
TiB particles. However, conventional EBSD technique has difficulty to fully resolve the
β-Ti phase expected in this alloy and that is obviously due to the sub-micron dimension
of this phase regions. Nevertheless, some larger β-Ti lamellae can be seen, for instance,
the one labelled C in Figure 18f. Resolving the small or highly deformed crystals was
even harder after the SHPB test when the structure refined to domains smaller than the
spatial resolution of conventional EBSD technique. This was one of the reasons to use the
Transmission Kikuchi Diffraction (TKD) technique to investigate these microstructures at
the nanometer scale to confirm the crystallinity of shear bands and very fine α- and β-Ti
grains that have been modified beyond the resolution reach of conventional EBSD.

As can be seen from Figure 18, despite the absence of the cracks, it was possible to
identify a band of severe plastic deformation, A and B labeled in Figure 18a–c. It can be
noted that all these bands of localized plastic deformation seem to evade microvolumes
with large particles of TiB. At higher magnification, it becomes clear that the TiB particles
have no internal defects. The largest particles break up into individual fragments, while the
many smaller ones seem to retain their original shape and size (Figure 18d–f). Dislocations
density (affecting pattern quality in EBSD and TKD maps) inside the α-phase lamellae
seems increased (Figure 18g). Intense plastic deformation is localized in microvolumes
surrounding TiB particles, and these areas look like dark regions with poorly resolved
Kikuchi patterns obscuring a clear orientation map (Figure 18g–i).
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maps (c,f,i) images. The green color in phase map images represents α-phase, blue β-phase, and magenta TiB particles. 
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TiB MMC specimens deformed with a quasi-static strain rate show a macroscopic 
cracking, in contrast to dynamically loaded samples (Figure 19). That was the obvious 
result of essentially higher general strain achieved (curves 4 vs. curves 1–3 in Figure 5e,f). 
After quasi-static loading, both composites strengthened with TiB formed a main crack 
crossing samples at an angle 45 ° to the main axis of the cylinder (Figure 19a). In this case, 
the main plastic deformation was located exactly near the main crack (Figure 19b,c). All 
other regions remote from the crack were characterized with practically uniformly de-
formed structure. The specimen deformation was mainly caused by crushing the TiB par-
ticles (Figure 19d). Comparing the samples with 5% and 10% of TiB (Figure 19a,d), it can 
be concluded that such a wide (up to 100 μm) band of cracks crossing the samples was 
formed by merging two separate cracks growing from opposite ends of the cylindrical 
samples. The QSC test showed more intense cracking of the TiB particles at a higher their 
content, which in turn caused more intense secondary cracking of the matrix phase (Fig-
ure 19f). Comparison of the matrix structure of the alloy Ti64BEPM + TiB in the initial state 
(Figure 2e,f), with its structure after the QSC test (Figure 19d,f) reveals noticeable differ-
ences resulting from plastic deformation, while the similar comparison of the structures 
after SHPB tests (Figure 17b) does not show significant changes in most zones. 
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Figure 18. SEM EBSD images of Ti64BEPM + 10TiB sample after SHPB test with rate 2510 s−1. The sample stays unbroken
after the test, but forms the ASB area in the Zone II (Figure 8). Pattern Quality Maps (a,d,g); orientation maps (b,e,h) phase
maps (c,f,i) images. The green color in phase map images represents α-phase, blue β-phase, and magenta TiB particles.

TiB MMC specimens deformed with a quasi-static strain rate show a macroscopic
cracking, in contrast to dynamically loaded samples (Figure 19). That was the obvious
result of essentially higher general strain achieved (curves 4 vs. curves 1–3 in Figure 5e,f).
After quasi-static loading, both composites strengthened with TiB formed a main crack
crossing samples at an angle 45◦ to the main axis of the cylinder (Figure 19a). In this
case, the main plastic deformation was located exactly near the main crack (Figure 19b,c).
All other regions remote from the crack were characterized with practically uniformly
deformed structure. The specimen deformation was mainly caused by crushing the TiB
particles (Figure 19d). Comparing the samples with 5% and 10% of TiB (Figure 19a,d), it
can be concluded that such a wide (up to 100 µm) band of cracks crossing the samples
was formed by merging two separate cracks growing from opposite ends of the cylindrical
samples. The QSC test showed more intense cracking of the TiB particles at a higher
their content, which in turn caused more intense secondary cracking of the matrix phase
(Figure 19f). Comparison of the matrix structure of the alloy Ti64BEPM + TiB in the initial
state (Figure 2e,f), with its structure after the QSC test (Figure 19d,f) reveals noticeable dif-
ferences resulting from plastic deformation, while the similar comparison of the structures
after SHPB tests (Figure 17b) does not show significant changes in most zones.

EBSD results shown in Figure 20a,b indicates the presence of two large cracks (arrowed
in Figure 20a) surrounded by regions containing very fine grains and a high fraction of
non-indexed points which are the key indicators of severe plastic deformation associated
with localized shear. Furthermore, the two cracks seem to have been in the process of
merging when the quasi-static deformation process stopped. It is likely that the strain rate
experienced by this sample was just below the threshold value that would have resulted in
a catastrophic break-up. As in the case of a high strain-rate deformation, the TiB particles
loaded quasi-statically were also fragmented. The TiB fragments were additionally bent by
the plastically deformed α-crystals with well-defined orientation, and showing developed
dislocation substructure (Figure 20d,e).
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Figure 19. SEM images of (a–d) Ti64BEPM + 5TiB, and (e,f) Ti64BEPM + 10TiB after QSC tested with the rate 10−3 s−1.
(a) General view of the specimen, (b,c,e) Zone II, (d,f) Zone III. SEM, (a) SE, (b–f) BSE. Large arrows in (e) indicate the shift
direction of the sample’s halves.

Figure 20 demonstrates very good correlation between the predicted deformation
pattern and that experimentally observed. It shows the crack formation exactly along Zone
II (Figure 8), of predicted maximum stress zone. It also can be seen that the experimentally
observed load distribution is slightly more complicated than predicted, and EBSD results
prove this. We see an area, a green stripe in (highlighted by red dashed lines in Figure 20a),
where the plastic deformation was lowest. This stripe region is denoted by a much higher
indexing rate than the rest of the map, the grey regions being not indexed due to a weak
diffraction signal or too fine structure. It propagates in a direction close to the orthogonal
direction to Zone II; however, for confirming this statement, a further sectioning of the
sample should be also considered. Nevertheless, it is most likely that the entire strain
localization feature runs diagonally across the sample, and it is probably more correctly
show its propagation in the sample from corner to corner, as it is sketched with red dashed
lines in Figure 8; Figure 20a. It becomes evident that the main crack is the result of two
cracks formed simultaneously: one is at the contact with the Input Bar of the sample
top and the second is at the Output Bar contact in the lower part of the cylinder sample.
Since two cracks meet right in the middle of the cylinder, it suggests that they form
approximately simultaneously. It also suggests that Zone II should have been formed
at a very specific angle. This angle corresponds to the typical 45-degree deformation
localization in compression test, which is valid to most materials, such as metals, plastics,
etc. toward the main axis of the cylinder. Thus, we can only expect to see one crack if a
certain ratio between the height and diameter of the cylinder is held. This sample was a
successful combination of test parameters as it shows the onset of cracking at both ends
and their encounter in the center. If the strain rate were slightly higher, the sample would
break in two, and it would be less convincing or easy to reach this conclusion. The fact
that the two cracks are misaligned by ~100 µm may be due to the shape ratio of the initial
undeformed sample (not having an ideal square cross section) or to the presence of TiB
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particles which may divert the crack propagation slightly from the ideal 45 degrees tilt
from the cylinder axis. The higher magnification orientation maps explain what the darker
regions in (a) and (b) represent. There are areas of highly fragmented and plastically
deformed matrix alloy structure. One of such area is marked by an arrow in (d). Crystals
are fragmented into sub-100 nm domains and are very difficult to resolve by conventional
EBSD. These questions can be answered by orientation mapping in transmission mode
(TKD in SEM). The image (d) also shows that some grains have experienced a relatively
high deformation. Despite the grains’ size seeming to not have changed significantly from
their initial state, the EBSD results reveal lattice rotations of 15–20 degrees within a few
micrometers across the same grain, which in the context of QSC process, can be considered
as relatively high values. The grains of the Ti64 matrix alloy demonstrate a developed
dislocation system. The smaller particles of TiB were unaffected by the deformation process
(two magenta needles in the center of (e)). The TiB particles ~5 µm and larger become
fragmented with no signs of plastic deformation. It clearly defines two different ways
of dissipating the applied load energy: plastic deformation inside the ductile matrix and
structure fragmentation inside the brittle reinforcement particles.

The lift-off sample for TKD was cut with focused ion beam system from the ASB
region of the Ti64BEPM + 10TiB sample after the SHPB test with the strain rate 2510 s−1

as shown in Figure 21a with a red AB section. The region of interest was first identified
using the conventional EBSD as shown in Figure 21a, allowing the detection of physically
distinct structures within the ASB. The section had a width of about 10 µm and a depth of
about 5 µm and from point A to point B it covered four distinct structures:

(1) TiB particle (magenta);
(2) Relatively preserved, but most likely plastically deformed α-grains (green);
(3) ASB I is a region that is not resolved by conventional EBSD due to extremely high

fragmentation of the initial α-grains and/or high dislocation density reducing pattern
quality, as well as a region of possible recrystallization;

(4) ASB II is a region of a less deformed initial α-grains structure or possibly a region
with a relatively larger recrystallized α-grains.

It is important to note that based on the resolution limit of the field-emission gun
SEM-EBSD, the dimension of the crystallites not resolved within the ASB I area is 20–30 nm
and smaller [45]. For the same reason, most β phase regions are not resolved by conven-
tional EBSD, except for very few larger β-lamellae. In contrast, the β-phase lamellae are
well resolved in the TKD images performed with 3 nm steps and shown in Figure 21b.
Orientation maps shows highly heterogeneous plastic deformation in the ASB region. The
α-grains experienced the highest deformation level in the vicinity of the TiB particles.
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Figure 20. SEM EBSD results of Ti64BEPM + 10TiB sample after QSC tested with rate 10−3 s−1. The shown area is the
same as in Figure 19e. Phase map images (a,b,e), where α-phase is shown in green, β-phase in blue and TiB in magenta.
(c)—Pattern Quality Map. (d)—Grain Misorientation Map.

The Grain Average Misorientation (GAM) map shows misorientation of some grains
around the TiB particle up to 20+ degrees in the 0.5 µm scale range (color changes from
blue to orange), while at a distance of few microns from the particle the internal grains’
misorientation is usually twice as small (color changes from blue to green). Most impor-
tantly, recrystallization also begins in this area, due to extreme condition of the plastic
deformation. In highly deformed sites surrounding the TiB particle, very small (nm) grains
of α-phase are formed. Interestingly, the β-phase are also recrystallized. A small β-region
on the upper left of the image (Figure 21b) clearly shows recrystallized β-grains. Very large
recrystallized grains are not observed; therefore, it can be argued that a very early stage of
recrystallization was found here. It can be noted that TKD results clearly show the different
deformation mechanism of the structures involved. Brittle particles of TiB dissipate impact
energy through fragmentation without signs of their plastic deformation, while crystallites
of α and β-phase are plastically deformed.
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As shown above, the presences of the hard particles and pores has a significant effect 
on the deformation processes and mechanical properties of MMCs. It should also be em-
phasized that the presence of these structural elements has very different effect under ten-
sion test compared to compression (Figure 22). Both structural elements play the role of 
stress concentrators, primarily causing a drop in tensile ductility, which has been dis-
cussed previously [10,25,26,46]. This effect explains the decrease in the observed plasticity 
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Figure 21. TKD results of the heavily deformed region (ASB area) on the sample Ti64BEPM + 10TiB
after SHPB test with the strain rate 2510 s−1. EBSD (conventional) phase map (a) showing the area
from where the lift-off sample (AB section) for TKD was taken; within α-phase is shown in green,
β-phase in blue and TiB is in magenta colors. The rest of the images (b–f) show TKD results: phase
map (b), similarly color coded as in (a); grains map, in random color (c); GAM map (d); IPFz (e); IPFz
map showing the grains <100 nm (f).

4.3. The Effect of Type of Reinforcing Particles and Their Volume Fraction on Deformation
Mechanism and Deformation Energy

As shown above, the presences of the hard particles and pores has a significant
effect on the deformation processes and mechanical properties of MMCs. It should also
be emphasized that the presence of these structural elements has very different effect
under tension test compared to compression (Figure 22). Both structural elements play
the role of stress concentrators, primarily causing a drop in tensile ductility, which has
been discussed previously [10,25,26,46]. This effect explains the decrease in the observed
plasticity characteristics as shown in Table 2 and can be schematically illustrated as shown
in Figure 22a,b. In case of the simultaneous presence of pores and particles TiC within
the MMCs, the decrease in plasticity is more pronounced, due to their cumulative effect,
resulting in fracture that obviously taking place in the region of elastic deformation rather
far from reaching the values of Yield Stress (compare p. 1 with pp. 2–4 in Table 2). At the
same time, these two structural elements have different effects of the stress concentration
under compression. Residual pores collapse in the same way as in foam metals but with
less pronounced effects on properties due to their relatively small fraction. While carbide
particles break down, they initiate stress concentration at locations where cracks form in the
metal matrix (compare Figure 22b,e). At the same time, TiB particles under tension cause a
concentration of stress at the tips of their plates and/or needles, catastrophically embrittling
MMCs (Figure 22c). However, with compression, such an effect is unlikely (Figure 22f). The
suggested mechanisms allow to rationalize observed pronounced differences in mechanical
properties: compare Figure 5b–d with Figure 5a, and p. 2–4 with p. 1 in Table 2.

The difference between the effect of TiC and TiB particles on the mechanical properties
under tension and 3-point bending was discussed elsewhere [10,24]. Due to the needle
or plate morphology TiB particles, it has been pointed out that, their sharp edges play
more effective role as stress concentrators compared to the rounded edges of the TiC
particles, especially when the plates or needles are specifically oriented relative to the
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applied external load, favoring an easy cracks nucleation. The presence of TiB particles
has a less pronounced fracture embrittlement effect than TiC in the case of compression
loading, especially at a high-rate strain. Obviously, this can be explained by the fact that
titanium boride particles are formed in-situ by a chemical reaction forming particles of TiB
with a shape far from equiaxial and a size varying over a wide range (Figure 3b). At the
same time, the particles of TiC (Figure 3a) do not change their morphology and size within
the matrix alloy during sintering or, as noted above, they tend to form conglomerates
during mixing with the titanium hydride and the master alloy.

As a result, the particles size of TiB in both MMC varies in a rather narrow range: the
thickness is 2–4 µm, and the length is 10–80 µm, while the particles size of TiC varies from
several to hundreds of microns. In addition, the TiB particles are grown in-situ reacting with
the surrounding Ti, and as a result have a stronger bond with the surrounding metal matrix.
At the same time, globules of TiC partially joint into conglomerates, during mixing with
metal components before pressing, and then during subsequent sintering, their interaction
with the matrix metal is reduced only to a certain redistribution of carbon and titanium
atoms between the matrix alloy and the particle without changing the shape and size of
carbide inclusions [35,36]. Figure 23 shows examples of microstructures of MMCs with
particles of TiC (Figure 23a) and TiB (Figure 23b) on which the chemical composition inside
the particles and inside the matrix was measured. The results of these measurements are
collected in Table 4.

As can be seen from the presented EDS data measured at the center of the coarse
particle of TiC (or possibly the conglomerate of smaller ones at spots 1 and 4 in Figure 23a),
the ratio between Ti and C is approximately 64/36 at. % (pp. 1 and 4 in Table 4), which does
not correspond to the stoichiometric composition of titanium monocarbide. The peripheral
portion of this particle is even more depleted with carbon (spots 2 and 3 in Figure 23a,
and pp. 2 and 3 in Table 4). The smaller carbides have approximately the same carbon
content as the periphery of the larger carbide: for example, spot 5 in Figure 23a and p. 5 in
Table 4. As for the α + β matrix; its chemical composition is almost the same both in the
areas adjacent to the carbides, and far from them (spots 6 and 7 in Figure 23a, and items 6
and 7 in Table 4, respectively). In addition, a very small amount of aluminum was found
inside the carbide particles, while no vanadium was observed (items 1–5 in Table 4).

Materials 2021, 14, x FOR PEER REVIEW 28 of 36 
 

 

far from reaching the values of Yield Stress (compare p. 1 with pp. 2–4 in Table 2). At the 
same time, these two structural elements have different effects of the stress concentration 
under compression. Residual pores collapse in the same way as in foam metals but with 
less pronounced effects on properties due to their relatively small fraction. While carbide 
particles break down, they initiate stress concentration at locations where cracks form in 
the metal matrix (compare Figure 22b,e). At the same time, TiB particles under tension 
cause a concentration of stress at the tips of their plates and/or needles, catastrophically 
embrittling MMCs (Figure 22c). However, with compression, such an effect is unlikely 
(Figure 22f). The suggested mechanisms allow to rationalize observed pronounced differ-
ences in mechanical properties: compare Figure 5b–d with Figure 5a, and p. 2–4 with p. 1 
in Table 2. 

The difference between the effect of TiC and TiB particles on the mechanical proper-
ties under tension and 3-point bending was discussed elsewhere [10,24]. Due to the needle 
or plate morphology TiB particles, it has been pointed out that, their sharp edges play 
more effective role as stress concentrators compared to the rounded edges of the TiC par-
ticles, especially when the plates or needles are specifically oriented relative to the applied 
external load, favoring an easy cracks nucleation. The presence of TiB particles has a less 
pronounced fracture embrittlement effect than TiC in the case of compression loading, 
especially at a high-rate strain. Obviously, this can be explained by the fact that titanium 
boride particles are formed in-situ by a chemical reaction forming particles of TiB with a 
shape far from equiaxial and a size varying over a wide range (Figure 3b). At the same 
time, the particles of TiC (Figure 3a) do not change their morphology and size within the 
matrix alloy during sintering or, as noted above, they tend to form conglomerates during 
mixing with the titanium hydride and the master alloy. 

   
(a) (b) (c) 

Figure 22. Cont.

150



Materials 2021, 14, 6837
Materials 2021, 14, x FOR PEER REVIEW 29 of 36 
 

 

   

(d) (e) (f) 

Figure 22. Schematic illustration of the stress concentration mechanisms involving pores (a,d), carbides (b,e), and borides 
(c,f) under tensile (a–c) and compression (d–f) test. 

As a result, the particles size of TiB in both MMC varies in a rather narrow range: the 
thickness is 2–4 μm, and the length is 10–80 μm, while the particles size of TiC varies from 
several to hundreds of microns. In addition, the TiB particles are grown in-situ reacting 
with the surrounding Ti, and as a result have a stronger bond with the surrounding metal 
matrix. At the same time, globules of TiC partially joint into conglomerates, during mixing 
with metal components before pressing, and then during subsequent sintering, their in-
teraction with the matrix metal is reduced only to a certain redistribution of carbon and 
titanium atoms between the matrix alloy and the particle without changing the shape and 
size of carbide inclusions [35,36]. Figure 23 shows examples of microstructures of MMCs 
with particles of TiC (Figure 23a) and TiB (Figure 23b) on which the chemical composition 
inside the particles and inside the matrix was measured. The results of these measure-
ments are collected in Table 4. 

  
(a) (b) 

Figure 23. SEM images (BSE) of (a) Ti64BEPM + 10TiC and (b) Ti64BEPM + 10TiB with the marked 
locations where the EDS chemical composition point analysis was taken (see results in Table 4). 

  

Figure 22. Schematic illustration of the stress concentration mechanisms involving pores (a,d), carbides (b,e), and borides
(c,f) under tensile (a–c) and compression (d–f) test.

Materials 2021, 14, x FOR PEER REVIEW 29 of 36 
 

 

   

(d) (e) (f) 

Figure 22. Schematic illustration of the stress concentration mechanisms involving pores (a,d), carbides (b,e), and borides 
(c,f) under tensile (a–c) and compression (d–f) test. 

As a result, the particles size of TiB in both MMC varies in a rather narrow range: the 
thickness is 2–4 μm, and the length is 10–80 μm, while the particles size of TiC varies from 
several to hundreds of microns. In addition, the TiB particles are grown in-situ reacting 
with the surrounding Ti, and as a result have a stronger bond with the surrounding metal 
matrix. At the same time, globules of TiC partially joint into conglomerates, during mixing 
with metal components before pressing, and then during subsequent sintering, their in-
teraction with the matrix metal is reduced only to a certain redistribution of carbon and 
titanium atoms between the matrix alloy and the particle without changing the shape and 
size of carbide inclusions [35,36]. Figure 23 shows examples of microstructures of MMCs 
with particles of TiC (Figure 23a) and TiB (Figure 23b) on which the chemical composition 
inside the particles and inside the matrix was measured. The results of these measure-
ments are collected in Table 4. 

  
(a) (b) 

Figure 23. SEM images (BSE) of (a) Ti64BEPM + 10TiC and (b) Ti64BEPM + 10TiB with the marked 
locations where the EDS chemical composition point analysis was taken (see results in Table 4). 

  

Figure 23. SEM images (BSE) of (a) Ti64BEPM + 10TiC and (b) Ti64BEPM + 10TiB with the marked
locations where the EDS chemical composition point analysis was taken (see results in Table 4).

The chemical analysis carried out on particles of TiB within the composite showed
that all particles of TiB, despite their size (spots 1–3 in Figure 23b), have a composition that
does not correspond to the stoichiometric ratio and is rather enriched in titanium (pp. 8–10
in Table 4). It should be noted that unlike the above-mentioned case of titanium carbide,
these borides have, in addition to a small amount of aluminum, also a minor vanadium
presence. Another difference compared to MMC with 10% TiC is that in Ti64BEPM + 10TiB,
small titanium-enriched particles can have relatively high aluminum content (spot 5 in
Figure 23b and item 12 in Table 4). However, it is not high enough to claim the formation
of titanium aluminide. It should be noted that α + β- matrix is boron free, supporting its
good bonding with titanium boride (spot 6 in Figure 23b, and p. 13 in Table 4).

In other words, in the both cases of reinforcement with particles of carbides or borides,
the particles are enriched with titanium, but depleted (relative to stoichiometric composi-
tion) with carbon and boron, respectively. At the same time, almost all boron goes to the
formation of TiB plates or needles and is not found in the α + β matrix, while carbon quite
actively diffuses into the titanium matrix.
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Table 4. Local chemical analysis of MMCs’ in spots shown in Figure 22.

## Spot
# Phase

Composition, %

Ti Al V C/B

Atomic Weight Atomic Weight Atomic Weight Atomic Weight

Ti64BEPM + 10TiC (Figure 22a)

MMC General
Composition 66.18 80.63 10.68 7.43 4.62 5.98 17.51 5.35

1 1 TiC 63.89 87.02 0.07 0.05 - - 35.91 12.27

2 2 TiC 75.63 91.97 0.68 0.47 - - 23.61 7.20

3 3 TiC 71.80 90.56 0.36 0.26 - - 27.76 8.78

4 4 TiC 65.42 87.43 0.11 0.09 - - 34.27 11.49

5 5 TiC 76.81 92.84 0.16 0.11 - - 23.01 6.98

6 6 α + β 82.17 88.94 9.73 5.94 3.32 3.82 4.79 1.30

7 7 α + β 80.89 87.15 9.08 5.53 5.24 6.02 4.79 1.30

Ti64BEPM + 10TiB (Figure 22b)

MMC General
Composition 63.21 82.32 11.68 8.03 5.15 6.24 19.17 6.01

8 1 TiB 63.01 87.38 0.10 0.08 0.85 1.26 36.04 11.28

9 2 TiB 63.80 87.22 0.78 0.60 0.09 1.59 34.32 10.59

10 3 TiB 58.50 83.99 0.80 0.65 1.80 2.75 38.89 12.61

11 4 α + β 76.65 83.14 5.44 3.33 8.79 10.15 - -

12 5 TiAl
(?) 82.58 92.12 9.14 5.74 0.02 0.03 - -

13 6 α + β 77.66 85.88 6.09 7.16 5.67 3.53 - -

The following viewpoints can be emphasized in the summary. Due to the processes
involved in forming the structure of the composites during their sintering, the metal matrix
composite strengthened with TiB particles is characterized by a relatively stronger bond
between the metal matrix and the particles. In addition, TiB composites have relatively
smaller particle sizes that do not exceed a few microns. Compared to the particles size
in TiC MMC, when they sometimes reach several tens of micrometers, this is more than
an order of magnitude greater than for borides. On a top of it, TiC particles tend to form
relatively big aggregates of particles and form structural heterogeneity in the distribution
of particles within the matrix. As a result, the Ti64BEPM + (X)TiB material is more resistant
to high-strain-rate (dynamic) compression as opposed to TiC-containing analogs in a wide
range of strain rates and is less prone to the formation of localized plastic deformation
zones with the formation of adiabatic shear bands, followed by cracking. In a certain
way, this is confirmed by data on sound frequency measurement and vibration damping
(Table 2). According to these data, when the particles TiC are added into the Ti64BEPM
matrix their fraction increase causes the Sound Frequency gradually increases, and the
Damping increases with the particles TiC content raises up to 10%, and then falls (pp. 2–4
vs. p. 1, Table 2). If we compare MMCs containing TiB with those containing TiC, then
for equal volume fractions of particles these characteristics in both cases will be higher
for Ti64BEPM with TiB, namely: 13,624 Hz and 0.000284 versus 13,551 Hz and 0.000266
for 5% (p. 5 vs. p. 2, Table 2), and 14,219 Hz and 0.000322 versus 14,029 Hz and 0.000309
for 10% (p. 6 vs. p. 3, ibid); and, since the values of Young’s moduli remain almost equal
for MMCs with an equal fraction of strengthening particles (compare pp. 2 and 3 with 5
and 6, respectively, Table 2), then according to [47,48], the above differences in response
to the impulse excited vibrations will be more likely of all is due to the peculiarities of
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both the microstructure of the composites as whole, and the peculiarities of the interphase
boundaries between the Ti64 matrix and solid particles inside it. The action of the latter
interphase boundaries, which have a different nature than the α/β- boundaries present
in the matrix, complements and enhances the action of the boundaries between the α-
and β-phases, which play a decisive role in the formation of pores and cracks during
deformation of the free of solid particles Ti64 alloy [22].

The above-mentioned features of MMCs hardened with different types of solid parti-
cles have a fundamentally different effect on the localization of deformation under high
strain-rate loading. The TiB particles having much better bound to the matrix, and due to
the significant difference with latter in elastic moduli, strength, and plasticity [10,49], as
well as differences in their tribological properties [50], during deformation undergo intense
friction with the flowing and enveloping the broken fragments of TiB particles matrix [23].
This friction causes generation of additional intense heating at the TiB/α + β interfaces.
Moreover, an interface between dissimilar materials, even without defects on the contact
surfaces, creates an impedance to thermal transport that depends upon the differences in
the densities and phonon propagation speeds for the two materials [51], which additionally
contributes to local temperature raise. The consequence of these processes is the strong
heating in small regions near individual TiB particles oriented in a certain way with respect
to the applied load, which leads to local recrystallization of the matrix phases triggered
adjacent to TiB particles. The situation intensifies under dynamic conditions, when the
load takes place in a very short time (milliseconds), leaving no stage for the structure to
recover sufficiently, all this leads to the recrystallization processes that began, which leads
to the formation of nano size grains observed in Figure 21.

5. Conclusions

Based on the experimental data presented and their analysis, the following conclusions
could be drawn:

1. The mechanical behavior of the alloy Ti64 based composites made using BEPM
with different amounts of reinforcing particles: 5, 10, and 20% of TiC or 5, 10%
(vol.) of TiB was analyzed taking into account the Strain Energy, phase composition,
microstructure, and textures formed under dynamic and quasi static compression
using strain rates in the range 10−3−103·s−1.

2. All materials tested under dynamic conditions using SPB show high localization
of plastic deformation in matrix alloy, mainly near reinforcement particles. Such
localization was absent in materials tested under QSC.

3. The measured Strain Energy and Maximal Strain Rates demonstrate the highest
values for the cast and wrought alloy Ti64, followed by Ti64BEPM + 5TiC and
Ti64BEPM + 10TiB, and then Ti64BEPM free of reinforcing particles.

4. At high-strain SHPB tests, Ti64BEPM + XTiC composites have higher strength then
a conventional cast and wrought Ti64 alloy if the content of TiC particles does not
exceed 5% (vol.) and the strain rate does not exceed 1800 s−1. SE for Ti64BEPM + 5TiC
and Ti64BEPM + 10TiC gradually increases with the strain rates reaching a maximum
at 1800 s−1 and 1640 s−1, respectively, and then drops sharply as a result of brittle
fracture. Ti64BEPM + 20TiC fractures at progressively lower strain rates, less than
1470 s−1, and due to a significant decrease in strength and ductility, its SE level is
lower than that of Ti64BEPM + 5TiC. At lower strain rates, SE of Ti64BEPM + XTiB
composites is lower compared to Ti64BEPM + XTiC equally reinforced, but due to
higher plasticity of the composites Ti64BEPM + XTiB they exceed Ti64BEPM + XTiC
in SE at strain rates above 2200 s−1.

5. For Ti64BEPM alloy that does not contain reinforcing particles, the deformation
localization mechanism changes from macro to micro level when the strain rate
increases above 1800–2000 s−1. The localization of the macro level is characterized
by plastic flow affects multiple grains forming the adiabatic shear bands. The plastic
flow at the micro level is limited to separate α-phase lamellae. In Ti64BEPM +XTiC,
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the presence of particles gives emphasis to the localization of plastic deformation at
the micro level. This is due to appearance of interfacial boundaries TiC/α and TiC/β,
in addition to the interfacial boundaries α/β available in Ti64BEPM and the cast and
wrought Ti64. With a higher content of TiC (20 vol.%), carbide particles became the
weakest microstructure elements, which led to the brittleness of MMC and its fracture
at relatively low rates (less than 1500 s−1) due to the simultaneous crushing of carbide
particles and the formation of cracks inside the matrix.

6. The negative effect of TiC is related to the high brittleness of particles or their con-
glomerates, which can cause the MMC to fracture under compression with relatively
low strain rates. Stress concentration is formed at the interface between the carbide
fragments and the matrix. Stress concentration effect under compression is less pro-
nounced for MMC with TiB particles, which leads to an improvement in mechanical
behavior of MMC composites at a higher deformation rate.

7. Localization of plastic deformation at a high strain-rates compression of MMCs with
TiB, causes intense local overheating at the interface between the alloy matrix and
the particles of TiB. As a result, rapid dynamic recrystallization of matrix phases can
occur locally to form grains with a size of not more than 10 nm.

8. The damping ability of materials, which is analogous to the absorption of strain
energy, was measured by the analysis of resonance-frequency-damping capacity. It
shows that MMCs containing TiC or TiB particles absorb sound waves better in
comparison with Ti64BEPM alloy free from particles. It was explained by the presence
of interphases of TiC(TiB)/α, and TiC(TiB)/β in MMCs in addition to α/β interphases
in the matrix alloy. The extra interfaces additionally inhibit the dislocation motion.
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List of Acronyms

Acronym Term
Ti64 Commercial titanium alloy containing 6 (wt.)% Al and 4% V
Ti64GL Ti-6Al-4V alloy with globular microstructure
BEPM Blended Elemental Powder Metallurgy
Ti64BEPM Titanium based alloy Ti-6(wt.)%Al-4V produced using BEPM
MMC Metal Matrix Composite
Ti64BEPM + (X)TiC MMC on the base of Ti-6Al-4V alloy containing X(vol.%) of Titanium

Carbide (TiC) produced using BEPM
Ti64BEPM + (X)TiB MMC on the base of Ti-6Al-4V alloy containing X(vol.%) of Titanium Boride

(TiB) produced using BEPM
SE Strain Energy
QSC Quasi-Static compression
QST Quasi-Static tension
SHPB Split Hopkinson Pressure Bar
SEM Scanning Electron Microscopy
SE Secondary Electrons
BSE Back Scattered Electrons
EBSD Electron Backscatter Diffraction
ASB Adiabatic Shear Band
GAM Grain Average Misorientation
IPFz Inverted Pole Figure in “z” axis
TKD Transmission Kikuchi Diffraction
.
εmax Maximal Strain Rate for which specimens were not fractured during the

SHPB tests
.
εCr Critical Strain Rate for which specimens became fractured during SHPB

tests first time
εupper Maximum strain at fracture, or for the non-cracked specimens, equal to

strain at the moment of the specimen unloading
SEmax Maximal Strain Energy value obtained on SHPB impact tests at Maximal

Strain Rate
YS Yield Strength (on Tension)
UTS Ultimate Tensile Strength (on Tension)
El Relative elongation (on Tension)
RA Reduction in Area (on Tension)
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Abstract: The third-generation thermodynamic descriptions for Ta-Cr and Ta-V binary systems
were performed to construct the reliable thermodynamic database for refractory high-entropy alloys
(RHEAs) containing Laves phase. The third-generation Gibbs energy expressions of pure Cr and V in
both solid and liquid phases were established, from which the thermodynamic properties and thermal
vacancy can be well described. The thermodynamic descriptions of Ta-Cr and Ta-V over the whole
composition and temperature regions were carried out based on the reviewed phase equilibria and
thermodynamic data with the CALPHAD (CALculation of PHAse Diagrams) approach. Specifically,
the thermodynamic parameters of C14 and C15 Laves phases were evaluated by combining the
theoretically computed and experimentally measured thermodynamic properties as well as the
semiempirical relations. The calculated phase diagrams and thermodynamic properties in Ta-Cr and
Ta-V systems according to the present thermodynamic parameters had a nice agreement with the
experimental data even down to 0 K, indicating the reliability of the present modeling.

Keywords: third-generation thermodynamic description; Ta-Cr system; Ta-V system; CALPHAD;
Laves phase

1. Introduction

Refractory high-entropy alloys (RHEAs) demonstrate excellent mechanical properties
as well as good corrosion resistance and oxidation resistance up to 1600 ◦C, making them
considerable candidates for high-temperature applications [1–4]. Generally, RHEAs contain
refractory elements and form a single solid solution phase with a body-centered cubic
(BCC, A2) structure. The addition of the elements, such as Cr and V, which have strong
interactions with other refractory elements, can contribute to the formation of Laves phases
in RHEAs [5–7]. With a minor amount of precipitated Laves phase in A2 solution, the
strength of RHEAs can be significantly improved [6,7]. To identify the precipitation of Laves
phase in RHEAs, varieties of empirical criteria have been proposed [8–10]. With the rapid
development of a computational approach, the process of identifying the formation of Laves
phase in RHEAs can be sped up to meet unique requirements. Of varied computational
methods, the CALPHAD (CALculation of PHAse Diagrams) approach, which can calculate
the phase equilibrium in multicomponent alloys, is one of the most powerful methods for
Laves phases containing RHEA design and selection [11–13]. An accurate thermodynamic
database is the prerequisite in CALPHAD-type calculations.

To develop an accurate thermodynamic database over the whole temperature region
with physical sense, the concept of a third-generation thermodynamic database has been
proposed since 1995 [14]. Under this framework, several research groups [14–19] have
made efforts to establish new thermodynamic models for pure elements by using the Debye
or Einstein models. Recently, a kind of third-generation thermodynamic model [13], which
enables one to describe the thermodynamic properties of pure elements down to 0 K as well

159



Materials 2022, 15, 2074

as thermal vacancy concentration near the melting point, has been proposed by combining
the Segmented Regression (SR) model [15], two-state model [20] and thermal vacancy
description [18]. By applying such a model, a third-generation thermodynamic database
for MoNbTaW RHEAs was developed [13]. To further develop the third-generation ther-
modynamic databases for Laves containing RHEAs, reliable thermodynamic descriptions
for Laves phase are essential. Currently, the reports on third-generation thermodynamic
descriptions of Laves phase are rather limited in the literature. Jiang et al. [21,22] estab-
lished the third-generation Gibbs energy of Laves phase in the Ta-Cr and Cr-Nb systems by
considering the experimental heat capacity data with the SR model. Contrastingly, such a
strategy was not valid for those systems when the heat capacity data of Laves phase were
absent. Thus, a universal strategy to obtain thermodynamic description for Laves phase
is needed.

In this work, the Ta-Cr and Ta-V systems that contain the hexagonal C14 (MgZn2-
type) and cubic C15 (MgCu2-type) Laves phases are selected as the target. Following our
previous work [13], the third-generation Gibbs energy expressions of pure Cr and V will be
established first. Then, the experimental phase equilibrium and thermodynamic properties
in Ta-Cr and Ta-V systems will be reviewed and their discrepancies will be clarified. After
that, a universal strategy to obtain reliable thermodynamic parameters in Laves phase will
be proposed, and the thermodynamic modeling of the Ta-Cr and Ta-V binary systems will
be performed via the CALPHAD approach.

2. Thermodynamic Model

There are four stable phases (i.e., liquid, A2, C14, C15) in Ta-Cr and Ta-V binary
systems. The liquid and A2 are the solution phases, while C14 and C15 are the Laves phase.
Their thermodynamic models are briefly introduced as follows.

2.1. A2 and Liquid Solution Phases

To describe the thermal vacancy contribution in the A2 phase, the substitutional model
(i, j, Va), where Va denotes thermal vacancy, was used. The molar Gibbs energy of the A2
phase is as follows:

GA2
m = xiG

A2,d f
i + xjG

A2,d f
j + yva

1−yva
Gva + RT(xi ln xi + xj ln xj +

yva
1−yva

ln yva)

+(1− yva)xixj ∑
n=0

nLA2
i,j (xi − xj)

n + 1
1−yva

(xiyvaLA2
i,va + xjyvaLA2

j,va)
(1)

where R and T are the gas constant and absolute temperature, xi is the mole fraction of
element i, and yva is the thermal vacancy concentration. Li,j is the interaction parameter
between the elements i and j, and Li,Va is the one between the element i and thermal
vacancy. Gva represents the Gibbs energy of thermal vacancy in the A2 phase. GA2, d f

i in
Equation (1) is the molar Gibbs energy of the defect-free element i, the expression of which
will be developed by using the SR model [15]. For the liquid phase, its molar Gibbs energy
expression is similar to that of the A2 phase but excludes the contribution from the thermal
vacancy (to make yva = 0 in Equation (1)). The Gibbs energy of pure element in a liquid
state will be established by applying the two-state model [20].

2.2. C14 and C15 Laves Phases

A two-sublattice model (i, j)2 (i, j) was employed to describe the solid solubility in C14
and C15 phases. Take the C15 phase in Ta-Cr binary, for example; its molar Gibbs energy is
given as follows:

GC15 = 0GC15
Cr:Tay′Cry′′Ta +

0GC15
Cr:Cry′Cry′′Cr +

0GC15
Ta:Tay′Tay′′Ta +

0GC15
Ta:Cry′Tay′′Cr

+2RT(y′Cr ln y′Cr + y′Ta ln y′Ta) + RT(y′′Cr ln y′′Cr + y′′Ta ln y′′Ta)

+y′Cry′′Cry′′Ta
0LC15

Cr:Cr,Ta + y′Tay′′Cry′′Ta
0LC15

Ta:Cr,Ta + y′Cry′Tay′′Cr
0LC15

Cr,Ta:Cr + y′Cry′Tay′′Ta
0LC15

Cr,Ta:Ta

(2)
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where y′i and y′′i denote the site fractions in the first and second sublattice of element i.
0GC15

i:j is the end-member Gibbs energy when the first sublattice is occupied by i while the
second sublattice is occupied by j. Its expression is given as

0GC15
i:j = A + B · T + 2 · GA2,def

i + GA2,def
j (3)

where A and B are the coefficients to be optimized. 0LC15
Cr:i.j and 0LC15

Ta:i.j are the interaction
parameters between i and j in the second sublattice when the first is occupied by Cr or Ta.
Similarly, 0LC15

i.j:Cr and 0LC15
i.j:Ta represent the interaction parameters between i and j in the first

sublattice when the second sublattice is occupied by Cr or Ta, which are all also needed to
be determined during the thermodynamic assessment.

3. Results
3.1. The Third-Generation Gibbs Energy Expressions for Pure Cr and V

The reliable thermodynamic properties of pure Cr and V are the essential inputs to
establish their Gibbs energy expressions. Recently, the measured thermodynamic prop-
erties including heat capacity (Cp), heat content (HT–H298), enthalpy of fusion for pure
Cr and V have been collected and reviewed by Obaied et al. [19] and Arblaster [23], re-
spectively. The discrepancies of the measured data from different resources have been
clearly clarified by them. Therefore, the reviewed thermodynamic properties are adopted
in the present modeling. In addition, the thermal vacancy concentrations in pure Cr and V
at their melting temperature were experimentally investigated by means of modulation
and drop methods [24,25]. It is generally accepted that the effects of thermal vacancy on
thermodynamic properties will become obvious with the temperature above 2/3Tm [18].
Thus, the expressions of defect-free Gibbs energy expressions (GA2,d f

i ) in Equation (1) of
pure Cr and V in their solid stable states (below Tm) were evaluated by fitting the exper-
imental heat capacity from 0 K to 2/3Tm. As for the expressions above Tm, the strategy
making Cp and dCp/dT curves continue at Tm was used. Then, the interaction parameter
Li,Va was evaluated by considering the thermodynamic properties above 2/3Tm as well
as the thermal vacancy concentration at melting point. The Gibbs energy of the A2 phase
with thermal vacancy over the whole temperature range for Cr and V can be evaluated by
combining the estimated GA2,d f

i and Li,Va.The molar Gibbs energies of pure Cr and V in a
liquid state were obtained with a two-state model by considering the experimental entropy,
enthalpy and heat capacity at and above Tm. The finally obtained third-generation Gibbs
energies for solid and liquid Cr and V are listed in Table 1.

Figure 1a,d show the calculated Cp of pure Cr and V in their solid A2 and liquid states.
The experimental Cp data [26–46] are also appended in the figure for comparison, showing
a nice agreement with present calculations. Figure 1b,d show the calculated HT-H298 of
pure Cr and V from 298 to 4000 K together with the reported data [23,47–51]. An excellent
agreement can be observed. The Gibbs energies of solid A2 and liquid phases in pure Cr
and V from 0 K to 6000 K were calculated and displayed in Figure 1c,f, revealing the lattice
stability over the whole temperature range.

With the present established Gibbs energies, the thermal vacancy can be the equilib-
rium concentration of thermal vacancy in pure Cr, and V can be predicted by the following
relation [18]:

yva = exp(−
GA2,d f

i + LA2
i,va(1− yva)

2

RT
) (4)

Figure 2 shows the calculated thermal vacancy concentrations in solid Cr and V. As
can be seen, the thermal vacancy concentrations increase with the increase in temper-
atures, and a dramatic increase can be observed near the melting points. Besides, the
present predicted thermal vacancy concentrations are in good agreement with those from
measurements [24,25] at melting points. The above results indicate the reliability of the
established third-generation Gibbs energies for pure Cr and V.
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3.2. Thermodynamic Descriptions of Ta-Cr and Ta-V Binary Systems

Ta-Cr and Ta-V binary systems were thermodynamically assessed by several research
groups [52–56]. In these thermodynamic modeling, the Gibbs energy of pure elements were
taken from SGTE (Scientific Group Thermodata Europe) data [57], which is also known as
the second generation of thermodynamic description. In this description, the Gibbs energy
was expressed as empirical temperature polynomials and valid only down to 298 K. In
this section, the Ta-Cr and Ta-V binary systems were thermodynamically re-assessed by
utilizing the above established third-generation Gibbs energy expressions for pure Cr and
V as well as those for Ta from our previous work [13]. In addition, an effective strategy
to obtain Gibbs energy for Laves phase was proposed and applied to C14 and C15 Laves
phases in Ta-Cr and Ta-V systems.

Since the experimental phase equilibrium and thermodynamic properties in the Ta-Cr
binary system have been recently reviewed by Jiang et al. [22], their reviewed data were
adopted in the present modeling. As for the Ta-V binary system, most of the reported data
have been reviewed by Danon and Servant [55] (2004). Thus, only the latest experimental
data in the Ta-V binary system available in the literature will be briefly summarized and
their discrepancies will be clarified. The greatest controversy in the Ta-V binary system
is focused on the phase transition between C14 and C15 Laves phases. By reviewing the
existing experimental data, Danon and Servant [55] concluded that C14 existed at a high
temperature, while C15 existed at a low temperature, and there was a narrow (C15 + C14)
two-phase region from 1400 to 1548 K. In addition, the eutectoid (C14→ C15+A2) and
peritectoid (C14 + A2→ C15) reactions can be found in the V-rich and Ta-rich sides. After
that, Pavlů et al. [56] pointed out that the C14 phase was more stable than C15 at 0 K
based on their ab initio calculations. Thus, in their thermodynamic modeling, the C14
existed in two temperature regions, that is, from 0 to 626 K and from 1409 to 1703 K. Later,
the measurements from Khan et al. [58] indicated that C14 was not found in four Ta-V
alloys, which were annealed at 1473 K for 15 days. However, the recent phase equilibrium
investigations in ternary Ta-V-Ni [59] and Ta-V-Co [60] systems displayed that the C14
phase existed in the Ta-V side at 1473 and 1573 K but was not found at 1173, 1273 and
1373 K after long-time annealing. Since no further experimental data confirm the existence
of C14 below 626 K, as proposed by Pavlů et al. [56], the phase relationship between C14
and C15 recommended by Danon and Servant [55] was adopted in the present modeling.

During the thermodynamic modeling, the interaction parameters of the liquid and
A2 phases were evaluated by considering the liquidus, solidus temperatures and invariant
reactions. To obtain accurate thermodynamic descriptions for C14 and C15 Laves phases,
the values of end-members in Equation (2) should be fixed initially. In this work, the values
of 0GCr:Ta and 0GV:Ta were evaluated by considering the experimental thermodynamic
properties referenced to Cr2Ta and V2Ta alloys, which generally locate in the stable C14 or
C15 phase region. The endmembers 0GCr:Cr,

0GTa:Ta and 0GV:V are the Gibbs energies of
pure elements with MgZn2-type (C14) and MgCu2-type (C15) crystal structures, which are
the metastable ones, and their values cannot be directly obtained from the experimental
investigation. Sluiter [61] computed the formation energies of a great deal of pure ele-
ments at 0 K in a variety of structures, including C14 and C15 by using electronic density
functional theory (DFT). These theoretically predicted values can be served as start values
for 0GCr:Cr,

0GTa:Ta and 0GV:V . To satisfy the Wagner–Schottky defects, there should be
a constraint among the end-members when applying the two-sublattice model, that is,
0G i:i +

0G j:j = 0G i:j +
0G j:i [62]. In the present work, the values of 0GTa:Cr and 0GTa:V

are obtained by applying the above constraint. The interaction parameters in C14 and
C15 Laves phase were adjusted to reproduce the invariant reactions. The thermodynamic
parameters of Ta-Cr and Ta-V binary systems are summarized in Table 2.

Figure 3 shows the calculated phase diagrams of Ta-Cr and Ta-V binary systems ac-
cording to the present thermodynamic descriptions. It shows that most of the experimental
data [63–72] can be well reproduced. There are two invariant reactions between C14 and
C15 Laves phases in Ta-Cr system, including a eutectoid reaction C14→ A2(Cr) + C15 and
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a peritectoid reaction (C14 + A2(Ta)→ C15), as shown in the enlarged area in Figure 3a.
A similar phase transition between C14 and C15 Laves phases in the Ta-V system can
be observed. There is an azeotropic melting point in the Ta-V binary system, as shown
in Figure 3b. The composition and temperature of this azeotropic melting point were
calculated to be 12.4 at.% Ta and 2156 K, which were close to the measured ones [68–70].
Table 3 summarizes the calculated compositions and temperatures of the invariant reactions
in Ta-Cr and Ta-V systems together with those from measurements [67–72] and previous
calculations [53–56]. The present calculations agree reasonably with most of the measured
data. Besides, the present results are quite close to those from previous assessments [53–56].
Figure 4 (a) presents the calculated activity of Cr over the whole composition range in the
Ta-Cr system at 1472 K compared with the experimental data [73]. As can be seen, the
calculations are within the uncertainty range of the experimental data. Figure 4b shows the
calculated enthalpy of formation in the Ta-Cr system at 0 and1693 K, and the measured
data [73] and DFT calculations [54,56,73–75] are also appended for a comparison. The
calculated enthalpy formation of the C15 phase at 1693 K has a nice agreement with that
from measurement [73]. In addition, the calculated enthalpy of formation at 0 K is more
negative than that at 1693 K. Figure 4c gives the calculated enthalpy formation in the Ta-V
system at 0 K. Since the theoretically computed formation enthalpy in the C15 phase from
different sources is rather scattered, the present calculated result is reasonable.

Table 2. Summary of the thermodynamic parameters of Ta-Cr and Ta-V binary systems.

Systems Phases Thermodynamic Parameters (J/mol)

Ta-Cr

Liquid 0LLiquid
Cr,Ta = +5647.3− 4.576T; 1LLiquid

Cr,Ta = +10555.4− 1.121T; 2LLiquid
Cr,Ta = −21769.6 + 3.718T

A2 0L A2
Cr,Ta = +84411.6− 30.246T; 1L A2

Cr,Ta = +50274.2− 21.825T; 2L A2
Cr,Ta = −4321.6

C14

0GC14
Cr:Cr = +83400.0 + 3GA2,d f

Cr
0GC14

Ta:Ta = +29100.0 + 3GA2,d f
Ta

0GC14
Cr:Ta = −19550.7− 5.770T + 2GA2,d f

Cr + GA2,d f
Ta

0GC14
Ta:Cr = +132050.7 + 5.536T + GA2,d f

Cr + 2GA2,d f
Ta

0LC14
Cr,Ta:∗ = +219623.9− 74.407T; 0LC14

∗:Cr,Ta = +95266.4− 77.887T

C15

0GC15
Ta:Ta = +33600.0 + 3GA2,d f

Ta
0GC15

Cr:Cr = +79200.0 + 3GA2,d f
Cr

0GC15
Cr:Ta = −26555.2− 2.170T + 2GA2,d f

Cr + GA2,d f
Ta

0GC15
Ta:Cr = +139755.2 + 1.813T + GA2,d f

Cr + 2GA2,d f
Ta

0LC15
Cr,Ta:∗ = +51828.2 + 8.181T; 0LC15

∗:Cr,Ta = −61398.1 + 7.891T

Ta-V

Liquid 0LLiquid
V:Ta = −5751.2; 1LLiquid

V:Ta = −3341.9

A2 0L A2
V:Ta = +3731.5; 1L A2

V:Ta = −10998.9

C14

0GC14
Ta:Ta = +29100.0 + 3GA2,d f

Ta
0GC14

V:V = +28800.0 + 3GA2,d f
V

0GC14
V:Ta = −18925.2 + 2GA2,d f

V + GA2,d f
Ta

0GC14
Ta:V = +76825.2 + GA2,d f

V + 2GA2,d f
Ta

0LC14
V,Ta:∗ = −11321.2; 0LC14

∗:V,Ta = −6751.6

C15

0GC15
Ta:Ta = +33600.0 + 3GA2,d f

Ta
0GC15

V:V = +33000.0 + 3GA2,d f
V

0GC15
V:Ta = −23389.9 + 3.004T + 2GA2,d f

V + GA2,d f
Ta

0GC15
Ta:V = +89989.9− 3.004T + GA2,d f

V + 2GA2,d f
Ta

0LC15
V,Ta:∗ = −349.549 + 1.025T; 0LC15

∗:V,Ta = −7515.567
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Table 3. Calculated temperatures and compositions of invariant reactions in Ta-Cr and Ta-V binary
systems in comparison with the measured ones [67–72] and previous calculated ones [53–56].

Systems Reactions Temperature (K) Composition (at. %Ta) Ref.

Ta-Cr

Liquid→ C14

2293.0 ± 20 – 33.30 – [67] (Exp.)
2309.7 – 34.90 – [53] (Cal.)
2304 – 34.22 – [54] (Cal.)

2290.0 – 34.87 – This work (Cal.)

Liquid→ A2(Cr) + C14

2033.0 ± 20 ~13.00 ~4.00 ~30.00 [67] (Exp.)
2040.0 ± 10 ~10.50 ~3.50 ~30.00 [68] (Exp.)

2044.7 11.53 4.53 30.03 [53] (Cal.)
2065.1 9.88 3.89 30.65 [54] (Cal.)
2041.9 9.59 3.68 29.94 This work (Cal.)

Liquid→ A2(Ta) + C14

2238.0 ± 20 ~50.0 ~73.00 ~38.00 [67] (Exp.)
2223.4 49.41 72.75 37.90 [53] (Cal.)
2239.2 49.96 73.32 37.70 [54] (Cal.)
2239.0 52.12 74.13 38.21 This work (Cal.)

C14→ A2(Cr) + C15

1933.0 ~31.40 – ~33.00 [67] (Exp.)
1917.2 30.96 2.81 32.23 [53] (Cal.)
1903.3 30.97 1.87 31.11 [54] (Cal.)
1921.0 30.83 2.17 31.15 This work (Cal.)

C14 + A2(Ta)→ C15

1968.0 ~35.00 – ~36.00 [67] (Exp.)
1982.9 35.17 80.58 35.55 [53] (Cal.)
1991.2 37.29 84.72 37.39 [54] (Cal.)
1969.0 35.52 83.86 35.72 This work (Cal.)

Ta-V Liquid→ A2

2153.0 – 11.00 – [70] (Exp.)
2098.0 – 15.00 – [69] (Exp.)

– – 12.00 – [68] (Exp.)
2099 – 12.89 – [55] (Cal.)
2099 – 12.89 – [56] (Cal.)

2156.0 – 12.40 – This work (Cal.)
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Table 3. Calculated temperatures and compositions of invariant reactions in Ta-Cr and Ta-V binary
systems in comparison with the measured ones [67–72] and previous calculated ones [53–56].

Systems Reactions Temperature (K) Composition (at. %Ta) Ref.

A2→ C14

1693.0 – ~33.00 – [71] (Exp.)
1702.2 – 32.70 – [55] (Cal.)
1703.3 – 32.62 – [56] (Cal.)
1693.0 – ~33.00 – [72] (Exp.)
1695.1 – 33.22 – This work (Cal.)

C14 + A2(Ta)→ C15

1553.0 36.00 37.00 55.00 [72] (Exp.)
1550.2 35.97 37.36 50.27 [55] (Cal.)
1556.1 36.14 37.78 57.21 [56] (Cal.)
1552.5 35.87 37.02 50.46 This work (Cal.)

C14→ A2(V) + C15

1398.0 29.00 9.00 31.50 [72] (Exp.)
1403.0 31.02 6.48 31.29 [55] (Cal.)
1409.5 30.69 3.41 31.64 [56] (Cal.)
1396.0 30.70 8.90 31.85 This work (Cal.)
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Figure 4. Calculated thermodynamic properties in Ta−Cr and Ta-V systems together with reported
data [54,56,73–75]: (a) activity of Cr in Ta-Cr system at 1472 K; (b) enthalpy of formation in Ta-Cr
system at 0 and 1693 K; (c) enthalpy of formation in Ta-V system at 0 K.

Figure 5 shows the calculated Cp of Cr2Ta and V2Ta alloys from 0 to 1400 K. Based on
the present modeling, Cr2Ta and V2Ta alloys locate in the C15 single phase region below
1948.6 and 1446.7 K. Although the experimental Cp data were not considered during the
modeling, the present calculations show a nice agreement with the reported data [76,77].
The calculations from previous thermodynamic assessments [52–56] are also presented in
Figure 5 for a comparison. As shown in Figure 5a, the calculated Cp of Cr2Ta from [53,54]
are quite close to the present calculated ones at high temperatures, while obvious deviations
can be observed at low temperatures (below 298 K). The present calculations show better
agreement with the measured ones. In addition, the values of Cp for Cr2Ta and V2Ta
alloys, according to the previous assessments [53–56], decrease rapidly as the temperature
decreases and become negative at 85 and 62 K, which is physically inaccurate. It also
implies that the present thermodynamic description of C15 Laves phase in Ta-Cr and Ta-V
binary systems is reliable. It is highly believed that the present strategy to establish the
thermodynamic descriptions of Laves phase is reliable, which can be applied to develop
the third-generation thermodynamic database for Laves phases containing RHEAs.
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4. Conclusions

• The third-generation Gibbs energy expressions of pure Cr and V in both the liquid
and A2 phases were established. By applying these expressions, the thermodynamic
properties down to 0 K and thermal vacancy near the melting point can be well
described. Besides, the lattice stability of Cr and V over the whole temperature range
can be guaranteed.

• Based on the third-generation Gibbs energy expressions of pure elements, the Ta-Cr
and Ta-V binary systems were thermodynamically assessed by considering the re-
viewed phase equilibria and thermodynamic data with the CALPHAD approach. A
strategy to estimate the Gibbs energy of Laves phase was proposed by combining
the theoretically computed and experimentally measured thermodynamic properties
as well as semiempirical relation. Such a method was applied to C14 and C15 Laves
phases in Ta-Cr and Ta-V binary systems. The calculated phase diagrams and ther-
modynamic properties showed nice agreement with the measured ones. Significant
improvements can be observed at low temperatures compared with those from the
second-generation thermodynamic descriptions, indicating the high reliability of the
present thermodynamic descriptions.
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Abstract: Nb3Sn plays an irreplaceable role in superconducting parts due to its stable performance
under high field conditions. Accurate phase equilibria and interdiffusion coefficients are of great
significance for designing novel Nb3Sn superconductors. However, the related experimental informa-
tion is still in a state of scarcity because of the difficulty in fabrication of Nb-Sn alloys caused by the
large difference in melting points of Nb and Sn. In this paper, a simple but pragmatic approach was
first proposed to prepare the Nb/Sn liquid-solid reactive diffusion couples (LSDCs) at 1100 ◦C and
1200 ◦C, of which the phase identification of the formed layer and the measurement of composition-
distance profiles were conducted. The formed layer in Nb/Sn LSDCs was confirmed to be Nb3Sn
compound. While the measured composition profiles were employed to determine the phase equilib-
ria according to the local equilibrium hypothesis and the interdiffusion coefficients with an aid of the
latest version of HitDIC software. The determined phase equilibria of Nb3Sn, (Nb) and liquid show
good agreement with the assessed phase diagram. While the calculated interdiffusion coefficients and
activation energy for diffusion in Nb3Sn are consistent with both experimental and theoretical data
in the literature. Moreover, the growth of the formed Nb3Sn layer in Nb/Sn LSDCs was also found
to be diffusion controlled. All the obtained phase equilibria and interdiffusion coefficients are of
great value for further thermodynamic and kinetic modeling of the Nb-Sn system. Furthermore, it is
anticipated that the presently proposed approach of fabricating liquid-solid reactive diffusion couple
should serve as a general one for various alloy systems with large differences in melting points.

Keywords: liquid-solid diffusion couple; Nb-Sn system; Nb3Sn; phase equilibria; diffusion; HitDIC

1. Introduction

Due to its high superconducting critical temperature Tc = 18 K, high superconducting
critical magnetic field Hc = 27T (4 K) and stable performance [1], Nb3Sn superconductor has
been of great importance in high field working environments since the 1960s [2]. Tokamak
device, used in nuclear-fusion research for magnetic confinement of plasma, is the core
unit of both the International Thermonuclear Experimental Reactor (ITER) project and the
China Fusion Engineering Test Reactor (CFETR) project. Nb3Sn acts as the vital toroidal
field coil in Tokamak devices [3]. However, as one of A15 type intermetallic compounds
in the cubic lattice system [4], Nb3Sn owns the poor plasticity and toughness, and can
be easily damaged, resulting in destruction of superconductivity. In order to improve
the properties/performance of Nb3Sn-based parts and even explore novel Nb3Sn-based
alloys, accurate phase equilibria and diffusion coefficients [5,6] are the prerequisites for
understanding the Nb-Sn and its related systems. Unfortunately, a very large difference
in melting points between Nb (2468 ◦C) and Sn (231.89 ◦C) makes it extremely difficult
to fabricate the Nb-Sn alloys. To overcome this problem, researchers have made many
attempts, and developed several techniques for preparing Nb-Sn alloys, including the
powder-in-tube process [7], the bronze process [8], the internal tin process [9], the restacked
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rod process [10], the powder metallurgy method [11], and so on. Even so, the experimental
data on phase equilibria and diffusion coefficients of the Nb-Sn binary system are still in a
state of scarcity.

Up to now, only about 10 groups of researchers have performed experimental measure-
ment of phase equilibria of the binary Nb-Sn system [12–20]. Based on the limited experi-
mental phase equilibrium information, Toffolon [18] performed a CALPHAD (CALculation
of PHAse Diagram) [21] thermodynamic assessment of Nb-Sn system in 1998. During
the assessment, Toffolon [18] adopted the conclusion of Massalski [17] and Shunk [22]
that Nb3Sn would not be stable below 796 ◦C. However, on account of the enthalpy of
formation of Nb3Sn determined by drop calorimetry and other new literature data [13–15],
it was believed that Nb3Sn can exist stably down to the room temperature. Then in 2002,
Toffolon [19] updated the thermodynamic assessment of binary Nb-Sn system accord-
ingly. Although the calculated phase equilibria of binary Nb-Sn system according to the
thermodynamic descriptions by Toffolon [19] are in general agreement with the limited
experimental data [12–16,20], it is still necessary to provide more accurate experimental
phase equilibrium data for further validation. While for the diffusion coefficients in Nb-Sn
binary, there is only one report from Wallach [23], who obtained the interdiffusion coeffi-
cients of Nb3Sn from the ternary Cu-Nb-Sn system measured by two different methods, i.e.,
the Nb-bronze multi-layered thin-film composites and the multi-filamentary composites.
Moreover, the data from Wallach [23] only cover the low-temperature range between 350 ◦C
and 800 ◦C. Again, accurate experimental diffusion coefficients of the binary Nb-Sn system,
especially at high temperatures, are in urgent need.

Consequently, the major objectives of this paper are: (i) to fabricate the Nb/Sn liquid-
solid reactive diffusion couples (LSDCs) at 1100 ◦C and 1200 ◦C. Here, a simple but prag-
matic approach is to be proposed for preparing the Nb/Sn LSDCs, of which the melting
points of two end-members show a large difference; and (ii) to apply the prepared Nb/Sn
LSDCs to determine the accurate phase equilibria and interdiffusion coefficients of the
binary Nb-Sn system at the corresponding temperatures. The phase equilibria are to be
measured based on the classic local equilibrium hypothesis, while the interdiffusion coeffi-
cients of the compound Nb3Sn will be evaluated by using the HitDIC (High-throughput
Determination of Interdiffusion Coefficients) software [24–27], based on the measured
composition-distance profiles over the interdiffusion zones in Nb/Sn LSDCs.

2. Materials and Methods

The raw materials for preparing Nb/Sn LSDCs were Nb blocks (25 × 15 × 14 mm)
with a purity of 99.99% (wt.%) and Sn particles (1~2 mm in diameter) with a purity of
99.99% (wt.%). The Nb block was fixed on the leveling workbench for blind hole processing.
An Nb cap (25× 15× 3 mm) was first cut from the Nb block by means of the wire-electrode
technique, and then a blind hole (17 × 9 × 6 mm) was dug by the drill bit in the center
of the remaining Nb block. Considering that the high-speed rotation of the drill bit may
generate a large amount of heat, causing the slight oxidation on the surface of the Nb block,
it is thus necessary to polish the inner surface of the blind hole after machining to remove
the oxide layer and level the inner surface. After that, Sn particles were filled into the hole,
and the Nb block was welded and sealed with the Nb cap. The assembled Nb/Sn LSDC is
schematically shown in Figure 1a.

Two identical Nb/Sn diffusion couples were put into the corundum boats equipped
with quartz cotton. The corundum boats containing the samples were preheated for a
few minutes at the furnace port and then subjected to annealing at 1100 ◦C for 2.33 h
and 1200 ◦C for 2 h in a high-temperature vacuum tube furnace (GSL1700X, Hefei Kejing
Materials Technology Co., Ltd., Hefei, China), respectively. There are three reasons for
choosing the annealing temperatures as 1100 ◦C and 1200 ◦C. First, according to the
assessed phase diagram [19], only three stable phases (bcc, liquid and Nb3Sn) exist in the
Nb-Sn binary system between 911 ◦C~2152 ◦C. Such simple phase equilibria are beneficial
for the study on thermodynamic and diffusion properties related to the Nb3Sn phase.
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Second, no experimental studies on the phase equilibria in Nb-Sn binary system around
1100 ◦C. Third, the reported interdiffusion coefficients of Nb3Sn phase only cover the low-
temperature range (350 ◦C~800 ◦C), and more information on interdiffusion coefficients of
Nb3Sn phase at higher temperatures is highly needed. Moreover, the formation of Nb3Sn
phase was clearly observed in Nb-bronze multi-filamentary composites after annealing
at 700 ◦C for only 1 h in the work of Ref. [28]. Therefore, the annealing time at 1100 ◦C
and 1200 ◦C was chosen to be around 2 h for the formation of Nb3Sn phase with sufficient
thickness in Nb/Sn LSDCs. At both 1100 ◦C and 1200 ◦C, the Nb block keeps the solid
state, while the Sn particles are melted into the liquid state. The schematic diagrams for
top view and side view of Nb/Sn LSDC are displayed in Figure 1b,c. After annealing, the
Nb/Sn LSDCs were quickly quenched in liquid nitrogen. Subsequently, each Nb/Sn LSDC
was cut into five pieces, and metallographically polished for the subsequent analysis of
interdiffusion zones over the Nb/Sn interface. The photos of the physical samples of the
Nb/Sn LSDCs after quenching are presented in Figure 1d,e. The optical microscopy (OM),
scanning electron microscope (SEM), electron probe micro-analysis (EPMA), and electron
backscattered diffraction (EBSD) techniques were used to analyze the microstructure and
composition of the Nb/Sn LSDCs.
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Figure 1. Geometry of Nb/Sn LSDC: (a) Schematic diagram for the assembled Nb/Sn LSDC; (b) top
view and (c) side view of Nb/Sn LSDC during the heat treatment. Typical photos of physical sample
for the Nb/Sn LSDC after annealing at 1200 ◦C for 2 h: (d) top view and (e) side view.

3. Results and Discussion
3.1. Phase Equilibria

According to the Nb-Sn binary phase diagram assessed by Toffolon [19], three phases
are stable over the temperature range of 911~2152 ◦C, i.e., bcc, Nb3Sn and liquid. The
microstructure of the Nb/Sn LSDCs annealed at 1100 ◦C and 1200 ◦C taken from the position
of the red circle in Figure 1e are respectively shown in Figure 2a,b. As can be observed in the
figures, one apparent layer formed over the interdiffusion zone across the Nb/Sn interface
at both 1100 and 1200 ◦C. The composition of the formed layer was measured by means of
the EPMA technique, while its crystal structure (at point 1 in Figure 2b) was characterized
by using the EBSD technique, as shown in Figure 3. Both EPMA and EBSD results indicated
that the layer formed over interdiffusion zone is the Nb3Sn phase, which corresponds well
with the Nb-Sn phase diagram assessed by Toffolon [19]. Moreover, the average size of Nb3Sn
grains annealed at 1200 ◦C for 2 h was measured to be 4.36 ± 0.85 µm.
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Figure 2. BSE images of Nb/Sn LSDCs annealed (a) at 1100 ◦C for 2.33 h, and (b) at 1200 ◦C for 2 h.
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Figure 3. (a) EBSD pattern of Nb3Sn phase and (b) its index calibration in Nb/Sn LSDC annealed at
1200 ◦C for 2 h. The pattern was acquired with the voltage of 20 kV, and the specimen tilting angle
was set to 70◦.

As also indicated in Figure 2, the EPMA scans of the compositions in Nb/Sn LS-
DCs across the entire diffusion zone perpendicularly to the diffusion interface were per-
formed, and the obtained composition-distance profiles are displayed as scattered points in
Figure 4a,b. Here, it should be noted that two EPMA runs were conducted for Nb/Sn LSDC
at each temperature. Based on the measured composition-distance profiles, the average
thickness of the Nb3Sn phase layer can be evaluated to be 6.63 ± 1.86 µm at 1200 ◦C for 2 h
and 3.43 ± 0.62 µm at 1100 ◦C for 2.33 h.
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Figure 4. Experimental composition-distance profiles in the Nb/Sn LSDCs annealed (a) at 1100 ◦C for
2.33 h, (b) at 1200 ◦C for 2 h, compared with the corresponding model-predicted composition-distance
profiles by HitDIC. Note that the caption “Experiment 1, 2 and 3” in the figures denotes the three
separate measurements of composition profiles for each annealed Nb/Sn sample.

The measured concentration profiles of Nb/Sn LSDCs at two temperatures were then
superimposed on the Nb-Sn binary phase diagram from Toffolon [19], as presented in
Figure 5. It is worth mentioning that there should be no two-phase mixture regions in
binary diffusion couples because they are thermodynamically forbidden. Thus, based on
the local equilibrium hypothesis at the phase interfaces, the equilibrium compositions of
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phases could be obtained by extrapolating the measured concentration profiles to the phase
interfaces. The concentration profiles of Nb3Sn and liquid phases can be clearly seen in
Figure 5, and their equilibrium compositions at 1100 and 1200 ◦C were determined and
marked by solid circles in Figure 5 and summarized in Table 1. As can be clearly seen
in the figure, the determined homogeneity range of Nb3Sn compound at both 1100 ◦C
and 1200 ◦C are in good agreement with the assessed phase equilibria by [19]. Moreover,
it is astonishing to see a general agreement between the determined solubility limits of
Nb in liquid (Sn) at both 1100 ◦C and 1200 ◦C and the assessed ones [19] exist, though
there should be some further phase transformations from the remaining liquid to solids
during quenching of LSDCs. For the solubility of Sn in (Nb) phase, the determined value
at 1200 ◦C is in good consistency with the assessed one [19], as displayed in Figure 5.
However, the solubility of Sn in (Nb) phase at 1100 ◦C cannot be accurately determined
due to the relatively scattered composition profile of Nb/Sn LSDC at 1100 ◦C. Instead, a
rough value between 3.1 at.% and 7.1 at.% was proposed for the solubility of Sn in (Nb)
phase at 1100 ◦C, which is still close to the assessed one by [19]. Based on Figure 5 and the
above analysis, the phase equilibria in binary Nb-Sn system at both 1100 ◦C and 1200 ◦C
determined by the present LSDCs and predicted by thermodynamic assessment [19] should
be reliable.

Materials 2021, 14, x FOR PEER REVIEW 5 of 10 
 

 

The measured concentration profiles of Nb/Sn LSDCs at two temperatures were then 

superimposed on the Nb-Sn binary phase diagram from Toffolon [19], as presented in 

Figure 5. It is worth mentioning that there should be no two-phase mixture regions in 

binary diffusion couples because they are thermodynamically forbidden. Thus, based on 

the local equilibrium hypothesis at the phase interfaces, the equilibrium compositions of 

phases could be obtained by extrapolating the measured concentration profiles to the 

phase interfaces. The concentration profiles of Nb3Sn and liquid phases can be clearly seen 

in Figure 5, and their equilibrium compositions at 1100 and 1200 °C were determined and 

marked by solid circles in Figure 5 and summarized in Table 1. As can be clearly seen in 

the figure, the determined homogeneity range of Nb3Sn compound at both 1100 °C and 

1200 °C are in good agreement with the assessed phase equilibria by [19]. Moreover, it is 

astonishing to see a general agreement between the determined solubility limits of Nb in 

liquid (Sn) at both 1100 °C and 1200 °C and the assessed ones [19] exist, though there 

should be some further phase transformations from the remaining liquid to solids during 

quenching of LSDCs. For the solubility of Sn in (Nb) phase, the determined value at 1200 

°C is in good consistency with the assessed one [19], as displayed in Figure 5. However, 

the solubility of Sn in (Nb) phase at 1100 °C cannot be accurately determined due to the 

relatively scattered composition profile of Nb/Sn LSDC at 1100 °C. Instead, a rough value 

between 3.1 at.% and 7.1 at.% was proposed for the solubility of Sn in (Nb) phase at 1100 

°C, which is still close to the assessed one by [19]. Based on Figure 5 and the above analy-

sis, the phase equilibria in binary Nb-Sn system at both 1100 °C and 1200 °C determined 

by the present LSDCs and predicted by thermodynamic assessment [19] should be relia-

ble. 

 

Figure 5. Comparison between the experimental composition profiles measured in this study and 

the Nb-Sn binary phase diagram calculated according to the thermodynamic parameters assessed 

by Toffolon [19]. 

Table 1. Equilibrium compositions for different phases measured from the Nb/Sn LSDCs. 

Temperature 

(°C) 

Equilibrium Phases 
Equilibrium Compositions  

(at.% Sn) 

Phase 1 Phase 2 Phase 1 Phase 2 

1100 bcc Nb3Sn 3.1~7.1 24.6 

Figure 5. Comparison between the experimental composition profiles measured in this study and the
Nb-Sn binary phase diagram calculated according to the thermodynamic parameters assessed by
Toffolon [19].

Table 1. Equilibrium compositions for different phases measured from the Nb/Sn LSDCs.

Temperature (◦C)
Equilibrium Phases Equilibrium Compositions

(at.% Sn)

Phase 1 Phase 2 Phase 1 Phase 2

1100
bcc Nb3Sn 3.1~7.1 24.6

Nb3Sn liquid 27.6 99.4

1200
bcc Nb3Sn 5.7 24.4

Nb3Sn liquid 27.6 99.1
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3.2. Interdiffusion Coefficients

Based on the experimental composition-distance profiles yielded in the interdiffusion
zones of Nb/Sn LSDCs, the interdiffusion coefficients were extracted using the latest
version of HitDIC software [24–26] originally developed under the framework of pragmatic
numerical inverse approach [29,30]. By simplifying the diffusion processes in reactive
diffusion couple to be a one-dimensional moving boundary problem, the evolution of
composition cn for the n-th phase and interface position sn between the n-th phase and the
(n + 1)-th phase described as

∂cn

∂t
=

∂

∂r

(
Dn

∂cn

∂r

)
(1)

Dn−1
∂cn−1

∂r

∣∣∣∣
r=s−n (t)

− Dn
∂cn

∂r

∣∣∣∣
r=s+n (t)

= (cn+1 − cn)
dsn

dt
at r = sn(t) (2)

where Dn are the interdiffusion coefficients to be recovered by means of the numerical
inverse method. That is, with the setting of a diffusion couple, i.e., initial compositions of
terminal alloys, diffusion time, and component-distance profile, an inverse routine based on
optimization is used to iteratively evaluate a suggested set of interdiffusion coefficients for
all the solution phases and intermetallic compounds. At each iteration, deviation between
the prediction and experimental observations can be evaluated, while suggestions for an
alternative set of interdiffusion coefficients may be provided according to the employed
optimization methods, i.e., the genetic algorithm. The optimization processes can be
terminated once the satisfactory prediction result towards the experimental observation
is obtained, and the related set of interdiffusion coefficients can therefore be taken as the
determined results. Among the calculation processes, the local equilibrium assumption is
applied for adjacent phases in the reactive diffusion couple.

The measured composition-distance profiles were used to evaluate the interdiffusion
coefficients for the Nb-Sn system at 1100 ◦C and 1200 ◦C, respectively. The predicted
composition-distance profiles using HitDIC are also displayed as the solid lines in Figure 5.
As can be seen in the plots, good consistency between the predicted composition-distance
profiles and the experimental data exists for the two investigated temperatures. Here, only
the interdiffusion coefficients of Nb3Sn compound are to be evaluated. That is because
(i) during the quenching, the liquid Sn near the interdiffusion zone and diffused Nb may
form the NbSn2 phase, resulting in the Sn content in the diffusion zone near the liquid
side lower than the theoretical value, and (ii) the spatial resolution of EPMA makes the
measured composition points close to (Nb) side insufficient for evaluating the interdiffusion
coefficient of bcc phase especially at 1100 ◦C.

Figure 6a shows the presently extracted interdiffusion coefficients of Nb3Sn from
Nb/Sn LSDCs at 1100 ◦C and 1200 ◦C (i.e., 4.66 × 10−15 m2·s−1 and 1.85 × 10−14 m2·s−1),
which generally follow the same trend as the low-temperature data from multi-layered
thin-film composites and multi-filamentary composites [23]. Based on presently extracted
interdiffusion coefficients at 1100 ◦C and 1200 ◦C, the pre-exponential factor and the
activation energy for diffusion in Nb3Sn compound can be obtained by fitting to the
Arrhenius equation:

D = D0 exp
(
− Q

RT

)
. (3)

The obtained pre-exponential factor of the Nb3Sn phase D0 in Equation (4) is
1.80 × 10−6 m2·s−1, while the activation energy Q is 232.04 kJ·mol−1. The presently
evaluated activation energy for Nb3Sn compound shows very good agreement with
the data from the kinetics measurements (i.e., 248.71 kJ·mol−1) by [31] and ab initio
density functional theory calculations (i.e., 269.79 kJ·mol−1) by [32], validating the
reliability of the presently obtained interdiffusion coefficients of Nb3Sn compound.
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Figure 6. (a) Comparison between the presently evaluated interdiffusion coefficients of Nb3Sn
at 1100 ◦C and 1200 ◦C and the low-temperature data from Wallach [23]; (b) Model-predicted
thickness of the Nb3Sn layer as function of annealing time for the Nb/Sn LSDCs, compared with the
experimental data in the present work.

Moreover, with interdiffusion coefficients calculated by HitDIC and the simultaneous
diffusional growth of Nb3Sn layer [33], the average thickness of the Nb3Sn phase layer was
determined as a function of the annealing time, which can be expressed as the following
equation,

l = k
(

t
t0

)n
, (4)

where l is the average thickness of the Nb3Sn phase layer, t is the annealing time, and t0 is
the unit time. As shown in Figure 6b, we obtained k = 2.28 µm and n = 0.51 for the Nb/Sn
LSDC annealed at 1100 ◦C, and k = 4.69 µm and n = 0.51 for the Nb/Sn LSDC annealed at
1200 ◦C, with the experimental thickness data locating precisely on the predicted profile.
Such a fact indicates that the growth of the Nb3Sn phase layer is controlled by diffusion.

It should be noted in Figure 6a that the interdiffusion coefficients of Nb3Sn obtained
in this work are a bit lower than the values extrapolated from low temperature data [23].
To explore the probable reasons for this case, the interface of the Nb/Sn liquid-solid
reactive diffusion couple was further characterized by experiments. The element mapping
characteristics over the diffusion zone were analyzed using the EPMA map analysis,
as shown in Figure 7. The result shows that the Nb3Sn phase layer formed across the
Nb/Sn interface, while some free Nb3Sn particles existed in the (Sn) region. The reason is
considered that the Nb element diffused into melted Sn during the annealing process, and
some Nb3Sn particles formed and remained in the solidified Sn region after the quench.
There are also some lath-like microstructures distributing in the solidified (Sn) region, and
that might be due to the composition segregation in solidified liquid that resulted in the
formation of the NbSn2 phase. Because of the peritectic reactions, L + Nb3Sn→NbSn2 and
L + NbSn2→(Sn), a fraction of generated Nb3Sn phase reacted with the remained liquid,
which can make the measured thickness of the Nb3Sn phase layer smaller than the actual
one, thus lowering the interdiffusion coefficients of the Nb3Sn phase.
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4. Conclusions

A simple but pragmatic approach was proposed to fabricate the Nb/Sn LSDCs, which
were subjected to annealing at 1100 ◦C and 1200 ◦C for 2.33 h and 2 h, respectively. It
was found that apparent interdiffusion zones formed across the Nb/Sn interface in both
LSDCs. The interdiffusion zone was then comprehensively characterized by EPMA and
EBSD techniques. Both composition and crystal structure results confirm that the formed
layer at the Nb/Sn interface is the Nb3Sn phase.

The equilibrium homogeneity range of Nb3Sn, solubility limits of (Nb) and liquid
phases at 1100 ◦C and 1200 ◦C were determined, and the results are in general agreement
with the Nb-Sn binary phase diagram assessed by [19].

The interdiffusion coefficients of the Nb3Sn phase at 1100 ◦C and 1200 ◦C were evalu-
ated by HitDIC software to be 3.22 × 10−15 m2·s−1 and 1.73 × 10−14 m2·s−1, respectively.
The evaluated diffusion properties of compound Nb3Sn, including the interdiffusion co-
efficients and activation energy, are consistent with the corresponding experimental and
theoretical values in the literature. Moreover, the relation between the model-predicted
thickness of the Nb3Sn layer and the annealing time of Nb/Sn LSDCs was also observed to
be in good agreement with the experimental data, indicating the growth of Nb3Sn layer in
Nb/Sn LSDCs is diffusion controlled.

The presently proposed approach for preparing Nb/Sn LSDCs is anticipated to be a
universal one for various alloy systems with large differences in melting points. Fur-
thermore, combined with the local equilibrium hypothesis and HitDIC software, the
corresponding phase equilibria and diffusion coefficients can be accurately determined
simultaneously.
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Abstract: Plane strain compression tests were used to study the deformation behavior of an Inconel
625 alloy sheet at various temperatures and strain rates. The peak stress was selected to establish
the constitutive equation, and the processing maps under different strains were drawn. The results
show that the effective stress–strain curve of Inconel 625 has typical dynamic recrystallization (DRX)
characteristics. With the increasing deformation temperature and the decreasing strain rate, the
softening effect is significantly enhanced. The parameters of the constitutive equation are calculated,
and the average error of the constitutive equation is 5.68%. Through the analysis of the processing
map, a deformation temperature of 950–960 ◦C with a strain rate of 0.007–0.05 s−1 were determined
as the unstable region, and obvious local plastic-rheological zones were found in the unstable region.
The optimum deformation condition was found to be 1020–1060 ◦C/0.005–0.03 s−1. Through electron
backscattered diffraction (EBSD) characterization, it was found that both the increase of temperature
and the decrease of strain rate significantly promote the recrystallization process. At a low strain
rate, the main recrystallization mechanism is discontinuous dynamic recrystallization (DDRX). It is
expected that the above results can provide references for the optimization of the rolling process and
microstructure control of an Inconel 625 alloy sheet.

Keywords: Inconel 625; constitutive equation; processing map; recrystallization; microstructure
evolution

1. Introduction

Due to the stable matrix elements and the large extent of the γ” phase, Inconel 625 has
excellent high-temperature strength and structural stability [1–4]. In addition, Inconel 625
has good machinability and weldability [5,6]. Therefore, Inconel 625 can be easily processed
into various components such as plates, bars, pipes, wires, and strips [7]. However, due to
its complex composition, strong deformation resistance, and narrow range of hot-forming
parameters, it is easy to segregate during preparation, and there are some problems in
rolling processes, such as uneven distribution of stress or temperature, and fracture [8].

In order to solve various problems in processing, some scholars have studied the
deformation behavior of Ni-based superalloys recently [9–12]. Chen et al. [13] studied
the hot-deformation behavior of GH4169 under different strain modes. They found that
when the strain rate remains high in the first stage and then becomes low in the second
stage, the true stress decreases with the sudden decrease of the strain rate. Compared with
the equivalent constant strain rate, there is no difference in the final stress. Both constant-
strain-rates and changed-strain-rates GH4169 have the same recrystallization mechanism,
while the recrystallization grain size and volume fraction of the former is between those
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of the latter. Jia and Tao et al. have carried out uniaxial compression and high-speed
compression experiments on cylindrical Inconel 625 respectively [14,15]. Under different
temperatures and strain rates, the real stress–strain curve shows an obvious steady-state
flow rule, and the adiabatic heating effect decreased with decreasing temperature and
increasing strain rate. Moreover, many new models have been developed to describe
the high-temperature rheological behavior of nickel base alloys, such as the improved
Arrhenius model [16], constitutive model based on physical mechanism [17], artistic neural
network (ANN) model [18], deep belief network (DBN) model [19], multigene genetic
programming (MGGP) [20], and so on. All of those have good prediction effects with
different accuracy.

Some scholars have also studied the microstructure evolution and recrystallization
behavior of the alloy [21–23]. By combining T-EBSD with transmission electron microscopy
(TEM), Sun Fei [24] accurately studied the microstructure evolution of recrystallization
process of U720Li disc superalloy. They found that with the increasing rate of strain, the
slip dislocations tended to gather into the wall and form subgrain boundaries. Then, the
dislocation wall was connected with the local primary γ′ and combined to form subgrains.
Kumar et al. [25] found that as for the advanced P/M Ni-based superalloy, the DRX reached
the maximum at a higher deformation temperature. While at a lower deformation temper-
ature, the DRX was limited and the structure highly deformed. Sun et al. [26] developed
the effect of microstructure on recrystallization evolution of Inconel 625. Through high-
resolution EBSD and transmission electron microscopy, they found that the δ phase can
promote the progress of CDRX. In addition, Lamellar carbides (NbC) have a pinning effect
on dislocations, which limits the growth of DRX grains in DRX process. Jiang et al. [27]
simulated the microstructure evolution of the 690 alloy pipe-forming process by using the
finite element method (FEM). The results show that the established numerical model can
accurately simulate the dynamic recrystallization, subdynamic recrystallization, and grain-
growth behavior of the 690 alloy pipe-forming process. Sun et al. [28] developed a model
for predicting the microstructure evolution of nickel base alloy during hot deformation by
2D cellular automaton (CA). This method uses deterministic or stochastic element evolu-
tion rules, which are not limited in time and space and do not need to establish complex
differential equations. The method can easily simulate the nucleation position, orientation,
and growth process of grains, and provides great help for the study of recrystallization.

At present, the research on the hot deformation of nickel base superalloys mainly
focuses on the uniaxial compression of cast cylindrical specimens, but there is little on the
plane strain compression of rolled plates. Limited by the single deformation mode of the
former, it is difficult to reflect the deformation characteristics of the alloy in multiple modes,
and it is even more difficult to optimize the processing technology. With the increasing
demand for plate and strip, the simulation of rolling behavior has become a part that cannot
be ignored. However, the cylinder compression experiment cannot reflect the deformation
behavior of the actual sheet. Due to the effect of friction, it is prone to uneven deformation
and a “bulging” phenomenon. In addition, when the strain is large, it may lead easily to
the abnormal increase of flow stress, which has an impact on the measurement of flow
stress and the observation of microstructure [29]. In contrast, the geometric profile of the
deformation zone during plane strain compression is closer to that of flat rolling. This
method can well reflect the deformation state, heat conduction, or other information in the
rolling process, and the measurement of rheological stress is more accurate [30]. In order
to study the rolling deformation behavior and microstructure evolution of the Inconel
625 plate more accurately and systematically, the plane strain compression of a rolled
rectangular plate at minimal strain rate was carried out, and some novel results were
obtained. This complements the related work of observing a rolled Inconel 625 plate under
different compression conditions and minimal strain-rate range. It is conducive to a more
accurate and in-depth understanding of the rolling process of Inconel 625 sheets, which is
of great significance for guiding production, reducing cost, and subsequent research.
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2. Experimental
2.1. Plane Strain Isothermal Compression Test

An Inconel 625 industrial hot-rolled sheet was selected in this experiment, and its
chemical composition is shown in Table 1.

Table 1. Chemical composition of the Inconel 625 used in this work (wt.%).

Ni Cr Mo Nb Fe Si Al Ti Mn C S

61.00 21.50 9.00 3.60 2.00 0.20 0.20 0.20 0.20 0.05 0.001

After annealing at 1150 ◦C for 50 min, the sheet was processed into a rectangular
specimen with a size of 20 mm × 15 mm × 10 mm, and the original microstructure of
the sample is shown in Figure 1. It can be seen that the annealed sample contains a
large number of equiaxed and uneven grains, accompanied by the precipitation of white
Nb-rich particles, and that twinning occurs in the grain. The plane strain compression
test was carried out using a Thermecmastor-Z dynamic thermomechanical simulation
testing machine (Fuji Electronics Industry Co., Ltd., Osaka, Japan). This equipment uses
high-frequency heating and electric heating to heat the sample at the same time, and the
thermal deformation is controlled by oil pressure. The data were collected by computer and
program controller, and then the real stress–strain curve and processing map were drawn
using the Origin 2021b software (OriginLab Corporation, Northampton, MA, USA). The
hot-pressing experiments were carried out at 950–1100 ◦C and strain rates of 0.001–0.05 s−1,
and the strain of all samples was 0.7. The compression equipment and compression mode
of this experiment are shown in Figure 2, where RD, TD, and ND represent rolling direction,
transverse direction, and normal direction. In the actual compression process, the width of
the platen is narrow, and there is graphite gasket lubrication between the platen and the
sample. Therefore, the compressive stress P and strain εy in plane strain compression can
be converted into effective stress σ and strain ε, according to Equations (1) and (2).

σ =

√
3

2
P (1)

ε =
2
√

3
3

εy (2)

Figure 1. The original microstructure of annealed Inconel 625 characterized by BSE.
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Figure 2. Experimental instruments and compression mode: (a) Thermecmastor-Z dynamic thermomechanical simulation
testing machine, (b) schematic diagram of plane strain compression.

2.2. Microstructure Analysis

Firstly, the 80 # SiC sandpaper was used to remove the scratch and heat treatment
oxide scale on the surface of the sample. Then Samples were ground up to 2000 # sandpaper
and polished on an MP-1A metallographic polishing machine (Caikon Optical Instrument
Co., Ltd., Shanghai, China), in which the disc was diameter 230 mm and the maximum
power was 400 W. After ultrasonic cleaning, vibration polishing was carried out on a
Buehler Vibromet2 polisher (Buehler, Lake Bluff, IL, USA) for 8 h. As Inconel 625 is a
corrosion-resistant alloy, aqua regia was prepared as the corrosion solution, in which the
ratio of hydrochloric acid and nitric acid was 3:1. After corrosion, the sample was cleaned
with anhydrous ethanol and observed on an Olympus GX71 metallurgical microscope
(Olympus Corporation, Tokyo, Japan).

The microstructure of the Inconel 625 was observed and analyzed by a ZEISS Gemini
500 field emission scanning electron microscope (Carl Zeiss Jena, Oberkochen, Germany),
and the effect of thermal pressure deformation on tissue grain size was investigated by
characterization with EBSD. Among the characteristics, the accelerating voltage was 20 kV
and the step size was 0.7 µm. Finally, the results were analyzed using the Channel 5 5.0.9.0
software (Oxford Instruments, Oxford, UK).

3. Results and Discussion
3.1. The Effective Stress–Strain Curves and Flow Behavior

Figure 3 shows the effective stress–strain curves of Inconel 625 under different hot-
pressing parameters. In the initial stage of alloy deformation, the stress increases in a
nearly straight line and reaches the peak value rapidly. This phenomenon indicates that
an obvious work-hardening effect occurs during the deformation process. Significantly,
at low strain rate, the curve appeared to have jagged fluctuations after reaching the peak
value. Meanwhile at high strain rate, the curve still rises gently after yielding until it
enters a stable flow stage. The main reason for this is that at low strain rate, dynamic
strain aging occurs. That is, many interstitial atoms gather near the dislocation to form a
Cottrell atmosphere, which plays the role of pinning the dislocation. When the dislocation
starts to move, the stress decreases. This process repeats continuously, which results in
serrated undulations in the stress–strain curve [12,31]. At the initial stage of deformation,
the hardening effect plays a dominant role and the flow stress increases. When the stress
reaches the peak value, the DRX of Inconel 625 is obviously strengthened, and dynamic
softening begins to take the lead. The flow stress gradually decreases and then remains
stable. At this time, the dynamic balance between work hardening and dynamic softening
is maintained.
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Figure 3. Stress–strain curves of Inconel 625 of 0.7 at (a) 950 ◦C, (b) 1000 ◦C, (c) 1050 ◦C, (d) 1100 ◦C.

Additionally, the peak stress decreases with increasing strain rate. It is well-known
that flow stress is essentially an interactive system of work hardening and recrystallization
softening. At the same deformation temperature, with the increasing strain rate, the
time needed to reach the same strain will be shorter. The recrystallized grains do not
have enough time to nucleate and grow, and the DRX process is incomplete, thus the
softening effect is relatively reduced. At the same time, the rate of dislocation formation is
also increasing, and the high density of dislocations causes dislocation movement to be
impeded. In comparison, the work-hardening effect is relatively enhanced, and the flow
stress increases continuously. On the curve, it is shown as an increase in the peak stress.

In addition, it can be observed that with the increasing of deformation temperature,
the peak stress decreases gradually. This is because, at the same strain rate, the diffusion
rate of grain boundary increases with deformation temperature. Under the same deforma-
tion conditions, more dislocation will be activated, which promotes the recrystallization
softening process. As a result, the peak stress is constantly reduced. Under the same strain
rate, the degree of work hardening of the alloy is approximately the same, and the DRX
behavior will soften the material [14]. Therefore, in a certain temperature range, a rise in
temperature can promote the DRX process of Inconel 625.

3.2. The Establishment and Solution of Constitutive Model

It can be seen from the above that the flow stress is closely related to the deformation
temperature and the strain rate

.
ε. Through the constitutive equation of materials, we

can know the relationship of thermal deformation parameters in the process of thermal
deformation, such as flow stress, deformation temperature, strain rate, and strain [32–34].
Therefore, the constitutive model can predict the rheological behavior of Inconel 625,
and provide theoretical support for selecting suitable processing equipment and forming
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parameters. Combining with the modified Arrhenius equation of hyperbolic sine form, we
usually use the Zener–Hollomon parameter (the temperature compensation deformation
rate factor) proposed by Sellars and Tegart to describe the relationship between thermal
deformation parameters.

Z =
.
εexp(Q/RT) = A1σn (ασ ≤ 0.8) (3)

Z =
.
εexp(Q/RT) = A2exp(βσ) (ασ ≥ 1.2) (4)

Z =
.
εexp(Q/RT) = A[sinh(ασ)]n (Full stress level) (5)

α = β/n (6)

where σ represents the flow stress (MPa),
.
ε represents the strain rate (s−1), R is the molar

gas constant, 8.314 J/(mol*K), and T is the thermodynamic temperature (K). When α, N, A,
and Q are known, the above equation can be used to describe the rheological properties
of Inconel 625 during hot deformation. Through the study of thermal deformation data,
the relationship between σ and Z can be described by exponential relation at a low stress
level, such as Equation (3). Meanwhile, the relationship between σ and Z can be described
by power exponential relation at a high stress level, such as Equation (4). In the actual
production, the hot deformation of Inconel 625 is under the full stress level, and the
relationship between σ and Z is shown in Equation (5).

McQueen et al. [35] pointed out that for the material whose softening behavior is
mainly DRX, the peak stress (σp) or steady-state stress (σs) is usually selected as σ for
calculation and analysis. From the above analysis, Inconel 625 shows obvious DRX charac-
teristics during hot deformation, so σ in the constitutive equation is marked σp. The peak
stress under different deformation temperature and strain rate is shown in Figure 4.

Figure 4. The peak stress at different deformation temperature and strain rate.

According to the flow stress model of the material during plastic deformation at high
temperature, the correlation constants n1, β, α can be solved. Take the logarithm for both
sides of Equations (3) and (4):

ln
.
ε = lnA1 −

Q
RT

+ n1lnσ (7)

ln
.
ε = lnA2 −

Q
RT

+ βσ (8)
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It can be seen from the above equation that there is an obvious linear relationship
between ln

.
ε and n1, β. Plotting with ln

.
ε-lnσ and ln

.
ε-σ as the coordinate axis, we can get

Figure 5a,b.

Figure 5. Relationship diagram of thermal deformation parameters. (a) ln
.
ε and lnσ, (b) ln

.
ε and σ, (c) ln

.
ε and ln[sinh(ασ)],

(d) ln[sinh(ασ)] and 1000/T.

Then the slope is obtained by linear regression with the least square method. Calculat-
ing and taking the average, we find that β = 0.016, n1 = 4.31, Then we can get that α = β/n1
= 0.016/4.31 = 0.0037.

For full stress level, the Equation (5) can also be expressed as:

.
ε = A[sinh(ασ)]nexp

(
− Q

RT

)
(9)

After obtaining the logarithm on both sides of Equation (9), the partial differential can
be expressed as:

Q = R{ ∂ln
.
ε

∂ln[sinh(ασ)]
}T ·{

∂ln[sinh(ασ)]

∂
(

1
T

) } .
ε (10)

It can be seen from Equation (10) that when the deformation temperature is fixed, ln
.
ε

and ln[sinh(ασ)] have a linear relationship, so let n2 be the slope of this relationship. When
the strain rate is constant, ln[sinh(ασ)] has a linear relationship with T−1, and let K be the
slope of the relationship. The above is represented by Figure 5c,d.

After calculating, n2 = 3.21, K = 9.67, and Q = R × n2 × K =8.314 × 3.21× 9.67 =
258.22 kJ/mol.
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Take the logarithm on both sides of Equation (5) to get:

lnZ =
.

lnε +
Q
RT

(11)

lnZ = lnA + nln[sinh(ασ)] (12)

From (12), we can see that there is a linear relationship between lnZ and ln[sinh (ασ)],
and lnA is the intercept of this line. Calculate lnZ by Equation (11), and use the least
square method and linear regression method to draw the corresponding linear relationship
diagram as shown in Figure 6.

Figure 6. Relationship diagram of thermal deformation parameters lnZ and ln[sinh(ασ)].

According to its intercept, we can get lnA = 18.48, A = 1.06 × 108.
Bring all parameters into Equation (5), we can get the constitutive equation of Inconel

625 as follows:

Z =
.
εexp

(
2.58× 105/RT

)
= 1.06× 108[sinh(0.0037σ)]3.21 (13)

It can also be expressed by flow stress as:

σ = 272.97ln








.
εexp

(
2.58×105

8.314T

)

1.06× 108




0.31

+

√√√√√



.
εexp

(
2.58×105

8.314T

)

1.06× 108




0.62

+ 1





(14)

The peak stresses of Inconel 625 obtained under the experimental conditions are
compared with the calculated value by using the constitutive equation, as shown in
Figure 7. The average error is 5.68%, which verifies the applicability of the constitutive
equation under this deformation condition.

It is worth noting that compared with other studies [36,37], the deformation activation
energy of this experiment is low. Deformation activation energy is usually considered to
reflect the difficulty of plastic deformation, and there are many influencing factors, such
as microstructure (initial grain size, dislocation pinning effect [38], and the concurrent dy-
namic precipitation [35]) and deformation conditions (temperature [39], strain rate [40], and
accumulated deformation [41]). On the one hand, the deformation mode and stress state
of plane strain compression are different from those of uniaxial compression. Moreover,
this plane strain compression adopts lower heating rate and longer holding time, which

190



Materials 2021, 14, 5059

can make the diffusion in the microstructure more sufficient and the alloy microstructure
more uniform. This also reduces the deformation activation energy of the alloy. On the
other hand, compared with the literature [36,37], the experiment in this paper is mainly
carried out in the range of low strain rate, and the maximum strain rate is 0.05 s−1, which
is far lower than 10 s−1 in the above literature. High strain rate will cause a large number
of dislocation entanglement, resulting in the increase of deformation activation energy. In
addition, compared with the as-cast plate selected in the literature [36,37], the rolled plate
was selected and annealed at 1150 ◦C for 50 min. The obtained equiaxed microstructure
has low deformation resistance. Due to different initial conditions, heat treatment process,
and deformation parameters, the results of the deformation activation energy will change.

Figure 7. Comparison of measured and calculated peak stress of Inconel 625.

3.3. Thermal Processing Map

The hot workability of materials refers to the deformation ability of materials without
damage in the process of plastic deformation. While the processing map reflects the pro-
cessing advantages and disadvantages of materials under different processing conditions,
which is related to the properties of materials [42]. During the hot working process, the
work done by the external force (denoted by P) can be expressed by the plastic deformation
(denoted by G) and the change of grain structure (denoted by J) [43]:

P = σ
.
ε = G + J =

∫ .
ε

0
σd

.
ε +

∫ σ

0

.
εdσ (15)

The relationship between G and J is described by Equation (16), where m is strain rate
sensitivity index.

m =

(
∂J
∂G

)

ε,T
=

∂P
∂G

∂G
∂P

=

[
∂ln σ

∂
.
ε

]

ε,T
(16)

When G equals J, J reaches the maximum Jmax. In order to describe the power dis-
sipation characteristics of material microstructure evolution, we use efficiency of power
dissipations η to represent it.

η =
J

Jmax
=

P− G

σ ·
.
ε
2

= 2


1−

∫ .
ε

0 σd
.
ε

σ· .ε


 (17)

When the strain is constant, the power dissipation diagram can be obtained from the
contour map of temperature, strain rate and efficiency of power dissipations. However,
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according to the power dissipation diagram solely cannot reflect the actual processing
situation. When the energy dissipation efficiency is high, instability may occur. Therefore,
the power dissipation diagram has to be further improved.

Prasady et al. [44] considered that the dissipation function and strain rate satisfy the
following inequality:

dD
d

.
ε
6 D

.
ε

(18)

When system is unstable, the criterion of instability of material is obtained as follows:

ξ
( .
ε
)
=

∂lg
( m

m+1
)

∂lg
.
ε

+ m 6 0 (19)

Plot the unstable region on the power dissipation diagram, and the processing map
can be obtained. The processing map under different effective strains is shown in Figure 8.

Figure 8. Thermal processing map of Inconel 625 under different effective strain. (a) ε = 0.2, (b) ε = 0.3, (c) ε = 0.5, (d) ε = 0.7.

The shadow area in the figure is the unstable region, and the value of isoline is η. The
region corresponding to the highest energy dissipation rate is the optimal deformation
region. It can be seen that the unstable region is mainly concentrated in the range of low
temperature and high strain rate, and with the increasing of temperature, the proportion of
energy used for microstructure evolution raises. This is because the increase of temperature
is conducive to the progress of DRX. As can be seen from Figure 8a, when the strain is low,
the area of unstable region is large. At this time, the flow stress is near the peak value, and
the recrystallization behavior has not been fully carried out. With the increasing of strain,
the area of the unstable region gradually decreases, the optimal deformation zone moves to
the high temperature and high strain rate zone, and the shape of hot working diagram tends
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to be stable. On the whole, the effect of strain on the change of hot working diagram is not
great, so Inconel 625 can be regarded as a strain insensitive material. When the true strain
is 0.7, the flow curve is basically stable. At this time, the optimum deformation condition is
found to be 1020–1060 ◦C/0.005–0.03 s−1, and the maximum energy conversion can reach
0.51. The deformation temperature of 950–960 ◦C with the strain rate of 0.007–0.05 s−1 are
determined as the unstable region.

The specimens in the unstable region at the conditions of 950 ◦C/0.01 s−1 was selected
for optical observation under metallographic microscope, and the results are shown in
Figure 9. It can be seen that a banded recrystallization dense area appears in the sample.
This is because under low temperature and high strain rate, the heat generated by local
plastic deformation is too fast to be transmitted to the low temperature area, resulting in
an instantaneous sharp rise in local temperature. The deformation resistance of this area
decreases, and local large deformation occurs. All this promotes local DRX process, leading
to the generation of local plastic-rheological zones. The above phenomena illustrate that
the deformation of the alloy is very uneven during hot pressing in the unstable region,
which indicates the characteristics of local instability. If the instability is further increased,
adiabatic shear bands and microcracks may develop and cause sample failure. This
phenomenon further verifies the guidance of the processing map. In the actual machining
process, the unstable region should be avoided.

Figure 9. Microstructures of Inconel 625 under in the unstable region.

3.4. Microstructure Evolution of Inconel 625 during Thermal Deformation

The Inconel 625 samples after the plane strain compression test were characterized by
EBSD, and the results are shown in Figure 10. The misorientation angle of 2–15◦ is defined
as a low angle grain boundary (LAGBs), and the misorientation angle greater than 15◦ is a
high angle grain boundary (HAGBs). Figure 11 shows the quantitative statistics of grain
sizes and misorientation angles at different strain rates. The noise below 1.5 µm and grains
connected to the picture boundary are excluded through the subset function. The twin
boundary is not included in the statistics, and the grain size is expressed by the equivalent
diameter. In addition, Figure 12 shows the volume fraction of different grains.

193



Materials 2021, 14, 5059

Figure 10. IPF maps and grain misorientations distribution of Inconel 625 under different hot-
deformation conditions: (a,f) 1000 ◦C, 0.05 s−1, (b,g) 1000 ◦C, 0.01 s−1, (c,h) 1000 ◦C, 0.005 s−1,
(d,i) 950 ◦C, 0.01 s−1, (e,j) 1050 ◦C, 0.01 s−1.
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Figure 11. Grain sizes and misorientation angles under different strain rates: (a,e) 1000 ◦C, 0.05 s−1, (b,d) 1000 ◦C, 0.01 s−1,
(c,f) 1000 ◦C, 0.005 s−1.

From the Figures 10, 11a and 12 we can see under the temperature of 1000 ◦C and the
strain rate of 0.05 s−1, the recrystallized grain is fine, and the coarse original grains are
dominant. As shown in Figures 10, 11b and 12, with decreasing strain rate, the original
coarse grains decrease gradually, and the grains with size of 0–5 µm increase rapidly. The
fine recrystallized grains form uniformly, and twins appear in the grains. And Figure 10c
shows when the strain rate further decreases, the recrystallized grains have enough time to
grow. The original coarse grains almost disappeared, and the size of twin and recrystallized
grains increases, as shown in Figures 11c and 12. Therefore, whether the strain rate is too
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high or too low, it is unbeneficial for Inconel 625 to obtain fine grain structure during plane
strain compression, which is unfavorable for the macro properties of the alloy. In the actual
production, selection of the appropriate strain rate should be considered. The effect of
deformation temperature on recrystallization structure is similar to that of strain rate. From
Figure 10b,d,e, it can be found that the recrystallized grains of Inconel 625 are fine at low
temperature. When the temperature rises, both the proportion and the size of recrystallized
grains increase. This is consistent with the conclusion obtained from the stress–strain curve.
As a result, the increasing temperature can promote the DRX behavior of the alloy.

Figure 12. The volume fraction of different grains.

In addition, it can be seen from Figure 10a that when the strain rate is low, some grain
boundaries bend into a stepped shape due to stress concentration. These stepped grain
boundaries hinder the movement of dislocations, resulting in the increasing of dislocation
density. The nucleated DRX grains attached to these grain boundaries for nucleation pref-
erentially. During the hot-pressing process, fine recrystallized grains surround the initial
coarse grains and form chain structure. This is a typical sign of discontinuous dynamic
recrystallization (DDRX). In the process of DDRX, there is a big difference between the
initial grain size and the steady-state recrystallization grain size. The former is consumed
by the latter in the form of alternate nucleation and grain growth. Through the analysis
in Figure 11d–f, it can be seen that the distribution of the misorientation angle of Inconel
625 has bimodal characteristics. When the angle is less than 5◦ or about 60◦, the frequency
is the highest. In addition, with the decreasing strain rate, the low angle grain boundary
decreases and the high angle grain boundary (mainly 60◦) increases. This is related to the
formation of annealing twins during thermal deformation. It is generally believed that
the formation of annealing twins can reduce the boundary energy of growing grains and
increase the mobility of grain boundaries [45]. Therefore, annealing twins can promote the
dynamic recrystallization process.

In order to explore the recrystallization mechanism of the Inconel 625 alloy at low
strain rate, we take the cumulative orientation difference along arrows A–E in Figure 10a,
and the results are shown in Figure 13. In addition, the partial enlarged view of the dotted
line is shown in Figure 14.
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Figure 13. Cumulative misorientation along the arrows of Figure 10a.

Figure 14. Partial enlarged view of the dotted line in Figure 10: (a) the lower part, (b) the upper part.

It can be found from Figure 13 that the cumulative misorientation at A–C increases
in a step shape, indicating that the dynamic recrystallization grain here is formed by the
evolution from a small angle grain boundary to a large angle grain boundary. And the grain
boundary distribution in Figure 14 also proves this phenomenon, in which grains 1–5 are
typical CDRX grains. On the other hand, the cumulative misorientation at D-F rises sharply
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when crossing the grain boundary, while in other regions it is flat; and the cumulative
misorientation is much greater than the discrimination value of the large angle grain
boundary by 15◦. This phenomenon shows that the recrystallized grains here are formed
by nucleation and growth through grain boundary bow, that is, discontinuous dynamic
recrystallization, which shows that DDRX occurs. From the statistics of microstructure, we
find that the number of recrystallized grains produced by CDRX is very small. To further
illustrate this phenomenon, the changes in the fractions of different misorientation angle
scopes under different deformation conditions are shown in Figure 15.

Figure 15. The changes in the fractions of different misorientation angles scopes at 1000 ◦C.

As can be seen from Figure 15, with the decreasing of strain rate, the LAGBs decrease
gradually and remain in a small proportion. Under the above conditions, the proportion
of LAGBs with an misorientation of 10–15◦ is always very low, and the proportion does
not change significantly. It is well-known that the CDRX mechanism usually leads to an
increase of 10–15◦ misorientation rate [46]. Therefore, under plane strain compression
at high temperature and low strain rate, the DRX mechanism of the Inconel 625 alloy is
DDRX based on grain boundary bulging and HAGBs migration. Meanwhile, the CDRX
with sub-crystal merging and rotation is not dominant and plays an auxiliary role.

4. Summary and Conclusions

In this paper, a plane strain compression experiment on an Inconel 625 sheet under
different thermal deformation conditions was carried out. By analyzing the stress–strain
curves and microscopic characterization, we came to the following conclusions:

(1) Recrystallization occurs during hot pressing, and with the increasing of deformation
temperature and the decreasing of strain rate, the recrystallization softening is more
significant, so the stress level decreases. When the strain rate is higher, the curve is
smooth. While the strain rate is low, the stress–strain curve shows high-frequency
periodic oscillation.

(2) Calculating the related parameters, we get the constitutive equation of plane com-
pression strain of an Inconel 625 sheet as Z =

.
εexp

(
2.58× 105/RT

)
= 1.06 ×

108[sinh(0.0037σ)]3.21, and the average error is 5.68%.
(3) The processing map of the Inconel 625 sheet under different strains was drawn. It

was found that the Inconel 625 is a strain-insensitive material. The unstable region is:
deformation temperatures at 950–960 ◦C, and strain rates at 0.007–0.05 s−1. The best
deformation region is: deformation temperatures at 1020–1060 ◦C, and strain rates at
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0.005–0.03 s−1. Under the condition of instability, obvious local plastic-rheological
zones can be observed, in which the fine DRX grains are densely distributed.

(4) Through EBSD characterization, it was found that increasing temperature and decreas-
ing strain rate will promote the recrystallization behavior, and both the proportion
and the size of recrystallized grains increase. Under the condition of high temperature
and low strain rate, DDRX is the main deformation mechanism, while CDRX plays
an auxiliary role.
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Abstract: The continuous development of society has increased the demand for critical raw materials
(CRMs) by using them in different industrial applications. Since 2010, the European Commission
has compiled a list of CRMs and potential consumption scenarios with significant economic and
environmental impacts. Various efforts were made to reduce or replace the CRM content used in
the obtaining process of high-performance materials. Complex concentrated alloys (CCAs) are an
innovative solution due to their multitude of attractive characteristics, which make them suitable
to be used in a wide range of industrial applications. In order to demonstrate their efficiency in
use, materials should have improved recyclability, good mechanical or biocompatible properties,
and/or oxidation resistance, according to their destination. In order to predict the formation of solid
solutions in CCAs and provide the optimal compositions, thermodynamic and kinetic simulations
were performed. The selected compositions were formed in an induction furnace and then structurally
characterized with different techniques. The empirical results indicate that the obtained CCAs are
suitable to be used in advanced applications, providing original contributions, both in terms of
scientific and technological fields, which can open new perspectives for the selection, design, and
development of new materials with reduced CRM contents.

Keywords: complex concentrated alloys (CCAs); simulation; critical raw materials (CRMs); elabora-
tion; properties

1. Introduction

Metallic materials have extended their application spectrum with protometallurgy,
when meteorite iron was used for the manufacturing of weapons, household items, or tools.
Later, human communities learned to exploit and process the underground ores and people
were able to see the benefits that these activities bring. To simplify the quotidian activities
and increase productivity, people began to alloy the subterranean materials discovered and
developed metallurgy—an important contribution for humankind [1,2].

Precious metal alloys have had great importance in medical applications, with gold
being used in dental applications for over 2000 years. However, for reasons of ancient
religious dogmas, the medical applications were slowed down until 1500 A.D. Despite all
these impediments, in 659 B.C., a metallic material with applicability in dental medicine
was developed, containing 100 parts of mercury, 45 parts of silver, and 900 parts of tin [3].

Up to the present, the most used metallic materials for the manufacturing of medical
implants are Co–Cr–Mo and Ti alloys. They have superior mechanical and biocompatible
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properties, so they can be used for the replacement of artificial joints (hip, knee, and
shoulder prostheses). Although they have good biocompatible characteristics, titanium
alloys (e.g., Ti6Al4V) cannot be used as contact surfaces between two materials due to
the low wear resistance, which is associated with low shear strength and repassivation
behavior of the oxide layer from the surface [4]. Alloys from the Co–Cr–Mo system (e.g.,
Co28Cr6Mo) have higher wear resistance and can be used as contact surfaces for joint
prostheses, but there are identified situations where the implant has been rejected by the
human body [5]. It has been observed that the level of chromium and cobalt metal ion
increases in the blood of patients with implants from the analyzed alloys’ systems. In vivo
and in vitro tests were also performed to demonstrate the risk of cytotoxicity, DNA damage,
hypersensitivity reactions to metal and pseudo-tumors [6]. The materials currently used
in the manufacturing of implants have many disadvantages, so the development of new
materials that are resistant to wear and prolong the life of implants remains a topical
challenge [7].

Civilizational progress has led to the development of new materials with improved
properties, based on exhaustible mineral resources. This has favored an irrational consump-
tion of the existing natural resources, which can compromise the ability of future genera-
tions to meet their needs [8]. To prevent this and to promote the sustainable development-
exploiting tendency of mining resources, the European Union has compiled a report
containing the global situation of critical metals and materials [9]. This class of materials is
widely used in high-tech products, and industrialized societies are dependent on them [10].
This study included the potential consumption scenarios and the necessity to move to a
climate-neutral economy through the development of new technologies that decrease the
critical material demand and the industrial ecological footprint. Table 1 presents the critical
raw materials list, which was first published in 2020.

Table 1. Critical raw materials list [9].

Critical Raw Materials in 2020

Antimony Fluorspar Magnesium Scandium Titanium
Baryte Gallium Natural graphite Silicon Strontium

Beryllium Germanium Natural rubber Tantalum
Bismuth Hafnium Niobium Tungsten
Borate Heavy rare earth elements Platinum group metals Vanadium
Cobalt Light rare earth elements Phosphate rock Bauxite

Coking Coal Indium Phosphorus Lithium

To reduce or totally replace the critical metals from the composition of advanced
materials some changes have been made, but challenges arise when the performances of the
obtained product depended on them. For example, silicon is necessary for semiconductors,
titanium is a key element in biocompatible materials, and magnesium provides strength
and corrosion resistance in light alloys [9].

To decrease the high demand for critical materials, various strategies have been
developed to modify the established technologies or to design new materials with similar
properties but with a lower content of CRMs [10].

Commonly, metallic alloys are based on the existence of a major element that influ-
ences the properties of the material with the addition of alloying elements, which improve
the final structure of the metallic material [11]. Complex concentrated alloys (CCAs) [12]
are a new family of materials that have a distinct design strategy, due to their multitude of
attractive characteristics, such as high hardness, good wear resistance, fatigue resistance,
superior thermal properties, low elasticity modulus values, and/or increased oxidation
and corrosion resistance [13]. Complex concentrated complex alloys are extending the
boundaries of high entropy alloys by accepting a smaller number of alloying elements,
which can influence the formation of mixed structures based on solid solutions and in-
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termetallic phases. CCAs have a higher configurational entropy value, have no single,
dominant element, and can form structures based on disordered solid solutions [14,15].

The multi-principle nature of complex concentrated alloys and the unique structures
they produce have a significant effect on reducing the critical raw material contents in
biomaterials with specific properties [16]. The structural particularities of CCAs increase
the recyclability rate, which is relevant for the current societal concerns regarding environ-
mental protection and the need to reduce the industrial ecological footprint [17].

To better predict the structure and to develop the most appropriate compositions of
CCAs, thermodynamic and kinetic criteria were calculated. In order to have a more complex
selection process for CCA compositions, the CALPHAD modeling method was used, as
well as for thermodynamic evaluations and empirical data [18]. The kinetic modules
included in the simulation program were based on the solid-state phase transformations,
especially considering the accuracy of the calculations performed and their applicability to
multicomponent systems [19–21].

The focus of this work was on developing new complex concentrated alloys with
advanced properties, such as increased oxidation resistance, low density, good surface
and mechanical properties, and/or biocompatibility [22]. The constituent elements of
the alloy system are already used in conventional alloys, but the main purpose was to
reduce or totally replace, where it is possible, the critical raw material contents from CCA
compositions, without having a negative influence on the material properties. Another
important aspect was to design an inexpensive alloy that can be obtained using common
manufacturing processes.

2. Materials and Methods

To obtain the required mechanical and physical characteristics, it was very important
to identify an appropriate composition of the complex concentrated alloys. The constitutive
elements have a strong influence on CCA properties, but it is important to meet the
needs of the present society by reducing the content of the used critical raw materials.
To reduce the alloy density, there can be used chemical elements such as Ti, Al, Mg, or
Si. Good anti-corrosive and mechanical properties or improved tensile strength can be
obtained by adding Ti and Nb; mixing them with Zr, the alloys were able to form ternary
solid solutions and had improved thermal properties and superplasticity. Mn presence
favored the formation of solid solutions structures and Fe improved wear resistance and
machinability. Therefore, by introducing inexpensive elements to the alloy, the final cost of
the alloy was reduced, which has a favorable economic impact.

The most suitable CCA compositions were selected using semi-empirical criteria [23],
which were defined by the following equations:

a. Using Boltzmann’s equations, the mixing entropy was determined:

∆Smix = −R·∑ ci·lnci, (1)

where R is the gas’s constant (8.314 J/molK); ci is the molar fraction of the element i.
b. The enthalpy of mixing (∆Hmix) was calculated using the Miedema macroscopic

model [24]:
∆Hmix = ∑ 4cicj·∆Hij, (2)

where ∆Hij is the binary enthalpy of the alloy; i and j are the elements introduced to
the mix.

c. The atomic size difference (δ) was calculated using Equation (3) [15]

δ = 100·
√

∑ ci·
(

1− ri

r

)2
, (3)

where ri is the atomic radius of element i; r is the average atomic radius.
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d. The derived parameter Ω, which is influenced by the mixing entropy and the mixing
enthalpy [25], was calculated using the following equation:

Ω = Tm∆Smix/|∆Hmix| , (4)

where Tm is the melting temperature calculated with Tm = ∑ ci × Tmi, where Tmi is
the melting temperature of element i.

e. The Allen electronegativity difference (∆χ) was calculated using Equation (5) [26]:

∆χAllen= 100·
√

∑ ci·
(

1− χi
χ

)2
, (5)

where χi is the electronegativity after Pauling for element i; χ is the electronegativity
average.

f. The valence electron concentration (VEC) was calculated (Equation (6)) to determine
the type of solid solution that is found in the alloy [27]:

VEC = ∑ ci·VECi, (6)

where VECi is the valence electron concentration of element i.
g. The geometrical parameter (Λ) depends on the mixing entropy (∆Smix) and the

atomic size difference (δ) of the mixture [28], expressed as follows:

Λ = ∆Smix/δ2, (7)

The thermodynamics and kinetics of the systems were simulated with the MatCalc
Pro edition software, version 6.02. The thermodynamic modeling was based on the CAL-
PHAD method (CALculation of PHAse Diagrams) analysis and the kinetic modules were
developed based on solid-state phase transformations, taking into account the applicability
of these models for multicomponent systems.

The selected alloys were prepared by mixing the technically pure raw materials of
Fe, Ta, Nb, Ti, Zr, and Mn to obtain a charge of 350 g for each alloy composition. The
alloys were placed in an alumina–zirconia crucible and melted in an induction furnace—
Linn MFG, 300 type—under an inert atmosphere. The heating rate was related to the
induction coupling capacity and the power applied. In this case, a 20% coupling at 22 kW
of power and a 14 kHz frequency allowed for a heating rate of 75 ◦C/min. The alloy melt
was cast inside the furnace in a cylindrical copper mold and then cooled in the furnace
under vacuum.

To obtain more homogeneity in the alloy, certain alloys were remelted in the same
working conditions and the obtained samples were characterized by structural, physical,
and chemical analyses.

The resulting alloys were chemically analyzed by inductively coupled plasma spec-
trometry (ICP-OES) using an Agilent 725 spectrometer (Agilent, Santa Clara, CA, USA) to
determine the percentage of chemical elements. Optical microscopy was accomplished
using a Zeiss Axio Scope A1m Imager microscope (Zeiss, Jena, Germany), with bright field,
dark field, DIC, and polarization characteristics, and high-contrast ECEpiplan 109/509/1009
lenses. SEM-EDAX characterization was performed with a high-resolution scanning elec-
tron microscope, FEI Quanta 3D FEG (FEI Europe B.V., Eindhoven, Netherlands), which
was equipped with an X-ray spectrometer (EDS). The configuration of the phases was
inspected using an X-ray diffractometer, type BRUKER D8 ADVANCE (Bruker Corpo-
ration, Billerica, MA, USA), which had a DIFFRACplus XRD Commender (Bruker AXS)
software, as well as the Bragg–Brentano diffraction method, Θ—Θ, coupled in a vertical
configuration with the following parameters: CuKα radiation, 2Θ region of 20–124, 2Θ step
of 0.020, time of 8.7 s/step, rotation speed of 15 rot/min. Using the reference intensity ratio
(RIR) method, a semi-quantitative evaluation of the identified phase concentrations was

204



Materials 2021, 14, 5263

performed. The method was based upon scaling all the diffraction data to the diffraction
levels of the standard reference materials. The results offer a qualitative indication of phase
proportion in the alloy.

The Vickers microhardness of the alloys were determined at 25 ◦C using a micro-
indenter attachment (Anton Paar MHT10, Anton Paar GmbH, Graz, Austria), which had
an applied load of 2 N and a slope of 0.6 N/s.

3. Results
3.1. CCAs Structure Design Depending on Concentration

The redistribution of the solid solutions during the solidification process was studied
by means of the MatCalc simulation program. The analysis tools obtained the equilibrium
and Scheill–Gulliver diagrams, which provided information regarding the slow diffusion
effect and the theoretical estimation of the solidification temperature.

The thermodynamic and kinetic criteria were calculated for the FeTaNbTiZr and
FeMnNbTiZr alloy systems, in which the concentrations of each element were varied, to
identify the most appropriate compositions for potential biocompatible applications.

Figure 1 presents the calculated phase distribution for the FeTaNbTiZr alloy system,
which was dependent on the content of each constituent element. The step calculation sim-
ulation was performed by increasing the selected element concentration while maintaining
proportional values for the rest of the elements.

Figure 1. Cont.
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Figure 1. The proportions of phases that can be found in the FeTaNbTiZr alloy system at 200 ◦C, depending on the variation
of (a) Zr; (b) Nb; (c) Ti; (d) Fe; (e) Ta.

It can be observed that the proportion of the BCC–A2 solid solution increased with the
content of Zr, but the Laves intermetallic phase content decreased. At a percentage of 20%,
Zr appeared to be A3 hexagonal, which is a brittle phase and specific to zirconium. Brittle
phases are usually avoided in biocompatible alloys, so up to 20% of Zr is recommended
to be used for alloy selection. The increase in the Nb content in the alloy had a similar
result to Zr; with a proportion higher than 20%, and HCP–A3 phase starts to form. Up
to 15% Nb, a significant proportion of the HCP–A3 phase can be observed, which was
suppressed between 15 and 20% Nb. This concentration interval is recommended to be
used for the intended application. Similar to Zr and Nb, Ti is important for stabilizing the
BCC–A2 phase, up to 10%. When the titanium content exceeded 10%, the HCP–A3 phase
started to form in the alloy structure. In Figure 1d, it can be observed that the presence of
iron influenced the formation of phase structure by the inhibition of the BCC phase and
the increase in the brittle HCP–A3 and Laves phases. Unlike the other elements, Ta had
a constant influence on the formation of the BCC-A2 solid solution phase, up to a high
concentration value of 50% (Figure 1e). The formation of the hardening HCP–A3 phase
started at 40% Ta, which was a higher value compared to other elements. It was calculated
the influence of brittle phases. As previously mentioned, the HCP–A3 phase was not
desired in our configuration, and it was preferable, in this case, to have two-phase instead
of three-phase structures. As a result, it was established that the optimal concentration
interval for Ta was 30–40%.

For the second alloy system, FeMnNbTiZr, the influence of the alloying elements
on the evolution of the constituent phases was analyzed (Figure 2). It can be observed
that with an increase in the Ti percentage, there was a significant increase in the BCC–A2
solid solution phase and a decrease in the HCP–A3 hexagonal phase (Figure 2a). The
Laves intermetallic phases had a maximum area of 0.4 M in the concentration interval of
8–15%Ti. A high percentage of 25–30%Ti is recommended for obtaining predominantly
solid solutions in the alloy. The presence of Zr in the alloy at a percentage of up to 26%
determined a decrease in the solid solution distribution and an increase in the content of
Laves intermetallic phases (Figure 2b). A high concentration of Zr in CCA determined
a decrease in the intermetallic compounds and an increase in the BCC–A2 and HCP–A3
solid solutions. When the Zr content was increased by more than 26%, the C14 Laves phase
was reduced to a minimum. Nb has a high BCC–A2 phase stabilization capacity, higher
than Zr and Ti, so at values over 27%, it can form exclusively solid solutions in the alloy
(Figure 2c). In Figure 2d, it can be observed that the influence of Mn in the alloy system
is significant. Up to 15% of Mn in the alloy formed a complex structure composed of the
majority of the phases met in the system. At higher percentages, there was an accentuated
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stabilization of the main BCC–A2 phase, reaching a structure based mostly on the BCC–A2
solid solution at 32%. Similar to the FeTaNbTiZr alloy system, the influence of iron on the
phase evolution in the FeMnNbTiZr system was significant, as it considerably decreased
the BCC phase. An interval of up to 10 wt.% is recommended (Figure 2e).

Figure 2. The proportions of phases that can be found in the FeMnNbTiZr alloy system at 200 ◦C, depending on the
variations of (a) Ti; (b) Zr; (c) Nb; (d) Mn; (e) Fe.

3.2. Kinetic and Thermodynamic Criteria Calculation

To design the optimal composition of complex concentrated alloys with reduced
contents of critical raw materials and potential biocompatible properties, for both selected
alloy systems (FeTaNbTiZr and FeMnNbTiZr), calculations of the thermodynamic criteria
were performed, varying the proportions of each element. The influence of each constituent
element proportion on the calculated parameters is shown in Figures 3 and 4. The areas
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between the dotted lines represent the boundary intervals between which solid solutions
can be formed, depending on the conditions of each parameter.

Figure 3. Graphical representation of the variations between (a) density, ρ, and the configurational entropy, ∆Smix; (b) the
atomic radius difference, δ, and the derived parameter, Ω; (c) density, ρ, and the atomic radius difference, δ; (d,e) the ratio
between the enthalpy of intermetallic compounds (∆Him) and the mixing enthalpy (∆Hmix) with the k1cr factor for the
FeTaNbTiZr alloy system.
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Figure 4. Graphical representation of the variations between (a) density, ρ, and the configurational entropy, ∆Smix; (b) the
atomic radius difference, δ, and the derived parameter, Ω; (c) density, ρ, and the atomic radius difference, δ; (d) Allen
electronegativity, χAllen, and the derived parameter, Ω; (e) the ratio between the enthalpy of intermetallic compounds
(∆Him) and the mixing enthalpy (∆Hmix) with the k1cr factor for the FeMnNbTiZr alloy system.

Figure 3a presents the ratio between the density of the alloy and the configurational
entropy. It can be observed how the content of Ti, Zr, and Ta positively influenced the
formation of solid solutions, while the increase in the content of Fe and Nb removed
the alloy from the area considered optimal for the formation of solid solutions. Ana-
lyzing the variations of the derived parameter, Ω, with the atomic radius difference, δ
(Figure 3b), it can be observed that an increase in the content of Ta, Nb, and Ti and a
decrease in the content of Fe and Zr positively influenced the formation of solid solutions.
Figure 3c illustrates the variations of the atomic radius difference, δ, with the density, ρ.
Analyzing the trend of the chemical elements in the FeTaNbTiZr alloy system, it can be
observed that increasing the content of Ta, Ti, and Nb, and decreasing the Fe and Zr content,
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positively influenced the formation of solid solution structures. Figure 3d presents the
variations of the derived parameter Ω with Allen electronegativity, where it can be noticed
that the elements Ti and Zr had a direct influence on the formation of solid solutions. On
the other hand, maintaining low values of Fe and Ta had a positive influence, due to the
positive characteristics they offered to the alloy; however, an increase in the concentrations
of these elements can negatively influence the formation of solid solutions. Figure 3e shows
the variations of the ratio between the enthalpy of the intermetallic compounds and the
mixture enthalpy, considering the k1cr factor, where it can be estimated that an increase in
the Ti and Ta contents had a positive influence on solid solutions formation, while Zr, Fe,
and Nb are not good solid solution formers.

Figure 4a shows the ratio between the alloy density and mixing entropy, where Ti, Zr,
Mn, Fe, and Nb have a positive influence on the formation of solid solutions. Analyzing
the variation of the derived parameter, Ω, with atomic radius difference, δ (Figure 4b), it
can be observed that an increase in Mn, Nb, and Ti and a decrease in Zr and Fe stimulates
the formation of solid solutions. The variations of the atomic radius difference, δ, with
the density, ρ (Figure 4c), provide information regarding the elements that are good solid
solution formers, such as Mn, Ti, and Nb. Regarding the diagram (Figure 4d), where the
influence of the Allen electronegativity on the derived parameter is presented, Ω, it can be
noted that Ti, Mn, and Nb were good solid solution formers. Moreover, the fluctuation of
the ratio between the enthalpy of intermetallic compounds (∆Him) and the mixing enthalpy
(∆Hmix) with the k1cr factor provides information regarding the elements such as Ti, Mn,
and Nb that are desirable for the composition of complex concentrated alloys.

3.3. CCA Selection Using the CALPHAD Method and Kinetic and Thermodynamic Criteria

With the analysis of the CALPHAD modeling results for the FeTaNbTiZr alloy system,
it was observed that a structure that was preponderantly based on solid solutions was
obtained at high percentages of Ta [29], Nb, and Zr. Otherwise, the Ti had to be kept at
relatively low percentages. By replacing the Ta with Mn in the FeMnNbTiZr alloy system,
the most important influence on the formation of a structure composed of solid solutions
was Zr [30].

The criteria calculation results provided information regarding the alloys’ structures,
which were influenced by the proportion of constituent elements, which can have a positive
or negative influence on the formation of solid solutions. For the FeTaNbTiZr alloy system,
the Ta and Nb had a favorable influence on the evolution of the Ω and δ parameters,
while the Ti reduced the value of density and improved the k1cr critical factor. However,
according to the European Commission list (Table 1), titanium is considered a critical metal,
which implies that a sustainable alloy design has low Ti content, in terms of the FeTaNbTiZr
alloy system. Although Ta increased the density of the alloy, it contributed substantially
to the improvement of the selection criteria. Because Ta is also included in the critical
raw material list (Table 1), a substitution with Mn was suggested, due to the similar solid
solution formation behavior that both metals develop in combination with other elements,
thus obtaining a new alloy system, FeMnNbTiZr.

The modeling results show a good capability of the selected systems to form structures
based majorly on solid solution phases. It has been shown before that high percentages
of Ta, Ti, Nb, Zr, and Mn favor the formation of BCC-type solid solution structures, while
Fe has a negative influence on the formation of hard HCP–A3 and Laves phases. The
results of the criteria simulations also show that Zr and Ta could have a negative impact
on the final structure, as opposed to the CALPHADS modeling results. Suggestions made
by the CALPHAD and criteria optimization were taken into account in the selection of
the alloy compositions. However, considering the high cost of some elements (e.g., Ta
and Nb) and their scarcity, the selection of the appropriate composition changed con-
siderably. In this case, it was preferable to have higher contents of Fe and Mn, as well
as lower contents of Ta, Nb, and Ti, which are considered critical metals. However, the
simulation results show a favorable influence of the critical elements on the formation of
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solid solution structures. A compromise composition was selected in order to meet all the
proposed requirements, after several preliminary trials. Thus, three new CCAs with low
contents of critical raw materials and inexpensive obtaining processes were developed—
FeTa0.5Nb0.5TiZr0.5, FeTa0.5Nb0.5Ti1.5Zr0.5, and FeMnNb0.5TiZr0.5. The Ti presence was still
significant, even though it is an unwanted critical element, so a comparison was done with
a lower Ti content for the second alloy.

The thermodynamic and kinetic criteria, calculated for the selected complex concen-
trated alloys, are presented in Table 2.

Table 2. Thermodynamic and kinetic criteria for the formation of optimal CCAs.

Alloy ∆Smix,
J/mol•K

∆Hmix,
kJ/mol δ, % VEC, % ∆χAllen,

%
Tm Ω ∆Him k1cr

ρ,
g/cm3

FeTa0.5Nb0.5Ti1.5Zr0.5 12.42 −15.56 8.02 5.25 12.78 2201.78 1.76 −15.56 1.31 7.61
FeTa0.5Nb0.5TiZr0.5 12.89 −16.41 8.52 5.43 13.28 2239.01 1.76 −16.41 1.31 8.06
FeMnNb0.5TiZr0.5 12.97 −15.38 8.23 5.88 12.92 1927.40 1.63 −15.38 1.33 6.65

Equilibrium and Scheil–Gulliver diagrams were calculated for the selected CCA com-
positions to determine the phase proportions identified in the alloy in specific solidification
conditions. In the FeTaNbTiZr alloy system, it can be observed that the complex concen-
trated alloy with a high Ti content had a higher content of Laves intermetallic phases
at room temperature (Figure 5). However, titanium made a considerable contribution
to increasing the biocompatible properties of the alloy, so it was absolutely necessary to
include it in the final composition. The Scheil–Gulliver diagrams (Figure 6) indicate high
stability of the BCC–A2 phase, which was formed first during the solidification process.
Thus, the Laves intermetallic phases mostly formed in the interdendritic area of the alloy.

Figure 5. Equilibrium diagrams for the (a) FeTa0.5Nb0.5TiZr0.5 and (b) FeTa0.5Nb0.5Ti1.5Zr0.5 alloys.

The equilibrium diagram of the FeMnNb0.5TiZr0.5 (Figure 7) indicates the high stability
of the solid solution, based on a BCC–A2 structure. At low temperatures, the Laves
intermetallic phases had high contents, which determined a complex multiphase structure
with low percentages of the HCP–A3 and Beta–Mn phases.
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Figure 6. Scheill–Gulliver diagrams for the (a) FeTa0.5Nb0.5TiZr0.5 and (b) FeTa0.5Nb0.5Ti1.5Zr0.5 alloys.

Figure 7. Equilibrium diagram of the FeMnNb0.5TiZr0.5 alloy.

The Scheill–Gulliver solidification curve (Figure 8) indicates a high degree of subcool-
ing. The model of the solidification process of the alloy and considering Zr diffusion and
its impact on changing the structure in the solidification area, a decrease in the subcooling
degree can be observed.

Figure 8. Scheil–Gulliver cooling diagram with Zr diffusion for the FeMnNb0.5TiZr0.5 alloy.

With the analysis of the equilibrium diagram, it can be observed that the high stability
of the BCC–A2 phase determined a primary solidification at a temperature of 1420 ◦C,
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according to the Scheil–Gulliver solidification diagram (Figure 9). The process was followed
by the formation of the Laves intermetallic phase at a temperature difference lower than
200 ◦C.

Figure 9. Scheill–Gulliver diagrams for FeMnNb0.5TiZr0.5.

3.4. Empirical Results

The alloys were examined in the as-cast state using chemical analysis, scanning
electron microscopy (SEM), and X-ray diffraction (XRD).

The chemical and physical analysis results are presented in Table 3. The resulting
alloy composition was found to be within 3% of the limits of the nominal values for the
used elements [31].

Table 3. The chemical composition and density of alloys.

Alloy Composition
Tip

wt.% Density
g/cm3

Ti Fe Mn Nb Ta Zr

FeTa0.5Nb0.5Ti1.5Zr0.5
Analyses 24.17 19.15 15.55 27.56 13.57 7.61
Nominal 23.14 18.02 - 14.97 29.17 14.7

FeMnNb0.5TiZr0.5
Analyses 17.89 21.73 22.36 22.04 15.97 6.65
Nominal 19.09 22.28 21.92 18.53 - 18.18

FeTa0.5Nb0.5TiZr0.5
Analyses 18.83 21.21 15.27 29.74 14.95 8.06
Nominal 16.73 19.51 - 16.22 31.62 15.92

FeTa0.5Nb0.5Ti1.5Zr0.5
remelted

Analyses 19.2 18.42 - 15.8 25 12.4 7.61
Nominal 22.16 20.28 16.39 27.52 13.65 7.61

The SEM analyses of the as-cast and remelted FeTa0.5Nb0.5Ti1.5Zr0.5 alloy showed
different types of dendritic structures with variable phase compositions from the center
to the borders (Figure 10a,b). The remelted alloy presented larger and branched den-
drites compared to the as-cast sample, which presented small and well-dispersed dendrite
fragments. Six separate phases were distinguished in both structures. According to the
EDS analysis, the dendrite area (DR) contained more Nb, Ti, and Ta (Figure 10) in the
melted (Table 4) and re-melted (Table 5) FeTa0.5Nb0.5Ti1.5Zr0.5 alloys. The interdendritic
area contained two phases–the phase corresponding to ID1 contained Ti, Fe, Zr, and small
quantities of Ta and Nb. The phase corresponding to ID2 contained Ti, Nb, Fe, and small
quantities of Ta and Zr. Additionally, in the interdendritic area, the presence of a eutectic
with fine lamellar morphology in an as-cast sample and with fine punctiform distribution
in the remelted state (ID3) was observed, which, according to the EDS analysis on the
component corresponding to the ID3 point, contained high percentages of Ti, Fe, Zr, and
less Ta and Nb. In the case of the component corresponding to ID4, a predominant Ti and
Fe composition was distinguished; the rest of the elements were at lower values but still
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significant. A small phase that was identified in the interdendritic area is indicated by ID5,
with different composition gradients for the two samples. The as-cast sample showed a
predominant Ti and Fe composition, and the re-melted sample showed a predominant Ti,
Nb, and Ta composition.

Figure 10. SEM-EDS image of the FeTa0.5Nb0.5Ti1.5Zr0.5 alloy in as-cast (a) and re-melted (b) states.

Table 4. Phase compositions for the as-cast FeTa0.5Nb0.5Ti1.5Zr0.5 alloy.

Phase
Composition, wt.%

Zr Nb Ti Ta Fe

DR 4.17 30.30 43.39 14.38 7.76
ID1 14.16 4.01 45.47 2.35 34.01
ID2 6.88 15.23 51.36 5.53 20.99
ID3 11.98 7.18 45.62 3.74 31.48
ID4 9.76 14.75 41.87 9.03 24.59
ID5 11.59 9.03 41.48 5.66 32.24

Table 5. EDS compositions for the remelted FeTa0.5Nb0.5Ti1.5Zr0.5 alloy, in wt.%.

Phase
Composition, wt.%

Zr Nb Ti Ta Fe

DR 0.00 32.84 31.57 29.00 6.58
ID1 14.70 0.00 46.94 2.36 36.00
ID2 13.64 6.06 37.13 5.11 38.06
ID3 13.52 6.00 37.83 5.16 37.49
ID4 11.70 8.03 36.61 8.06 35.61
ID5 4.38 24.93 45.90 16.78 8.01

The EDS results (Figures 11 and 12) show large differences in terms of dendrite
size and element distribution. The as-cast alloy presented a homogenous structure with
uniform element distributions, besides small size segregations for Zr. The re-melted sample
presented well-defined dendrites with a high concentration of Ta, and less Nb and Ti. The
interdendritic area was characterized by a major presence of Fe and Zr.
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Figure 11. EDS mapping of the FeTa0.5Nb0.5Ti1.5Zr0.5 alloy.

Figure 12. EDS mapping of the remelted FeTa0.5Nb0.5Ti1.5Zr0.5 alloy.

The XRD phase analysis for the melted (Figure 13) and remelted (Figure 14) FeTa0.5Nb0.5
Ti1.5Zr0.5 alloys revealed similar structure configurations, showing three different BCC–A2
type phases, a Laves phase, a complex cubic phase, and a hexagonal compact phase. Phase
proportion calculations revealed high contents of Laves–C14 and BCC–β1–A2 phases,
which changed between the two samples from 40 wt.% and 20 wt.% to 32 wt.% and 31 wt%,
respectively. The other phases, BCC—β2–A2 (14 wt.%), HCP–A3 (13 wt.%), complex cubic–
D8a (8 wt.%), and BCC–A2 (5 wt.%) had minor proportions. The high number of phases
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suggests a less stable structure that needs special heat treatment processing to reach the
equilibrium configurations.

Figure 13. X-ray diffraction pattern for the FeTa0.5Nb0.5Ti1.5Zr0.5 alloy.

Figure 14. X-ray diffraction pattern for the remelted FeTa0.5Nb0.5Ti1.5Zr0.5 alloy.

The SEM analyses of the FeTa0.5Nb0.5TiZr0.5 alloy revealed a dendritic structure
(Figure 15) with larger branches than for the FeTa0.5Nb0.5Ti1.5Zr0.5 alloy. According to
the EDS analysis (Table 6 and Figure 16), the dendritic area (DR) contained mostly Ta,
followed by Nb and smaller quantities of Ti and Fe. The interdendritic area (ID2) contained
Ta, Fe, Ti, and smaller quantities of Zr and Nb. A smaller phase was distinguished in
the interdendritic area, with a major proportion of Ti and less Ta, Nb, Fe, and Zr (ID3).
Additionally, in the interdendritic area, the presence of another phase that contained mostly
Ti, Fe, Zr, and smaller quantities of Ta and Nb (ID1) was observed.

Table 6. EDS composition for the FeTa0.5Nb0.5TiZr0.5 alloy, in wt.%.

Phase
Composition, wt.%

Zr Nb Ti Ta Fe

DR - 28.95 21.93 41.02 8.11
ID1 17.26 4.05 40.96 6.31 31.42
ID2 10.35 7.18 27.13 14.73 40.61
ID3 4.84 13.16 60.68 8.83 12.49
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Figure 15. SEM-EDS images for the as-cast FeTa0.5Nb0.5TiZr0.5 alloy sample with the selected points
for EDS analysis.

Figure 16. EDS mapping of FeTa0.5Nb0.5TiZr0.5 alloy.

Compared to the alloy with a higher Ti concentration, the FeTa0.5Nb0.5TiZr0.5 alloy
showed a reduced phase composition in the XRD analysis report (Figure 17). Several
structures, BCC–β1, BCC–β2, Laves phase, and the complex cubic phase, were detected.
Due to the phase proportion calculations, it was observed that the laves–C14 phase (56 wt.%)
was predominant, followed by BCC–β1–A2 (22 wt.%) phase, BCC–β2–A2 (12 wt.%), and
complex cubic–D8a (10 wt.%). The XRD results for the FeTa0.5Nb0.5TiZr0.5 alloy show
fewer phases than the alloy with a higher Ti content, but unstable BCC–A2 variations are
still present.

According to the SEM images (Figure 18), the FeMnNb0.5TiZr0.5 alloy sample had
a large dendritic structure. The EDS analysis (Table 7 and Figure 19), shows that the
dendritic area (DR) contained mostly Mn, Ti, and smaller quantities of Fe, Zr, and Nb. In
the interdendritic area, the presence of two phases can be observed (ID1 and ID2). These
phases had a high concentration of Ti, followed by Nb, Mn, Fe, and Zr.
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Figure 17. X-ray diffraction pattern for the FeTa0.5Nb0.5TiZr0.5 alloy.

Figure 18. SEM image of the FeMnNb0.5TiZr0.5 alloy sample with the selected points for EDS analysis.

Table 7. EDS composition for the FeTa0.5Nb0.5TiZr0.5 alloy, in wt.%.

Phase
Composition, wt.%

Zr Nb Ti Ta Fe

DR 7.33 16.20 30.65 32.41 13.41
ID1 6.82 12.70 38.86 25.72 12.70
ID2 7.00 13.26 39.33 20.78 17.21

The XRD phase analysis, presented in Figure 20, reveals several structures—the BCC–
β1, Laves, and hexagonal compact phases. The Laves–C14 phases were present in a higher
proportion (82 wt.%) than the BCC–β1–A2 (14 wt.%) and HCP–A3 (4 wt.%).

The samples were analyzed to determine the microhardness (Table 8) and it was
observed that the FeTa0.5Nb0.5TiZr0.5 was the alloy with the highest microhardness
(898.02 HV), followed closely by FeTa0.5Nb0.5Ti1.5Zr0.5 and FeMnNb0.5TiZr0.5. After the
re-melting of the FeTa0.5Nb0.5Ti1.5Zr0.5 alloy, the microhardness decreased by approxi-
mately 13%.

The selection criteria applied to the FeTa0.5Nb0.5TiZr0.5, FeTa0.5Nb0.5Ti1.5Zr0.5, and
FeMnNb0.5TiZr0.5 alloys showed good potential for the formation of mixed structures
containing either solid solutions (SS) or intermetallic compounds (IM). The experimental
findings match the criteria calculations for the FeTa0.5Nb0.5TiZr0.5 and FeTa0.5Nb0.5Ti1.5Zr0.5
alloys, where high proportions of SS and IM were distinguished. Nevertheless, for the
FeMnNb0.5TiZr0.5 alloy, the experimental findings show much larger contents of intermetal-
lic Laves-type phases than the criteria calculation results.
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Figure 19. EDS mapping of the FeMnNb0.5TiZr0.5 alloy.

Figure 20. X-ray diffraction pattern for the FeMnNb0.5TiZr0.5 alloy.

Table 8. Vickers microhardness for the obtained alloys.

Alloy Vickers Microhardness, HV

FeTa0.5Nb0.5Ti1.5Zr0.5 802.8
re-melted FeTa0.5Nb0.5Ti1.5Zr0.5 699.0

FeTa0.5Nb0.5TiZr0.5 898.2
FeMnNb0.5TiZr0.5 802.9

The CALPHAD method produced similar phase configurations with those obtained in
the experimental results for the FeTa0.5Nb0.5TiZr0.5 and FeTa0.5Nb0.5Ti1.5Zr0.5 alloys, where
BCC and Laves phases had similar proportions. The thermodynamic simulation for the
FeMnNb0.5TiZr0.5 alloy showed a significantly lower proportion of the Laves phase in the
experimental results.

The phases that were present in both representations for the FeTaNbTiZr system
were BCC–A2, HCP–A3, and Laves. A complex D8a phase was identified in the as-cast
alloy sample and was not indicated by the CALPHAD simulation. The simulation of
FeMnNbTiZr solidification behavior showed a larger number of phases (BCC–A2, HCP–
A3, β–Mn, and Laves) than in the experimental results (Laves, BCC–A2 and HCP–A3).
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Overall, the results obtained in the experimental trials relate well to the preliminary alloy
structural modeling results, and the differences encountered in the phase composition can
be attributed to the nonequilibrium nature of the casting process.

4. Conclusions

This paper presents the selection process and characterization of complex concentrated
alloys with reduced contents of critical raw materials. With the analysis of the properties of
the main elements used for obtaining complex concentrated alloys with reduced contents
of critical raw materials, two alloy systems are proposed—FeTaNbTiZr and FeMnNbTiZr.
Considering the variations of the contained elements, the MatCalc simulation program
was used to analyze the solid solutions’ redistribution during the solidification process.
To design the optimal composition for both selected alloy systems, calculations of the
kinetic and thermodynamic criteria were performed, varying the proportions of each
element. For the FeTaNbTiZr alloy system, it was identified that high percentages of Ta,
Nb, and Zr stimulate the formation of structures based on solid solutions. Ti has good
biocompatible properties, but it is important it is kept at low percentages because it is
included in the critical raw materials list. Besides reducing the Ti content, the substitution
of Ta with Mn was also considered because of its high availability and known potential for
the formation of solid solution structures, thus leading to the second selection for the alloy
system—FeMnNbTiZr.

From the simulation results performed by CALPHAD modeling, the semi-empirical
criteria calculations, and the critical characteristics of the used elements, several compo-
sitions were selected for further analysis—FeTa0.5Nb0.5Ti1.5Zr0.5, FeTa0.5Nb0.5TiZr0.5, and
FeMnNb0.5TiZr0.5.

The selected alloys were prepared in an induction furnace for improved homogeneity
and reduced processing stages. Significant structural changes were observed after the
remelting process, shown for the FeTa0.5Nb0.5Ti1.5Zr0.5.

The empirical results provided by SEM-EDS and XRD analyses of the FeTa0.5Nb0.5Ti1.5
Zr0.5 (melted and remelted), FeMnNb0.5TiZr0.5, and FeTa0.5Nb0.5TiZr0.5 alloys indicate
a significant content in solid solutions as well as in intermetallic phases. The as-cast
FeTa0.5Nb0.5Ti1.5Zr0.5 alloy presented a refined structure, containing a preponderant BCC–
β1–A2 solid solution phase and characterized by different types of dendritic structures,
with a variable phase composition from the center to the borders. The structure of the
remelted alloy can be described by larger and branched dendrites, in comparison to the
small and well-dispersed dendrite fragments of the melted composition. The differences
between the melted and remelted FeTa0.5Nb0.5Ti1.5Zr0.5 alloys, in terms of dendrite size
and element distribution, were observed in the EDS analysis.

The as-cast FeTa0.5Nb0.5Ti1.5Zr0.5 alloy showed a dendritic structure with uniform
element distribution, besides small size segregations of Zr, while the remelted one presented
well-defined dendrites. The as-cast FeTa0.5Nb0.5TiZr0.5 alloy sample, where the titanium
content was reduced, had a small number of phases compared to the FeTa0.5Nb0.5Ti1.5Zr0.5
alloys (melted and remelted), and the dendritic structures have larger branches. The CCA
composition based on manganese, FeMnNb0.5TiZr0.5, had a smaller number of phases and
a large dendritic structure.

Considering the XRD results, it can be observed that the melted and remelted FeTa0.5
Nb0.5Ti1.5Zr0.5 alloys showed three different BCC–A2-type phases—a Laves phase, a com-
plex cubic phase, and a hexagonal compact phase, with similar phase proportions. With the
decrease in Ti content, the number of phases decreased compared to the previous alloy, but
unstable BCC-A2 variations were still present. The FeMnNb0.5TiZr0.5 alloy composition
presented a structure based on BCC–β1–A2, Laves, and hexagonal compact phases.

By comparing the criteria and with the MatCalc simulation with the empirical results,
it was observed that several variations of the BCC–A2 phase were present in the prepared
samples, while more intermetallic phases were present in the simulation diagrams. How-
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ever, the structural findings are similar in terms of phase constitution. BCC–A2, HCP–A3,
and Laves appeared in both representations.

The studied alloys represent good options for further studies on the replacement and
improvement of conventional alloys with biocompatibility properties.
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Abstract: Unusual force constants originating from the local charge distribution in crystalline GeTe
and Sb2Te3 are observed by using the first-principles calculations. The calculated stretching force
constants of the second nearest-neighbor Sb-Te and Ge-Te bonds are 0.372 and −0.085 eV/Å2,
respectively, which are much lower than 1.933 eV/Å2 of the first nearest-neighbor bonds although
their lengths are only 0.17 Å and 0.33 Å longer as compared to the corresponding first nearest-
neighbor bonds. Moreover, the bending force constants of the first and second nearest-neighbor
Ge-Ge and Sb-Sb bonds exhibit large negative values. Our first-principles molecular dynamic
simulations also reveal the possible amorphization of Sb2Te3 through local distortions of the bonds
with weak and strong force constants, while the crystalline structure remains by the X-ray diffraction
simulation. By identifying the low or negative force constants, these weak atomic interactions are
found to be responsible for triggering the collapse of the long-range order. This finding can be
utilized to guide the design of functional components and devices based on phase change materials
with lower energy consumption.

Keywords: unusual force constant; phase change materials; GeTe; Sb2Te3

1. Introduction

Phase change materials can exist in at least two different phases, such as a crystalline
phase and an amorphous phase, featuring rapid and reversible switching between phases
with large property contrasts. The most widely used phase change materials for rewritable
optical disks are GeTe-Sb2Te3 pseudobinary compounds [1–3]. The unique property of
GeTe-Sb2Te3 also makes it an excellent candidate for various applications in computer
science, especially in the field of non-volatile computer memory [4,5]. Important progress
has been achieved in the past 20 years to develop new phase change materials and under-
stand their phase change mechanisms [6–15]. It has been known that local interactions
between atoms play an important role in phase changes [4,16]. For example, a recent study
reveals that local distortions in crystalline can trigger the collapse of long-range order,
leading to the formation of the amorphous phase without going through the liquid state [4].
Furthermore, local disorder can also induce localized amorphization even in crystalline
phase [16]. According to the simple and early-established theoretical considerations, the
transition between the amorphous and the crystalline states, such as the “umbrella flip”
model [17], has been attributed to rapid crystallization from the intrinsic similarity in
atomic arrangements. However, their atomic arrangements are not yet clear, which re-
sults in poor understanding of the phase exchange mechanism. The evidence observed
experimentally also indicates that the local atomic arrangements in the amorphous and
crystalline states differ considerably [18]. In addition, several recent theoretical reports
strongly suggest that the “umbrella flip” model needs to be reevaluated [1,4,19,20].
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To further fully understand the underlying physics behind phase change, a solid
understanding of the bonding mechanism is a prerequisite. Thus, many studies have
been conducted to reveal the chemical bonding nature of phase change materials [20–22].
For example, Wuttig et al. found that resonant bonding is a unique fingerprint and
is responsible for the physical properties of the crystalline phase change materials [21].
Through electron localization function analysis, Ma et al. identified the chemically bonded
atom pairs and found that the threefold p-type bonding is prominent in amorphous
Ge2Sb2Te5 [20]. Recent publications by Kolobov et al. also confirmed the proposed resonant
bonding [7] and p-type bonding [23] in GeTe.

Directly knowing the force acting between atoms in the phase change material can help
us understand the atomic origin of the rapid and reversible switch between the crystalline
and amorphous phases, because the force constants (FCs) can quantitatively show us the
binding strengths between specific atoms. These strengths are, however, very difficult to be
determined experimentally, due to the extremely small distance between atoms in nature.
When the eigenvectors are not known, things will get worse because there is no unique
solution if one wants to extract the FCs from the measured phonon frequencies [24,25]. In
the present study, to gain understanding of the origin of phase change mechanisms, we
have extracted the FCs between the atoms in GeTe and Sb2Te3 through the approach of
chemical bonding analysis by using the first-principles calculations.

2. Materials and Methods

Theoretically, the FCs between atoms can be calculated directly by combining the
frozen-phonon method with the first-principles calculations [26,27]. The phonon frequen-
cies can be reduced using the Fourier transformation of the FCs. The reliability of these
obtained FCs can then be verified through the comparison between the deduced phonon
frequencies from the calculated FCs and the available Raman, infrared, and neutron diffrac-
tion experimental data. Without loss of the generality, stable GeTe and Sb2Te3 phases are
studied in the present work. The reason why the GeTe-Sb2Te3 pseudobinary compounds
are not chosen is that the precise atomic structures of these pseudobinary compounds
remain unknown, due to the randomly distributed Ge and Sb atoms and the intrinsic
vacancies [28]. For example, a recently proposed atomic model for Ge2Sb2Te5 contains
240 atoms in the unit cell [19], which will become a very challenging problem in terms of
computing demands.

In the present first-principles calculations, the Vienna ab initio simulation package
(VASP) [29,30] and ALKEMIE (an intelligent computational platform for accelerating mate-
rials discovery and design) [31] are used. The calculations are conducted in a plane-wave
basis with cut-off energy of 400 eV. The projector-augmented-wave potentials are used to
describe the electron-ion interaction. The electron configuration is [Ar]3d104s24p2 for Ge,
[Ar]5S25P3 for Sb, and [Ar]5S25P4 for Te [32]. The exchange and correlation effects are de-
scribed by the generalized gradient corrections proposed by Perdew-Burke-Ernzerhof [33].
The integration in the Brillouin zone is performed on the special k points determined from
the Monkhorst-Pack [34] scheme over 17 × 17 × 17 and 13 × 13 × 13 meshes for GeTe and
Sb2Te3, respectively. The unit cells are fully relaxed with respect to both their volume and
shape, as well as to the atomic positions.

Furthermore, the FC matrix and the corresponding phonon frequencies are calculated
with the frozen-phonon method, which is implemented in the alloy theoretic automated
toolkit (ATAT) [35,36], combined with the VASP. The cutoff distance in constructing a
supercell for all the FC calculations is 20 Å, resulting in 256 and 208 atoms for GeTe and
Sb2Te3, respectively. Gamma point is used in the integration of the Brillouin zone. A test
with 3 × 3 × 3 Monkhorst-Pack mesh for Sb2Te3 with 208 atoms shows that there is almost
no difference between the results integrated from the 3 × 3 × 3 mesh and gamma point.
In addition, opposite-sign perturbations are also applied to ensure that the effect of the
third-order FCs cancels out exactly in the fit [36].
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To study the distortion effect, a 4 × 4 × 1 supercell containing 96 Sb and 144 Te
atoms constructed from the conventional hexagonal cell of Sb2Te3 is introduced in the
present molecular dynamics (MD) simulations. Considering that the short simulation time
can be approached with the current first-principles calculations, the simulation system
is considered as in an isolated thermodynamic system, i.e., the microcanonical ensemble
(NVE) is used in the present MD simulations. An initial temperature is set to 300 K. Each
MD job is run to 3 ps with 3 fs time step. Results collected from two selected MD jobs
running to 12 ps show that there are no qualitative differences between the results due to
short running time.

3. Results

We have carried out detailed calculations of phonons in GeTe and Sb2Te3. The crys-
talline structures used in the calculations are shown in this section. The calculated phonon
frequencies at the gamma point are listed for GeTe and Sb2Te3, respectively. The selected
phonon spectra and phonon density of states along with the available experimental data
are alsp shown. The FCs are then reported, while the electronic origins of the unusual FCs
are demonstrated. Next, the important findings in these results are given in detail.

3.1. Crystalline Structures

GeTe is crystallized in the rocksalt structure at temperatures above ~700 K, and will
distort into a rhombohedral structure at lower temperatures [28]. Sb2Te3 crystallizes in
a rhombohedral structure as well [28]. The primitive cells of these two stable phases are
shown in Figure 1, with the hexagonal conventional cells. The simulated lattice constant of
the GeTe primitive rhombohedral cell containing two atoms is 4.3431 Å with the interaxial
angle of 58.089◦, which agrees well with the corresponding experimental values of 4.3061 Å
and 57.942◦ [37], respectively. The simulated lattice constant of the Sb2Te3 primitive
rhombohedral cell containing five atoms is 10.5759 Å with the interaxial angle of 23.706◦,
which is slightly larger than the corresponding experimental values of 10.4469 Å and
23.551◦ [38].

Figure 1. Primitive (left) and conventional (right) cells of (a) GeTe and (b) Sb2Te3. The purple, orange and brown balls
represent Ge, Sb and Te atoms, respectively.
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3.2. Phonon Frequencies

Tables 1 and 2 list the calculated phonon frequencies at the Brillouin zone center (in
cm−1) for GeTe and Sb2Te3, respectively, as well as the available experimental data and
other theoretical results [39–44]. Figure 2a–c show the phonon density of states (DOS)
for Sb2Te3 and GeTe, and phonon spectra for Sb2Te3 along Γ-Z directions in reciprocal
space, respectively, as well as the available neutron scattering [45] and time-of-flight
spectrometer [46] data. Here, group theoretical analyses show that in rhombohedral GeTe
with two atoms in unit cell, with E mode it is double degenerate, two modes A1 and E are
Raman and infrared active, respectively [41]. In addition, for Sb2Te3, there are five atoms
in unit cell, thus total 12 optical modes exist. Due to the fact that E and A modes represent
displacement in the a–b plane and along the c axis, respectively, all the four vibration E
optical modes along Γ–Z direction are double degenerate; thus, only eight frequencies can
be measured with Raman observation [47]. In short, the overall good agreement between
the calculated phonon frequencies and the measured data imply that the FCs calculated
from the supercells are reasonable.

Table 1. Calculated phonon frequencies (in cm−1) from the present and previous studies at the zone
center for GeTe, as well as the available Raman experimental data.

Method VASP Cal. Cal. a Cal. b Exp. Exp. Exp.

E(TO) 90.63 73 73 73 98 80 88
A1(LO) 123.94 152 121 115 140 122 123

Ref. Present [39] [39] [40] [41] [48] [40]
a Complete screening of the dipole-dipole interaction; b Consideration of hole (hole concentration is
2.1 × 1021 holes/cm3).

Table 2. Calculated phonon frequencies (in cm−1) from the present and previous studies at the zone
center for Sb2Te3, as well as the available experimental data.

Eg1 A1g1 Eu1 Eu2 A1u1 Eg2 A1u2 A1g2 Method Ref.

43.7 64.0 82.9 98.7 106.6 109.1 133.4 166.5 VASP Present
46 62 72 99 108 113 145 166 PWSCF [44]

69 112 165 Exp. [42]
43 56 Exp. [43]

67 91 110 157 Exp. [49]
PWSCF: Plane-Wave Self-Consistent Field software.

3.3. Force Constants

Figure 3 demonstrates the calculated stretching and bending FCs in crystalline GeTe
and Sb2Te3. The stretching action is defined as a change in the length of the bond between
two atoms due to an axial force, while the bending action refers to a change in the lateral
distance between two atoms due to a force normal to the bond direction. Technically, the
stretching FCs can be calculated by:

Stretching FC =
→
u

T · (fc :
→
u) (1)

where
→
u is the 3 × 1 unit vector defined as the direction from atom a to atom b,

→
u

T
is the

transposition vector of
→
u and fc is the 3× 3 FC matrix between atom a and atom b. Bending

FCs are the average of the two perpendicular bending FCs, which can be calculated by:

B1 =
→
a

T · (fc :
→
a ) (2)

and

B2 =
→
b

T
· (fc :

→
b) (3)
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where unit vector
→
a is perpendicular to vectors

→
u and

→
b =

→
a ⊗→u , normal to the plane

containing
→
u and

→
a . B1 and B2 represent the separated bending FCs along the two

perpendicular directions. It needs to be noted that this stretching-bending force constant
model was first proposed by Ceder et al. [50]. In this model, the coordinate system of
each force constant matrix is transformed following Equations (1), (2) or (3). Thus, the FCs
shown in Figure 3 are not the original 3 × 3 FC matrix but a scalar.

Figure 2. (a) Phonon DOS (black line) and the time-of-flight spectrometer data [46] (red line) for
Sb2Te3, (b) phonon DOS for GeTe and (c) phonon spectra for Sb2Te3 with neutron scattering data [45]
(cross-filling of circle).

Some general features can be found from Figure 3. The first and most important
unusual feature is that the stretching FCs of the second nearest-neighbor (NN) Sb-Te
and Ge-Te bonds are 0.372 and −0.085 eV/Å2, respectively, much lower than those of
the first NN bonds, which are equal to 1.933 eV/Å2. Besides a rather small bending FC
(<0.05 eV/Å2), the stretching FC of the Ge-Te bond at the second NN distance even becomes
negative. These dramatic changes of the FCs are really astonishing, as the differences
between the first and second NN distances are only 0.17 Å and 0.33 Å for Sb2Te3 and
GeTe, respectively.
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Figure 3. Stretching FCs of (a) Sb2Te3 and (b) GeTe, and bending FCs of (c) Sb2Te3 and (d) GeTe.

The second interesting feature is that the bending FCs of the Ge-Ge and Sb-Sb bonds
at the first and second NN distances between like atoms show large negative values,
suggesting that the Ge-Ge and Sb-Sb bonds would be ready to move under slight shear
perturbations, in accordance with their layer structure nature. It needs to be noted that
negative FC between two atoms along a certain direction does not mean that the two atoms
will leave, for the stability of a structure depends on the collective behavior of atomic
vibrations [51,52]. As the phonon DOS shown in Figure 2a,b, all phonon modes are really
positive, which means the two structures are dynamically stable. More details can be found
from the separated bending FCs. In GeTe, the bending FCs of Ge-Ge bonds at a distance
of 4.2170 Å are B1 = −0.170 eV/Å2 and B2 = −0.242 eV/Å2, while these values become
B1 = −0.014 eV/Å2 and B2 = −0.342 eV/Å2 at a distance of 4.3431 Å. The bending FCs
of these slightly longer Ge-Ge bonds are rather asymmetric, suggesting that the shear
deformation would be strongly direction-dependent. In Sb2Te3, the Se-Se bending FCs
are B1 = −0.309 eV/Å2 and B2 = −0.577 eV/Å2 at a distance of 4.3447 Å, while these
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values become B1 = −0.046 eV/Å2 and B2 = −0.602 eV/Å2 at a distance of 4.7076 Å. More
profound asymmetric shear behaviors are observed.

Thirdly, the second largest stretching FCs are found at the third NN distance between
like atoms (around 6 Å), higher than most of the shorter bonds (except for the bonds
between the first NN unlike atoms), making significant contribution to the stability of the
phase. Much shorter bonds such as Ge-Ge and Sb-Sb at around 4 Å, and Sb-Te and Ge-Te
at around 3 Å, are weaker than these longer bonds between like atoms.

Fourthly, the overall distributions of the stretching and bending FCs are similar for
GeTe and Sb2Te3. The highest stretching and bending FCs are around 2.0 eV/Å2 and
0.4 eV/Å2, respectively, for both GeTe and Sb2Te3. This similarity is consistent with the
similar rhombohedral symmetries of these two stable phases.

3.4. Origin of the Unusual Force Constants

It is of high scientific interest to find out the physical origin of these unusual FCs.
Hence, in the next section, the spatial valence charge density is analyzed to reveal the
bonding nature in the studied structures [53]. Figure 4 shows the crystal structures of Ge-Te
and Ge-Ge bonds at the first and second NN distances between unlike atoms and between
like atoms, respectively, as well as the isosurface with value of −0.035 number of electrons
per bohr3 in spatial valence charge. From the comparison between Figure 4a,b, one can
clearly see that higher charge densities are distributed along the first NN Ge-Te bonds, but
are much lower than those along the second NN Ge-Te bonds. These differences suggest
that the binding of the first NN Ge-Te is covalent type and much stronger than the binding
of the non-covalent second NN bonds, which leads to the large difference between the
FCs of these two bonds. Figure 4c shows that the first NN Ge-Ge bond is entirely located
in the Ge layer, hence the tensile or compressive movement is limited by the adjacent Ge
atoms, resulting in positive stretching FCs. In the out-of-plane direction, however, there
are three equally distributed strong covalent first NN Ge-Te bonds, which are oriented by
42.7◦ to the Ge layer, exerting the attractive force to draw Ge atoms out from the Ge layer,
and thus resulting in large negative bending FCs. The situation is similar for the second
NN Ge-Ge bonds as shown in Figure 4d. The only difference is that the covalent Ge-Te
bonds are not equally distributed, resulting in large asymmetric bending FCs. The reason
why the second largest FCs of Ge-Ge and Te-Te bonds occur at distances around 6 Å is that
their characteristics are similar to those of the first and second NN Ge-Te bonds. Hence,
they are covalent bonds to some extent.

Due to the similar rhombohedra symmetry, the situations for Sb2Te3 are not discussed
in detail. A noteworthy difference as demonstrated in Figure 5b is that although the
isosurfaces near the second NN Sb-Te are not as profound as those near the first NN Sb-Te
bonds, they are not spherical but bulged, indicating some covalent binding characteristics.
These characteristics cause the stretching and bending FCs of the second NN Sb-Te bonds
to be positive, different from those of the second NN Ge-Te bonds (shown in Figure 5a),
where the stretching FC is negative and the bending FC is close to zero.
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Figure 4. Crystal structures shown with the isosurface at −0.035 electrons per bohr3 in spatial valence charge density and
the noteworthy bonds for (a) Ge-Te first NN, (b) Ge-Te second NN, (c) Ge-Ge first NN, and (d) Ge-Ge second NN. The
bonds between atoms are shown with bicolor cylinder type.

Figure 5. The bonds at the second NN between unlike atoms with the isosurface at −0.035 electrons
per bohr3 in the spatial valence charge density of (a) GeTe and (b) Sb2Te3.

4. Discussion

A thorough investigation on these unusual FCs will certainly help us understand the
mechanism of phase change. From the calculated FCs, we can conclude that the first NN
Ge-Te and Sb-Te bonds have much larger FCs than the other bonds. With this insight, we
can explain a lot of experimental observations and simulation results for phase change
materials. For example, through atomic simulations, Caravati et al. [54] found that the
sharp peak of the bond angle distribution around Sb or Te atoms in amorphous Sb2Te3
is centered at 90.46◦. According to our structure relaxation of Sb2Te3, the dihedral angle
between the adjacent first NN Sb-Te bonds is 91.38◦, while the dihedral angle between
the adjacent second NN Sb-Te bonds is 85.36◦. Since the first NN Sb-Te bonds have much
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larger FCs than the other bonds in Sb2Te3, the reported angle distribution by Caravati
et al. is very close to that of the first NN Sb-Te bonds. This situation also holds true for
GeTe-Sb2Te3 pseudobinary compounds such as Ge2Sb2Te5. From the structure relaxation
of this study, the dihedral angle between the adjacent first NN Ge-Te bonds is 94.6◦, while
that of the adjacent second NN Ge-Te bond is 82.39◦ in GeTe. Through atomic simulations,
Sun et al. [55] found that the sharp peaks of the bond angle distributions around Ge, Sb and
Te atoms in amorphous Ge2Sb2Te5 are centered at ~97◦, ~90◦ and ~89◦, respectively. That is
to say, although the total pair correlation functions for amorphous and crystalline states are
rather different [18], microscopically the strongest Te-Ge and Te-Sb binding is preserved in
phase change materials. Furthermore, other examples can also be seen in rather different
situations. We all know that besides temperature, high pressure can also induce phase
change. According to Krbal et al. [56], among the remaining bonds in GeSb2Te4 under
pressure of 46 GPa, 59% of them are Ge-Te and Sb-Te bonds, while only 8% of them are
Ge-Ge and Sb-Sb bonds.

We would like to further stress the importance of quantitatively knowing the FCs.
Recently, Kolobov et al. [4] demonstrated that appropriate distortion in crystals can trigger
the destruction of the subsystem with weaker bonds and the subsequent collapse of
the long-range order, which will generate the amorphous phase without going through
the liquid state, thus making it possible to significantly reduce the energy consumption
through the use of shorter pulses or excitation of coherent optical phonons. As motivated
by Kolobov et al. [4], we further demonstrate that through locally distorting the bonds, the
phase change materials can be amorphized through MD simulations. From the results of
FCs in Sb2Te3, we know that the FCs at the second NN distance are much lower than those
at the first NN distance between unlike atoms, although the differences between the first
and second distances are only 0.17 Å. Figure 6 shows the first and second Sb-Te interactions
in hexagonal conventional cell with polyhedral view. From the figure, it is noted that each
Sb atom is connected with three surrounding Te atoms to form a tetrahedron. However, it is
not possible to entirely separate the first and second NN interactions between Sb-Te atoms.
Nevertheless, we consider here one possible distortion method, which is to compress or
stretch the two Sb atoms along the <001> direction as shown in Figure 6b,c, in order to
weaken or strengthen, respectively, the first and second interactions simultaneously.

Figure 6. The first and second NN Sb-Te interactions shown in conventional hexagonal cell with polyhedral view: (a) first
NN, (b) second NN, compression distortion, and (c) second NN, stretch distortion with arrows.
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A 4 × 4 × 1 supercell containing 240 atoms constructed from the conventional hexago-
nal cell of Sb2Te3 is introduced to study the above mentioned distortion effect. The step size
of the distortion along the <001> direction is 0.5% of the lattice constant of the conventional
hexagonal cell in the direction normal to the basal plane. For the purpose of convenience,
we use the negative value to represent the elongation distortion of the Sb atoms along the
<001> direction in the tetrahedron, as well as the positive value to represent the compressive
distortion. The distorted structures still retain the long-range order of the crystalline phase,
as confirmed by the generated X-ray diffraction pattern shown in Figure 7. In the X-ray
simulation, the wavelength λ = 1.540562 Å in Cu Kα1 emission lines is used as radiation
source. The diffraction occurs in the range from 5 to 90◦ with an increment size of 0.05◦.
In all distorted structures, the spectra are dominated by the crystalline peaks, showing
characteristics of the ideal Sb2Te3 model. These observations suggest that the introduced
disturbances are local in nature, i.e., the structure remains crystalline evidenced by the
Bragg X-ray diffraction experiment.

Figure 7. X-ray diffraction spectra of Sb2Te3 generated for the ideal and distorted structures.

From the system energy point of view, the distortion energy varies with the distortion
distance along the <001> direction as shown in Figure 8. Bond elongation along the <001>
direction of the tetrahedron results in the compression of the first NN Sb-Te bonds which
features strong force constants, while the tension of the second NN Sb-Te bonds features
weak force constants. From Figure 8 it is noted that when the magnitude of distortion
is smaller than 0.17 Å, the distortion energy of stretching process is higher than that of
compressing process, suggesting that the strong bonds are more difficult to be compressed
and the weak bonds are easier to be stretched, consistent with the FCs results. When the
magnitude of distortion is larger than 0.17 Å, the bond initially featuring strong FCs will
become longer than the bond initially featuring weak FCs, leading to the exchange of the
relative strong and weak characteristics of FCs, namely, the initial stronger bonds become
weaker and the initial weaker bonds become stronger.
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Figure 8. The distortion energies of Sb2Te3 vary with the distortion distances along the
<001> direction.

The distorted structures are then deployed into MD simulations to see whether these
locally disturbed crystalline structures can become amorphous without initially presetting
very high temperature in MD simulations [57]. The obtained pair correlation function, or
radial distribution function (RDF) g(r) for different distortions is shown in Figure 9. To
simplify the figure, the average RDF values with the equal distance of the stretching and
compressing distortion are shown here. From the figure, one can find that with increasing
distortion, the initial crystalline structure will finally become amorphous during the simu-
lated time. As different distortion will lead to different distortion energies, quantitatively
we can know the different bond strengths between atoms. This finding is of importance
for guiding us on where and how the appropriate distortion should be applied, and thus
optimizing the design and fabrication of components/devices based on phase change
materials with lower energy consumption.

Moreover, it is worthy to note that for GeTe and Sb2Te3, rhombohedral structure is
closely related to rocksalt structure. For example, GeTe will distort into a rhombohedral
structure at lower temperatures from rocksalt structure at temperatures below ~700 K [28].
Is the direction of the vector connected with the direction of the atomic displacement
in the phase-shift from rhombohedral structure to rocksalt structure or vice versa? Do
the calculated negative FCs of the rhombohedral GeTe reflect, in a relevant way, the
distorted rocksalt cubic structure? The present work concentrates on the transition from
the crystalline to the amorphous state at room temperature; such investigations are beyond
the scope of this paper and will be the subject of future study. Transformation between
rhombohedral structure and rocksalt structure from other perspectives can be found in
literature as [28,47,58].
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Figure 9. RDF of different distorted structures of Sb2Te3 after 3ps NVE MD simulations. It is clearly
shown that when the distortion is large enough, the locally distorted structure will lose its long-range
order and be finally amorphized.

5. Conclusions

Through analyzing the FCs of GeTe and Sb2Te3 by using the first-principles calcula-
tions, we find that the overall characteristics of the stretching and bending FCs are similar
for GeTe and Sb2Te3. In particular, (1) the stretching FCs between unlike atoms at the first
NN distance in GeTe and Sb2Te3 are equal to 1.933 eV/Å2; (2) the stretching FC of Sb-Te
bonds at the second NN distance is only 19% of that at the first NN distance, while the
stretching FC of Ge-Te bond at the second NN distance even becomes negative; (3) the
bending FCs of the first and second NN bonds between like atoms feature large negative
values, and are strongly direction-dependent; and (4) the second NN bonds between like
atoms in Sb2Te3 and GeTe are found to have the second largest stretching FCs.

The origin of these unusual FCs is explained through analyzing the spatial valence
charge density. Our first-principles molecular dynamic simulations reveal the possible
amorphization of phase change materials through local distortions of the bonds featuring
weak or strong FCs, while the crystalline structure remains observed by the X-ray diffraction
experiment. We believe that the obtained FCs are of a general nature and thus can be used
to understand the phase change mechanism of the GeTe-Sb2Te3 pseudobinary compounds.
This interesting result is of importance for understanding phase change materials as it might
provide a recipe to generate two-phase-based devices with lower energy consumption.
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