
Edited by

Vehicle and  
Traffic Safety

Guzek Marek, Rafał Jurecki and Wojciech Wach

Printed Edition of the Special Issue Published in Energies

www.mdpi.com/journal/energies



Vehicle and Traffic Safety





Vehicle and Traffic Safety

Editors

Guzek Marek

Rafał Jurecki

Wojciech Wach

MDPI • Basel • Beijing • Wuhan • Barcelona • Belgrade • Manchester • Tokyo • Cluj • Tianjin



Editors

Guzek Marek

Warsaw University of

Technology

Poland

Rafał Jurecki

Kielce University of

Technology

Poland

Wojciech Wach

Institute of Forensic Research

Poland

Editorial Office

MDPI

St. Alban-Anlage 66

4052 Basel, Switzerland

This is a reprint of articles from the Special Issue published online in the open access journal Energies

(ISSN 1996-1073) (available at: https://www.mdpi.com/journal/energies/special issues/Vehicle

Traffic Safety).

For citation purposes, cite each article independently as indicated on the article page online and as

indicated below:

LastName, A.A.; LastName, B.B.; LastName, C.C. Article Title. Journal Name Year, Volume Number,

Page Range.

ISBN 978-3-0365-5603-1 (Hbk)

ISBN 978-3-0365-5604-8 (PDF)

© 2022 by the authors. Articles in this book are Open Access and distributed under the Creative

Commons Attribution (CC BY) license, which allows users to download, copy and build upon

published articles, as long as the author and publisher are properly credited, which ensures maximum

dissemination and a wider impact of our publications.

The book as a whole is distributed by MDPI under the terms and conditions of the Creative Commons

license CC BY-NC-ND.



Contents

About the Editors . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . ix

Marek Guzek, Rafał S. Jurecki and Wojciech Wach

Vehicle and Traffic Safety
Reprinted from: Energies 2022, 15, 4573, doi:10.3390/en15134573 . . . . . . . . . . . . . . . . . . . 1
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1. Introduction

The role of the road transportation of people and goods is increasing. Despite signifi-
cant progress in the development of car design and road safety improvement programs, the
number of accidents and the casualties caused by them, as well as the related economic and
social costs, remains unsatisfactory. In this context, it is extremely important to develop
and exchange knowledge regarding contemporary car safety problems, interactions in
the vehicle–human–road system, the development of car construction, and methods of
analyzing road accidents.

This book contains submissions [1–29] that were invited to be published a Special
Issue of Energies entitled “Vehicle and Traffic Safety”. We invited researchers, specialists,
and industry representatives to publish their achievements regarding various topics in the
fields of ground vehicle transport and automotive engineering, active and passive vehicle
safety, vehicle dynamics and stability, accident analysis and reconstruction, vehicle (and its
assemblies) testing, the safety of alternative vehicle drives, including electric and hybrid
vehicles, and the impact of aspects such as traffic control systems, road infrastructure
(including street and road lighting), autonomous and connected vehicles, and human
factors on road safety.

Detailed topics of interest in the call for papers included, but were not limited to:

• Ground vehicle safety;
• Vehicle active safety;
• Vehicle passive safety;
• Accident analysis;
• Accident reconstruction;
• Vehicle dynamics;
• Vehicle stability and handling;
• Autonomous vehicles;
• Autonomous and connected vehicles;
• Vehicle testing;
• The safety of electric/hybrid cars;
• Driving simulators;
• The visibility (recognizability) of pedestrians and obstacles;
• The lighting of vehicles and roads;
• Crashworthiness;
• Road safety infrastructure;
• Traffic control systems;
• Traffic organization.

Energies 2022, 15, 4573. https://doi.org/10.3390/en15134573 https://www.mdpi.com/journal/energies1
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2. A Brief Overview of the Content of This Special Issue

The response to our invitation may be considered broad. The related basic statistics
are as follows:

- Submissions: 45;
- Published papers: 29 (all research articles);
- Rejections: 16.

In total, 115 authors contributed to the preparation of these 29 publications. The au-
thors were mainly affiliated to universities (there were 31 such units among the affiliations),
research institutes (8), and enterprises (2).

The authors came from 15 countries, representing a wide territorial cross-section:

Austria 2 Authors/1 Article
China 6/1
Croatia 3/1
Czechia 10/1
France 3/1
Greece 4/1
Germany 3/1
India 4/1
Italy 6/2
Korea 2/1
Poland 56/18
Saudi Arabia 3/1
Spain 4/1
UK 3/1
Ukraine 6/1

The topics of the articles varied. The authors presented the results of their research
which covered many aspects that directly or indirectly affected issues relating to vehicle
and road safety and referred to the previously mentioned topics. Various research method-
ologies were used (experimental research on real objects, simulation research, questionnaire
research, etc.).

Some articles directly related to vehicle safety in the field of car passive safety [1,14],
active vehicle safety [7,11,12,20,26], or comfort [25]. Several papers were devoted to is-
sues related to the operation and safety of electric vehicles [10,19,29] and autonomous
vehicles [2,8,9,13,16,18]. Several studies referred to selected problems in the reconstruction
of road accidents [5,22,28]. A separate group of papers analyzed selected aspects of road
infrastructure and traffic control [3,6,23,24]. All of the data show that the weakest link in
the road safety system is man, and more specifically, vehicle drivers. Tests involving drivers
were the topic of [4,15]. Car driving simulators are an essential tool in testing drivers, as
well as design solutions. The use of such tools in research can be found in [21,27]. The
study [17] was slightly different, as the authors analyzed the state of road traffic safety in a
specific country and the impact of non-technical methods on shaping this state.

The overview presented above is, of course, simplified. The abovementioned links
between topics and articles are not unambiguous. The works were often multi-threaded,
indicating various influences in the human–vehicle–environment system.

The review presented above shows that a relatively large number of articles were
in line with contemporary trends in the development of the automotive industry (e.g.,
electric vehicles and traffic automation and driver assistance systems). Relatively few
papers focused on passive safety, and no articles considered crashworthiness.

3. Conclusions

Most of the topics indicated in the invitation were reflected in the submitted and
accepted articles, and as Guest Editors, we are very satisfied with this. To conclude, we

2



Energies 2022, 15, 4573

would like to thank all of the authors for their efforts in preparing the articles. We would
also like to thank the reviewers and the publishing house staff for their efficient processing.

We are convinced that the presented collection of high-quality articles on the above-
mentioned topics in this Special Issue of the journal will bring a lot of valuable experience
and expand our knowledge in this field.

Author Contributions: M.G., R.S.J. and W.W. contributed equally to this article. All authors have
read and agreed to the published version of the manuscript.

Funding: This research received no external funding.
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Abstract: The article presents a model of an anthropometric dummy designed for low velocity
crash tests, designed in ADAMS. The model consists of rigid bodies connected with special joints
with appropriately selected stiffness and damping. The simulation dummy has the appropriate
dimensions, shape, and mass of individual elements to suit a 50 percentile male. The purpose of
this article is to draw attention to low speed crash tests. Current dummies such as THOR and
Hybrid III are used for crash tests at speeds above 40 km/h. In contrast, the low-speed test dummy
currently used is the BioRID-II dummy, which is mainly adapted to the whiplash test at speeds of
up to 16km/h. Thus, it can be seen that there is a gap in the use of crash test dummies. There are
no low-speed dummies for side and front crash tests, and there are no dummies for rear crash tests
between 16 km/h and 25 km/h. Which corresponds to a collision of a passenger vehicle with a
hard obstacle at a speed of 30 km/h. Therefore, in collisions with low speeds of 20 km/h, the splash
airbag will probably not be activated. The article contains the results of a computer simulation at
a speed of 20 km/h vehicle out in the ADAMS program. These results were compared with the
experimental results of the laboratory crash test using volunteers and the Hybrid III dummy. The
simulation results are the basis for building the physical model dummy. The simulation aims to
reflect the greatest possible compliance of the movements of individual parts of the human body
during a collision at low speed.

Keywords: computer simulation; dummy; crash test

1. Introduction

Anthropometric dummies are specialized research devices that simulate both dimen-
sions, weight proportions, and joints in the human body [1,2]. Dummies are used by vehicle
manufacturers and aircraft to predict potential human injuries in an accident. Current
crash test dummies have built-in sensors to record data such as impact speed, crush force,
bending, torque, and crash braking pressure. Anthropometric dummies are cataloged by
purpose [3–5]. Other dummies are used for the rear, side, and front tests. Moreover, they
are tailored to a specific test in such a way as to collect as much information as possible.
Therefore, the side test dummies have the upper limbs removed, which could interfere
with the measurements during a crash. First of all, it should be noted that dummies are
used to increase security [6,7].

Research issues concerning the protection of the driver and passengers of passenger
vehicles against the consequences of any road collisions belong to the issues of impact
biomechanics. An important element is the choice of the method used as well as the criteria
for assessing the risk of sustaining an injury [8,9]. It should be noted that the result of the
complicated nature of the loads acting on the driver or passenger during a collision is the
main reason for the model testing of the applied vehicle passive safety systems. In this
case, there are two types of model analyzes [10–12]:
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• Computer simulation tests that are performed in simulation programs with the use of
virtual models representing experimental dummies,

• experimental crash-test studies that are performed using material human models
reflecting human behavior during a collision.

Experimental research is characterized by high testing costs, which significantly
reduces the frequency of testing. The present times associated with sudden and rapid
technological growth contribute to the increased popularity of simulation research. This
type of research is characterized by [12–14]:

• Low costs of building simulation models,
• ease of conducting research on virtual models.

The process of correlating the results of computer simulation tests with the use of
virtual manikins is called validation. The validation is to ensure that the results obtained
with the use of the simulation model reflect to some extent the physical model [15,16]. On
the other hand, the process of creating a simulation model requires discretization of geome-
try, appropriate selection of elements, defining connection elements, selection of material
specifications and its physical properties, as well as knowledge of loading conditions. In
addition, the selection and determination of all the above variables and parameters signifi-
cantly affects the accuracy and correctness of the simulation result. Therefore, mechanical
engineering in the field of modeling reliable models of anthropometric dummies can only
be verified by comparing the results with actual crash tests [17,18]. Figure 1 shows the
THOR anthropometric dummy, both in the real form (Figure 1a) and in the simulation form
(Figure 1b), intended for frontal crash tests.

Figure 1. Anthropometric dummy for the THOR crash test [18]: (a) THOR-50th Dummy; (b) THOR-
FT dummy CAD (Computer aided design)-model.

Crash test dummies consist of the spine element assemblies, the head assembly,
the spine assembly, the thoracic assembly, the lower limb assembly, and the upper limb
assembly. The ideal structural design of an anthropometric crash test dummy assumes
a simple structure that does not require frequent calibration, while maintaining high
durability and repeatability of results [19–21]. Currently, in the case of frontal collisions,
the most advanced dummy is the THOR [19,20]. Its structure is similar to the human body.
It has a developed spine with flexible joints in both the thoracic and lumbar sections. Its
predecessor and competitor is the Hybrid III dummy, which is used all over the world in
crash tests. It was on its basis that the side and rear collision dummies were created [21].
Hybrid III dummies have a high rate of compatibility with the human body. Research on

6



Energies 2021, 14, 1476

the behavior of dummies during crash tests led to the development of an assessment of
head, face, chest, abdomen, lower limb, and upper limb injuries, which are used by all
countries around the world [21–23]

Crash tests of various types of security systems aimed at increasing passenger safety
require significant financial and time expenditure [21,24,25]. Therefore, simulations are
performed first. The simulation programs of anthropometric manikins include such pro-
grams as: Madymo, Dytran, Dassault Systèmes SIMULIA, ANSYS Engineering Simulation,
SIMPACT Caterham Super 7, MSC Software ADAMS [26,27]. These programs allow you
to perform simulated crash tests with minimal financial burden. Crash tests are carried
out only after collecting the appropriate amount of data confirming the effectiveness of the
simulation tests. The demand for simulation programs and computer simulations before
experimenting influences the development of specialized software networks [28–30].

When reviewing the literature, it should be noted that simulation dummies are also
available for lateral, frontal, and rear tests. The simulation dummies are a reflection of the
existing anthropometric dummies [18,31]. Child simulation dummies are also available.
They are designed to assess the safety of vehicles and child seats or booster cushions [32,33].
Figure 2 shows the children’s simulation dummies. The simulation dummies are intended
for the same crash tests as their physical counterparts, because before performing a given
experiment, simulation tests should first be carried out, which are less expensive for
experimental tests [18,34].

Figure 2. Children’s dummies [18]: (a) Seria Q FE, (b) Hybrid III Children Series FE, (c) CRABI-12MO FE.

The development of technology and the growing popularity of simulation programs
resulted in an increasing interest in virtual crash tests. The article [35] presents a simulation
model of a person sitting in a wheelchair. This model can be used for wheelchair crash
response testing or for assessing the effect of various factors on the safety of passengers
in a collision. However, the articles [36–38] present simulations of crash tests aimed at
increasing the passive safety of a passenger vehicle. The articles [39,40] present simulations
of crash tests with the use of airbags. These simulations are designed to reduce the failure
rate of the airbag system, because if the airbag is deployed in inappropriate conditions, it
may cause bone injuries and fractures. The articles [41–43] present the use of computer
simulation to analyze the injuries of rear seat passengers in a frontal collision. These studies
showed that a suitable belt load limiter could reduce dummy injuries. On the other hand,
in [44], simulation tests were used to develop a system for restraining bus passengers
during emergency braking. These simulation studies have shown that three-point seat
belts can better protect the passenger, and that increasing the angle of the airbag can reduce
the amount of injury to passengers.

Low speed crash tests are used to test the strength of vehicle bumpers, and they are
performed at speeds of 10 km/h and 5 km/h [45]. These tests do not include the study of
the movement of the individual parts of the dummy’s body. Moreover, it should be noted
that in the literature, there are scientific studies aimed at determining the minimum speed
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at which permanent damage to the human body occurs. Only volunteers are used in tests
at speeds of up to 20 km/h. Dummies for such tests are not constructed [46–48].

Therefore, it should be noted that the current anthropometric dummies are constantly
being improved and modified. An ideal dummy should be highly resistant to damage
during crash tests and highly reliable compared to the human body [49,50]. Since the
development of the first crash test dummy, it was known that the dummy could not be
used for all types of crash tests. Therefore, a division into rear, side, and front crash test
dummies was created. The first side test dummies, such as EUROSID 1, BIOSID, were
developed in 1989, while the BioRID side test dummy was developed in 2000 by engineers
from General Motors and NHTSA [17,51]. The dummy was quickly upgraded to the
BioRID II version. The new version of the rear crash test dummy was mainly used for
the Whiplash tests at speeds up to 16 km/h. A characteristic feature of this dummy is an
extensive spine consisting of the same number of vertebrae as a human. In contrast, the
side test dummies were devoid of upper limbs, which could interfere with data collection
during the crash test [51–53].

Most of the constructed anthropometric dummies have their counterparts in a digital
version. Simulation dummies have very well correlated components and subassemblies
with the human body [54,55]. Thanks to the development of simulation dummies, it was
possible to compare physical dummies with simulation dummies and with volunteers.
The first simulation dummies such as BIOSID or Hybrid III have been validated, and their
authors assure that the models are able to predict injuries that may occur in a vehicle
accident [56,57]. However, it should be noted that the current anthropometric dummies
are used for specific crash tests. These tests are characterized by a specific speed and angle
of the vehicle hitting an obstacle. Therefore, there is no anthropometric dummy that could
be used for any type of crash test using low speeds [58,59].

2. Research Object

The model of a physical-point crash test dummy is a set of interrelated lumps with
adequate damping and stiffness. Each element in the construction of a dummy has the
appropriate shape and mass. All elements of the dummy are connected with each other
by means of elaborate joints that reflect the range of human body movement. The model
of the simulation dummy was made in the MSC Adams program [44,60]. This program
examines the dynamics of the movement of the various parts of the dummy’s body. At the
same time, it allows the transformation of a rigid body into a flexible model using the finite
element method. The program environment makes it possible to modify and change the
parameters of individual dummy elements. Moreover, it allows for obtaining information
on the exact position of all parts of the dummy’s body at a given moment in time and then
presenting them in a graphical manner. The following assumptions were made for the
construction of the mathematical model of the anthropometric dummy:

• System of rigid bodies.
• Known dimensions, masses, and moments of inertia.
• Model in which the movement takes place in three-dimensional space.
• Connections of solids using hinges.
• The only force acting on the system is the initial speed Vx (chair speed).
• Belts and seat modeled on the basis of experimental research.

The dummy is designed in the manner of the Hybrid III manikin representing the 50th
percentile male. It consists of 17 elements connected by joints. Table 1 shows the mass of
the individual body parts of the designed dummy. The dummy was placed on the vehicle
seat. The seat is made of one block with appropriately selected stiffness and damping
characteristics. Figure 3 shows a simulation dummy designed in the MSC Adams program.
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Table 1. The masses of individual body parts of the simulation dummy.

The Name of the Block Mass (kg)

forearm 3.60
arm 0.50
hand 4.60
food 9.4

shank 0.60
thigh 13.80
neck 0.95
head 3.70
hips 20.40
chest 9.80

stomach 10.00
(Σ) 78.7

Figure 3. Anthropometric dummy for crash tests made in ADAMS program.

The MSC ADAMS program allows you to create and connect individual dummy
solids using complex joints imitating joints. In addition, ADAMS allows you to intro-
duce restrictions related to the movement of individual elements, select the appropriate
articulation, and the number of degrees of freedom.

The simulation results of the crash test with the dummy carried out for the speed of
20 km/h were compared with the results of the experiment with the Hybrid III dummy
at the same speed. Moreover, in order to check the reliability of the results, they were
compared with the results of an experimental crash test in laboratory conditions with the
participation of volunteers. An experimental crash test using the Hybrid III dummy was
carried out at the Automotive Industry Institute in Warsaw [48]. The experimental test
stand consists of a trolley to which a vehicle seat with a dummy is attached. The trolley
is accelerated to a speed of 20 km/h using flexible ropes with a total length of 25 m. The
expected speed is obtained by pulling the rope cart to a certain length. Releasing the ropes
causes the trolley to move in a chaotic manner, which is braked with the help of 60 cm
polyurethane sleeves. The experiment with a Hybrid III dummy representing a 50th centile
male was recorded with a high-speed Phantom V310 camera at 600 frames/second [43,48].
Figure 4 shows the test stand located at the Automotive Industry Institute in Warsaw.

Experimental test conditions were replicated in MSC Adams. The computer simulation
uses a built-in software camera operating at 2500 frames per second. The duration of the
simulation was 5 s. The seat with the dummy was accelerated from zero to the assumed
speed. In the next stage, the chair was moved by the force of inertia for 2 s, and then it
was decelerated to zero. Braking the vehicle seat simulates a collision with a stationary
obstacle. Figure 5 shows a simulation of the dummy’s movement at appropriate times.
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The simulation dummy was equipped with seat belts modeled as linear Kelvin-Voigt
susceptibility elements. Due to the accuracy of displacements of individual parts of the
dummy’s body, the seat belts were not visible during the simulation.

Figure 4. Test stand located at the Automotive Industry Institute in Warsaw.

Figure 5. Displacement of the dummy at selected moments of time.

Experimental tests with the use of volunteers were carried out in compliance with
all safety standards on a test stand intended for crash tests at low speed. The stand
for simulation testing of dynamic stress, especially in the driver’s safety elements, was
submitted for protection at the Patent Office of the Republic of Poland on 27 May 2019 under
the number P.430055 [60]. An experimental crash test was carried out in the laboratory of
motor vehicles and tractors at the Kielce University of Technology. The stand consists of a
10m long track along which a vehicle seat moves. At the end of the track, there are shock
absorbers that simulate a collision with a stationary obstacle. The speed of the collision
depends on the road length and the track gradient. The vehicle seat is on rollers that allow
it to move freely along the tracks of the station. The measurement takes place when the
electro valve is released, which keeps the chair with the dummy or the volunteer at a
given height. Measurements on the experimental stand were recorded with a high-speed
Phantom camera at 2500 frames per second. Figure 6 shows the view of the crash test stand
at low speeds.

Experimental studies with the participation of volunteers were performed on a sample
of 20 people. The results of the experimental studies were averaged. The averaged dimen-
sions of the people participating in the experiment are presented in Table 2. The averaged
results showed a picture of a person representing the 50th percentile of the population.
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Figure 6. Test stand for crash tests at low speed.

Table 2. Volunteer anthropometric dimensions.

Parameters Values Allocation to the Population Percentile

Mass (kg) 90 C95

Height (cm) 181 C95

Head circumference (cm) 59 C95

Torso length (cm) 60 C95

Chest circumference (cm) 108 C95

Arm circumference (cm) 37 C50

Arm length (cm) 33 C50

Forearm circumference (cm) 31 C50

Wrist circumference (cm) 20 C50

Wrist width (cm) 10 C50

Hand width (cm) 25 C95

Thigh circumference (cm) 57 C50

Circumference of the lower leg (cm) 40 C50

Ankle circumference (cm) 26 C50

Foot length (cm) 24 C50

Comparative tests of the low speed crash test dummy were conducted with the Hybrid
III dummy and volunteer. It should be noted that in the case of the test with the Hybrid III
dummy and volunteer, other vehicle seats were used, therefore the stiffness of the backrest
and the headrest are different. Moreover, the designed vehicle seat in the ADAMS program
consists of a single body having the same stiffness, which makes it difficult to compare the
head displacement of the simulation dummy with the Hybrid III and volunteer.

3. Results of Simulation Tests

The analysis of the film and the elaboration of the results were done with the aid of
the TEMA program. This program allows us to analyze the movement of objects recorded
with the camera. The program included a head movement trajectory for both the Hybrid
III dummy and the volunteer. Figure 7 shows a comparison of the simulated dummy
head displacement with the research experiments. It should be noted that in the case of
comparing the results of computer simulation studies with the results of Hybrid III and
volunteers, the compliance is at the level of 88%. The result in the first phase of the head
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movement caused by the sudden stopping of the seat is characterized by a perfect mapping
of the simulation to real conditions, while in the case of the head returning to the vehicle
seat, a difference of 12% is visible, which is caused by the difference in the stiffness of the
seats in the computer simulation and the experiment.

Figure 7. Displacement of the dummy head (a) relative to the X axis, (b) relative to the Y axis.

Table 3 shows the percent accuracy of the dummy’s head displacement, in the first
phase of the impact, when the dummy’s head tilts the most forward and in the second
phase, when the dummy’s head returns to the vehicle seat and tilts its most rearward. It
can be seen that for both the X-axis and the Y-axis in the first phase of the head movement,
the difference between the simulation dummy and the hybrid III dummy is up to 5%.
The simulation dummy is characterized by greater accuracy with the hybrid III dummy.
It should be noted that the volunteer does not have anthropometric dimensions typical
for the 50th percentile of the population, which may result in a lower accuracy of data
replication in the comparison of the simulation of the dummy with the volunteer.

Table 3. Comparison of the accuracy of the dummy head displacement.

Comparison
The First Phase of the Head Movement The Second Phase of Head Movement

Relative to the X Axis Relative to the Y Axis Relative to the X Axis Relative to the Y Axis

Simulation
dummy—Hybrid III

dummy
95% 98% 88% 89%

Simulation
dummy—Volunteer 94% 90% 94.5% 82%
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Figure 8 shows a comparison of the first phase of the movement of the computer
simulation and the experiment with the Hybrid III dummy. The difference in the results
is 5%.

Figure 8. Head movement trajectory; (a) head displacement comparison for the simulation dummy and the Hybrid III
dummy, (b) head displacement comparison for simulation dummy and volunteer.

Using TEMA software, the accelerations acting on the head of the Hybrid III dummy
and the volunteers were determined. However, for the simulation dummy, the accelerations
acting on the head were determined in the ADAMS program. The results of the dynamic
analysis for the three types of studies showed a slight difference in the course of the
accidental head acceleration. The resultant acceleration of the simulation dummy’s head
was compared with the result of the Hybrid III dummy and the volunteer in Figure 9.

Figure 9. The resultant head acceleration.

4. Conclusions

The anthropometric dummies and simulation dummies used are used for crash tests
from a speed of 40 km/h. It should be noted that at this speed, the human body behaves
differently than in a collision with a speed of 20 km/h. Low speed collisions occur especially
in the case of rear collisions as a result of the vehicle speed and distance not being adjusted.
In addition, rear collisions are becoming more frequent due to the development of the
infrastructure of expressways and highways, where traffic flows in one direction. It should
be noted that there is a need to build a test dummy at a low speed of impact, as the human
body will behave differently in a collision at 20 km/h than in a collision at 50 km/h. Serious
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damage to the spine can occur even in a collision with a speed of 20 km/h. In addition,
at this speed, the airbag will not be activated in a passenger vehicle, so a collision could
seriously damage occupants’ health [61,62].

The current crash test dummies have been designed to best reflect the human body.
In addition, the dummies were divided into rear, side, and front crash tests. Because they
are constructed in such a way as to collect as much information as possible to help in the
detection of injuries and the improvement of passenger vehicle safety. In the scientific
literature, there are many scientific publications on the comparisons of anthropometric
mannequins among themselves, thanks to which we know perfectly well which mannequin
better replicates a given part of a human. For example, the BIORID II manikin reproduces
a human spine better than the Hybrid III manikin. Therefore, it is recommended for rear
crash tests. It should be emphasized that the current dummies are a specialized research
unit equipped with thousands of sensors. The authors would like to point out that each of
the dummies has its own purpose and there is no one universal dummy that could be used
in any type of crash test at any speed which would perfectly replicate the human body.

The ADAMS program enables modification of the dummy’s construction and adopted
model parameters. Comparing the computer simulation with the experiment at 20 km/h
showed that the computer simulation data differed from the experimental data by 12%.
Moreover, by modifying the stiffness and damping parameters as well as the mass of
individual parts of the dummy’s body, it is possible to obtain crash test data taking into
account individual percentiles of the human population.

The model made in the ADAMS program is a conceptual model on the basis of which
the physical model will be made. The simulation model has knee and shoulder joints, which
are patent applications [63–65]. These joints were first tested using the ADAMS program,
and then, after successful attempts to reproduce the ranges of human body motion, they
were made and incorporated into a physical model of dummy. The comparison of the
simulation model with the actual experiment shows that such selected parameters of
stiffness and damping in individual joints are able to reproduce individual movements of
the human body.

Work on the physical structure of the simulation dummy involves the use of elements
corresponding to the shape, mass, and dimensions of individual parts of the human body,
as well as the use of special joints reflecting the range of motion of individual human
joints [44].

The tests carried out to compare the constructed dummy with the experiments confirm
the validity of the construction of the crash test dummy at low speed. In addition, it marks
the beginning of work on an anthropometric dummy used in low speed crash tests for both
front and rear collisions and with different impact angles.
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Abstract: The introduction of autonomous cars will help to improve road traffic safety, and the use of
a cargo trailer improves the energy efficiency of transport. One of the critical (collision) road situations
has been considered, where immediate counteraction is required in a space that has been only partly
defined. This research work was aimed at determining the impact of the trajectory planning method
and the values of some parameters of the control system on the feasibility of safe avoidance of an
obstacle that has suddenly appeared. The obstacle is assumed to be a motor vehicle moving on a road
intersection along a collision path in relation to the autonomous car-trailer unit (CT unit) travelling at
high speed. Analysis of cooperation between several non-linear models (representing the car, trailer,
tyre–road interaction, and driving controller) has been carried out. Mathematical models of the
control system and the CT unit have been built. The process of selection of temporary and variable
parameters, applied to the control system for the time of the critical situation under consideration,
has been shown. The research work carried out has made it possible to recommend appropriate
parameter values for the control system.

Keywords: safety of autonomous motor vehicle; autonomous motor vehicle with a trailer; critical
road situations; vehicle trajectory planning; mathematical modelling motor vehicle with a trailer;
control system of an autonomous motor vehicle

1. Introduction

Autonomous vehicles are considered as a solution expected to improve the efficiency
of transport processes. An important good point of the introduction of autonomous
vehicles will be an improvement in road traffic safety. Such an effect, however, will not
be produced automatically. It may be achieved through research on vehicle behaviour,
including the selection of a vehicle controlling method that would be adequate for difficult
road situations. The problem of adapting the vehicle control process to special road
situations has been raised, e.g., in [1–7]. A key factor is here the programming of the vehicle
control system, in which the algorithms responsible for planning the obstacle-avoiding
trajectories are of significant importance. At present, the research works on the control
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systems are predominantly focused on the planning of vehicle trajectories for lane-change
maneuvers (obstacle avoiding, overtaking) [6,8–11].

A lane-change maneuver of this kind is usually planned in advance and performed
in predictable conditions, where the restrictions arising from the necessity of avoiding
collisions with other vehicles participating in the traffic or from the kinematic and dynamic
properties of the vehicle in question can be easily met. In such a situation, a planning stage
can be introduced to the control system, at which time the appropriate trajectory would be
chosen from a library of solutions pre-programmed in the system controller [12].

The addition of a trailer to the autonomous vehicle will result in better economic
and energy efficiency of the transport processes. However, this will also bring about a
change in the dynamic properties of the CT unit compared with those of the motor vehicle
alone. The presence of a trailer radically affects the dynamics of the towing vehicle and
reduces the stability of the vehicle combination as a whole. An extensive review of such
research works on CT units has been presented in [13,14]. The attaching of a trailer to a
motor vehicle may also cause oscillations of the CT unit in the final phase of the obstacle
avoidance process (in the initial phase, the trajectories of both vehicles are almost identical).
This can be observed, e.g., in the profile of the trajectory of the CT unit’s center of gravity
(CG) for rising vehicles’ yaw angles from the carriageway centerline [15]. The research
on the stability of CT unit’s motion, reported in [13,14], has shown that the instabilities
occurring in the trailer and vehicle’s motion strongly depend on the mass and moment of
inertia of the vehicles and on the drawbar length. Experimental research on the stability of
a car-trailer unit within a sped range of 48–90 km/h, with a rapid turn of the steering wheel,
has confirmed decisive impact of the parameters mentioned above on the behaviour of the
vehicle combination [16]. These findings have been taken into account in the modelling
described hereafter. The controlling of a motorcar-trailer unit is a far more complex issue
in comparison with the controlling of a motor vehicle alone [15]. The values and ranges of
the input parameters applied to the control system model must be different as well.

The participation of autonomous motor vehicles in the road traffic may be described
with using a few elementary vehicle trajectory models: following of the preceding vehicle,
following-up of predesigned reference models, and driving to follow up models that
would represent the planned (theoretical) vehicle trajectory [5,6,17]. The design of such
models is based on analyses of specific traffic situations and the most frequent drivers’
behaviors [18,19]. This is of critical importance for the safe operation of autonomous
vehicles in the road traffic where cars driven by human drivers will remain predominate
for many upcoming years.

Regardless of the driving model chosen, autonomous vehicles move to follow up a pre-
planned trajectory. This is also the case when the obstacle avoidance takes place. A critical
review of the trajectory planning methods has been presented, e.g., in [1,11]. The trajectory
planning is based on determining the curve that describes the lateral displacement of the
center of vehicle mass (e.g., when the vehicle changes the lane to the adjacent one) in the
form of algebraic equations, which may represent sequences of circular arcs, polynomial
splines, clothoid splines, Bézier curves, etc. [1,5,9,20]. When the desired vehicle trajectory
is determined, it is important that the basic limitations dictated by the properties of real
cars and road surface should be taken into account [21]. As an example, a method of
generating the vehicle trajectory has been presented in [8], where the maximum acceptable
values of the lateral (centripetal) acceleration of the car were taken into account. In the
work reported in [9], the vehicle trajectories and their curvatures were planned taking into
account the comfort of vehicle occupants, e.g., a requirement was adopted that the lateral
acceleration should not exceed 1.6 m/s2 (the limit for good comfort) or 3.6 m/s2 (the limit
for medium occupant’s comfort). In the vehicle control system, calculations are carried
out to plan the desired vehicle trajectory and to track the actual one. As another option,
a controller provided with a library of pre-programmed solutions suitable for plannable
situations may be used [12]. An example of planning a trajectory for a safe lane-change
and obstacle avoidance maneuver, taking into account the current traffic situation and the
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dynamic properties of the CT unit, is shown in [10]. In the vehicle control process, the
goal is to minimize the distance between the current position of the center of vehicle mass
and the planned vehicle trajectory, and to minimize the difference between the angular
positions of the longitudinal vehicle axis and the tangent to the said trajectory [22–24].

In this role, PID (proportional–integral–derivative) controllers and controllers based
on fuzzy logic predominate. As an example: in [20,24], the control process is based on the
follow-up of the preset vehicle trajectory by a PID controller and the effective use of fuzzy
logic in the controllers of mobile robots and vehicles is shown in [18,23,25]. A good result
of controlling the drive of mobile platforms in [21] was achieved by using two different
control techniques. The controlling of a car with a trailer in typical road situations has
been analyzed in [10], where the current obstacle position and the static space limitations
posed by the road infrastructure have been taken into account. An interesting method
of planning the vehicle trajectory, taking into account the field of “obstacle repulsion”
potential during the lane-change maneuver, has been proposed in [6]. In [26], on the other
hand, the trajectory was planned based on the preset direction of vehicle movement and
the positions of the centers of front and rear axles of an articulated wheel loader relative to
the optimum trajectory. The motion of such a machine in a predetermined environment
has been described by a trajectory composed of circular arcs and line segments.

At present, the vehicle trajectory is predominantly planned on the grounds of the
limitations dictated by the structural vehicle’s properties [7,27], and the basic vehicle
control methods include the fuzzy logic algorithms [11,27].

Most of the reported methods of generating the desired vehicle trajectory apply to
typical maneuvers often performed in road traffic. In contrast, there is a lack of research
works and models applicable to the critical situations where autonomous vehicles towing
trailers with a high speed would be involved. Particularly dangerous situations take place
when the vehicle and the obstacle move along collision paths and in an environment that
has been only partly defined.

The study presented includes an analysis of the problem of avoiding an obstacle in a
critical road situation that may arise from, e.g., another vehicle driver’s failure to yield the
right of way on a road intersection. This usually develops into front-to-side collisions of
moving vehicles; the percentage of such collisions in the total number of road accidents in
Poland shows an upward trend. At present, the said percentage amounts to 32% [28].

It is peculiar to the critical situations that they require difficult defensive (accident-
avoiding) maneuvers to be performed, which are often based on very aggressive vehicle
control. If this is the case, the vehicle trajectory is planned without being impeded by any
limitations related to the possible occurrence of excessive lateral acceleration, tire sideslip,
or development of forces exceeding the lateral tire-road adhesion. The analysis applies to a
road situation where immediate counteraction is required in a space that has been only
partly defined. The autonomous vehicle’s control system is expected to plan a safe vehicle
trajectory based on information received from an environment perception system. It has
been assumed that the algorithm of controlling the vehicle will not change in spite of the
occurrence of a critical situation. Nevertheless, the following factors may change according
to the information received from the environment perception system:

- vehicle trajectories planning (calculation) method;
- values of the parameters that are treated as variables in the vehicle control algorithm

during the obstacle avoidance maneuvers.

Therefore, a temporary trajectory is planned in the critical situation under analysis in
order to avoid a collision with the obstacle.

The objective of this study is to determine the impact of the trajectory planning method
and of the values of some control system parameters on the feasibility of the safe avoidance
of an obstacle having suddenly appeared. In this study, the obstacle is a motor vehicle
whose driver has violated traffic regulations. The obstacle is moving on a road intersection
with poor visibility along a collision path in relation to an autonomous CT unit travelling
with a high speed (Figure 1). After hard braking, the said motor vehicle has stopped with
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blocking one lane for the CT unit. A trajectory planning method and desirable values of the
temporary parameters of the control system, which is based on an anticipating model and
fuzzy logic, will be shown. The areas of advantageous choice of the temporary parameter
values for the critical situation under analysis will be indicated. The problem is explored
using computer simulation based on a model of CT unit’s dynamics in curvilinear motion.
The model was subjected to a validation process, in which results of experimental tests of
dynamic lane changing by the CT unit were used.

Figure 1. Road situation under analysis.

In this study, a situation is analyzed in which the vehicle’s environment perception
system has detected an obstacle that suddenly appeared at a distance that may be shorter
than the stopping distance of the autonomous vehicle with a trailer. For such a situation, an
assumption has been made that the information received from the environment perception
system will cause the settings of the control system of the CT unit to be adjusted as
appropriate. The new settings will be introduced temporarily (only for the time of avoiding
the obstacle) and their values will differ from those required at the stable vehicle drive
before and after the obstacle avoidance maneuver. The necessity of local trajectory planning
in critical situations has been pointed out, e.g., in [29], where the limitations additionally
arising from excessive tire slip and from development of forces exceeding the lateral
tire-road adhesion have been highlighted.

In this problem, the control system must cope with a very difficult task. This is not
only due to the very short time available for the perception of a specific road situation and
for the trajectory planning, but also because of the dilemmas that would arise from the
possible lack of any non-collision solution. Such a sudden situation, where only very few
of the practicable defensive maneuvers may result in the successful avoidance of a road
accident, may be defined as a critical one.

The behavior of a CT unit on the 0–60 m road section under analysis, i.e., before and
beyond the obstacle, has been analyzed in [2]. In particular, the trajectory of the center
of mass of the vehicle combination has been examined. The analysis presented herein is
more detailed and the motion of outermost points on the external edges of the vehicle
and trailer has been observed. Simultaneously, the analysis has been reduced to a 0–30 m
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road section, i.e., to the situation before the point where a collision between the vehicles
involved may occur.

2. Scenario of the Road Situation under Analysis

In this study, the motion of the combination of an autonomous motorcar with a cargo
trailer (CT unit) on two lines road with right of way is analyzed. During the motion, the
vehicle’s perception system has just detected the sudden appearance of another vehicle
moving along a collision path (Figure 1). The said other vehicle may be expected to block
within a short time the whole width of the lane used by the CT unit and thus to become an
obstacle for the latter.

The following notation will be used in this study:
A, B—autonomous motorcar and trailer, respectively of center of mass CA, CB;
Rmin, Rmax—symbols indicating the outermost edges of the lanes involved;
La—anticipation radius, used when trajectory yT(x) is generated;
yM(x), yT(x)—planned and preset vehicle trajectory;
y0—instantaneous obstacle position in relation to lane edge Rmin;
yCA(x), yCB(x)—trajectories of the centers of mass of vehicles A and B;
K, P— characteristic points: trace of the obstacle edge and target point for the planning of

a safe trajectory yM(x);
yW—clearance margin, necessary for safe obstacle avoidance;
yK—clearance between the vehicle and the obstacle at the instant when the latter is being

passed by;
b, d—widths of the vehicle combination (CT unit) and the lane;
δH , δ, α, β—steering wheel angle, steering angle, tire sideslip angle, and angle of position

of the tangent to the planned or preset trajectory of the vehicles;
R0, κ—radius and curvature of the vehicle trajectory;
ωu; vTu = ωurDu—angular velocity of the uth vehicle wheel and circumferential velocity of

the tyre;
rDu—dynamic tire radius of the uth vehicle wheel;
v, vA—velocity of the center of mass of vehicle A;
Δψ = ψA − ψB—trailer drawbar turning angle;
ψA, ψB—yaw angles of the motor vehicle and the trailer;
FQ, ay—centrifugal inertia force and lateral acceleration of center of mass of the vehicle body.

The OXY coordinate system is attached to the Rmin lane edge.

3. Control System and Model of Dynamics of the Vehicles

3.1. Structure of the Autonomous Vehicle’s Control System

The CT unit’s motion results from the cooperation of the following three major
system components:

• environment perception system;
• vehicle control system;
• model adopted to represent the dynamics of the vehicle combination (CT unit).

The cooperation of the above system components has been illustrated in Figure 2.

 

Figure 2. Structure of the control system.

23



Energies 2021, 14, 2958

3.2. Procedure of Determining the Control Signal Using a Fuzzy Logic Model

The sudden intrusion of an obstacle onto the lane used by the autonomous vehicle,
as analyzed herein, means that an obstacle (y0 > 0) appears at a distance of x0 ahead of
the vehicle (Figure 1). A case is addressed where this distance may be shorter than the
stopping distance SZ for the CT unit. Then, a safe solution may be to avoid the obstacle
with using the adjacent road lane. In such a case, the method detecting the obstacle edge
K by the environment perception system is very effective [30]. Based on an analysis of
the current position of edge K relative to the Rmin lane edge, the predicted position of the
target point P (Figure 1), i.e., the yP value, is calculated from Equation (1):

yP = y0 + 0.5b + yW (1)

This makes it possible to calculate trajectory yM(x) in the control system (Figure 3);
the trajectory is treated as the desired (planned) path of the center of mass CA within
the x0 road section [3]. The selection of an algorithm to generate this trajectory has been
described in a subsequent part of this paper. The said trajectory is applied as an input to
the anticipating model, where trajectory yT(x) is calculated based on equations:

yT(x) = 0.5d for x ∈ 〈0; La)

yT(x) = yM

(
x−La
x0−La

x
)

for x ∈ 〈La; x0)

yT(x) = y0 for x = x0

(2)

Figure 3. Schematic diagram of the processing of trajectory yM(x) in order to determine the steering
wheel angle δH settings.

In Equation (2), the properties of the anticipating model and the value of the anticipa-
tion radius La are made use of. The determination of the anticipation radius value, together
with the method of planning the vehicle trajectory for the critical situation under analysis,
has been presented in Section 6. Trajectory yT(x) and path yCA(x) of the center of mass of
the motor vehicle make a basis for determining the Δy and Δβ values.

The Δy and Δβ values describe the divergence between the trajectory planned and the
actual vehicle path. They have been shown in Figure 4:

Δy = yT(x)− yCA(x)
Δβ = βT(x)− βCA(x)

(3)

The fuzzy logic model used in the control system minimizes the Δy and Δβ values
by immediate and ongoing adjustment of the steering wheel angle δH in the model of
vehicle dynamics. The fuzzy logic model is shown in Figure 5. It represents the connection
between the input signals (Δy and Δβ) and the steering wheel angle values δH necessary
for the obstacle to be avoided. The model includes inference rules based on associating the
input signal values with possible logic states of these parameters. The inference rules are
based on functions with trapezoidal profiles. In the model, the limit values of the input
signals have been adopted as limitations δHMAX and

.
δHMAX , determined by motor vehicle

construction. To pass from the logic value of the input signal to the resultant value of the
steering wheel angle δH , the analytical centrode model was used.
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Figure 4. Illustration for determining Δy and Δβ based on the course of the yT(x) and yCA(x) curves
at point xi.

Figure 5. Structure of the fuzzy logic model used.

3.3. Model of Dynamics of the CT Unit
3.3.1. Generalized Coordinates; Equations of Motion of the CT Unit

The model of a CT unit is shown in Figure 6. It is generated in the PC-CRASH
computer program, which is used to model the movement of vehicles in collision situa-
tions [31,32]. To describe and analyze the CT unit’s motion, global and local coordinate
systems have been used, pursuant to ISO 8855:

• OXYZ—Cartesian coordinate system {O}, attached to the road infrastructure;
• CsXsYsZs—local coordinate systems {Cs}, with their origins at the centres of mass of

vehicle bodies; {s} = [A, B];
• OTuxTuyTuzTu—local coordinate systems {OTu}, each having its origin at the centre

of the tyre-road contact area of the uth wheel (u = 1, 2, . . . , 6; 4 vehicle wheels and
2 trailer wheels, the latter being assumed as twin wheels).

The vehicle bodies are solid with 6 degrees of freedom. Each of the wheels has a
degree of freedom related to its rotational motion, which means that it has a moment of
inertia relative to the axis of wheel rotation. Road wheels are linked with vehicle bodies by
spring and damping elements with non-linear characteristics. They can move parallel to
the CsZs axis relative to the vehicle body.
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Figure 6. Model of a CT unit and the coordinate systems.

The interdependences between the coordinate systems may be described as follows:

⎡
⎣ X

Y
Z

⎤
⎦ = NOCs

⎡
⎣ Xs

Ys
Zs

⎤
⎦

(global system {O} vs. local system {Cs} as defined above)

(4)

NOCs =

⎡
⎣ cos ψs cos θs cos ψs sin θs sin ϕs − sin ψs cos ϕs cos ψs sin θs cos ϕs + sin ψs sin ϕs

sin ψs cos θs sin ψs sin θs sin ϕs + cos ψs cos ϕs sin ψs sin θs cos ϕs − cos ψs sin ϕs
− sin θs cos θs sin ϕs cos θs cos ϕs

⎤
⎦ (5)

where:
ψs, θs, ϕs— quasi-Euler angles, defining the orientation of the local system {Cs} relative to
the global system {O}, i.e.:
ψs— yaw angle;
θs— pitch angle;
ϕs— roll angle; ⎡

⎣ Xs
Ys
Zs

⎤
⎦ = NCsOTu

⎡
⎣ xTu

yTu
zTu

⎤
⎦

(local system {Cs} vs. local system {OTu}, as defined above);

(6)

NCsOTu =

⎡
⎣ cos δu − sin δu 0

sin δu cos δu 0
0 0 1

⎤
⎦ (7)

where:

δu—steering angle of the front left and front right wheel of the motor vehicle (u = [1,2]).

The steering angles of individual wheels are in conformity with the Ackermann model
and are determined by the steering wheel angle δH . The values of this angle are calculated
in the control system (Figure 3).
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For the non-steerable wheels, the coordinate systems {OT3} and {OT4} are parallel
to the {CA} system and the {OT5} and {OT6} systems are parallel to the {CB} system. The
transforms describing the interdependence between these systems are unit matrices (e.g.,
Equation (7) for δu = 0).

The physical model of the motorcar consists of a vehicle body and 4 road wheels;
for the trailer, the physical model consists of a trailer body and 2 wheels. The models of
dynamics of the car and the trailer, if treated separately, have 10 and 8 degrees of freedom,
respectively. When the motorcar and the trailer are coupled together by means of a ball
joint OAB (Figure 6), constraints are imposed on the trailer’s motion and the number of the
degrees of freedom of the CT unit is thus reduced to 15.

The set of the generalized coordinates, which completely define the car and trailer’s
positions, may be written as follows:

qA = [xAyAzAψAθA ϕAω1ω2ω3ω4]
T (8)

qB = [ψBθB ϕBω5ω6]
T (9)

The CT unit’s motion can be described by vectorial equations [30,31]:

ms
(..
rs + Ωs × .

rs
)
=

n

∑
i

Fsi (10)

Ts
.

Ωs + Ωs × TsΩs =
k

∑
j

Msj (11)

where:
ms—vehicle mass;
rs—vector from the origin of the global coordinate system to the center of mass Cs in the
global coordinate system {O}; rs =

[
xs ys zs

]T (cf. Figure 6);
.
rs = vs;

..
rs = as;

Fsi, Msj— generalized external forces and moments acting on vehicle s;

Ts—tensor of inertia of vehicle s relative to the vehicle center of mass in the local coordinate
system {Cs};
Ωs—vector of the yaw velocity of the body of vehicle s in the local coordinate system {Cs};

Ωs =
[

.
ϕs

.
θs

.
ψs

]T
.

3.3.2. Forces in the Vehicle-Trailer Coupling Device

The generalized external forces Fsi also include the coupling device force Rs. The
coupling device equation, being at the same time an equation of the constraints imposed
upon the trailer, has been written as follows:

RAX + RBX = ΔR1zad
RAY + RBY = ΔR2zad
RAZ + RBZ = ΔR3zad

(12)

where:
RAX , RAY, RAZ, RBX , RBY, RBZ—components of the coupling device force for motorcar A
and trailer B, as appropriate, calculated in every step of the integration of model equations
and expressed in the global coordinate system {O};
ΔR1zad, ΔR2zad, ΔR3zad—acceptable values of the differences between components of the
coupling device force.

3.3.3. Model of the Tire–Road Interaction

The tire–road interaction has been described with the use of the non-linear TMeasy
model [33–36]. This model makes it possible to determine the external forces FxT and FyT ,
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generated in the tire-road contact area and acting from the road via the suspension system
onto the vehicle. These forces are functions of the normal tyre-road contact force FzT(t) and
of the longitudinal tyre slip ratio sxT and lateral tyre slip ratio syT ; for individual wheels,
they are calculated from equations:

FxT(sxT , t) = μ μx(sxT) FzT(t) (13)

FyT
(
syT , t

)
= μ μy

(
syT
)

FzT(t) (14)

where:
μ—local tire-road adhesion coefficient;
μx(sxT), μy

(
syT
)
—unit longitudinal and lateral forces as characteristics describing the

properties of a specific tire model as functions of tire slip ratio;
FzT(t)—current value of the normal tire-road contact force for each wheel.

Figure 7 shows, inter alia, the tire velocity vectors, which are necessary for determining
the tire slip ratio. The position of the center of the tire-road contact area (point OT) has been
defined using the local coordinate systems attached to vehicle bodies {Cs} and to vehicle
wheels {OTxTyTzT}, shown in Figure 6.

Figure 7. Kinematics and dynamics of the steerable wheel.

Based on Figure 7, the longitudinal tire slip ratio sxT and lateral tyre slip ratio syT have
been determined for the uth wheel:

sxT =
vuxT

(vT + vuxT)
(15)

syT =
vuyT

(vT + vuxT)
(16)

where:
vu—uth wheel slip velocity, resulting from longitudinal and lateral slip velocities, i.e., vuxT
and vuyT , respectively;
vT + vuxT—longitudinal component of the wheel center velocity vector;
vT—circumferential velocity of the tire, resulting from the rotational wheel motion.

The tire sideslip angle has been determined from the equation:

α = −arctan
vuyT

(vT + vuxT)
(17)
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The values of the tire slip ratios according to (15) and (16) are necessary to calculate the
forces FxT and FyT tangential to the road surface. The elastodynamic tire characteristics have
a significant impact on the CT unit’s behavior in the road situation under consideration
(high traveling speed with high values of longitudinal slip ratio and sideslip angle of
vehicle tires).

The tire model parameter values taken for this study have been based on the results
of the experimental testing of tires 185R14C and 235/60R16 [37–39].

Figure 8 shows an example comparison of tangential force curves Fx(sx) and Fy
(
sy
)

for tests carried out on road surfaces with adhesion coefficients of μ1 = 0.8 (dry asphalt con-
crete) and μ2 = 0.8 (wet road). The Fy(α) curve has been plotted for only one road surface
type. The curves presented show that the maximum values of the tangential reactions at
the tire-road contact area occur at a slip ratio of about 0.15 and a tire sideslip angle of about
8 deg. Further growth in the slip ratio causes a reduction in the tangential reactions and, in
consequence, increasing deviation of the vehicle’s motion from the trajectory planned.

Figure 8. Non-linear characteristics of the dependence of tangential reactions on tire slip ratio and
sideslip angle.

4. Validation of the Model of a CT Unit

The model validation was preceded by a parametrization process based on the results
of measurements of mass distribution, as well as dimensions and characteristics of the
suspension system and tires, carried out on the vehicle combination under test. The vehicle
combination under test can be seen in Figure 9, when it was performing a dynamic lane-
change maneuver according to the ISO 3888-1 standard [40]. Results of the measurements
carried out were compared with results of simulation of a double lane-change maneuver.

 

Figure 9. Experimental tests.

During the validation tests, a road infrastructure model according to the ISO 3888-1
standard and a CT unit control system model according to Figures 2, 3 and 5 were also used.
The trajectory of the center of mass of the motorcar model yM(x) was specially selected
for the steering wheel angle δH(x) obtained to be in conformity with the curve recorded
during the experimental tests. The result of such a model validation procedure has been
presented in Figure 10.
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Figure 10. Comparison of the steering wheel angle curves δH(x) obtained in the model tests and
experimental tests carried out to validate the CT model.

Example comparisons of results of the experimental and simulation tests have been
presented in Figure 11.

Figure 11. Cont.
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Figure 11. Comparison of results of the experimental and simulation tests of the CT unit performing
a double lane-change maneuver with a speed of v = 60 km/h (left: motorcar; right: trailer).

Figure 11 shows the validation results. For model validation purposes, the following
results of the model and experimental tests have been compared with each other, separately
for the motorcar (s = A) and for the trailer (s = B): trajectory yCs(x) and lateral acceleration
ayCs(x) of the centre of vehicle mass, vehicle roll angle ϕs(x) and velocity

.
ϕs(x), and

vehicle yaw angle ψs(x) and velocity
.
ψs(x). The conformity between the extreme and

mean characteristic values at various stages of the maneuver performed was analyzed. The
validation process, based on the results of parametrization of the CT unit and control system
models, resulted in the obtaining of good consistency between the kinematics of the model
and the actual motion of the real object (i.e., the motorcar and the trailer). The results of this
highly multi-aspect assessment may be considered as confirming good agreement between
the profiles of individual physical quantities, which means good agreement between the
characteristics of the object and its model.

5. Calculation of Trajectory yM(x)

5.1. Data Necessary to Plan the Obstacle-Avoiding Trajectory

At first, the control system calculates trajectory yM(x) (Figures 2 and 3). The calcu-
lations are based on the information received from the environment perception system
that a critical situation has arisen. The process of analyzing the critical situation begins at
the instant when the perception system identifies the appearance of an obstacle (y0 > 0)
on the lane used by the vehicle at a distance of x0 ahead (Figure 1). If x0 < SZ then the
obstacle avoidance procedure is started. SZ is the length of the stopping distance of the CT
unit in the current local road conditions. The trajectory yM(x) necessary for safe obstacle
avoidance is calculated with taking into account the following:

• The trajectory yM(x) planned is to be a continuation of the preceding path of the
vehicle and to include smooth transition from straight-line motion to curvilinear
motion (Figure 1), with the obstacle position being taken into account.

• Trajectory yM(x) is designed in a two-dimensional space, based on the information
obtained from the system of perception of the situation in front of the vehicle.

• The positions of point K and target point P (see (1)) are predicted based on the
information provided by the environment perception system and on the method
pre-programmed in the control system for critical situations.

• An assumption is made that the curvature of the trajectory section where 0.5x0 < x < x0
should be opposite to that of the section where 0 < x < 0.5x0 and its absolute value should
not exceed that of the latter.
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When trajectory yM(x) is calculated, the following limitations posed by the design
features of the CT unit must be taken into account:

δ ≤ δMAX = 30 . . . 35 deg − confinement of the steering angle; (18)

RA MIN ≥ L
tgδMAX

RBMIN ≥
√

R2
AMIN + l2

h − l2
hp (19)

where:
RA MIN , RB MIN—minimum radii of curvature of car and trailer’s trajectories, respectively;
L—motorcar’s wheelbase;
lh and lhp—distances from the coupling device centerline to the rear axle of the towing
vehicle and to the trailer axle, respectively.

5.2. Methods Considered and Their Calculational Models

In result of an analysis of the methods of planning a safe vehicle trajectory [1,9,20], the
functions based on a cosine curve, circular arcs, and parabola segments were selected for
further consideration. Thus, the following functions, going through point P(x0; yP), have
been used for designing the trajectory in the global coordinate system based on lane edge
Rmin (Figure 1):

1. Cosine curve (dark blue in Figure 12):

yM(x) = 0.5(yP − 0.5d)
(

1 − cos
(

x
x0

180
◦
))

+ 0.5d f or x ∈ 〈0; x0) (20)

2. Circular arcs tangent to each other at point M1(0.5x0; 0.5(yP − 0.5d) + 0.5d), with
identical radius R0 (red in Figure 12):

yM(x) = R0 −
√

R02 − x2 + 0.5d f or x ∈ 〈0; 0.5x0)

yM(x) =
√

R02 − (x − x0)
2 + yP − R0 f or x ∈ 〈0.5x0; x0)

R0 = 0.25 x0
2+(yP−0.5d)2

yP−0.5d

(21)

3. Two parabolas tangent to each other at point M2(0.1x0; 0.1(yP − 0.5d) + 0.5d), (green
in Figure 12, defined by equations):

yM(x) = a1x2 + 0.5d f or x ∈ 〈0; 0.1x0)

a1 = 0.1(yP−0.5d)
(0.1x0)

2

yM(x) = a2(x − x0)
2 + yP f or x ∈ 〈0.1x0; x0)

a2 = −0.9(yP−0.5d)
(0.1x0−x0)

2

(22)
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Figure 12. Shapes of trajectory yM(x), obtained from the three trajectory calculation methods.

6. Test Results Concerning the Selection of a Method to Calculate the CT Unit
Trajectory in a Critical Situation

6.1. Assumptions Adopted for The Simulation Tests at the Method Selection Stage

The properties of the control system depend on many factors. These factors were
divided into three groups: constant, temporary, and variable ones. The group of temporary
factors included the trajectory planning algorithm and the La value. As a variable factor,
the clearance margin (yW) value, applied as a parameter to the control system, is considered.
Tests were prepared to select the said factors for the critical situation under consideration.
The following main assumptions were adopted for the simulation tests:

• The CT unit consisted of a motorcar with a mass of 1800 kg and a centre-axle trailer
with a mass of 1800 kg as well.

• Before the critical situation arose, the CT unit moved rectilinearly with a constant
speed (v = const.) in the middle of the right lane of a carriageway.

• The level and flat road had two lanes with a width of d = 4 m each and a shoulder
1 m wide.

• The width of the CT unit was b = 2 m.

When the model parameter values were selected, the maximum possible trailer weight
was assumed. Such a choice has a favorable impact on transport efficiency but adversely
affects the stability of motion of a CT unit along a curvilinear path [14].

At this stage, the tests were carried out for the following solution alternatives examined:

• three trajectory planning methods (computationally described by Equations (20)–(22));
• four values of the CT unit’s speed (v = 40 km/h, 60 km/h, 70 km/h, and 80 km/h);
• five values of the anticipation radius (La = 4 m, 6 m, 8 m, 10 m, and 12 m);
• seven clearance margin values (yW = 0 m, 0.25 m, 0.5 m, 0.75 m, 1.0 m, 1.5 m, and

2.0 m);
• two states of the asphalt concrete road surface (dry and wet).

While the simulation tests covered so many solution alternatives, only one critical
situation was addressed, where another motor vehicle suddenly appeared on a road
intersection with poor visibility and blocked the whole width of the lane used by the CT
unit (Figure 1).

6.2. Example of Calculation Results

Simulation tests were carried out for 840 trajectory planning alternatives, as described
above. Fragments of the calculation results have been presented in Figures 13–15 and in
Table 1; a complete set of the results will be used in the procedure of selecting a method
to calculate the CT unit trajectory and the La value. Figure 13 shows the courses of the
trajectories yM(x) and yT(x) determined for different La values (according to (2)) and for
three vehicle trajectory calculation methods. Trajectory yM(x) has been plotted with a
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dotted line. Figure 13A,C,E (on the left) show examples of trajectories of the CT unit moving
with a speed of v = 60 km/h; on the right (Figure 13B,D,F), there are model responses
obtained for each of the trajectory planning methods and for three vehicle speed values.
The obstacle avoidance process obtained for three trajectory calculation alternatives and
for vehicle speeds v = 60 km/h, 70 km/h, and 80 km/h has been presented in Figure 14.
Figure 15 shows a comparison of animations of the CT unit’s motion on dry and wet
road surfaces.

Figure 13. Comparison of trajectories yM(x) and yT(x) for different trajectory calculation methods (left) and of car paths
yCA(x) obtained (right) for dry road surface; (A,B)—method with a cosine curve; (C,D)—method with circular arcs;
(E,F)—method with parabolas.
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Figure 14. Comparison of animations of the CT unit’s motion for v = 60 km/h, 70 km/h and 80 km/h and for three yM(x)
determination methods; dry road surface.

Figure 15. Comparison of animations of the CT unit’s motion on dry and wet road surface for v = 60 km/h, 70 km/h and
80 km/h; trajectory calculation method with a cosine curve.

This brief summary of research results shows the impact of the yM(x) calculation
method on the obstacle avoidance process. The example presented in Figure 13 indicates
the favorable course of the process when the methods with a cosine curve or circular arcs
are used to calculate yM(x). In Figure 14, we can see that the cosine method produced an
advantageous effect for v = 70 km/h, but for v = 80 km/h, the trajectory calculated by the
method with parabolas is better. For the wet road (Figure 15), good results were obtained
for v = 60 km/h and the cosine method. The selection of La, in turn, has an impact on
the trajectory curvature in each of the methods under consideration. For rising vehicle
speed values, increasing the impact of the trajectory planning methods on the course of the
obstacle avoidance process can be observed in the analysis.

This means that to select the optimum method of planning the trajectory yM(x) and
value La, a lot of obstacle avoidance alternatives and curves representing changes in
various physical quantities, obtained as simulation results, must be taken into considera-
tion, because each of them helps to describe a different aspect of vehicles’ behavior in a
critical situation.
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6.3. Procedure of Analysing the Calculation Results

When the best trajectory planning method and the desirable La value were selected,
individual simulations were treated as successive alternatives of solving the obstacle
avoidance problem. The selection was based on an analysis of a set of simulation results,
which included numerical values, curves recorded, and logical values.

A procedure was established, which was taken in apart from the AHP (analytic
hierarchy process) method [41,42]. In that method, logical values may be used apart from
numerical ones, which was of considerable importance in the assessment process. The
following steps were adopted in the procedure:

1. Selection of a decision goal (referred to as “goal”) as the primary criterion of assess-
ment of the solutions available.

2. Hierarchical arranging of the criteria of analysis, which would be considered as partial
goals or sub-criteria.

3. Determining of weights for individual sub-criteria.
4. Calculating of partial assessment results for individual physical quantities in the set

of results of successive simulation alternatives (solutions) adopted in examining the
obstacle avoidance process. The partial assessment results would be based on the
product of the weights referred to in item 3 of this list and the degree of satisfying a
specific criterion by the solution alternative under analysis.

5. The final assessment result and selection of the values of the target solution would be
determined by aggregation of the partial assessment results.

The results of experimental and simulation tests [43] of similar processes have made it
possible to formulate the following criteria of recognizing the performance of the obstacle
avoidance maneuver (i.e., the criteria and sub-criteria) as correct:

• Successful avoidance of a collision with the obstacle and keeping of the CT unit within
the road lanes as planned.

• Smooth growth in the lateral displacements yCA(x) and yCB(x) until the obstacle is
passed by.

• Short length of the distance travelled where the “adjustment” of the vehicle position
(measured by the yaw angle ψs(x)) took place and limited value of the extreme vehicle
trajectory overshoot, i.e., preventing of the vehicle from leaving the lane planned.

• The lowest possible extreme values of the steering wheel angle δHEkstr, tyre sideslip
angles of vehicle’s rear axle and trailer’s axle (αAEkstr and αBEkstr, respectively), lateral
acceleration (ayCAEkstr and ayCBEkstr), and trailer drawbar turning angle Δψ, informing
that the CT unit’s motion was kept stable.

The above was taken into account when the results obtained for individual solutions
(i.e., the simulation results for individual alternatives) were assessed. In consequence, the
following has been decided:

A Goal: safe avoidance of the obstacle.
B Criteria as partial goals:

(a) safe vehicle path, i.e., CT unit’s motion between lines Rmin and Rmax (Figure 1)
or yCA(x), yCB(x) ∈ {0.5b; 2d − 0.5b};

(b) vehicle’s motion stability maintained, i.e., ay < ayMAX and Δψ < ΔψMAX .

C Sub-criteria:

(a) direct:

� clearance between the car side and the obstacle when the latter is being
passed by (yKA);

� clearance between the trailer side and the obstacle (yKB);

(b) indirect:

� car yaw angle relative to the preset vehicle trajectory (Δβ);
� departure of the actual car trajectory from the planned one (|yM − yCA|);
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� departure of the actual trailer trajectory from the planned one (|yM − yCB|);
� stable growth in the lateral displacement (yCA(x)).

D Alternatives:

(a) length of the imaginary anticipation radius (La) from 4 m to 12 m;
(b) methods of calculation of the trajectory planned: with a cosine curve, circular

arcs, and parabolas;
(c) vehicle speed (v) from 40 km/h to 80 km/h on dry and wet road surface.

E Criterion (limit) values:

(a) Sub-criteria (Ca)

� 2.0 m > yKA > 0 m;
� 2.0 m > yKB> 0 m;

(b) Sub-criteria (Cb)

� |α| < 16 deg; |Δβ| < 90 deg;
� |yM − yCA| < 2 m;
� |yM − yCB| < 2 m;
� x(yCA = 3 m) < 25 m.

The most desirable values of the parameters taken as the sub-criteria may be described
as follows:

• for (Ca), the highest weights are to be assigned to the values exceeding 0.5 m;
• for (Cb), the lower the values, the higher weights should be assigned.

6.4. Results of Applying the Procedure That Has Been Established

Figure 16 shows example time histories describing the physical quantities that are
taken into account in the procedure presented above, i.e., the paths travelled by vehicle
mass centers yCA(t) and yCB(t), tire sideslip angles αA(t) and αB(t), lateral accelerations
ayCA(t) and ayCB(t), and trailer drawbar turning angle Δψ(t). To facilitate the interpretation
of the graphs, curves representing the trajectory planning function yM(t) and the steering
wheel angle δH(t) have also been plotted.

Figure 16. Curves analyzed in the procedure presented above (example obtained for the alternative with v = 70 km/h, dry
road surface, and cosine method used to plan the trajectory).

To facilitate the inference, pursuant to the procedure presented, the simulation results
have been brought together with respect to two points of view:
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• as a set of characteristic or extreme values of the curves analyzed that represent the
car and trailer behaviors (an example is shown in Table 1);

• as a synthetic presentation of the impact of La on characteristic values of some of the
quantities under analysis (an example has been given in Figure 17).

Figure 17. Summarized results of simulations of trailer’s motion in a CT unit during an obstacle avoidance maneuver
for three trajectory planning methods (explanation in the text above). Vehicle speed values: v = 40 km/h, 60 km/h, and
80 km/h; La values within a range of 4–12 m; road surface: dry.

Table 1 shows a fragment of a set of results obtained for five obstacle avoidance
alternatives. Such summaries of values of the physical and logic quantities determined
during individual simulations were used in the procedure described above.

Figure 17 presents an example of the impact of La on the results of simulation of the
trailer (i.e., vehicle B) motion. In the graphs, the area of acceptable simulation results
(according to the sub-criteria adopted) has been marked by double fine lines indicating the
upper limit of the said area. A few curves have been plotted in the graphs that represent
the functions taken into account in the procedure under consideration. In particular:

• Figure 17A shows the x(yCB = 3 m) = f (La) curves, representing the distance trav-
elled by the trailer for its lateral displacement yCB(x) to reach a value of 3 m. In the
graph, there is a double fine line showing the distance of x = 25 m. The alternatives
for which the x(yCB = 3 m) curves are situated below the double fine line help in
the safe obstacle avoidance, i.e., they indicate the trajectory planning methods and
the range of the La values that meet the Cb sub-criterion (see Table 2) regarding the
stability of growth in yCB(x) during the obstacle avoidance manoeuvre.

• Figure 17B shows the |αBEkstr(La)| curves, representing the absolute value of the tyre
sideslip angle αB(x). The double fine line shows the limit value of |α| < 16 deg. The
curves below the double fine line show the alternatives that meet the Cb sub-criterion,
i.e., all the alternatives of the La values at v = 40 km/h; for v = 60 km/h and 80 km/h,
however, the Cb sub-criterion is only met for a few La values and providing that the
cosine method is used for planning the yM(x) trajectory.
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• Figure 17C–E show the yKB(La) curves, representing the clearance between edge K
and trailer corners (corners NFRB and NRRB) at the instant when the obstacle is passed
by. The safe obstacle avoidance is only possible (i.e., the B criterion, see Table 2, is met)
for the alternatives for which the yKB values obtained fall between the double fine
lines (yKB ∈ (0; 2 m)). Such a result was achieved e.g., for v = 60 km/h and La ≥ 7 m
in the cosine method, while in other methods, the NRRB corner goes beyond the area
of the lane available. For v = 80 km/h, the CT unit will hit the obstacle, regardless of
the trajectory planning method used.

Table 2. Connection between the values given in individual columns of Table 1 and the procedure
described above.

Columns of Table 1 5 6–7 8–10 11–13 14 15–16

Criteria and sub-criteria used in
the procedure that are relevant to

the values in specific columns
Cb A; B Cb B B Ca

The results obtained for individual solution alternatives, exemplified in Table 1 and
Figure 17, facilitated the use of the procedure presented. The procedure enabled the
following decisions to be effectively made about the temporary solutions implemented in
the control system for the distance x0 of the CT unit approaching the obstacle:

• the trajectory planning method will be based on the cosine function;
• the optimum anticipation radius will be La = 6 m.

7. Analysis of the Motion of a CT Unit When Avoiding an Obstacle

At the next step, the CT unit’s motion was analyzed with taking into account the
temporary decisions made in Section 6. The cosine function was adopted as a basis for the
method of planning the vehicle trajectory for the distance travelled by the CT unit when
approaching the obstacle; the anticipation radius value was assumed as La = 6 m. For such
assumptions, recommendations were worked out regarding the clearance margin value yW
necessary to plan a trajectory that would ensure safe avoidance of the obstacle. The area
of searching for the yW values is limited by the available space in the carriageway (Rmax
and y0, see Figure 1). In the critical situation under analysis, the yW value may be within a
range of 0–2 m.

In consideration of the above, model tests were carried out for various values of
clearance margin yW and CT unit’s speed v. The results of these tests made a basis for
recommending the favorable yW values.

7.1. Impact of Vehicle Speed on the Obstacle Avoidance Process

The vehicle speed is an effect of control system’s decision made within following
the general strategy of CT unit’s motion. Figure 18 shows simulation results obtained for
v = 50 km/h, 60 km/h, and 70 km/h.

The simulation was carried out while observing, in particular, the behavior of the
CT unit driven on dry road surface to follow a trajectory yM(x) calculated for a clearance
margin of yW = 0.5 m. The applying of rising vehicle speed values as an input caused:

• increasing departure of trajectories yCA(x) and yCB(x) from trajectory yM(x), which
can be seen in the animation (Figure 18A) and in Figure 18B;

• growing motorcar yaw ψA which helps to avoid a collision with the obstacle at
v = 50 km/h (see the ψA curves in Figure 18A,C), but becomes hazardous at
v = 70 km/h; similarly, the trailer yaw angle rose as well (see the ψB curve in
Figure 18C);

• necessity to increase the steering wheel angle (Figure 18C); within the distance
x0, two extremums occurred in this angle and the span between them grew from
ΔδH = 134 deg at v = 50 km/h to ΔδH = 370.7 deg at v = 70 km/h;
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• growing span between the extreme values of the δH angle, which resulted in high
lateral acceleration values, from ayEkstr = 3.4–3.8 m/s2 at v = 50 km/h to 4.7–6.7 m/s2

at v = 60–70 km/h on dry road surface (Figure 18E); the acceleration values for the
trailer exceeded those for the towing vehicle by 12–22%;

• rising extreme values of the tyre sideslip angles (for the rear axle wheels of the motorcar
and the trailer axle wheels), from 3 deg at v = 50 km/h to 11 deg at v = 70 km/h
(Figure 18D); the extreme values of the tire sideslip angle of the trailer wheels exceeded
those of the motorcar’s rear axle wheels by 7–30% (this trailer’s predominance grew
with rising vehicle speeds).

 

 

 

 

 

Figure 18. Obstacle avoidance simulation results obtained for the cosine method, La = 6 m, yW = 0.5 m, dry road surface
and different driving speeds (individual columns): (A) CT unit’s motion animation; (B) path planning trajectory yM(x) and
vehicles center of mass trajectory yCs(x); (C) steering wheel angle δH(x), yaw angle ψA(x), trailer drawbar turning angle
Δψ(x); (D) tire sideslip angles for the rear axle of vehicles αs(x); (E) lateral acceleration of vehicles center of mass ayCs(x).

The above shows that the higher vehicle speed, the more attention should be paid to
the clearance margin values within yW < 0.5 m when searching for the trajectory. If this is
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done, the trajectory curvature as well as the ay values will be reduced. In consequence, the
centrifugal force and the angle ψA of yaw of the car (and of the trailer, too) in the dangerous
direction will decrease (Figure 18A). The risk of unstable trailer’s motion resulting from
high yaw angle values ψA and ψB has been confirmed by the research reported in [15].
Therefore, the lowering of the yW values when planning the trajectory yM(x) may produce
advantageous solutions.

7.2. Impact of the Clearance Margin yW on the Safety of Obstacle Avoidance

The simulation results presented in Figures 19–21 have been obtained for clearance
margin values yW = 0–2.0 m and for the CT unit being driven on dry and wet road surface
with a speed of v = 40–90 km/h. This has made it possible to formulate a more detailed
recommendation for the selection of yW .

 

 

Figure 19. Curves representing selected physical quantities for the cosine trajectory planning method, La = 6 m,
v = 60 km/h, dry road surface, and three clearance margin values yW (individual columns): (A) CT unit’s motion animation;
(B) path planning trajectory yM(x) and vehicles center of mass trajectory yCs(x); (C) steering wheel angle δH(x), yaw angle
ψA(x), trailer drawbar turning angle Δψ(x); (D) tire sideslip angles for the rear axle of vehicles αs(x); (E) lateral acceleration
of vehicles center of mass ayCs(x).
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Figure 20. Distance yK between the front corner of the car and trailer (NFRA, NFRB ) and the obstacle when the latter was
passed by wet road surface, yW = 0.0–2.0 m.

Figure 21. Extreme values of the steering wheel angle (the first extremum of the δH(x) curve) vs. the clearance margin yW

for vehicle speeds of v = 40–90 km/h.

Figure 19 presents the process of obstacle avoidance by a CT unit moving with a speed
of v = 60 km/h, with the trajectory yM(x) having been calculated for yW = 0.2 m, 0.5 m,
and 1.0 m. The results of these simulations provide grounds for a statement that when the
clearance margin value yW was reduced from 1.0 m to 0.2 m, then:

• curvature of trajectory yM(x) and departure of trajectories yCA(x) and yCB(x) from
trajectory yM(x) decreased by 38–40%, which can be seen in Figure 19B;

• clearances yKA and yKB decreased from 1.5 m to 0.3 m and from 1.9 m to 1.1 m,
respectively (Figure 19A);

• extreme values of the steering wheel angle were reduced and the span Δδh between
them, observed within the x0 road section, dropped from 287.9 deg to 190.7 deg;
trailer drawbar turning angle Δψ at the instant when the obstacle was being passed
by dropped from 10.7 deg to 3.6 deg;

• lateral accelerations of the towing vehicle and the trailer, ayCA and ayCB, observed
within the x0 road section, declined from 5.0–6.1 m/s2 to 4.4–5.1 m/s2, respectively;

• motorcar tire sideslip angle αA at the instant when the obstacle was being passed by
declined from 13.8 deg to 10.0 deg.

It should be added here that when the clearance margin value was raised within the
range yW > 0.5 m in the vehicle driving conditions under analysis, then:

• at the instant when the obstacle was being passed by, the tire sideslip angle of the
motorcar rear axle wheels rose from 10.0 deg to 13.8 deg, i.e., it reached values that
made it difficult to control the vehicle movement (cf. the Fy(α) curve in Figure 8);
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• the differences between the trajectories (yCB(x) − yCA(x)) and the yaw angles
(ψB(x) − ψA(x)) of the trailer and the car increased as well, which may result in
the instability of the CT unit’s motion on the road section just beyond the obstacle.

The tests represented in Figure 19 have confirmed that the applying of low yW values
when planning the obstacle-avoiding trajectory would be well justified, but within a limited
range of vehicle speeds (especially on wet road surface). This information was gained after
the tests were extended to a vehicle speed range of v = 40–90 km/h.

In Figure 20, simulation results have been presented in the form of curves yK = f (yW)
plotted for the obstacle avoidance on wet road surface. When analyzing these results, it
should be taken into account that the yK values should be higher than zero, preferably
within the range of 0–2 m, for the obstacle avoidance to be safe. The course of the green
curve in Figure 20 confirms the conclusions drawn from the tests presented in Figure 19 for
v = 60 km/h. For such a vehicle speed, the yW values may be chosen from a wide range;
previously, the recommendable value was specified as yW ∼= 0.2 m for dry road surface.

The angle δH(t) corresponds to a signal generated by the control system (Figure 3).
Its values at the first extremum have been shown in Figure 21. During the initial part
of the obstacle avoidance maneuver (x ∈ (0; 0.5x0 >), they should steeply rise so that
the CT unit would be able to follow the path with the curvature as planned. Such an
effect may be obtained if a big distance margin yW is adopted. With this objective in
view, high clearance margin values should be used when planning the trajectory yM(x).
However, it is not easy to make the CT unit avoid the obstacle this way at as low speeds
as v > 60 km/h because of high values of lateral acceleration ay, lateral force FQ, and tire
sideslip (Figures 18D and 19D), which increase the distances between the vehicle paths
(yCA(x) and yCB(x)) and the trajectory planned (yM(x)) (Figure 21B for v = 70 km/h). This
highlights one more of the dilemmas to be resolved when selecting the yW values.

A synthetic summary of the simulation results presented in Figures 19–21 has made it
possible to formulate some recommendations for the selection of yW ; simultaneously, it has
highlighted the following dilemmas:

• It is recommendable to apply low yW values because the trajectories thus planned do
not require too high extreme values of the steering wheel angle and do not result in
excessive values of lateral vehicle accelerations and tire sideslip angles; thanks to this,
the vehicle path may run relatively close to yM(x).

• The application of high yW values produces high δH(t) angle values even in the initial
phase of the obstacle-avoiding process ( x ∈ (0 ; 0.5 x0〉) and results in the planning
of a trajectory that is characterized by big lateral displacements yCA(x) and yCB(x),
especially at v < 60 km/h.

• High trajectory curvature at v > 60 km/h generates high values of lateral acceler-
ation ay and tire sideslip α, which may make it difficult for the CT unit to avoid
the obstacle on the second part of the x0 road section, i.e., where x ∈ (0.5 x0 ; x0〉
(Figures 19 and 21).

• The control system generates higher extreme values δHEkstr on wet road surface than
it does on dry road surface at identical yW values. This causes a growth in the
vehicle yaw angles ψA and ψB; high values of these angles make obstacle avoidance
more difficult.

• On the wet road surface, the advantageous yW values are lower than those recom-
mendable for the dry road surface; on the other hand, the range from within they may
be picked is narrower than that acceptable in the latter case.

• At v = 80–90 km/h, the yW values under consideration do not offer a possibility of
planning a trajectory that would ensure safe obstacle avoidance on wet road surface.

The very diverse impact of yW on the obstacle avoidance by a CT unit will be made
use of to build a set of clearance margin values recommendable for the planning of an
obstacle-avoiding trajectory yM(x).

44



Energies 2021, 14, 2958

8. Selection of a Clearance Margin yW for the Obstacle Avoidance Maneuver

The results of an assessment carried out according to the procedure prepared as
described in Section 6 became a basis for selecting temporary parameters, i.e., a method
of planning the trajectory yM(x) and determining the value of La for the critical situation
under consideration. After the temporary parameters are determined as described above,
a trajectory yM(x) is planned in the control system for a safe vehicle path to be obtained.
The course of this path and the behavior of the vehicles moving along this path strongly
depend on the dynamic characteristics of the CT unit, including the forces acting on the
vehicles. In the critical situation under consideration, it is difficult to predict the values of
such forces and the effects of their action (tire sideslip, skidding of wheels of individual
axles, vehicles’ yaw angles from the carriageway centerline, etc.). In such a situation, it is
good to have a set of the yW values that would facilitate the planning of a safe trajectory.
The description provided in Section 2 and Figure 1 shows that the clearance margin in the
critical situation under analysis should be within a range of yW ∈ (0, 2 m). Such a margin
makes it possible to reserve a corridor for the CT unit’s motion, wider than the CT unit
width b. The said corridor is necessary because the vehicles move in positions yawed by
angles ψA and ψB from the carriageway centreline when they are avoiding the obstacle.
This yaw can be seen in Figures 14 and 15.

In the simulation tests carried out, various alternatives of the obstacle avoidance
process were analyzed. To assess the alternatives, the distances yKA and yKB between
the edge (corner) of the obstacle and the side of the car and the trailer when passing by
the obstacle were taken as a basis. The test result is considered successful if, during the
obstacle-avoiding phase of the maneuver, the CT unit safely passed by the obstacle and
stayed within the lane planned also just beyond the obstacle, i.e., within the road section
x ∈ (x0 ; x0 + 10 m〉 (cf. Table 1). When selecting the yW (clearance margin) values for the
trajectory planning, the following results were considered satisfactory:

• safe obstacle avoidance, i.e., none of the points within CT unit came into contact with
the obstacle or left the lane planned;

• obstacle avoidance using the road shoulder.

If a collision took place between the CT unit and the obstacle contour or the CT unit
found itself outside of the road (i.e., outside of the carriageway and the road shoulder) or
overturned, such a test result was considered as a “collision with the obstacle” or maneuver
failure. The test results have been presented in a synthetic form in Figures 22 and 23 and
the clearance margin (yW) values used to plan the safe trajectory yM(x) are specified in
Table 3.

Figure 22. Area of choosing the yW values when planning a vehicle trajectory for safe obstacle avoidance on dry road
surface; motorcar and trailer.
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Figure 23. Area of choosing the yW values when planning a vehicle trajectory for safe obstacle avoidance on wet road
surface; motorcar and trailer.

Table 3. Possibilities of safe avoidance of the obstacle.

Road Surface v [km/h]

yW [m] for Planning a Trajectory that Would
Ensure Safe Obstacle Avoidance

yW [m] for Planning a Trajectory that Would
Ensure Safe Obstacle Avoidance with Using

the Road Shoulder

Motorcar as a Part
of the CT Unit

CT Unit as a Whole
Motorcar as a Part

of the CT Unit
CT Unit as a Whole

dry

40 0.3–2.0 0.3–2.0 0.3–2.0 0.3–2.0

50 0.2–1.7 0.2–1.4 0.2–2.0 0.2–1.9

60 0.0–0.6 0.0–0.2 0.0–0.9 0.0–0.5

62 0.0–0.4 0.0 0.0–0.7 0.0–0.4

66 0.0–0.1 – 0.0–0.4 0.0–0.1

68 0.0 – 0.1–0.3 0.0

70 – – 0.0–0.2 –

80 – – 0.0–0.2 –

wet

40 0.3–2.0 0.3–2.0 0.3–2.0 0.3–2.0

50 0.1–0.7 0.0–0.5 0.1–1.1 0.0–0.8

60 0.0 – 0.0–0.4 0.0–0.1

62 – – 0.0–0.4 0.0–0.1

66 – – 0.0–0.8 –

70 – – – –

The area of acceptable selection of the yW values, as plotted in Figure 22, shows that
a motorcar in a CT unit moving on dry road surface would be able to avoid the obstacle
even if travelling with a speed of up to v = 68 km/h, while the trailer towed by it would
safely avoid the obstacle only if its speed did not exceed v = 62 km/h. If the road surface
is wet (see Figure 23), a safe obstacle avoidance would only be possible if the CT unit’s
speed were limited to v = 54 km/h. Assuming the acceptability of using the road shoulder
(up to 1 m wide) in the critical situation, the obstacle would be avoided if the vehicle speed
were up to 68 km/h on dry road surface and up to 62 km/h on the wet road surface (see
Table 3).

The tests described have shown the narrowness of the area of selection of the yW values
that would enable safe obstacle avoidance in the critical situation under consideration.
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9. Summary

This study is dedicated to a critical (pre-accident or causing a collision hazard) road
situation where immediate counteraction of the vehicle control system is required in a space
that has been only partly defined. The hazards accompanying such a situation arise from
the short time available for the reaction and from the complexity of the interactions taking
place between the motorcar, trailer, controller, and road surface. The said interactions
are strongly non-linear. In the study, an assumption has been made that the information
received from the environment perception system will cause the settings of the control
system of the CT unit to be re-adjusted as appropriate. The new settings will be introduced
temporarily, for the time of passing by the obstacle, and their values will differ from those
required at the stable vehicle drive before and after the obstacle avoidance maneuver.

In consideration of the above, the following was worked out:

• models of dynamics of a CT unit and of its control system;
• procedure of selection of the temporary system settings, i.e., a method of planning

the trajectory yM(x) and the value of the anticipation radius La for the time of the
critical situation;

• rudiments of selecting the value of the variable parameter, i.e., the clearance margin yW .

Based on the above, tests were carried out to select the control system parameters
(temporary and variable) that would be appropriate for the specific difficult road situation.
The impact of the method of planning the trajectory yM(x) and the value of the anticipation
radius La in the control system on the feasibility of safe avoidance of an obstacle having
suddenly appeared has been examined. In consideration of high curvatures of the trajecto-
ries planned, high vehicle speeds, and dynamic action of the trailer, particular attention
was paid to the impact of tire slip and skidding on vehicles’ behavior when moving along
the curvilinear path.

The research carried out has made it possible to formulate the following findings and
conclusions for the CT unit’s control system operating in the critical situation under analysis:

• The cosine method used to plan a trajectory yM(x) produced better performance
of the obstacle avoidance maneuver in comparison with the other methods taken
into account.

• The anticipation radius value at which the obstacle avoidance maneuver was most
effective was La = 6 m.

• The area of selection of the yW values for planning the vehicle trajectory for the
obstacle avoidance time was narrow (Figures 22 and 23) and the narrower, the higher
the vehicle speed was.

• The impact of growth in the driving speed on CT unit’s behaviour during obstacle
avoidance was not definite, because, e.g., small motorcar yaw angle values ψA helped
to avoid a collision with the obstacle at v = 50 km/h and 60 km/h (see the ψA curves
in Figure 18A,C) but became hazardous at v = 70 km/h.

• When a safe obstacle avoidance trajectory is planned for a speed exceeding 60 km/h,
low clearance margin (ψA) values are required, i.e., the trajectory should be very close
to the obstacle.

Results of the research being carried out support the current trends in the construction
of vehicle control algorithms, where the definition of rigid operation rules is being aban-
doned in favor of immediate and ongoing shaping of the properties and areas of suitable
solutions. This is of significant importance for rare critical situations. In such cases, the
temporary data obtained from previous computer simulations and stored in the system
controller are chiefly used.
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Abstract: Pedestrians are participants and, most likely, fatalities in every third road traffic accident in
Poland. Over 30% of all fatalities on Polish roads are pedestrians. Accidents with pedestrians are
very often the result of various factors related to the infrastructure and behaviour of pedestrians
and drivers. The objective of the work was to assess driver and pedestrian behaviour in pedestrian
crossing areas. The research also served as a pilot study for similar work to be conducted across
Poland, and constituted the basis for monitoring the behaviour of road users in the area of pedestrian
crossings. Parameters which must be analysed were identified on the basis of field studies. Principles
of selecting test sites were adopted, and measurement methods for pedestrian crossing areas are
presented. The influence of the location of the selected test cross-section infrastructure parameters on
the behaviour of road users in pedestrian crossing areas is demonstrated. The results of the study
will be used as a basis for new solutions involving pedestrian crossing infrastructure designed to
improve pedestrian safety. The results were also used in formulating new regulations for the design
and maintenance of pedestrian crossings and recommendations for road safety auditors.

Keywords: road safety; pedestrian safety; pedestrian crossing; behaviour of drivers and pedestrians

1. Introduction

Pedestrians are among the groups of traffic participants who are very often deprecated
by motorised participants, albeit a very important one in road traffic. Practically, every
person able to move about within the road network is a pedestrian, with the length and aim
of the trip taken on foot being the key. The distance to be covered by a traffic participant
is the primary criterion which influences the choice of the type of trip [1]. Studies on
transport behaviour carried out in Poland [2] make it possible to conclude that pedestrian
trips constitute about 20% of the total trips in cities. In comparison, this share is ca. 35% in
Barcelona and 31% in London [3].

Accidents involving pedestrians are very often the result of various factors related to
the infrastructure and behaviour of pedestrians and drivers [4], and to the road infrastruc-
ture [5–7]. The factors which involve the behaviour of road infrastructure users include
vehicle speeds and the degree to which they are exceeded, pedestrian speed, crossing
the road illegally and how drivers behave towards pedestrians (giving way at pedestrian
crossings) [8–10]. These factors will vary depending on traffic and pedestrian volumes
and the pedestrian crossing location (built-up area, non-built-up area, road class and
cross-section, intersections and midblock) [11–14]. Road infrastructure-related factors that
have an effect on pedestrian safety include the cross-section [15] but also the width and
length of pedestrian crossing, how far it is from an intersection, road section geometry
(vertical and horizontal alignment), type and condition of road surface, presence of refuge
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islands and their geometric parameters, type of vertical and horizontal marking and its
condition, signalised and not signalised crossing [16–19], distance to designated and illegal
parking, presence of public transport stops, adequacy of drainage, facilities for the blind
and visually impaired, pedestrian ramps, condition of pavements and lighting [20–23] and
distances between pedestrian crossings [24]. Research on pedestrian crossings focuses on
the interaction of drivers and pedestrians [5,25,26] using conflict analysis [27,28].

Pedestrian safety is among the most important challenges in implementing measures to
improve road safety [29,30]. More than 1/5 of all fatalities in road accidents worldwide are
pedestrians [31]. In several countries, these values are even higher and exceed 1/3 [32,33].

In 2008, in an effort to raise road safety levels across the EU to those of the best perform-
ing countries, the European Commission wrote and implemented Directive 2008/96/EC
on road infrastructure safety management [34]. The European Commission’s intention was
to implement adequate tools to improve the safety of road infrastructure across the trans-
European road network. Several years into the process, it was clear that the road safety
actions were ineffective [35]. In 2019, Directive 2019/1936 of the European Parliament
and of the Council was developed amending Directive 2008/96/EC on road infrastructure
safety management [36], which extends its remit to roads co-financed from EU funds.
In countries such as Poland, where pedestrians represent about 30% of all road deaths,
implementing control measures to protect vulnerable road users should be of particular
importance. These include road safety inspections (RSI) [37] and road safety audits (RSA).
Through these measures, it is possible to significantly reduce the number of people killed
or seriously injured in road accidents, including pedestrians [38]. Such work should be
supported by scientific research on road user behaviour, which is a main subject in this
paper. Pedestrian safety in Poland is at a very low level compared to the best European
countries in this regard [39]. Every third fatality in a traffic accident in Poland is a pedes-
trian. In the years 2009–2018, approximately 94.5 thousand pedestrian accidents were
registered in Poland, in which approximately 89.0 thousand pedestrians were injured, and
11.0 thousand pedestrians were killed (Figure 1). It should be emphasized that at that time,
the number of pedestrian accidents and their victims decreased by over 40%. However, this
is still too high a number. About 10% of all deaths in accidents in Poland were registered at
pedestrian crossings (based on SEWIK, a police database).

 

Figure 1. Pedestrian accident and victims in Poland in the years 2009–2018 (based on police’s SEWIK
data).

Ensuring pedestrian safety in the area of pedestrian crossings should be a priority for
actions taken by road authorities. For this purpose, it is necessary to conduct systematic
studies of pedestrian and driver behaviour. The lack of clear rules on when to give way to
pedestrians gives rise to drivers’ dangerous behaviour towards pedestrians, for example,
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driving the wrong way through pedestrian crossings and, on the other hand, dangerous
behaviour of pedestrians themselves in traffic—careless running onto the roadway, crossing
the road where it is illegal, etc. [40–42]. This problem also includes the lack of appropriate
infrastructure for pedestrians moving across the roadway (refuge islands or appropriate
marking) and along the roadway (sidewalks)—mainly on the outskirts of cities, segments of
roads through built-up areas and segments of roads in non-built-up areas where pedestrian
traffic may occur with significant intensity. Additionally, several existing pedestrian
facilities do not meet traffic or safety standards (for example, their technical condition,
location of pedestrian crossings in terms of visibility, public transport stops and gaps in
footpaths). Dependencies between pedestrians and vehicles require relevant studies to
ensure the safe movement of pedestrians.

Polish experience. Research in Poland analyses pedestrian behaviour by analysing
digital footage from cameras, an approach also used in the MOBIS project. The objective of
the project was to develop and test a method for assessing pedestrian crossing safety using
an automatic analysis of video footage. The assessment was designed to identify conflicting
movements of vehicles and pedestrians. The project helped us to test and optimise the
method at different types of pedestrian crossings in urban areas: on single carriageways
with and without a refuge island, dual carriageways and at traffic lights [43]. Studies
of Poland’s pedestrian crossings also analyse night-time luminance depending on road
lighting [44,45]. A safety assessment of non-signalised pedestrian crossings showed that
many drivers exceed the applicable speed limits [46]. Other studies indicate that there is a
high risk to pedestrians on sections of transit roads in small towns [47] and cities [48].

International experience. A study was conducted in Australia designed primarily to test
road user knowledge of regulations determining right-of-way in different situations [49].
Another research method implemented in Australia analysed child behaviour on major
and local roads. The study paid special attention to where children stop, where they look
around, how they analyse vehicle movement and how they cross the road [50]. In France,
study was focused on analysing the behaviour and interrelations between pedestrians and
drivers. The analysis of the results showed that when a pedestrian looks at an oncoming
vehicle, the car is more than 10% more likely to stop [51].

Surveys conducted in the United Kingdom identified three main hazards to pedestrian
safety: dual carriageway crossing, red light entry for drivers and reduced visibility by
parked vehicles [52]. In Spain, cameras were deployed for automatic pedestrian detection
at pedestrian crossings. In addition, a manual check was conducted of the gender, age, size
of group or pedestrian baggage [53]. In Germany, road traffic behaviour was studied at
signalised intersections [54]. Research in the Netherlands proved that pedestrians mostly
struggle with excessive vehicle speeds, especially as regards people aged >65 [55]. A study
in Sweden recorded road user behaviour using cameras [56,57]. The results of research in
Belgium show that approximately 21% of the pedestrians violate traffic lights [58]. Research
conducted in Finland concerned the speed of drivers and pedestrians, road traffic and the
behaviour of road users in the area of pedestrian crossings [59]. Studies conducted in urban
areas in Israel analysed the effects of pedestrian distraction at pedestrian crossings on
pedestrian safety [60]. In Malaysia, driver behaviour was assessed at pedestrian crossings
(accelerating and slowing) and pedestrian time lost [61]. A study in Estonia assessed the
share of drivers running red lights, vehicle speed and estimated pedestrian and vehicle time
lost [62]. Work conducted in China [63–65] studied pedestrian and driver behaviour at sig-
nalised pedestrian crossings. The country also conducted other research to measure vehicle
speed and the distance between a stopped vehicle and a pedestrian [66]. Research [67,68]
has shown that the greater the number of lanes in one direction, the greater the number
of conflicts between drivers and pedestrians. Research in India [69,70] has indicated the
problems that pedestrians have with the assessment of the possibility of crossing the road
at crossings outside intersections. Research conducted in Slovakia concerned the use of
mobile devices and headphones on pedestrian crossings [71].
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The field research was also supported by simulation studies, during which the impact
of different scenarios on the behaviour of drivers and pedestrians in the area of pedestrian
crossings outside intersections was analysed [72–74].

Review of Polish and international research shows that field work must be conducted
to observe pedestrian and driver behaviour at pedestrian crossings (as demonstrated
further in the article). Real pedestrian crossing situations should be studied analysing
crossing location, equipment, pedestrian traffic volume and pedestrian characteristics. In
the case of drivers, observation is required to understand driver reaction on approaches to
pedestrian crossings in relation to pedestrian behaviour. As a result, it will be possible to
assess the effectiveness of existing solutions and improve pedestrian safety where it is most
at risk, i.e., at pedestrian crossings [75]. In the majority of countries which study pedestrian
behaviour and pedestrian–driver relations, this is not carried out systematically. Instead,
the work analyses selected aspects only. It is critical for Poland to carry out such work due
to the high levels of risk to pedestrians.

Taking into account the literature review, parameters were verified and selected, which
helped to build a database that is the basis for analysing the behaviour of pedestrians and
drivers and the pedestrian–driver relationship in pedestrian crossing areas:

• Pedestrian traffic parameters under research—field tests: pedestrian age, traffic vol-
ume, distance between the pedestrian and the edge of the roadway, how the pedestrian
approaches the crossing, average speed of the pedestrian on the crossing, pedestrian
delay before the crossing, pedestrian behaviour before entering the roadway (mak-
ing sure that it is safe to enter), sudden entry onto the roadway (entry at red light)
and pedestrians crossing in illegal locations in the vicinity of a designated crossing
(±100 m).

• Vehicle parameters under research: speed of a vehicle approaching the crossing,
speeding, entry at red light and traffic volume.

2. Materials and Methods

The main aim of this research was to assess the behaviour of pedestrians and drivers
and the pedestrian–driver relationship at and in the area of pedestrian crossings. Such
systematic studies are necessary due to the level of risk of pedestrian accidents. The
objective was to make walking more attractive and improve pedestrian safety. To this end,
field tests and survey studies were carried out in 70 test points in Poland’s Pomorskie and
Małopolskie regions, across an area that is diversified in terms of its development. The
road cross-section and location of pedestrian crossings were also taken into consideration.
The results of these studies make it possible to assess pedestrian safety at various types of
crossings, associated with the street’s cross-section.

2.1. Measurement Technique

The following instruments were used to record traffic parameters alongside pedestrian
and driver behaviour:

• MioVision—a mobile camera which records and collects traffic data using a database
platform. The camera was situated on a mast with a variable height, up to 7 m.

• MetroCount—a device which counts the traffic volume, including the structure and
speed of vehicles, making it possible to collect data in the long term.

Depending on the test site, one or two video cameras were used to record images.
The cameras were situated on a tripod at a distance of 10 m to 15 m behind a pedestrian
crossing and located on the shoulder, lamppost or pavement along the road. The measuring
equipment was located in a way which would not capture the attention of drivers or
pedestrians. Driver behaviour was studied as cars approached the pedestrian crossing. The
maximum range of image recording depended on road geometry and was between 40 m
and 100 m. During the measurement, test cross-sections were designated in the field, every
10 m or 20 m, as a test basis for the assessment of average speed (Figure 2). The speed
was calculated on the basis of the length of the measured segment and time travelled to
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the test cross-sections. Image analysis covered recording the time of consecutive events,
i.e., the appearance of vehicles in the subsequent test cross-sections. Speed measurement
included only the vehicles moving in free traffic, i.e., those which were not influenced by
other vehicles in their vicinity. The following scenarios were selected in the analysis of
vehicle speed on a pedestrian crossing:

• No pedestrian;
• With a pedestrian waiting before the crossing;
• With a pedestrian on the crossing.

Figure 2. Diagram of field tests using video recording instruments.

For pedestrian traffic parameters, the camera’s field of observation covered the entire
pedestrian crossing under analysis and its access path. The analysis included the following:

• Average speed of the pedestrian crossing the street (counted between the edges of the
carriageway);

• Pedestrian delay (waiting time for the road crossing);
• Distance to the vehicle when the pedestrian decides to enter the crossing and cross it.

Each test included pedestrians going across the crossing in both directions, with
a division into age groups also included (<20 years—11.1%; 20–60 years—80.4%; >60
years—8.5%). In the case of drivers, age was not taken into account.

2.2. Selection of Test Sites

When selecting the test points, limitations were taken into account, making it possible
to obtain a random sample of test points with a high uniformity of traffic conditions. This
allowed a wide range of comparisons between test results. At each pedestrian crossing, the
measurements were carried out for 6 h (10:00 a.m.–3:00 p.m.), in good weather conditions
and in daylight. The research was conducted only on working days (Monday–Friday), in
the months of April–June. In order to obtain such a set, test points were located as follows:

• Outside of horizontal and vertical curves with reduced visibility, which make it
necessary to reduce speed compared to previous sections;

• In segments with a gradient of less than 4%;
• Outside of built-up areas in segments with comparable features in terms of both their

function and the volume of pedestrian and vehicle traffic;
• In built-up areas in sections with comparable features in terms of the buildings and

functions and the volume of pedestrian and vehicle traffic;
• In segments without local speed limits;
• In segments without speed cameras.

In order to compare vehicle speeds and pedestrian behaviour, selection criteria were
designated for the test points. The following criteria were chosen:

• Type of area;
• Type of cross-section;
• Presence of traffic lights;
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• Type of segment;
• Speed limit.

Field tests with pedestrians were carried out in three types of areas:

• Large and medium-sized cities (powiat/county level);
• Small towns;
• Rural areas.

In each of these areas, tests were performed in the following locations:

• In between intersections (midblock);
• At intersections that are not signalised;
• At signalised intersections.

For the locations selected above, detailed locations were specified, taking into account
various cross-sections of the road segment:

• 1 × 2 (single carriageway, 1 lane in each direction);
• 1 × 4 (single carriageway, 2 lanes in each direction);
• 2 × 2 (dual carriageway, 2 lanes in each direction);
• 2 × 3 (dual carriageway, 3 lanes in each direction).

The current speed limit was identified for each of these test point’s selection criteria
and, for further analysis, 50 km/h (for built-up areas) and 70 km/h (for built-up areas
with dual carriageways and for rural areas) were selected. Figure 3 presents a cumulative
diagram of the test site.

 
Figure 3. Diagram of test point selection.

2.3. Statistical Methods

Statistical methods were reduced to calculation descriptive statistics according to
pedestrian and vehicle speed. Average speed, standard deviation and the max and min
speed were calculated. Average speed and differences in speed for various locations
of pedestrian crossings and the presence of pedestrians could be factors to assess the
interaction between drivers and pedestrians. Therefore, in Section 3, results of the average
speed comparison are presented. Additionally, to assess the statistical significance of
speeds, a two-sample t-test for the difference of means was carried out. To assess speed
distribution, the Shapiro–Wilk test was used to assess normal distribution.

3. Results

In order to compare vehicle speeds and pedestrian behaviour, cumulative analyses
were produced for the test points. The following categories were chosen:

• Type of area;
• Type of cross-section;
• Presence of traffic lights;
• Type of segment.

In each of these categories, a speed limit was identified, currently in place at each given
location. A division into 50 km/h and 70 km/h speed limits was adopted for cumulative
comparisons. Based on the analysis of the collected data, conclusions were formulated on
the behaviour of drivers in pedestrian crossing areas as per the criteria for locating test
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points. Descriptive statistics for each measurement sites as well as test cross-sections were
calculated.

3.1. Test Points with 50 km/h Speed Limit
3.1.1. Type of Area

• Urban areas feature lower vehicle speeds on approach to the crossing than small
towns, with no pedestrian by 5 km/h at a distance of 10 m from the crossing and
10 km/h at a distance of 50 m from the crossing.

• In both types of areas, similar vehicle speeds were recorded at a distance of 10 m from
the crossing with a pedestrian waiting to cross.

• Urban areas feature higher vehicle speeds on approach to the crossing than small
towns, with a pedestrian crossing the road by 5 km/h at a distance of 10 m from the
crossing and 5 km/h at a distance of 50 m from the crossing.

• In both areas, a minor decrease in vehicle speed was recorded at a distance of 10 m
from the crossing with a pedestrian waiting to cross compared to a situation with
no pedestrian, and a considerable decrease in the case of pedestrians crossing the
roadway (Figure 4).

Type of Area—50 km/h 

 
Type of Road Cross-Section—50 km/h 

 

Figure 4. Cont.
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Presence of Traffic Lights—50 km/h 

 
Type of Segment—50 km/h 

Figure 4. Vehicle speeds in pedestrian crossing areas—speed limit: 50 km/h.

3.1.2. Type of Road Cross-Section

• The lowest speed on approach to the crossing with no pedestrian, at a distance
of 10 m from the crossing, was recorded for the 1 × 2 cross-section with a refuge
island (30 km/h less than for the 1 × 4 cross-section; 23.5 km/h less than for dual
carriageways).

• The lowest speed on approach to the crossing with a pedestrian waiting to cross was
recorded for the 1 × 2 cross-section without a refuge island (16 km/h less than for
the 1 × 4 and 1 × 2 cross-sections with a refuge island; 22 km/h less than for dual
carriageways).

• The lowest speed on approach with a pedestrian crossing the roadway was recorded
for the 1 × 2 cross-section with a refuge island, but the differences between the
cross-sections were minor in this case (Figure 4).

For all types of cross-sections, vehicle speed with pedestrians waiting to cross was
lower compared to situations when there was no pedestrian (by 16 km/h for 1 × 2, by
16 km/h for 1 × 4 and by 2 km/h for 2 × 2 and 2 × 3—Figure 4).

3.1.3. Presence of Traffic Lights

• With traffic lights, vehicle speeds on approach to the crossing were higher: by 7 km/h
with no pedestrian, by 4 km/h when a pedestrian is waiting to cross and by 5.5 km/h
when a pedestrian is crossing the roadway (at a distance of 10 m from the pedestrian
crossing).

• With traffic lights, the speed with a pedestrian waiting to cross was higher by 1 km/h
than when there was no pedestrian.

• Without traffic lights, vehicle speed on approach to the crossing with a pedestrian
waiting to cross was 2 km/h lower than when there was no pedestrian.
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It is noteworthy that the presence of traffic lights changes the speed on approach to the
crossing to a minor degree, but light-controlled pedestrian crossings significantly increase
pedestrian safety.

3.1.4. Type of Segment

• When there was an intersection, vehicle speeds at a distance of 10 m from the crossing
were lower than in between intersections, by 0.5 km/h with no pedestrian, by 14 km/h
with a pedestrian waiting and by 1 km/h with a pedestrian crossing the roadway,
respectively.

• When a crossing was located in between intersections, the speed with a pedestrian
waiting was 2 km/h lower than when there was no pedestrian, and when a crossing
was at an intersection, the difference was 1 km/h (lower with a pedestrian waiting)
(Figure 4).

A two-sample t-test for the difference of means to assess the statistical significance
of differences in the average values of the observed speeds (Figure 5) was carried out.
The impact of pedestrian presence, as well as the type of area, cross-section, segment and
presence of traffic lights, was considered. Statistically insignificant results (p value > 0.05),
which suggest no impact on driver behaviour, were obtained for the following:

• Light-controlled pedestrian crossings (all cases of pedestrian presence);
• No pedestrian vs. pedestrian waiting (dual carriageway roads and at an intersection);
• Pedestrian waiting vs. pedestrian crossing (the roads at small town area and two-lane

roads);
• Pedestrian waiting—type of area and two-lane roads;
• Pedestrian crossing the road—type of area, cross-section and presence of traffic lights.

3.2. Test Points with 70 km/h Speed Limit
3.2.1. Type of Area

• A small town area had a lower vehicle speed on approach to the crossing than a rural
area, with no pedestrian by 35 km/h at a distance of 10 m from the crossing and
18 km/h at a distance of 50 m from the crossing.

• A small town area had lower vehicle speeds on approach to the crossing than a rural
area, with a pedestrian waiting by 25 km/h at a distance of 10 m from the crossing
and 20 km/h at a distance of 50 m from the crossing.

• In a small town area, a higher speed was recorded with pedestrians waiting than
when there was no pedestrian by 5 km/h; in a rural area with a pedestrian waiting,
a lower speed was recorded with pedestrians waiting compared to a situation with
no pedestrian by 1 km/h (this pertains to a distance of 10 m from the crossing)
(Figure 6).
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Figure 5. Comparison of speeds at pedestrian crossings in selected locations—speed limit of 50 km/h
(measured at 50 m from the crossing).
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Type of Area—70 km/h 

 
Type of Road Cross-Section—70 km/h 

 
Presence of Traffic Lights—70 km/h 

 
Type of Segment—70 km/h 

 

 
Figure 6. Vehicle speeds in pedestrian crossing areas—speed limit: 70 km/h.
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3.2.2. Type of Road Cross-Section

• The lowest speed on approach to the crossing with no pedestrian, at a distance of 10 m
from the crossing, was recorded for cross-sections 2 × 2 and 2 × 3 (29 km/h less than
for cross-section 1 × 2).

• The lowest speed on approach to the crossing with a pedestrian waiting to cross was
recorded for cross-sections 2 × 2 and 2 × 3 (27 km/h less than for cross-section 1 × 2).

• The lowest speed on approach to the crossing with a pedestrian crossing the roadway
was recorded for cross-section 1 × 2, 4 km/h less than for cross-sections 2 × 2 and
2 × 3.

• For both types of cross-sections, a lower speed was recorded with a pedestrian waiting
to cross compared to situations with no pedestrian (5–6 km/h) (Figure 6).

3.2.3. Presence of Traffic Lights

• With traffic lights, vehicle speeds on approach to the crossing were considerably lower,
by 26 km/h with no pedestrian, by 20 km/h with a pedestrian waiting to cross and
by 9 km/h with a pedestrian crossing the roadway (at a distance of 10 m from the
pedestrian crossing).

• With traffic lights, the speed with a pedestrian waiting was 3 km/h lower than with
no pedestrian.

• With no traffic lights, vehicle speed on approach to the crossing with a pedestrian
waiting was 9 km/h lower than with no pedestrian (Figure 6).

It is noteworthy that the presence of traffic lights significantly changes the speed
on approach to the crossing, and at the same time, light-controlled pedestrian crossings
significantly improve pedestrian safety.

3.2.4. Type of Segment

• When there was an intersection, vehicle speeds at a distance of 10 m from the crossing
were lower than in between intersections (with no pedestrian by 1 km/h and with a
pedestrian waiting by 7 km/h), with a pedestrian crossing the roadway, lower speeds
were recorded when there was an intersection—by 9 km/h.

• When a crossing was located in between intersections, the speed with a pedestrian
waiting was 0.5 km/h lower than with no pedestrian and, in the case of a crossing at an
intersection, this difference was 7 km/h (lower with a pedestrian waiting) (Figure 6).

A two-sample t-test for the difference of means to assess the statistical significance of
differences in average values of the observed speeds (Figure 7) was carried out. The impact
of pedestrian presence, as well as the type of area, cross-section, segment, and presence
of traffic lights, were considered. Statistically insignificant results (p value > 0.05) were
obtained for the following:

• No pedestrian vs. pedestrian waiting (type of area, dual carriageway roads, presence
of traffic signals and type of segments)—drivers on roads with high speeds (70 km/h
speed limit) were less willing to give priority to pedestrians.

• No pedestrian—type of cross-section had no impact on speed.
• Pedestrian crossing the road—behaviour of drivers was the same for both locations

(type of area).
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Figure 7. Comparison of speeds at pedestrian crossings in selected locations—speed limit of 70 km/h
(measured at 70 m from the crossing).
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3.3. Pedestrian Behaviour Studies

During the field tests, selected parameters and pedestrian behaviours were analysed—
pedestrian speed on the crossing; time lost on crossings; the distance of the waiting
pedestrian from the roadway; how the pedestrian approaches the crossing; making sure
that it is safe before entering the roadway; dangerous behaviour—crossing at a red light
and crossing the roadway outside of a pedestrian crossing. Based on the research, the
following results were obtained (Table 1):

• Average speeds on crossings with a refuge island are lower than in cross-sections
without a refuge island.

• There are no large differences in crossing speeds for various types of cross-section or
area; the values are from 1.0 m/s to 1.6 m/s.

• There are big differences in time lost depending on the area—in a city area, a pedestrian
requires on average 17 s to cross the roadway; in small town areas, it is 25 s; and in
rural areas, 48 s.

• Out of the recorded dangerous pedestrian behaviours, the vast majority concern
not making sure that it is safe to enter the roadway—84% (ca. 10% of all recorded
pedestrians); crossing at a red light—8% (ca. 1% of all recorded pedestrians); and
crossing in an unpermitted location—8% (ca. 1% of all recorded pedestrians).

• Depending on the type of area, the way a pedestrian approaches the crossing is mainly
“normal” (without running up to the crossing, speeding up or slowing down)—97%
in a city area, 89% in a small town area and 94% in a rural area.

3.4. Additional Research

Additional field tests were carried out in a highly urbanized city area, in three Polish
cities: Gdynia, Gdansk and Warsaw. The tests were carried out in a reference period of very
good weather conditions, including pedestrian crossings which are not light controlled.
The study covered nine pedestrian crossings with diversified street cross-sections. Based on
the analysis, it can be stated that there is a significant decrease in speed when a pedestrian
is crossing the road, while no decrease in speed was recorded with a pedestrian waiting to
cross. In certain cases, the value was higher than average (Table 2):

• The average speed at a distance of 70 m from the crossing was 39.6 km/h for all
vehicles, 38.8 km/h with no pedestrians in the crossing area, 42.1 km/h with a
pedestrian waiting to cross and 39.7 km/h with a pedestrian crossing the roadway.

• The average speed at a distance of 30 m from the crossing was 41.7 km/h for all
vehicles, 45.9 km/h with no pedestrians in the crossing area, 41.2 km/h with a
pedestrian waiting to cross and 27.7 km/h with a pedestrian crossing the roadway.

• The average speed at a distance of 0 m from the crossing was 36.5 km/h for all vehicles,
45.6 km/h with no pedestrians in the crossing area, 40.0 km/h with a pedestrian
waiting to cross and 0 km/h with a pedestrian crossing the roadway.

The lowest average speed of vehicles approaching a pedestrian crossing with pedestri-
ans crossing the roadway was recorded at roundabout-type intersections, and the highest
when the crossing was located between intersections. This confirms that the location of a
pedestrian crossing influences vehicle speed.
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Table 2. Average vehicle speed V [km/h] depending on the distance from the pedestrian crossing L [m].

Situation
Number
of Cases

Vehicle Distance from the Crossing L [m]

0 10 20 30 40 50 60 70

No Pedestrian 2489 45.6 45.4 45.7 45.9 43.8 43.8 40.3 38.8

Pedestrian Waiting
to Cross 920 40.0 40.0 37.7 41.2 37.5 38.3 38.9 42.1

Pedestrian Crossing
the Roadway 708 0.0 13.6 20.3 27.7 30.3 33.9 33.8 39.0

All 4117 36.5 38.7 39.6 41.7 39.9 41.0 39.0 39.6

At the same time, observations were carried out on pedestrian crossings in selected
test points, focused on assessing the behaviour of drivers with regard to pedestrians, on
approach to the crossing. The results are presented in Figure 8. The tests were carried out
for the 1 × 2 cross-section, a speed limit of 50 km/h, non-signalised crossing and no traffic
calming features (islands separating traffic directions). The observations were carried out
for vehicles moving in the lane adjacent to the sidewalk where the pedestrian was situated.
The observations were assigned to four situations:

• A—the pedestrian is approaching the crossing (at a distance of ca. 34 m).
• B—the pedestrian is waiting to cross at the roadway edge.
• C—the pedestrian is entering the roadway (taking the first step onto the roadway).
• D—the pedestrian is in the lane opposite to that in which the vehicles being observed

are moving.

 

Figure 8. Results of observations of driver behaviour with regard to pedestrians in the crossing area.

The results indicate that only 1.6% of drivers stopped in order to give way to pedestri-
ans approaching a crossing. The value of 20% of drivers giving way to pedestrians who
were waiting to cross was not very large either, but it must be considered that, according
to the regulations in place in Poland, the driver is not under an obligation to give way
to pedestrians who are waiting to cross the roadway. Giving way to pedestrians in such
situations is promoted as a positive way to behave in traffic. The result recorded in situation
C is reason for serious concern: as many as 30% of drivers drive through a crossing, despite
the fact that a pedestrian is already on the roadway. Such a behaviour of drivers leads to
the negative statistics indicated in the first part of the article.
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4. Conclusions

It follows from the review of Polish and international research performed to date that
it is necessary to carry out studies on the behaviour of pedestrians and drivers in pedestrian
crossing areas in order to plan, design and implement solutions to improve pedestrian
safety.

In Poland, about 30% of all road fatalities are pedestrians. Records show that about
35% of all pedestrian fatalities occurred at a pedestrian crossing.

This study of driver and pedestrian behaviour in pedestrian crossing areas showed
that vehicle speeds vary depending on the location—type of area, type of cross-section,
section characteristics and pedestrian crossing control—and on the presence or absence of
traffic lights. The study showed that speed limits are frequently exceeded near pedestrian
crossings. This is why measures are necessary to improve pedestrian safety. They include
pedestrian refuge islands and signalised crossings, especially for cross-sections such as
1 × 4, 2 × 2 or 2 × 3. Visibility at pedestrian crossings must be improved (vehicles parked,
bus stops and road section geometry). Additional analyses of driver behaviour towards
pedestrians waiting to cross, the level of conflicts and number of victims showed that the
regulations must be revised. It is important to give priority to pedestrians waiting to cross
the road, which has been implemented in many countries. This must be accompanied by
educational campaigns, increased enforcement as regards driver behaviour in the initial
period and ensuring that pedestrian crossing areas meet safety standards. The standards
would include no designated pedestrian crossings if there are no traffic lights, a speed limit
of more than 50 km/h and pedestrians having to cross the road at a second level (tunnel
or footbridge), or with traffic lights, if there is more than one lane of traffic in the same
direction.

More research on pedestrian safety is required and should be specifically aimed at
identifying pedestrian crossing hazards, assessing the effectiveness of treatments and
assessing pedestrian and driver behaviour on a regular basis by covering more parameters
(e.g., different weather conditions or time of day).
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41. Olszewski, P.; Osińska, B.; Szagała, P.; Skoczyński, P.; Zielińska, A. Problems with Assessing Safety of Vulnerable Road Users

Based on Traffic Accident Data. Arch. Civ. Eng. 2016, 62, 149–168. [CrossRef]
42. Jamroz, K.; Kustra, W.; Budzynski, M.; Zukowska, J. Pedestrian Protection, Speed Enforcement and Road Network Structure the

key Action for Implementing Poland’s Vision Zero. Transp. Res. Procedia 2016, 14, 3905–3914. [CrossRef]
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Abstract: For many institutions, it is important to evaluate a given driving technique as safe or unsafe
based on measurable vehicle movement parameters. The paper constitutes a part of studies aimed at
establishing a method of parameter-based evaluation of drivers in various road conditions, in other
words, to create a so-called ‘driver profile’. The tests were carried out on a 650 km route, on four
varying road types. Longitudinal and lateral acceleration values are used to evaluate the driving
style. An analysis is presented of the impact of the type and shape of road on acceleration values.
The results demonstrate that the same driver, when driving the same vehicle on an expressway, an
inter-urban road or in urban traffic, will move with various acceleration values. A detailed analysis
of acceleration values and distributions was conducted. Interesting conclusions were drawn after
excluding the so-called ‘smooth driving’ sections, by acceleration ranges of −0.5 to 0.5 m/s2 from the
analysis. This allowed for the evaluation of the structure of other longitudinal and lateral acceleration
values. After this modification, the distributions showed specificity for the given road type, thereby
allowing the road type used by the vehicle’s driver to be recognized based solely on the distribution.

Keywords: road safety; driver behavior; driving profile; aggressive driving

1. Introduction

Road traffic safety (RTS) studies conducted in many countries have shown for many
years that among the three main elements of the RTS system, i.e., human, vehicle, and
environment, it is the human that contributes to the largest number of accidents. Therefore,
the studies aimed at improving road safety concern mostly the human driver: his or her
personality, behavior on the road, attitudes, emotional tension, knowledge, experience, and
many other factors. The studies have a cognitive nature, and simply stated, it can be said in
straightforward terms that they are devoted to identifying the reasons and circumstances
of particular behaviors on the road.

From a practical viewpoint of, for example, people dealing in driver training, the
police dealing in traffic congestion prevention, or insurance companies that determine
vehicle insurance premium amounts, it is important to be able to evaluate driver skills
in terms of safety. Motor vehicle operation has a widespread activity, which is why road
traffic includes people who are driving very well and comply strictly with the road traffic
regulations, but also people who devalue and ignore them. For the aforementioned persons
and institutions, it is important to be able to evaluate driving techniques as safe or unsafe
to various degrees, based on measurable vehicle movement parameters during vehicular
operation rather than after a collision or accident. Therefore, due to the very high number
of factors that may determine driver behavior on the road, the undertaking of such studies
is both timely and of critical importance.

There is a very high number of papers published in the specialist literature in which
the authors attempt to determine the driver’s profile, his or her personality traits and
predisposition (intellectual and psychomotor) with respect to vehicle operation. Many
publications refer to specific traits, such as the drivers’ physical or mental fitness as well

Energies 2021, 14, 3570. https://doi.org/10.3390/en14123570 https://www.mdpi.com/journal/energies73



Energies 2021, 14, 3570

as knowledge and skills, including attitudes and motivations. For cognitive purposes,
but also due to the very high practical relevance, frequently discussed topics include the
driver reaction time [1–5], studying the selection and execution of their preferred defensive
maneuvers [6,7] as well as the driver’s perception of the environment. The analysis covers
vision after dark and sensitivity to glare. An important feature is the driver’s hand-eye
coordination, depending on various factors such as time of day, cognitive efficiency, and
fatigue from a long day at work [8,9].

The aforementioned diversity of the papers results not only from the phenomenon’s
complexity and the large number of factors contributing to it, but also from the use of
various research methods to study and analyze the vehicle driving process. Studies of the
aforementioned driver features and behaviors can be conducted in various research envi-
ronments: actual road or test sections and virtual-simulators and testing stations [10]. An
increase in the elderly population, especially in well-developed countries, contributes to an
increasing number of tests on drivers with various dysfunctions caused by mental diseases
presenting at this age [11], or other diseases typical for this age, such as Alzheimer’s or
Parkinson’s disease [12]. This is highly relevant during the development of new assistance
systems dedicated to this specific group of drivers to limit their social exclusion constituting
the effect of various dysfunctions related to such diseases.

A large problem in many countries is driving under the influence of alcohol or psy-
choactive substances (mainly drugs), which is why studies regarding their impact on driver
behavior are conducted continuously in many centers [13,14]. In paper [15], the authors
proposed a system aimed at analyzing driver behavior to be able to identify drivers who
have consumed alcohol. The system, based on the use of a mobile phone and an acceler-
ation sensor, enables evaluation of driver action by comparing the manner of executing
typical maneuvers with the driver’s activity patterns.

Many papers present studies aimed at identifying and sometimes evaluating the
driving technique (style). Simple or more advanced tools to determine the driver’s type
based on certain indicators and evaluation of their mental inclination towards specific,
negative behaviors are being developed. A very interesting and prospective trend is
research aimed at recognizing the driver’s intentions [16–18].

Simple measurable indicators are quite often used to evaluate the driver’s actions [19,20].
These may include, e.g., vehicle position, vehicle speed [21], or longitudinal and lateral
acceleration [22–24]. A radically different approach was provided in the paper [25], which
presents a concept of continuous driver profiling by signals from the vehicle’s built-in sensors
via use of the machine learning method [26]. A set of 51 various data sets downloaded from
the vehicle’s CAN bus (acquired from 10 different controllers) was considered. The evaluation
of the proposed method was conducted based on tests implemented by 10 drivers driving
an identical vehicle on four different routes with a total length of 46 km. The drivers were
driving the vehicle on, among others, an urban road, a motorway, and in a parking lot during
working days at similar times.

The complexity of the developed driver driving method (driving style, technique,
driver profile specification) evaluation algorithms depends largely on the main objective of
the given studies. A simple method of evaluating the driver’s driving method is presented
in the paper [27]. The applied method, based on recording selected driving parameters on
a smartphone with appropriate software installed, determines the driver’s driving method
based on indications of, among others, the acceleration sensor. According to the applied
algorithm, the driver receives points when driving, which translates into the final rating:
very bad (<750 points), bad, good, and very good (>990 points). The concept of a different,
inexpensive and smart driver evaluation system aimed at identifying aggressive drivers
is provided in the paper [28]. The system is based on data obtained from a three-axis
accelerometer. Similar measurements are also discussed in other publications [29,30]. The
paper [31] describes a system that allows for the identification of a driver’s emotional
excitation by measuring the driver’s selected physiological parameters and the data on the
vehicle’s movement. The sensors establish wireless communication with the smartphone.
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All data on the driver’s behavior and driving method are displayed in real-time in the
dedicated application (for the Android system).

The vehicle’s speed and acceleration distributions measured at specific time intervals
are the basis for evaluating the driving method of the driver described in the paper [16].
Such driving style analysis can be used to recognize the driver’s mental and physiological
condition and in particular to detect his or her drowsiness and fatigue.

Three-axis acceleration sensors constitute the foundation for a system aimed at de-
termining the profile of the driver described in the paper [32]. The obtained acceleration
values undergo a spectral analysis and are then used in conjunction with a suitable al-
gorithm to enable recognition of an ‘aggressive’ driver and a ‘safe’ driver. The available
literature also includes publications that include measurements on the positions of the
controls, e.g., throttle or service brake [33,34]. In paper [35], Wakita et al. have proposed
a method for identifying the driver’s features based on signals recorded when driving
behind a different vehicle. These signals included: the motion of the throttle; service brake;
vehicle speed; and distance from the preceding vehicle. The tests were conducted in a
driving simulator.

In paper [36], an instrumented vehicle-based experiment was designed to observe the
drivers’ action under various urban lane-changing scenarios. The ‘in-vehicle’ driver behavior
data were obtained from the experiment and used to classify 40 drivers into four general
groups according to the lane-changing maneuvers performed in an urban street environment.

The paper of Van Ly et al. [37], which profiled a driver enabling the identification
of many dangerous maneuvers performed when driving, utilized the concept of using
acceleration sensors that are already present in the vehicle (bus). The data was obtained
from the CAN bus. The researchers focused on the ‘observation’ of three maneuvers:
braking, turning, and acceleration. As result of the conducted analysis, it was pointed out
that the evaluation of braking and acceleration gives better effects for drive identification
than does an analysis of the acceleration process.

The method of comparing passenger surveys with acceleration measurements’ results
was used in the study presented in the publication [38]. The surveyed city bus passen-
gers were tasked with evaluating, in a subjective manner, the vehicle’s acceleration on a
three-level scale, i.e., comfortable, normal and uncomfortable. For example, longitudinal
accelerations deemed by the surveyed passengers as uncomfortable were in the range of
1.5–2.75 m/s2. Sensors built into high-grade smartphones, such as accelerometer, gyro-
scope, magnetometer, GPS, and video cameras, were used in the study described in the
paper [39]. It presents the concept of a system aimed at identifying typical and aggressive
drivers based on data obtained by using the aforementioned sensors. Paper [40] features
an analysis of driver behavior in urban conditions. It was demonstrated that the average
speed and delay range were lower during peak traffic hours than at other times of bus
operation. Interesting analyses concern the dependency between driving technique and
driver gender. Men drove more aggressively and moved with higher acceleration values
than did women. The difference was especially clear in the city. On most routes, drivers
of both genders were driving at similar speeds. Driver behavior studies are often focused
on attempts to determining specific parameters that would satisfactorily describe driver
behaviors in selected road situations. Certain conventional indicators facilitating a broader
driver behavior analysis are often designated. Examples of such indicators include, e.g., the
headway or time to collision. Due to the universality of various devices that may directly
or indirectly distract the drivers and simultaneously affect their actions, researchers are
conducting tests aimed at determining the impact of the operation of various devices, e.g.,
radio, navigation system, or mobile phone, in various road situations [41,42].

In [43], large taxi floating car data (FCD) was used to empirically evaluate how traffic
congestion-related negative moods, defined as state aggressiveness, affected drivers’ speed
choice. The results indicated that the speed model incorporating state aggressiveness could
better predict the travel time than the traditional speed model that considers only the
specific expected speed distribution. Publication [18] determines the criteria for evaluating
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driver behavior in three situations: when stationary; when driving, and when braking;
whereas paper [44], to evaluate the drivers’ driving styles, classifies vehicle exploitation
in conditions during urban and extra-urban driving with simultaneous specification of
driving in traffic and dynamic driving.

The presented paper constitutes a part of the studies aimed at establishing a method
of parameter-based evaluation of driver behavior. This method assumes the continuous
measurement of many parameters, some of which will be obtained from the vehicle CAN
bus and includes utilization of various sensors in the vehicle’s electronic control systems
for specific assemblies (e.g., engine, suspension, brake system, etc.) as well as the active
and passive safety systems. The method also projects the installation of additional sensors
constituting special elements of measurement and recording modules-the so-called trackers.
It is assumed that several variants of algorithms determining the so-called ‘driver profile’
will be developed. These profiles (algorithms) will vary in complexity based mainly on
the number of parameters used. They will be developed hierarchically, starting with the
simplest and proceeding to those of increasing complexity.

The short literature study presented above demonstrates that longitudinal and lateral
acceleration values (as well as driving speed) are the parameters most often used to eval-
uate the driver’s profile (driving style, technique, manner of driving). The authors also
want to start their study by analyzing these acceleration values and verifying the factors
(except habits and behaviors) that affect them the most. One of the most important factors
contributing to the variety in the obtained parameters is, e.g., the type and performance
of the driver’s vehicle. High-capacity and high-torque engines installed in vehicles favor
achieving high acceleration values. It can be expected that the values of acceleration, brak-
ing delays, and lateral acceleration in curvilinear motion in a high-class passenger vehicle
with a high-capacity engine will be substantially higher (while ensuring the passengers’
subjective feeling of comfort) than in the case of an urban transport bus. With respect to
persons standing in such transport, even low longitudinal and lateral acceleration values
can be experienced as excessive.

Another important factor that affects the acceleration values and variation is the road
type and shape. When the same driver uses the same vehicle on different roads, he or
she will achieve various acceleration values. Impactful will be such factors as, e.g., road
grade, including the number of available traffic lanes; its profiling; straight section lengths;
number and shape of corners; traffic organization, and traffic intensity. The topic of this
paper is to study this specific factor.

2. Place of Conducted Measurements

The paper’s development featured driving on test sections with a Ford Transit (Figure 1),
generation VI station wagon (for 9 passengers), a curb weight of 2070 kg, an engine with a
capacity of 2198 cm3 and 92 kW, loaded with 320 kg.

 

Figure 1. Ford Transit test vehicle.
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The test route was approximately 650 km in length, and the main movement pa-
rameters were measured when driving on it. Its selection was dictated by the fact that it
could be divided into four sections varying in terms of the roadway number; traffic lanes
number; traffic separation; profiling and finishing standard (e.g., motorway, expressway);
straight sections length; intersection type (traditional and collision-free) and frequency;
traffic lighting; roundabouts; and other elements used in road traffic engineering.

The vehicle’s path was recorded in detail by the Globtrak™ system (Globtrak Polska
sp. z o. o., Kielce, Poland), which allows, among others, for recording the GPS trail
(Figure 2).

Figure 2. Course of the driven test route according to the Globtrak™ Systems.

3. Specification of Measurement Instrumentation

The testing featured utilization of specialist instrumentation including, among others,
the following:

• The S-350 optoelectronic sensor from Corrsys Datron®, intended for measuring vehicle
movement parameters: longitudinal and lateral speed as well as drift angle;

• TAA 3-axis linear acceleration sensor from Kistler®;
• TANS 3-axis linear and angular acceleration sensor from Kistler®;
• uEEP 12 Datron® data acquisition station along with a control tablet and the ARMS®

software [45–47].

Due to the need to define the vehicle’s movement parameters which were to be used
in the specification of the driver’s behavior, the data were recorded simultaneously with
the frequency of 10 Hz.

4. Results

The testing featured a recording of the course of changes in the vehicle’s driving
parameters. An analysis of the driven route featured a distinction of four sections with
a similar drive time and characterized by different driving parameter values. The distin-
guished sections correspond to the test route’s road types.

The route’s distinguished sections:

(a) Urban area (city);
(b) Non-urban area (single roadway with two traffic lanes);
(c) Two-roadway expressway;
(d) Motorway.

The breakdown of the obtained longitudinal acceleration values is presented in
Figure 3 and Table 1 features their maximum and minimum values on particular road
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types. The positive values concern acceleration, while the negative values concern braking
(deceleration).

(a) 

(b) 

(c) 

(d) 

Figure 3. Values of longitudinal acceleration at specific sections on various road types: (a) urban
area (city); (b) non-urban area (single roadway with two traffic lanes); (c) two-roadway expressway;
(d) motorway.

Table 1. Longitudinal acceleration at specific road types.

Route Maximum, m/s2 Minimum, m/s2

a 3.17 −4.88
b 2.61 −2.56
c 0.80 −1.59 (−3.20)
d 0.36 −0.89

The breakdown of the obtained lateral acceleration values is presented in Figure 4.
Table 2 features their maximum and minimum values on particular road types.
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(a) 

(b) 

(c) 

(d) 

Figure 4. Values of lateral acceleration at specific sections on various road types: (a) urban area
(city); (b) non-urban area (single roadway with two traffic lanes); (c) two-roadway expressway; (d)
motorway.

Table 2. Lateral acceleration at specific road types.

Route Maximum, m/s2 Minimum, m/s2

a 4.58 −4.33
b 3.97 −3.98
c 1.59 −1.98
d 1.01 −1.44
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Figure 5 presents the ranges of longitudinal and lateral acceleration values in a different
form that allows for the overall evaluation of the driving dynamics on particular road types.

Figure 5. Comparison of the ranges of longitudinal and lateral acceleration values on various road
types: (a) urban area (city); (b) non-urban area (single roadway with two traffic lanes); (c) two-
roadway expressway; (d) motorway.

With this presentation, on the one hand it is possible to see the maximum longitudinal
and lateral acceleration values, and on the other hand to see their diversity-filled blue fields
in particular charts.

5. Analysis and Discussion

Figure 6 presents the frequency of occurrence of particular longitudinal acceleration
values on the analyzed sections. Most of the driving time is dominated by acceleration
values of 0.5 to −0.5 m/s2. This interval was distinguished arbitrarily because it can be
conventionally named as driving approximately at a constant speed or ‘smooth driving’.
These slight acceleration or delay values occur across the entire route. These are acceleration
changes caused, e.g., by the topography (ascending or descending on a hill), or by the
changing headwind or tailwind, and similar situations causing changes in driving speed.
These can also include intentional driving speed corrections made by the driver to maintain
the intended speed. Depending on the road type, the share of such acceleration values lies
within a broader range of 61.9% to 99.5%, whereas the highest share of the ‘smooth driving’
occurs on the motorway, then on the expressway and non-urban area; the smallest share
occurs in the urban area.
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Figure 6. Share of longitudinal acceleration range occurrence on various road types: (a) urban area
(city); (b) non-urban area (single roadway with two traffic lanes); (c) two-roadway expressway;
(d) motorway.

When driving in the city, there is also a high variation in longitudinal acceleration
values—the recorded acceleration values occur in eight separate ranges in the chart. The
narrowing of these ranges occurs on the other road sections but is it most evident on the
expressway and motorway.

As explained in the Introduction, the number of acceleration classes in the diagrams
showing longitudinal and lateral acceleration was limited in accordance with the aim of the
study (see the Acknowledgements). Increasing the number of classes, i.e., further dividing
them, would be justified only if it helped understand the problem in more detail. Here,
the purpose was driver risk assessment (driver profiling), which required a simple-to-use
method of analysis to determine acceleration for different types of routes. Subdividing the
classes of acceleration would make the interpretation and comparison of the results too
complicated. A similar method of result presentation is used, e.g., in [36].

In the case of positive acceleration, mainly in urban traffic, it is possible to observe
values of up to 3 m/s2; however, their occurrence is sporadic. Negative values (delay during
deceleration and braking) occur in the range of down to −4 m/s2, wherein the lowest
values were recorded sporadically only when driving in the city and on the expressway.
What is interesting is that there were no cases when the delay values would exceed −4 m/s2,
i.e., intense braking, although the testing was conducted on a long route (650 km) on which
situations requiring extensive braking can be expected. This was the case even though the
driver was moving rather dynamically. This fact can be interpreted as confirmation of the
driver’s good skills, including anticipation of dangerous situations. A driver with lower
skills would be more often ‘forced’ to brake extensively, most likely being surprised by the
road situation. However, the revealed impact of the driver’s experience and skills will be
the topic of a separate study cycle. In the case of negative acceleration values, all charts are
dominated by the range from −0.5 to −1 m/s2.

Figure 7 shows the share of occurrence of various lateral acceleration value ranges
when driving on different roads. Positive and negative values designate the acceleration’s
direction (left-right), hence the absolute values included. The figure also includes the
distinguished range from −0.5 to 0.5 m/s2. This interval can also be interpreted (in
a fashion similar to the longitudinal acceleration values analysis) as the conventional
‘smooth driving’. When driving on a straight road, drivers make mild corrections to the
driving path to center the vehicle on the traffic lane if for any reason (operation of the radio,
air conditioning, navigation system, etc.) they neared the left or right edge of the lane. This
can also be caused by the varying crosswind affecting the vehicle. It is possible to specify
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other minor reasons inducing driving path correction, for example, the impact of pressure
drop on the vehicle, caused by the presence of a large commercial vehicle on the side, etc.

(a) 

  

(b) 

  

(c) 

  

(d) 

 

Figure 7. Share of occurrence of lateral acceleration ranges and their absolute values on various
road types: (a) urban area (city); (b) non-urban area (single roadway with two traffic lanes); (c) two-
roadway expressway; (d) motorway.

Values in the range of −0.5 to 0.5 m/s2 were recorded for over 80% of the drive time,
wherein the highest values were obtained when driving on the motorway (95%). It is worth
noting that the shares of the lowest range for lateral acceleration values are within the
substantially lowest interval of 80.4% to 95.1%. The interval length therefore amounts to
15.0%, whereas for longitudinal acceleration values (see Figure 6), the interval is twice as
long and amounts to 99.5% − 61.9% = 37.6%.

The overwhelming prevalence of driving conventionally, referred to as ‘smooth driv-
ing’ or driving at approximately constant speed with its specific acceleration range of −0.5
to 0.5 m/s2 makes the shares of driving at other acceleration values very small. However,
in terms of the synthetic attempt of evaluating the driving techniques of different drivers,
the cases of non-conventional or non-smooth driving are the more important. To take a
look at these other cases, the sections of driving at acceleration values of −0.5 to 0.5 m/s2

were excluded from further analysis. The modified waveforms were analyzed further. This
allowed for the evaluation of the structure of other longitudinal and lateral acceleration
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values. The longitudinal acceleration values modified in the manner specified above are
presented in Figure 8, and the lateral acceleration values are presented in Figure 9.

(a) 

 

(b) 

 

(c) 

 

(d) 

 
Figure 8. Longitudinal acceleration values excluding the ‘constant speed’ driving range on various
road types: (a) urban area (city); (b) non-urban area (single roadway with two traffic lanes); (c) two-
roadway expressway; (d) motorway.
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(a) 

(b) 

 

(c) 

 

(d) 

Figure 9. Lateral acceleration values excluding the ‘constant speed’ driving range on various road
types: (a) urban area (city); (b) non-urban area (single roadway with two traffic lanes); (c) two-
roadway expressway; (d) motorway.

Based on the charts presented in Figures 10 and 11, it is possible to evaluate the
structure of the longitudinal and lateral acceleration values. In the case of the urban section
driving, longitudinal acceleration in the range of −0.5 to −1 m/s2, corresponding to mild
braking is dominant, with a share of nearly 38%. The case is similar for expressway and
motorway driving, wherein their shares amount to 58% and 100% accordingly. As for
extra-urban route driving, slight acceleration in the range of 0.5 to 1 m/s2, corresponding
to smooth acceleration, has a share of 52.5%.
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(a) 

 

(b) 

 

(c) (d) 

Figure 10. Longitudinal acceleration values excluding the ‘constant speed’ driving range on various road types: (a) urban
area (city); (b) non-urban area (single roadway with two traffic lanes); (c) two-roadway expressway; (d) motorway.

The charts presented in Figure 10 demonstrate that the acceleration values are becom-
ing more focused as the road standard increases: six diagram columns are visible in the
chart for the urban road; for extra-urban roads—five; for the expressway—three; and only
one for the motorway.

In the case of lateral acceleration values, Figure 11 presents distributions with consid-
eration of the acceleration mark (turning right or left) and distributions of the accelerations’
absolute values. The shares of driving at other acceleration values are visible only after such
modifications. The first two charts demonstrate a high similarity, and only charts 3 and 4
differ from one another rather clearly. The high similarity of chart pairs 1 and 2 as well as 3
and 4, is visible only when the lateral accelerations’ absolute values are used. Acceleration
values in the range of 0.5 to 1.0 m/s2 are dominant in all charts, whereas on the urban and
extra-urban sections they slightly exceed 60% and reach 95–96% on the expressway and
motorway. This indicates that on higher-grade roads, driving is substantially smoother.

The next two charts (on Figures 12 and 13) demonstrate acceleration distributions in
the form of spline charts rather than bar graphs, wherein the curves of the given acceleration
type were plotted on the common chart for all four of the studied road sections. Figure 12
shows that each of the longitudinal acceleration distribution curves has a different and
individual shape. If the shapes would be repeated approximately for other vehicle types,
then it is possible to state that the acceleration curves (modified in an aforementioned
manner) can be used to recognize the road type on which the driving took place.
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(a) 

 

(b) 

 

(c) 

 

(d) 

 

Figure 11. Lateral acceleration value ranges and their absolute values excluding the ‘constant speed’
driving range on various road types: (a) urban area (city); (b) non-urban area (single roadway with
two traffic lanes); (c) two-roadway expressway; (d) motorway.

In the case of the lateral acceleration values presented in the left chart of Figure 13,
their distribution curves also have individual shapes; however, it is more difficult to point
out any regularities in the charts’ shapes. However, a very interesting result is obtained
when applying absolute value distribution curves-the right chart in Figure 13. It turns out
that when charts 1 and 2, as well as 3 and 4, are paired, the charts are nearly identical. This
means that in terms of the lateral dynamics, the vehicles’ movement on each of the roads
in the given pair is the same.
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Figure 12. Breakdown of longitudinal acceleration curves on various road types: (a) urban area
(city); (b) non-urban area (single roadway with two traffic lanes); (c) two-roadway expressway;
(d) motorway.

 

Figure 13. Breakdown of lateral acceleration values (A) and absolute values of lateral acceleration
(B) on various road types: (a) urban area (city); (b) non-urban area (single roadway with two traffic
lanes); (c) two-roadway expressway; (d) motorway.

6. Conclusions

In terms of the paper’s main objective formulated in the final paragraph of the In-
troduction, i.e., the impact of the road type and shape on some of the basic movement
parameters, i.e., longitudinal (positive and negative) and lateral acceleration values, the
route selection must be evaluated as correct. It can be considered that the route included
the four most-typical road types for many countries: urban area (city); single-roadway
road with two traffic lanes in a non-urban area; expressway (with two roadways); and a
motorway. In more detailed analyses, it is certainly possible to distinguish additional road
types. However, in terms of achieving the paper’s objective, the diversity of road type (and
their features) in the presented set is sufficient to allow for achieving the attainment of the
study’s objective.

An analysis of the positive longitudinal acceleration values (vehicle acceleration)
confirms the thesis about the strong impact of the road type on the occurring acceleration
values. This conclusion can be drawn when observing the movement on particular roads,
but this would be a qualitative conclusion. As result of the conducted testing, it is possible
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to formulate more specific quantitative conclusions. The charts’ top parts presented in
Figure 3 demonstrate that there is great diversity in the occurring values and in the variety
of them. The urban area road features the highest values and the greatest variety of values.
Both features clearly decline on other road types (the single-roadway extra-urban road,
and the expressway) and are lowest on the motorway. It can be stated that on the other
road types, the driving becomes ‘smoother and easier’ despite the fact that higher speeds
are involved. Additional confirmation of this are the maximum values provided in Table 1,
amounting respectively to: 3.17, 2.61, 0.8 and 0.36 m/s2.

A similar regularity applies to negative acceleration, i.e., delays occurring at decelera-
tion. The bottom parts of the charts in Figure 4 show the same gradation of roads in terms
of the occurring values and their variety (if the value −3.2 m/s2 line 3 of Table 2 is omitted,
considering that according to Figure 3, it was an effect of the driver’s one-time reaction to a
dangerous situation, which can occur on any road).

In the case of the lateral acceleration values shown in Figure 4 and in Table 2, the road
gradation in terms of the occurring values and their variety is the same as in the case of the
longitudinal acceleration values.

The longitudinal acceleration distributions enable a more precise analysis of move-
ment on particular road types. Each of the four charts features an overwhelming dominance
of acceleration values in the range of 0.5 to −0.5 m/s2. The share of these acceleration
values amounted from 61.9% for the urban area road up to 99.5% for the motorway. In the
analysis of the longitudinal acceleration values, the authors distinguished this interval and
treated it conventionally, based on initial analyses, as driving at an approximately constant
speed. When driving at a constant speed, there is some minor acceleration depending on
the topography (e.g., driving up and down gentle slopes), gentle acceleration by several
and up to over a dozen km/h to a new constant value, etc.

The lateral acceleration distributions also show an overwhelming dominance of ac-
celeration values in the range of 0.5 to −0.5 m/s2. The share of these acceleration values
fluctuates from 80.1 to 95.1% on particular road sections. However, no gradation visible for
longitudinal acceleration values has occurred in this case. Additionally, in this case, based
on an analysis of the recorded vehicle movement parameters, the authors distinguished the
aforementioned interval and deemed that the lateral acceleration values point to smooth
cornering and smooth overtaking, bypassing, or traffic lane changing, which can also be
deemed as ‘smooth driving’.

The overwhelming dominance of driving conventionally referred to as ‘smooth driv-
ing’ on the longitudinal and lateral acceleration charts renders the shares of driving at other
acceleration values very small. However, in terms of the synthetic attempt of evaluating
the driving techniques of different drivers, these other cases are very important. To analyze
them more precisely, the sections of driving at acceleration values of −0.5 to 0.5 m/s2 were
excluded from further analysis. This allowed for the evaluation of the structure of other
longitudinal and lateral acceleration values.

The longitudinal and lateral acceleration values (in a time function) after the aforemen-
tioned modification were presented in Figures 8 and 9 accordingly. The charts presented
in the figures more clearly show the differences in movement on particular road sections
(especially for the longitudinal acceleration).

After excluding the conventional ‘smooth driving’ from the analysis, the longitudinal
acceleration distributions demonstrate shares of driving at other (positive and negative)
acceleration values. These charts clearly show that the acceleration value distributions
become more focused along with increases in the road standard. A similar conclusion can
be formulated for the analysis of lateral acceleration distributions. However, in this case,
there is a similarity in the distribution’s focus for roads 1 and 2, while distributions for
roads 3 and 4 are much more focused (but similar to one another).

The analysis benefits most from the presentation of acceleration distributions not in the
form of bar graphs, but the in the form of curves. The longitudinal acceleration distribution
curve charts demonstrate that the acceleration distribution for the urban road is the least
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focused and, therefore, its modal value is the smallest. The curves for roads 2 (extra-urban)
and 3 (expressway) are asymmetric but have a similar focus and similar modal values. The
acceleration distribution for the motorway, after the aforementioned modification, is the
most focused and features only a single column. The driving’s monotonicity increases
along with the increasing distribution focus. Figure 12 shows that each of the longitudinal
acceleration distribution curves has a different and individual shape, therefore the road
type on which the driving was taking place can be recognized based on the curve’s shape.

In the case of the lateral acceleration values, their distribution curves also have indi-
vidual shapes. However, interesting conclusions can be drawn when applying absolute
value distribution curves. It turns out that when pairing the urban (1) and extra-urban road
(2) as well as the expressway (3) and motorway (4), the curve charts are nearly identical.
This means that in terms of the lateral dynamics, the vehicles’ movement on each of the
roads in the given pair is very similar.
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Abstract: Tire yaw marks deposited on the road surface carry a lot of information of paramount
importance for the analysis of vehicle accidents. They can be used: (a) in a macro-scale for establishing
the vehicle’s positions and orientation as well as an estimation of the vehicle’s speed at the start of
yawing; (b) in a micro-scale for inferring among others things the braking or acceleration status of
the wheels from the topology of the striations forming the mark. A mathematical model of how the
striations will appear has been developed. The model is universal, i.e., it applies to a tire moving
along any trajectory with variable curvature, and it takes into account the forces and torques which
are calculated by solving a system of non-linear equations of vehicle dynamics. It was validated in
the program developed by the author, in which the vehicle is represented by a 36 degree of freedom
multi-body system with the TMeasy tire model. The mark-creating model shows good compliance
with experimental data. It gives a deep view of the nature of striated yaw marks’ formation and can
be applied in any program for the simulation of vehicle dynamics with any level of simplification.

Keywords: yaw marks striations; tire model; multibody dynamics; vehicle accident simulation

1. Introduction

The rectified projection of tire yaw marks deposited on the road surface (often either
from an orthophotomap, a point cloud or a total station survey) can be used in a macro-scale
for:

• determination of subsequent vehicle positions and orientation during critical move-
ment by matching the position of individual wheels to the corresponding marks;

• estimation of the vehicle’s speed at the start of yawing.

For the latter—assuming the vehicle was moving on a horizontal and homogeneous
surface along a curve of radius r—the critical speed formula (CSF) is most commonly used:

v =
√

μ·g·r, (1)

where: μ—tire-to-roadway coefficient of friction, r—radius of the mark, g = 9.8 m/s2—
gravitational acceleration.

Although this formula may seem simplistic, it has been shown repeatedly over the
years that, under certain conditions, it can be considered as a quasi-empirical critical
speed method (CSM). A broad overview of such conditions has been presented among
others by Brach and Brach [1]. Sledge and Marshek [2] examined some refined forms
of the CSF which account for the effects of, among others, vehicle weight distribution,
slip angles, cornering stiffnesses and ABS. Cannon [3] has demonstrated that effective
braking causes the CSF to overestimate the speed at the start of the yaw mark and that
a 50 ft. chord appears to give acceptably low effective braking-related errors (<7%) for
speeds of approximately 72 km/h (45 mph) and for speeds of approximately 97 km/h
(60 mph) with light to moderate braking. Cliff et al. [4] have concluded that when using the
peak coefficient of friction, both the CSF and simulation over-estimated the actual speed,
whereas slide coefficient of friction under-estimated them. Braking tended to increase the
results. Amirault and MacInnis [5] carried out a total of 29 tests at speeds of 80 to 95 km/h.
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Bearing in mind non-braking and ABS braking tests, using 20 m chord measurements for
the radius and the average braking coefficient of friction overestimated the measured speed
by 4.1% ± 6.3% (±1σ), while using a center of gravity trajectory for the radius and the
average braking coefficient of friction underestimated the measured speed by 2.0% ± 5.2%
(±1σ).

Lambourn [6] conducted tests in which passenger cars were freely coasting, braking
or under power when travelling in a curve at speed of 55 to 100 km/h, and proposed
a procedure which makes it possible to limit the uncertainty of speed calculated from
the CSF to ±10%. In [7] and [8] he concluded that his previously described CSM gives
satisfactory results also in the event of light braking, heavy braking with ABS, acceleration
and the operation of ESP. There was no sign of the cycling of the ABS. The yaw marks
had the typical appearance, practically the same as in the case of low braking without
ABS. Significantly less yaw or off-tracking were observed when compared with marks
deposited with little or no braking. If the brakes were applied aggressively during the yaw,
the amount of yaw would decrease. This feature—the reverse of usual yawing with the
heavy non-ABS braking—is probably the result of the “select low” algorithm.

While most authors, notably Lambourn [6–8] and Amirault and MacInnis [5], limit
their analysis to yawing with relatively low yaw rate, Cash and Crouch [9] derived a
formula which accounts for a higher degree of vehicle yaw and any brake force (not only
from driver input), resulting in a narrower error band than conventional CSMs. If the exact
path and orientation of the collision vehicle are not readily apparent, their method allows
the flexibility of considering ranges for the required values.

What distinguishes simulation methods is that they provide a deep view into the
time histories of curvilinear movement parameters, including the critical speed, as well
as identifying a set of data (e.g., steering angle, braking/accelerating level of particular
wheels, yaw moment of inertia etc.) which enables a virtual vehicle to move along the
actual tire marks.

The point of this article is the appearance of yaw marks in the micro-scale, that is from
the perspective of the topology of striations forming the mark, which make it possible to
infer the braking or acceleration status of the wheels (and sometimes even the steering
angle of the front wheels). The yaw mark is essentially left by the entire tire footprint
remaining in contact with the roadway (contact patch), but its blackness and distinctness
depend on the local slip of the tread blocks relative to the road, and stress. The rule “the
greater the stress, the more distinct the mark” applies both in the macro (when observing
the entire yaw marks, the most pronounced are the marks of the external, loaded wheels)
and in the micro scale (the most visible is the outer edge of a single yaw mark).

Yamazaki and Akasaka in their classic article [10] argue that deposition of striations
is independent of the tread pattern and is caused by an in-plane bending moment that is
transmitted from the roadway to the body of the tire via the tread contact patch during
sharp cornering. They refer to this phenomenon as the bending buckling behavior of a
steel-belted radial tire. Buckling occurs immediately in the contact patch in the presence of
a large lateral reaction from the road and is specific to radial—not bias—tires. Yamazaki
in [11] shows that sharp cornering turns on steel-belted radial tires often cause wavy wear
along the periphery of the shoulder.

Beauchamp et al. in [12] summarize the literature concerning the yaw mark striations
issue, analyze the differences in the mechanism in which striations are deposited, and
discuss the relationship between tire mark striations and tire forces. They conclude that in
the case of tires with pronounced shoulder blocks the striations are typically produced by
these blocks whereas tires with very low pressure or without a tread pattern are more likely
to deposit striations by buckling. In the absence of braking and acceleration the striation
marks are parallel to the wheel rotation axis. When the brakes are applied aggressively, the
striations will change to a direction more in line with the wheel trajectory but ABS prevents
the tires from locking. Beauchamp et al. in [13] show examples where the striations reflect
point loading of the tread shoulder blocks. In Figure 1 of their article they show a mark on
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which two stripes can be distinguished: lighter striations from the inside, being deposited
by the tread, and darker striations from the outside, being deposited by the shoulder blocks.
A scheme of formation of such a mark they demonstrate in Figure 3 of [13].

The authors of this work, in their research practice, have encountered all the types
of yaw marks mentioned before—two examples are shown in Figure 1. In both cases the
vehicle was yawing, but the tire mark (a) was deposited by a buckled, zero-pressure tire
during a clockwise yaw, while the tire mark (b) was left by the leading shoulder blocks of
the normal-pressure tire during a counter-clockwise yaw.

 
(a) (b) 

Figure 1. Yaw marks deposited during a full scale vehicle yaw testing performed by Zębala et al. [14]:
(a) resulting from in-plane buckling of a tire with zero pressure; (b) left by the tread shoulder blocks
of a tire with normal pressure.

The article by Beauchamp et al. [13] does an excellent job of analyzing yaw mark
striations from the viewpoint of its geometry and deriving equations for the calculation of
longitudinal slip sx using the striation marks angle θ and the slip angle α see analogous
formulae (9) and (11) derived in this article). It was shown that the model offers insight
into the braking actions of a driver at the time the tire marks were being deposited. The
usefulness of such marks for accident analysis depends obviously on their quality and
clarity, which affect the uncertainty in the measurement of the geometric parameters.
Beauchamp et al. in [15] explore the sensitivity and uncertainty of the sx equation. They
prove that at α = 5◦, the striations will change over 70 degrees between no braking and
maximum braking, while at α = 85◦, less than 2 degrees separate no braking and maximum
braking. In the first case braking will likely be easy to distinguish; in the second, changes
in striation angle from braking are unlikely to be detected.

Undoubtedly, all researchers who focus on point loading of the tread shoulder blocks
as well as in-plane buckling are right in their specific areas, as in general, the appearance
of a striated mark left during curvilinear motion depends on many factors, the main ones
being:

• Camber angle of the wheel (which in turn depends on the suspension kinematics);
• Structure to the tire;
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• Cornering, longitudinal and vertical stiffnesses of the tire (which depend among
others things on tire pressure);

• Tire aspect ratio (sidewall height divided by tire width);
• Tire tread depth;
• Dynamic tire offset (pneumatic trail);
• Composition of rubber compound;
• Road surface properties; and
• Temperature in the contact patch.

However, regardless of whether the striations occur from buckling or tread blocks,
their direction always follows the direction of the resultant tire velocity vector in the contact
patch (called the wheel slip velocity and hereinafter referred to as vIO). The only difference
lies in the pitch of the striations, which in the case of striations created by the tread shoulder
blocks gives the opportunity to estimate the longitudinal slip sx from the topology of the
striations (according to the formula of Beauchamp et al. [13], see also Equations (9) to (12)
in this article), while in the case of buckling does not give the same possibility because of
lack of a buckling wave pitch (a momentary and unique period of the buckling wave).

An in-depth look at the mechanics of the yaw mark creation is very interesting not
only as a mathematical problem, but first of all crucial from the angle of the uncertainty of
vehicle accident analysis (see e.g., [16]).

2. Assumptions to the Model

For the development of a model of creating a striated tire yaw mark the following
assumptions have been made:

1. To describe the tired wheel–road interaction, a semi-physical, non-linear tire model
TMeasy was used [17,18]. All its features, such as longitudinal and lateral forces,
aligning moment, other moments resulting from the wheel kinematics, first-order
dynamics for longitudinal, lateral and torsional strain, and dynamic tire offset are
taken into account.

2. The yaw mark creation model is universal, i.e., it applies to any curvilinear motion
of a tire in lateral drift, when the wheel moves along any trajectory with variable
curvature, and the wheel is subject to an unsteady force and moment as to the value
and direction, calculated by solving the system of non-linear differential equations of
vehicle dynamics.

3. As this area is in fact the dominant one, the yaw mark will be created by the tread
elements of the tire shoulder forming the outer border (during curvilinear movement
of the vehicle) of the patch in contact with the road. For the yaw mark curved to the
left these will be the right patch border, and for the mark curved to the right the left
patch border. As the striations being deposited by the internal tread elements of the
patch are usually not very clear, they have been omitted; however, if necessary, it will
be easy to extend the algorithm by following the model described.

4. It is possible to define any, including non-uniform, pitch of the tread shoulder blocks
of the tire.

5. Semi-physical tire models of class TMeasy, Magic Formula [19], HSRI [20] etc. do
not describe the tire in-plane buckling, therefore this phenomenon can instead be
analyzed in two ways:

(a) partially, i.e., as to the tire mark course and the striations direction only; it is
then sufficient to enter any pitch of the tread shoulder blocks;

(b) fully, i.e., as to the tire mark course, and striations direction and pitch, if the
buckling pitch in the patch is known in some other way, which can be manually
entered into the program.

3. Basic Terms Concerning Movement of a Wheel in a Bend

A concise, computer-friendly vector-matrix notation has been used. The italic small
letters (e.g., v) mean scalars, bold small letters (e.g., v)—vectors, and bold capital letters
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(e.g., A)—matrices. In the vector-matrix equations the Rill’s subscript notation [18] has
been used:

{} the symbol of a reference frame, e.g., the term {I} should be read “in the reference
frame I”;

{I} the ground-fixed inertial (global) reference frame with the origin at point I; the zI axis
is parallel to the gravitational acceleration vector g and points upward;

rIO,I vector from point I to wheel center O; the subscript after the comma denotes the
reference frame in which this vector is observed—here {I};

vIO,I vector of absolute velocity of wheel center O, with respect to {I}.

A characteristic point of the tire-road patch Q, which is the origin of the Cartesian
coordinate system with unit vectors on its axes ex, ey, en (shown in Figure 2a), is referred
to as the contact point. In the TMeasy tire model, the system of forces acting on the wheel
is reduced to an equivalent system of forces (Fx, Fy and Fz) and their moments (Mx, My
and Mz), whose directions of action coincide with the directions of the unit vectors. The
position of the rim center plane in relation to the road is determined by the position vector
rIO and the unit vector eky, normal to this plane and defining the wheel rotation axis.

 
(a) (b) 

Figure 2. Velocities in the process of depositing striations by tire shoulder blocks during yaw: (a)
perspective; (b) top view.

Camber γ as well as cornering cause the tire to deflect laterally and to offset the contact
point Q against the rim center plane by the distance ye (see Section 5.3). The road surface
geometry in {I} defines the function:

zs = zs(x, y). (2)

The current position of the contact point Q in the global reference frame {I} is given by
the formula:

rIQ,I = rIO,I + rOQ,I , (3)

where the vector rOQ,I can be determined by the approach given in [18] or [21].
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Figure 2a depicts a diagram of a wheel in lateral slip which rolls across the plane π
with angular velocity ω. The following symbols have been adopted:

vx and vy—components of the wheel center velocity vector vIQ parallel to π, the first of
which lies on the direction of the longitudinal axis of the rim, and the other is perpendicular
to it;
γ—camber angle;
α—wheel slip angle;
ω—wheel angular velocity about its spin axis given by the unit vector eky;
vsx and vsy—components of the absolute velocity vector of the contact point vIQ (wheel
slip velocity); vsx and vsy are parallel to vx and vy, and read:

vsx = vx − rdω, (4)

vsy = vy, (5)

rd—dynamic tire radius;
ϕ—direction of the contact point velocity vIQ against the longitudinal axis of the wheel
(rim).

According to the ISO definition (see also Pacejka [19]), the longitudinal and lateral
relative slips are:

sx = −vsx

vx
= −vx − rdω

vx
, (6)

and
sy = tan α = −vsy

vx
(7)

respectively. The vectors of the contact point velocity vIQ, the relative slip s =
[
sx sy

]T
and the tangential force acting on the tire at the contact point F =

[
Fx Fy

]T have the same
direction, and satisfy the relationship:

tan ϕ =
vsy

vsx
=

sy

sx
=

Fy

Fx
, (8)

wherein the components Fx and Fy are calculated according to the TMeasy (or any other)
tire model.

It is easy to see that the relation (8) will also be fulfilled with other definitions of slips
sx and sy, because they differ only in the denominator (e.g., at Rill rd|ω| [18] or at Mitschke
max{rdω, vx} [22]), which will disappear when inserted into the formula (8).

4. Wheel Velocities and Slips Versus Geometry of the Striated Tire Mark

Figure 2 shows, schematically, the process of making a striated yaw mark on the road
surface with the tread shoulder blocks of a tire. The direction of the velocity vector vIQ is
also the direction of the contact point Q displacement relative to the road and, consequently,
the direction of striations deposited on the road by the tire during yaw.

Dividing the formula (7) by (8) gives:

sx =
tan α

tan ϕ
, (9)

and because sy = tan α, hence
sy = sx tan ϕ. (10)

These relationships allow the wheel slips sx and sy to be calculated having only the
striated yaw mark, as shown in Figure 3. Unlike the angle θ (representing the deviation
of the striations direction from the tangent to the yaw mark, which is easy to measure on
the mark), the slip and contact point velocity angles—α and ϕ respectively—are generally
unknown because of the unknown orientation of the wheel relative to the mark. This
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difficulty applies in particular to the front wheel marks, as the steering angle of these
wheels against the vehicle body is variable, and may even change over time, and are
therefore impossible to determine by the yaw marks topology alone.

 
Figure 3. Determination of velocities and angles configuration from the striated yaw mark disclosed
on the road.

That is why Beauchamp et al. [13], using simple geometric relationships, derived the
following formula for the slip angle:

α = arcsin
S sin θ

T
− θ , (11)

where the distances S and T shown in Figure 4 mean:

S—the striation pitch measured along the yaw mark;
T—the pitch of the tread shoulder blocks measured on the tire circumference.
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Figure 4. Measurement of distances S on the yaw mark and T on the tire shoulder.

From Figure 3 it follows that:
ϕ = α + θ. (12)

To sum up, in order to calculate the wheel slippage at a selected point of the striated
yaw mark one should:

• Measure the angle θ and distance S on the mark;
• Measure the distance T at the tire shoulder;
• Calculate the angles α and ϕ from the formulae (11) and (12) respectively (note: in

the case of non-steered rear wheels, when, in addition, the marks of other wheels
allow one to discover successive angular positions of the vehicle by matching the
corresponding wheels, the orientation of the rear wheel relative to the yaw mark is
known, therefore angles α and ϕ can be measured directly on the mark—see Figure 3);

• Calculate sx and sy from formulae (9) and (10).

The uncertainty of the results of such calculations related to non-uniform pitch of
the striations S (as a consequence of the uneven tread pitch T aimed at reducing the noise
generated by the tire) falls within the general uncertainty of this approach and, above all,
the S and T measurement uncertainty.

5. Model of Deposition of the Yaw Mark Striations on the Road Surface

Figure 5a shows a diagram of tread shoulder blocks pitch, where:

n—number of blocks or grooves on the tread shoulder (consistently keeping to the chosen
convention);
Bk, k = 0, . . . , n − 1—point indicating the k-th block (or groove);
dk, k = 0, . . . , n − 1—distances between adjacent points Bk measured along an arc: with
typical tires, without making a significant error, these can be measured in a straight line;
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According to Figure 5a:

dk =

{
distance between the points Bk and Bk+1 for k = 0, . . . , n − 2
distance between the points Bk and B0 for k = n − 1

r0—unloaded tire radius.

 
(a) (b) 

Figure 5. The diagram of tread shoulder blocks: (a) the symbols used to define the pitch of the tread
blocks; (b) configuration at the instant i = 0, t = 0.

The values of parameters dk and r0 are constant throughout the simulation. In general,
the pitch can be defined as non-uniform (dk = constant), but in the simplest case, the
program may suggest by default a uniform pitch according to the formula:

dk =
2πr0

n
, k = 0, . . . , n − 1. (13)

Let’s adopt additional symbols:

i—number of simulation step;
t—current simulation time;
h—simulation timestep.

The following calculation algorithm, repeated in each simulation step, can be pro-
posed.

5.1. Determining the Position of Each Point Bk Relative to the Wheel-Fixed Reference Frame {O}

The origin of the wheel-fixed reference frame {O} is at the wheel center O, where the xz
plane is the rim center plane and the y axis is the wheel rotation axis (with the unit vector
eky).

This can be done in the polar coordinate system shown in Figure 5b, where point Bk
has coordinates (r0, αk). In each simulation step the angle αk of each point is measured
from the thick horizontal line, clockwise.

At the beginning of the simulation (i.e., i = 0, t = 0 s) point B0 has the polar coordi-
nates (r0, α0) = (r0, 0) and the other points Bk have the coordinates (r0, αk), where:

αk = αk(t) = αk−1 +
dk
r0

[rad], k = 1, . . . , n. (14)

This formula can be applied in the function Angular_position_of_block() shown in
Appendix A (Code 1), in section Code 1.
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5.2. Calculation of the Characteristic Dimensions of the Contact Patch

Assuming that the tire remains in full contact with the road over the entire tread
width Lb, and the contact patch has a rectangular shape with length Lx and width Ly, these
dimensions can be calculated using the approximation proposed by Rill in [21]:

Lx = Lx(t) ≈ 2
√

r0Δz = 2

√
r0

Fz

cR
, (15)

Ly = Ly(t) ≈ Lb
cos γ

, (16)

where:

Δz is the total tire deflection given by the formula:

Δz = Δz(t) = r0 − rs =
Fz

cR
, (17)

Fz = Fz(t)—the normal reaction of the roadway to the tire at the contact point;
cR = const—the radial stiffness of the tire;
rs = rs(t)—the loaded (static) tire radius;
γ = γ(t)—the tire camber angle, i.e., the inclination of the rim center plane against the
roadway normal.

For example, for a tire 205/55 R16 at Fz = 4700 N and the pressure p = 2.5 bar, after
adopting the data cr = 265000 N / m and r0 = 0.317 m, one gets Lx ≈ 0.15 m.

5.3. Calculating the Geometry of Striations

In a single simulation step the coordinates of the points at which the shoulder blocks
contact the road should be determined. They are shown in the global Cartesian coordinate
system {I}.

In reality, the deposition of a yaw mark on the road surface depends on many local
or temporary factors that are difficult to discover after the accident. As the main one is a
sufficiently high lateral tire force, the following formula can be used to define the condition
when the yaw mark should be created in the program:

Fy ≥ p%

100
μFz , (18)

where:

Fy = Fy(t)—current lateral force acting on the tire, calculated according to the TMeasy (or
any other) tire model;
Fz = Fz(t)—current normal force to the roadway acting on the tire;
μ—tire-road friction coefficient; in general μ = μ(x, y);
p%—percentage of the maximum horizontal force μFz at which the yaw mark is to be made;
by default p% = 95% can be adopted.

The length of the contact patch is limited by two boundary angles α′t and α
′′
t indicating

the first and last point, respectively, of the tire circumference being in contact with the road
(not to be confused with the point Bk indicating the tread element). They are illustrated in
Figure 6 and given by the formulae:

α′t = arccos
Lx

2r0
= arctan

2rs

Lx
(19)

and
α
′′
t =

π

2
+ arcsin

Lx

2r0
. (20)
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Figure 6. Configuration at the instant i = 0, t = 0 (note: the deflection of the tire is here exaggerated
for the case of normal pressure).

In order to find the indexes k of all points Bk in contact with the road, to begin with
the indexes of the first and last contact points have to be determined using the following
short algorithms.

Determining the index of the first tread block in the contact patch k f irst—see Code 2 in
Appendix A.

Determining the index of the last tread block in the contact patch klast—see Code 3 in
Appendix A.

Now the coordinates of the points forming the striations of the yaw mark on the road
in {I} can be calculated. Figure 7 shows a simplified diagram of the lateral deflection of a
tire while driving on a curvilinear track.

In fact, the deflection of the tire in the top view has a slightly more complex shape, but
taking into account the assumptions made earlier, only the outer arc-shaped contour of the
contact patch will be relevant (see Figure 4a,b in [10]). Thus, without making a significant
error, it can be assumed that it is a fragment of a circle with a radius ρ determined by chord
ye and middle coordinate 2r0 from the formula:

ρ =
1
2

(
|ye|+ r2

0
|ye|

)
. (21)

In Figure 7 the distances dx and dy lying on the road plane are indicated, which are
distances from the tire-road contact point Q to the point Bk measured along and across the
wheel, respectively. The first one is:

dx =
rs

tan αk
(22)

and the other

dy =
Ly

2
+ ye − δ. (23)

Since
δ =

√
ρ2 − d2

x − ρ + ye , (24)

hence the formula (23) takes the form:

dy =
Ly

2
−
√

ρ2 − d2
x + ρ . (25)
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Figure 7. A simplified diagram of the tire lateral deflection while driving on a curvilinear track.

Finally, the position of the point Bk is:

rIBk ,I = rIQ,I + dxex,I − dyey,I , (26)

where: ex,I , ey,I are the unit vectors of the wheel in the point Q, shown in Figures 2a and 7.
The algorithm for calculation of the vector rIBk ,I components is outlined in the section

Code 4 in Appendix A.
The next step of the simulation will be:

• Incrementation of the index indicating the simulation step i = i + 1;
• Time incrementation ti = ti−1 + h;
• Calculation of the new angular position of the point B0;

α0i = α0i−1 + ωih [rad],

where ωi is the current angular velocity of the wheel about its spin in [rad];
• Checking if the wheel has not already made a full rotation—See Code 5 in Appendix A.
• Repeating the calculations from the formula (14)—strictly from the function Angu-

lar_position_of_block() (section Code 1 in Appendix A)—to formula (26);
• Archiving the coordinates of the patch points drawing the striations.

A single striation is drawn by connecting the positions of the point Bki
with lines in

successive, adjacent steps i, as long as the condition (18) is satisfied. The striated yaw mark
can be being drawn as the simulation proceeds or exported at the end as a drawing file
(e.g., dxf).

6. Validation and Discussion

6.1. Stage 1. Measurement of Time Histories of Vehicle Motion Parameters (Actual Data)

The model was validated using the results of one of the full scale vehicle yaw tests
performed as part of the Research Project No. VII/W-2014 of the Institute of Forensic
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Research [14]. The test vehicle was a 2003 Volkswagen Passat 2.0 TD station wagon, with
Firestone FireHawk 195/65R15 91T tires with their normal inflation pressure.

Experiments were performed in the summer, on a level, horizontal and dry asphalt
road surface. In the test selected for validation, having established the speed of 53 km/h in
a straight line the test driver steered the vehicle hard to the left causing the tires to break
the grip on the roadway and to deposit striated yaw marks.

As a result of kinematic transformations of the raw measurement data the following
parameters were obtained:

• A set of kinematic data fully describing the spatial movement of the vehicle, and, first
of all, time histories of three components of the CG position vector and quasi-Euler
body angles (transformations—see [23]);

• Time histories of the actual longitudinal sx and lateral sy slip of the front right wheel
(transformations—see Appendix of [14]).

For example, assuming the notations as in Figure 8, the absolute velocity of the wheel
center O, expressed in the local, rim fixed reference frame {O}, can be calculated from the
vector equation:

vIO,O = AOAAT
IAvIO,I = AOA

[
AT

IAvIA,I − (ωIA,A × rOA,A)
]
, (27)

where:

• AIA—rotation matrix from the local, body fixed reference frame {A} to the global
reference frame {I};

• AOA—rotation matrix from from {A} to {O};
• vIO,I —absolute velocity of the wheel center O in {I};
• vIA,I—velocity of the GPS receiver mounting point A in {I};
• ωIA,A—angular velocity of the body in {A};
• rOA,A—position vector from point O to A in {A}.

 

Figure 8. Coordinate systems: {I}—global, {A}—local vehicle-fixed (GPS receiver and/or IMU
location), {O}—local rim fixed.

Thus, all parameters describing the movement of the vehicle (including all points,
especially wheels) in the domains of time and space are known.

6.2. Stage 2. Vehicle Movement Simulation and Its Verification

The results of the measurements described in the Stage 1 were used to verify the yaw
marks creation model, which is the very core of this article. It was implemented by the
author-developed multibody dynamics simulation program Model.exe, briefly outlined
in the Appendix of [24]. It was assumed that the vehicle is a multibody system with 36
degrees of freedom (DoF), composed of rigid bodies connected by geometric constraints,
divided into the following partial-systems: basic—body with wheel suspensions, steering
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and drive. The equations of motion were generated using the Jourdain’s principle. The tire
forces were determined with the TMeasy model described in [17,18].

The vehicle motion was simulated, the model of which was parametrized according
to the basic measurements data listed in Table 1. In simulation the measured time histories
of the parameters shown in Figure 9 were adopted:

(a) steering wheel angle δH(t);
(b) external torques MG1(t) = MG2(t) acting on the front wheels (left and right respec-

tively) relative to their self-rotation axes.

Table 1. Technical data of the tested Volkswagen Passat

Parameter Value

Vehicle mass distribution on wheels:
left front 465 kg
right front 475 kg
left rear 345 kg
right rear 350 kg

Distance of CG from front axle 1.148 m
CG height 0.55 m
Wheelbase 2.703 m
Steering system ratio 16:1

 
(a) (b) 

Figure 9. Inputs realized in simulation: (a) steering wheel angle; (b) torque acting on the front wheels.

The simulation results represented in Figure 10a,b of the time histories of various dy-
namic parameters, show good agreement with the actual data. In Figure 10c the simulated
and actual positions and orientations of the vehicle have been compared. For as long as
approximately 12 s they are almost identical, and some divergence of the CG paths occurs
only at the very end of the movement. The differences may arise from the approximate
torque waveform shown in Figure 9b, and partly from the simplified parametrization of
the steering and drive systems and the neglected pavement unevenness.

In Figure 10a, a large discrepancy can be observed for the slip sx of the front right
wheel at the end of the simulation. The relative longitudinal slip sx expressed by the
formula (6) is the absolute slip (defined by the numerator) related to the speed vx of the
wheel center (denominator). Although the absolute slip within the entire time range 6–
13 s is small, the low speed just before the vehicle stops (12–13 s) caused a sharp and
disproportionate increase in the value of the relative slip sx. In other words, the reason
for the sudden increase in the measured sx are low values of vx and rdω together with
inaccuracies in the independent measurement of this parameters.

Simulation, as a theoretical process, is free of measurement flaws, hence even small
numbers are precise and correlated enough that dividing them gives reasonable results.
That is why at the end of the simulation, at low speeds, a disturbing difference between the
measured and simulated slips sx occurred. This issue should not be overestimated.
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(a) 

 
(b) 

Figure 10. Comparison of the simulation and measurement results: (a) time histories of the longitudinal and lateral
accelerations, yaw rate and slips; (b) vehicle positions and orientations in top view and in perspective.

6.3. Stage 3. Verification of the Striation Creation Model

In Figure 11 the striated yaw marks generated in the simulation have been super-
imposed on the actual ones (note that on the orthophotomap you can also see irrelevant
marks from earlier runs). There is a strong convergence in both the paths of the marks
and the direction of the striations, as shown in the close-ups of the time points t = 8.9 s,
t = 9.8 s and t = 10.9 s. At t = 8.9 s, the virtual mark of the front right wheel is slightly
shifted to the right of the actual mark, but this is due to fact that the authors refrained from
fine-tuning the simulation indefinitely.
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Figure 11. Comparison of striated yaw marks generated in simulation with actual ones (top view).

6.4. Example

Figure 12 shows yaw marks generated in the simulation of a severe step steer in a
left turn maneuver resulting in breaking the adhesion of the tires on the roadway and the
vehicle yawing. Basically, this maneuver is similar to that of Section 6, but what is especially
interesting here are typical yaw mark characteristics: variation of the width depending on
the vehicle orientation with respect to the CG velocity direction, change of the striation
angle with respect to the tangent to the yaw mark (straightening), interweaving and fading.
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Figure 12. Yaw marks: (a) entire movement; (b) close-up of the end of yaw marks; (c) 3D view.

Remarks. The yaw mark creation model will still be valid on arbitrary 3D roads and
typical road irregularities. Generally, bumps or potholes should result in gaps in the created
yaw marks, but this problem has yet to be investigated.
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In case of uncommon suspension systems and/or different tire types, e.g., forklift
trucks [25,26] or other uncommon vehicles [27], the response of the unsprung masses is
not expected to affect the striated yaw mark creation model effectiveness as long as the
vehicle is moving along a non-deformable surface and the road wavelength is not larger
than the tire circumference.

7. Conclusions

1. This work is, in some ways, a next step of the research of Beauchamp et al.—especially [13].
While they analyze striated yaw marks from the viewpoint of a reconstructionist who
would like to know “what one can get from the marks uncovered at the accident
scene” (deriving equations for calculation of longitudinal slip sx as a function of the
striation marks angle θ and the slip angle α), this work focuses on development of a
model to create striated tire marks, which can be used in programs for simulation of
vehicle accidents. While their formulas apply to planar mechanics and kinematics,
this model takes into account the spatial vehicle multi-body dynamics and tire model,
including the relative movement of the wheel, its position and orientation, tire defor-
mation, suspension kinematics as well as forces and torques acting on the wheel. A
mathematical model of striated tire yaw mark creation has been developed, intended
for programs for the simulation of vehicle accidents. It implements the main features
of the topology of such marks.

2. The application of the model is twofold. The first one is the simulation of the for-
mation of striated yaw marks. The second one is to facilitate the understanding of
the mechanics of the formation of such marks and the inference of the braking or
acceleration state of the wheels based on the topology of the striations.

3. The mark creation model is universal, i.e., it applies to a tire moving along any
trajectory with variable curvature, and it is subjected to any forces and torques
calculated by solving a system of non-linear equations of vehicle dynamics.

4. The striated yaw mark is created by the tread shoulder blocks forming the outer
border of the contact patch, as this area is actually dominant.

5. It is possible to define any, including non-uniform, pitch of the tread shoulder blocks.
6. The striated yaw mark creation model can be applied in programs for the simulation

of vehicle dynamics with any degree of simplification and any tire model. In this
paper, it was validated using the author-developed program Model.exe, in which the
vehicle is represented by a 36 degree of freedom multi-body system with the TMeasy
tire model.
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Appendix A

Code 1
// Start of simulation
int n; // Number of elements
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int k; // Index
double t = 0; // Actual time of simulation
double α0 = 0; // Initial angular position of element 0
void CTire::Angular_position_of_block()
{

from k = 1 to n
{

αk = αk−1 +
dk
r0

[rad]; // Table α[k]; see equation (14)
k = k + 1;

}
}

Code 2
int q = n − 1; // index
from k = 0 to n − 1
{

if (αk ≥ α′t ) &
(
αq < α′t

)
{

k f irst = k;
exit;

}
else
{

q = k;
k = k + 1;

}
}

Code 3
int q = n − 1;
from k = 0 to n − 1
{

if
(
αk > α

′′
t
)
&
(
αq ≤ α

′′
t
)

{
klast = q;
exit;

}
else
{

q = k;
k = k + 1;

}
}

Code 4
from k = k f irst to klast
{

// Determining the position of the tire-road contact rIQ,I from equation (3):
r_IQ_I();
// Determining the point Bk position, along the tire longitudinal direction
// (see Figure 6):
if (tan αk == π

2 )
dx = 0;

else
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dx = rs
tan αk

; // see (22)

ρ = 1
2

(
|ye|+ r2

0
|ye |

)
; // see (21)

dy =
Ly
2 −√ρ2 − d2

x + ρ; // see (25)
if Fy > 0

rIBk ,I = rIQ,I + dxex,I − dyey,I ; // left turn—the yaw mark is drawn
// by the right tire shoulder; see (26)

else
rIBk ,I = rIQ,I + dxex,I + dyey,I ; // right turn—the yaw mark is drawn

// by the left tire shoulder
}

Code 5
{

α0i = α0i + Ωih; // [rad]
if α0i ≥ 2π

α0i = α0i − 2π; // [rad]
Angular_position_of_block();

};
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Abstract: Rural two-lane highways are the most common road type both in Poland and globally. In
terms of kilometres, their length is by far greater than that of motorways and expressways. They are
roads of one carriageway for each direction, which makes the overtaking of slower vehicles possible
only when there is a gap in the stream of traffic moving from the opposite direction. Motorways
and express roads are dual carriageways that are expected to support high speed travel mainly over
long distances. Express roads have somewhat lower technical parameters and a lower speed limit
than motorways. Two-lane highways are used for both short- and long-distance travel. The paper
presents selected studies conducted in Poland in 2016–2018 on rural two-lane highways and focuses
on the context of the need for their reliability. The research was carried out on selected short and
longer road sections located in various surroundings, grouped in terms of curvature change rate CCR,
longitudinal slopes and cross-sections (width of lanes and shoulders). The studies of traffic volumes,
travel time and travel speed, as well as traffic density, will be used to analyze traffic performance
and identify measures of travel time reliability. The analyzed roads were characterized by good
technical parameters and significant variability of traffic volume throughout the day, week and year.
Some roads experience congestion, i.e., situations in which traffic volume Q is close to or above
respective road capacity C. In order to determine the form of the suitable reliability measures, it will
be important to determine the extent to which a road’s geometric and traffic characteristics impact
travel speed and time. The paper presents well-known reliability measures for dual carriageways
and proposes new measures, along with an evaluation of their usefulness in the assessment of the
functioning of two-lane highways.

Keywords: reliability measures; two-lane highways; travel speed; travel time; empirical research

1. Introduction

Reliability is a major criterion for assessing selected elements of technical infrastructure
such as transmission [1], information technology (IT) [2] or energy [3] infrastructure. The
reliability of road infrastructure is also the subject of many studies, because of the role
the parameter plays in traffic performance [4,5] and the safety of road users [6–8]. In the
case of road safety, speed tests and testing of speed’s impact on road safety measures are
very important. In the tests [9] floating car data were used to achieve the goal. Ensuring
the reliability of road infrastructure at a level acceptable to road users is a key aspect of
planning and design decisions [10,11].

There are not many reliability analyses of two-way highways in scientific literature.
Instead, researchers focus mainly on dual carriageways, i.e., motorways [12–14], express-
ways [15–18] or other dual carriageways [19,20], inter alia, analyzing the impact of Intelli-
gent Transport System (ITS) solutions [21–23]. In simulation analyses and field research [24],
the impact of selected parameters on the level of service (LOS) under heterogeneous traffic
conditions for a two-lane highway was identified. The work [25] also analyzed (LOS) on
the basis of estimation of passenger car unit values. The research [26] also pointed out
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the variability of traffic flow on individual road lanes. Some studies concern themselves
with sections of motorways and expressways in urban areas [27–29]. Obtaining reliable
data is an extremely important aspect of reliability studies. The work [30] presents various
techniques for examining road traffic parameters. It compares the pneumatic tube detector
method, video capturing method, moving observer method and the classic manual method.
The studies [31] indicate the effectiveness of combining the moving observer method and
digital image processing. The work [32] presents the effects of using stationary devices
along the road to collect road traffic data. The research [33] provides an example of an
effective use of video traffic monitoring. Modern techniques allow the use of Bluetooth
technology to collect data on traffic parameters [34–36] and Lidar technology to collect data
on road and its surroundings parameters [37–39].

Road traffic parameters depend on many factors, including the driver’s psychophysi-
ological characteristics, road and meteorological conditions [40]. A very important aspect
influencing traffic conditions is constituted by road geometry, including the parameters
of horizontal curves [41]. One factor related to driver behaviour is the distance between
vehicles [42].

An example of research conducted on two-lane highways is provided by reliability
analyses carried out on Poland’s road network [43]. These studies were undertaken
on higher standard roads managed by the General Directorate for National Roads and
Motorways, with speed limits of 70–90 km/h, and a typical lane width of 3.5 m (with or
without a hard shoulder). In Poland, these roads account for over 86% of all national roads,
including motorways, expressways and accelerated main roads. According to the standards
specified in the American method [44], these are first-class roads on which drivers expect
travel speeds close to the speed limit. In Germany, a similar approach applies to roads with
a similar function marked as EKLII and EKLIII [45].

The project [43] and work [14] also present studies on dual-carriageways, i.e., motor-
ways, expressways and roads of lower technical class, on which speed limits in Poland are
140 km/h, 120 km/h and 100 km/h respectively. In Poland, motorways are roads of the
highest technical standard, where traffic can be joined only through interchanges. In the
case of expressways and other dual carriageways of the lower technical class, traffic can be
joined through interchanges or through intersections (usually signalised).

The analyzed two-lane highways mainly support traffic functions typical of roads of
higher technical classes, although they have a limited capacity (max. 3200 veh/h according
to [44], approx. 2600 veh/h according to [45]) compared to high-speed roads (highways,
expressways). Reliability, measured in terms of travel speed or time, is highly variable
on the analyzed roads and depends on the time of day, day of the week or month. It also
varies in the longer term (analysis by year). Therefore, it is necessary to identify the most
important factors that influence their reliability levels and to indicate the best reference
level for analyses conducted on two-lane highways.

The main aim of the analyses presented in the paper is to answer the research questions:

– Whether and to what extent selected traffic parameters impact the functional reliability
measures of single carriageways and two-lane highways?

– Whether the measures and reference values for dual carriageways can be transplanted
directly onto analyses of two-lane highways? An indirect aim pointing the directions
of further research work revolves around answering the question of

– Whether the statistical parameters describing travel time variability are sufficient to
analyze and assess the reliability of a road section in a probabilistic approach that
takes into account the risk of the occurrence of road incidents happening during travel
speeds exceeding the speed limit?

The answers will provide the foundation for an effective transformation of the existing
road network, enabling the attainment of a standard of travel that will be acceptable to
road users.

The paper is divided into several parts which include a review of literature providing a
description of the reliability measures used, selected results of empirical studies conducted
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on Poland’s two-lane highways, and reliability studies conducted on a selected road
section where use is made of GPS data. At the end of the paper, conclusions are drawn and
directions for further work are stated.

2. Materials and Methods

2.1. Reliability Measures

Travel time reliability depends on a benchmark and therefore has no fixed value. Its
value is influenced by a number of factors of various origins [46,47], including traffic factors
(traffic intensity, types of vehicles), geometry, road’s location and type of surroundings, the
knowledge of which is necessary in order to identify the reliability process, interactions
between the variables and the correct interpretation of the results.

General factors influencing road reliability include:

• The presence of traffic control–traffic signals, including in particular incorrectly de-
signed control parameters, rail-road crossings,

• Daily, weekly or seasonal fluctuations in traffic,
• Occasional events—various types of events making the traffic flow value different

from the typical values of the flow on this road (religious, public holidays, days
off, etc.),

• Road capacity—dependent on road geometry and a number of other factors e.g., the
technical condition of road surface,

• Weather conditions, in particular snowfall, heavy or prolonged rainfall, fog,
• Road accidents and other road incidents blocking passing vehicles,
• Road works resulting in a taper of the road’s cross-section, alternating traffic, tempo-

rary road blockage.

Considering the above division, it is possible to introduce a classification [48] that
assigns the indicated factors to three different groups (Figure 1) on account of:

• Infrastructure, i.e., a road’s geometry and its standard, including the road’s curvature
change rate CCR [49,50], longitudinal slope [51,52] and width [53,54] and traffic
organization, including road works [55–57], temporary and permanent taper of the
road’s cross-section, and the presence of traffic lights [58,59],

• Road traffic, including traffic volume [60,61], its generic and directional structure [62,63]
as well as road incidents [64,65],

• Road surroundings [66,67] and weather conditions [68–70].

Figure 1. Interactions between sources of failure.
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The diagram in Figure 1 shows interactions between the main sources of failure and
the relationship between demand (traffic) and supply (infrastructure). The authors of
paper [71] point out that the indicated interactions are the main determinants of road
functionality. Both demand and supply vary over time, as both traffic and road capacity
are influenced by various deterministic and random factors. Weather conditions, especially
adverse ones, such as prolonged rainfall, snowfall, etc., have a significant impact on drivers’
behaviour. The research [72–74] shows that road and intersection capacity decreases in
such conditions by as much as 20%. The type of road surroundings resulting from the
road’s location often translates into the type of trips [75], which also determines drivers’
behaviour. In cities and agglomerations where short trips, mostly related to commuting to
work, shops, schools, and other facilities, predominate, the behaviour and expectations of
vehicle drivers regarding traffic conditions and network reliability are completely different
from such expectations outside cities, or during long-distance travel [O5] spread over a
longer period of time. In the worst case scenario, all of these variables may affect travel
time reliability. This situation occurs in the common sections of all three circles.

Over the past few decades, many studies have been conducted in the USA on existing
roads to describe the reliability of travel times. In the research into and evaluation of
reliability, generally available models were used, their modifications were created or
completely new solutions were developed. Table 1 [76] shows an example of the application
of reliability measures in practice, i.e., it lists selected US transport agencies and identifies
indicators used by them to describe the functional reliability of roads.

Current methods of analysis [61] can be divided into:

• Statistical methods,
• Buffer time methods,
• Late travel indicators,
• Probabilistic methods,
• Skewness methods (treated as part of statistical methods in the paper).

Table 1. Reliability metrics used by selected US transport agencies.

Agency Reliability Metrics Used

Georgia Regional Transportation Authority and Georgia DOT
Buffer Index

Planning Time Index

Southern California Association of Governments
On-Time Index

Buffer Index

Washington State DOT 95th Percentile Travel Time

National Transportation Operations Colation (NTOC) Buffer Index

Maryland SHA
Travel Time Index

Planning Time Index

Below, the authors present selected methods of analysis, including their advantages
and disadvantages.

2.1.1. Statistical Methods

One of the oldest approaches to the description of travel time reliability used by
Abishai Polus in 1979 [77] was based on a simple measure—standard deviation δ, showing
the variability of the metric’s value in relation to its mean value (Equation (1)). The author
was one of the first to indicate the travel time variable as the best measure with which to
describe a road’s functional reliability.

δ =

√
1

n − 1
·

n

∑
i=1

(
ti − t

)2 (1)
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where:

n—number of travels,
ti—i-travel time,
t—average travel time.

The author defined a road’s functional reliability using a measure of variability, i.e.,
travel time variance [78]. The higher the variance, the less reliable the road (Equation (2)).

R =
1

[Var(x)]
1
2
=

1

[E(x2)− (E(x))2]
1
2

(2)

where: R—road’s functional reliability, x—reliability measure (in this case–travel time),
Var(x)—variance of reliability measure, E(x)—expected value of reliability measure.

The simplicity of the approach accounts for its advantage, while its low usefulness
is a disadvantage because in most cases the empirical distributions describing the vari-
ability of travel time are not symmetrical and show considerable skewness. However, this
did not prevent the development of these methods, and in subsequent editions, recom-
mendations for reliability were developed based on the ranges of skewness as presented
in publications [12,13,18]. The value of the standard deviation was used to build subse-
quent measures, such as the time window (Equation (3)) and the coefficient of variability
(Equation (4)).

Time window = t ± δ (3)

Coe f f icient o f variability =
δ

t
·100% (4)

where: t— arithmetic mean of all travel times, δ—standard deviation of travel time.
The time window can have two values—one lower and another greater than the

arithmetic mean by the value ±δ. The road user receives information about possible travel
time discrepancies. In order to increase the scope of analyses, the δ may be multiplied. The
travel time variation coefficient can be used to compare travel time variability between
days, weeks, or road sections.

A measure that allows the comparison of traffic conditions between peak and off-peak
times is the index of variation (Equation (5)).

Index o f gualitative variation =
V1,+95 − V1,−95

V0,+95 − V0,−95
(5)

where: V1,+95, V1,−95—upper and lower values between which there are 95% of travel times
during the peak traffic period, V0,+95, V0,−95—upper and lower values between which 95%
of travel times lie outside the peak hours.

The index of qualitative variation may apply to roads close to urban agglomerations,
where increased traffic may occur because of urban traffic peaks. Due to the larger dis-
crepancy between the peak and off-peak traffic, the value of the index is often greater
than 1.0.

2.1.2. Buffer Time Methods

The term “buffer time” means extra time added to a specific activity in order to ensure
no delays and an optimum time to reach the destination [79]. In the analysis of travel
time reliability, it is the additional amount of time needed for the road user to reach their
destination at their desired hour with a probability of 95%, taking the arithmetic mean of
all travel times [18] (Equation (6)) as the expected travel time.

BT = t95 − t (6)

where: t95—95th percentile of travel time, t—average travel time.
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The 95th percentile of travel time represents the worst possible traffic situation. This
means that users may experience issues resulting in travel time delays in 1 out of 20 travels.
Other percentiles can also be used depending on the needs of the research, e.g., 90th or
85th percentile [80].

The buffer time index (Equation (7)) is a derivative metric. It is calculated as the ratio
of the buffer time to the arithmetic mean. This variable value exceeds 1.0. For example, a
value of 1.7 means that in 95% of cases it takes 70% more time than the average travel time
to reach the destination at the expected time [81]. Travel time reliability decreases as the
buffer time index increases.

BTI =
BT
t

(7)

where: BT—buffer time, t—average travel time.
Instead of average travel time, it is also possible to use median travel time. When the

analyzed road section is divided into several sub-sections due to traffic volume or other
factors differentiating individual road sub-sections, then the weighted average buffer time
index can be calculated (Equation (8)):

BTIi =
∑n

i=1(BTIi·Qi·Li)

∑n
i=1 Qi·Li

(8)

where: BTIi—buffer time index for an i sub-section of the road, Qi—traffic volume on i
sub-section of the road, Li—length of i sub-section of the road, n—number of sub-sections.

The BT, BTI and ABTI measures can be used to assess the reliability of city street
networks and routes leading to daily destinations. These measures could be incorporated
into GPS navigation systems to assist drivers in route planning. Other measures derived
from the buffer time method are described below.

2.1.3. Planning Time

Planning time is the total time needed to reach the destination at the scheduled time
with a 95% probability. The measure is easy to interpret and allows the user to plan the
trip correctly. Comparing the 95th percentile from different hours shows the variability of
road functional reliability over the course of the day. The measure is also important for the
road manager, who, by using the PTI value, can classify the roads under his management
in terms of reliability, as well as plan the reconstruction of sensitive sections of a road to
improve travel time.

Another measure derived from PT is the planning time index (PTI), which informs
how many times more time the road user needs to reach the destination relative to the
travel time in free-flow conditions allowing the driver full freedom in choosing the speed
(Equation (9)).

PTI =
t95

to
(9)

where: t95—95th percentile of travel time, to—travel time in conditions perceived as free
flow (Equation (10)).

to =
3600

v f
·L (10)

where: vf—travel time in free-flow conditions (determined e.g., based on [43–45]), L—
length of road section.

PTI values exceed 0. Existing literature [82] allows us to find a categorization of PTI
values in terms of service reliability level developed for practical use by road users, as well
as road managers. It is recommended that the thresholds be adapted to the nature of the
road (Table 2) [67].
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Table 2. Thresholds values of PTI for individual levels of functional reliability.

Reliability Performance PTI (–)

good ≤1.3

fair 1.3 ÷ 2.0

poor >2.0

PTI is one of the variants of TTI, or travel time index, which can be calculated for any
percentile (Equation (11)) .

TTI =
tx

to
(11)

where: tx—any percentile of travel time.
Literature also contains other measures relating to situations of failure, i.e., the failure

measure or the misery index, which show how many times more time is needed to make
the longest trips in relation to the travel time in free-flow conditions (equation 12).

Failure rate =
t5%

to
(12)

where: t5%—average travel time in the group of the longest trips, i.e., the 5th percentile;
the so-called misery time.

All of the above-mentioned measures can be used separately or in combination
(Figure 2) [46]. The latter option is more advisable and universal because it shows the
size of various reliability measures and their comparison. The use of selected measures,
and at best all measures, allows for a broader view of the issue of reliability and for finding
appropriate solutions to improve traffic conditions.

 
Figure 2. Chart with measures of the time buffer method.

In conducting research, it is important to select a suitable length of the road’s section
and research time to reflect the specific conditions on a given road and the objectives of the
analyses. Time periods should be selected to reflect traffic conditions of a similar nature and
intensity. It is recommended to conduct research and traffic observation on a continuous
basis, using GPS devices and software. Morning and afternoon traffic peaks should not be
combined in determining the 95th percentile [80].
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Above the authors show selected more important measures used in the description of
reliability of dual carriageways, where road features (road geometry) have a much smaller
impact on driver behaviour, speed and travel time than on single carriageways, on which
additionally vehicle overtaking occurs. The measures were subject to verification, analysis
of variability and usefulness, and the possibility of adjusting their form to the analyses
of two-lane highways. Traffic on single-carriageways is characterized by a significant
variability of traffic intensity and speed over time and the presence of all types of vehicles
on single lanes supporting traffic in two directions. Destinations are also more varied
than on dual carriageways, which support mostly long-distance trips. Single-carriageways
are used mainly in everyday travel, hence the assessment of their reliability is extremely
important from the point of view of the average road user and road manager. Unfortunately,
this type of road is omitted from the literature on reliability assessment. The next chapter
will present selected results of travel speed studies conducted in the period 2016–2018
in Poland on two-lane highways [43], along with the indication of the extent to which
statistically significant factors affect the travel speed and its variability relevant from the
point of view of reliability analysis.

2.2. Travel Speed Research on Two-Lane Highways

This chapter presents selected results of research conducted as part of project [43]
focused on the variability of travel speed and impact factors resulting from geometric,
traffic and location features. The tests were carried out in favourable weather conditions,
with very good visibility on selected road sections without intersections or other traffic
disturbances.

When traffic volumes are not high, travel speed and thus travel time are significantly
affected by the road’s geometric features, such as road (CCR), radius and turning angle
of the horizontal curve, longitudinal slopes, road width and type of cross-section, as well
as traffic factors, including those related to the share of heavy vehicles in traffic. In view
of the continuous changes in the car fleet, the roads’ technical condition and geometry as
well as drivers’ behaviour, empirical research should be constantly updated, which was
recently done and included in [43], resulting, among others, in a new regression model
used to estimate travel speed on two-lane highways.

The tests were carried out in selected road cross-sections, at the beginning and end of
the analysed section (speed and travel time were examined), and numerous trips behind
the leader were made with continuous recording of data on the speed of moving vehicles
(the leader).

The driving speed profile behind the leader was determined empirically using a GPS
device. The influence of selected geometric features on vehicles’ travel speed (free flow, no
platoon traffic) is shown in Figure 3. The diagram shows that apart from the presence of
horizontal curves, speed is also significantly affected by the length of the sections preceding
the curves. It is assumed that a length of the section before the horizontal curve in excess
of 400 m has no effect on the free-flow speed of vehicles. The chart shows speed limits for
this road section due to the presence of horizontal curves and the values of superelevation
on the curve implemented to ensure the safe passage of vehicles. Safe journeys should
be made in accordance with the speed limit on the road. The chart shows that the speed
limit is exceeded by approx. 10 km/h, which is informally allowed on Polish roads. From
the point of view of the needs of road safety and the needs of road network reliability,
preventive measures should be applied that would force drivers to drive within the speed
limit, just like in other European countries which have a low number of deaths per 100,000
accidents. The impact of the presence of horizontal curves on travel speed and thus travel
time is clearly visible.
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Figure 3. Selected drives behind the leader showing the impact of horizontal curves located close to
each other on the variability of vehicles’ free-flow speed.

Using the empirically collected data from 96 sections of two-lane highways with a
length of 1 km to 5 km [43], relating to features of traffic, road and surroundings (Table 3),
relationships were created showing the variability of travel speed, and thus indirectly also
travel time. Selected interactions of travel speed and traffic volume, CCR and the interaction
of the road’s longitudinal slope and the share of heavy vehicles on two-lane highways are
presented below. The significant dispersion of points arises from an aggregation of data
from all research sites (96) and directions of traffic (192) and the differences between them.

Table 3. Technical parameters of two-lane highways covered by the RID-I−50 Project.

Road Design Parameter Range of Parameters

Design speed Sd (km/h) 40–100, road serpentine 15–30

Speed limit SSL (km/h) 40–90

Technical class of road Z–S

Horizontal curve radius RH (m) 30–3200

Vertical curve radius RV (m) not specified

Type of cross-section 1 × 2; 2 + 1

Lane width s (m) 3.0–3.5

Hard shoulder width sup (m) 0–1.5

Average weighted longitudinal slope i (m) 0.1–9.0

Length of measured section L (m) 400–3900

Curvature change rate CCR (g/km) 0–630

Percentage of sections where overtaking is possible pw (%) 0–100

Access—point density Ap (Ap/km) 0–42
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Figure 4 shows a slight influence of traffic volume on the speed of vehicles and addi-
tionally illustrates the number of overtakes typical of two-lane highways. The number of
overtakes depends on the traffic volume across the road’s cross-section, traffic’s directional
structure and the number of slow-moving vehicles. Road’s CCR undoubtedly has an
influence on the number of overtakes. The greater the CCR, the smaller the number of
overtakes. High values of CCR often coexist with high values of longitudinal slopes.

 
Figure 4. Interaction between travel speed, the number of overtakes and traffic volume throughout a
road’s cross-section, with the traffic density below 30 veh/km. Curvature change rate CCR divided
into two groups–below and above 180 grad/km. The sample size is 12,565 cases.

With the traffic volume in a road’s cross-section exceeding 800 veh/h, the number of
overtakes is much smaller. This is due to traffic characteristics as well as road characteristics.
In these circumstances, drivers will not overtake for safety reasons and follow a slow-
moving vehicle until it can be overtaken. The more tortuous the road, the fewer overtaking
manoeuvres.

The impact of a road’s CCR on a vehicle’s travel speed is very significant (Figure 5).
Apart from a reduction in the median and average values of speed, the range of vehicle
speed variability also decreases as the road CCR increases. The speed dispersion is much
smaller on roads with greater rather than smaller CCR. The greater the road’s curvature
change rate CCR, the smaller the standard deviation of travel time and the greater the
kurtosis. The chart also shows that the types of speed distributions in the distinguished
ranges of CCR for the entire data set, including for low and high traffic volume, deviate
from the normal distribution. High dispersion of speed at low curvature change rate CCR
is due to a road’s features and the possibility of overtaking slow-moving vehicles. At high
CCR, a significant share of platoon traffic is manifest leading to smaller speed dispersion.

Figure 6 shows the combined impact of a road’s longitudinal slope and the share of
heavy vehicles in traffic on vehicles’ travel speed. The statistical analyses carried out in [43]
show that a road’s longitudinal slope alone does not have as strong an impact on speed as
a variable of the product of longitudinal slope and the share of heavy vehicles in traffic.
A decrease in the impact of longitudinal slope in relation to previous studies [83] results
from the improvement of the vehicle fleet in Poland. Nowadays, the capabilities of vehicle
engines usually guarantee a smooth drive on a road with a variable longitudinal slope.
Only heavy goods vehicles slow down when driving up or downhill, thus limiting the
travel speed of other road users.
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Figure 5. Interaction of travel speed and a road’s curvature change rate CCR.

Figure 6. Interaction between travel speed and the combined effect of slope and the share of
heavy vehicles.

Analysis of changes in a road’s geometric features along the analyzed road sections
shows that their impact on drivers’ behaviour is varied and significant. When analyzing
speed variability and thus travel times over a longer section (over 5 km), such a road
section should be divided into sections that are homogeneous in terms of the described
geometric and location features. The structure of traffic volume does not usually change
significantly along the length of the road section and over the analyzed period of time.
The division of the section into shorter sections allows you to analyze changes in travel
speed and times and to eliminate places limiting travel speed and time e.g., by rebuilding
the section.
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The research shows that a road’s geometric parameters and the share of heavy vehicles
on roads with a significant longitudinal slope have a significant impact on the travel speed
and thus travel time, including in free flow conditions. Therefore, these factors have
a significant impact on the reliability of two-lane highways and should be included in
reliability measures.

3. Results and Discussion

3.1. Functional Reliability of Two-Lane Highways

The functioning of two-lane highways differs significantly from that of dual carriage-
ways in terms of the number and nature of factors affecting the speed of vehicle movement.
In the case of two-lane highways, it is the traffic characteristics that mainly determine
vehicle speed. Road features do matter but play a secondary role due to a need to adjust
them to the high technical class of the road, its function and expected high travel speed
in the early stages of the road’s design. In the case of two-lane highways, the functional
assessment of the road is significantly affected not merely by traffic characteristics, but by
the geometric characteristics of the road and of its surroundings as well. Current computa-
tional methods mainly aim to assess the quality of traffic performance through analysis of
measures of conditions including the average travel speed and the percentage of driving
time in platoons [44], traffic density [43,45] and other indirect metrics such as the degree
of capacity utilization or the reserve capacity. These measures are mainly used by road
managers for decision-making, design or operational purposes.

Reliability measures related mainly to travel time (described in Section 2) may be used
by road managers and additionally by road users to plan travel time or make up-to-date
decisions on route selection if the data are provided on an ongoing basis e.g., via navigation
systems. Road managers may also use reliability measures to analyze the functioning of
the road in order to decide on the reconstruction of road sections in order to improve the
road’s standard and speed and shorten travel time.

3.2. Scenario Analysis and Reliability Measures of Two-Lane Highways

Analyses of the reliability of road functioning are based on the decisions of road users
who drive along the road and generate travel times adequate to the traffic situation. Road
managers can analyse such trips and on this basis decide on the type of measures that can
be put in place to reduce travel times and improve road reliability and traffic safety. Such
analyses can be conducted for the entire road or for selected sensitive road sections.

Time-related measures of reliability (Section 2) are closely related to road speed, which
is limited by law, or locally by road signs. In the case of two-lane highways, the location
of road signs often results from the characteristics of the road and the need to ensure safe
passage. Free flow travel at speeds close to the permitted speed limit usually means a high
level of functional reliability for people who are aware of the route they are taking. There is
some synergy between the local speed limits set by road managers in hazardous locations
and travel time reliability related to this speed.

The research conducted in [43] shows that roads with lower technical parameters
have a lower capacity value, therefore, increased traffic relatively quickly leads to an
unfavourable level of service and a significant increase in travel time as seen in Figure 7.
The green colour representing a smooth drive does not change on the access sections of the
serpentine at either of the analyzed times, and the colour of the highly winding sections
does change, indicating a low travel speed in increased traffic [84].

126



Energies 2021, 14, 4577

Figure 7. Change in the travel speed caused by a road’s geometrical features and traffic features. The
left panel shows the situation at 2:30 p.m. in conditions of a higher traffic volume, and the right one
at 8:30 p.m. when traffic volume is low.

A justified and correct location of speed limit signs reflecting the local technical
parameters of the road and traffic safety considerations should correspond well with a
speed reflecting the 85th percentile and indirectly with the possible capacity of a given
road section, as traffic volume reaches the optimum value. Thus, it can be noted that
the travel time determined by the speed limit on the road is the appropriate travel time
reference value in operational reliability analyses. If a road section consists of several sub-
sections with different speed limits, the average weighted speed and travel time should
be determined. The above studies show three possible scenarios of functional reliability
analysis in relation to two-lane highways:

Scenario 1: The road is functioning reliably. Travel time is similar to the travel time at
the speed limit (85th percentile) or possibly higher. Traffic volumes Q in both directions
are much lower than road capacity C (V/C < 0.5). Overtaking is mainly determined by
the road’s geometry, i.e., its CCR and longitudinal slopes, etc. Drivers’ acceptance level of
traffic performance is high.

Scenario 2: Traffic volumes in both directions are much higher than in scenario 1 (V/C
ranges from 0.5 to 0.9), and overtaking is limited both by the road’s geometry and by higher
traffic volumes of the analyzed direction and the opposite one. In drivers’ opinion, the road
may be functioning reliably and unreliably. Variability of the traffic volume affects traffic
performance, and that’s why drivers’ acceptance level of traffic performance may differ.

Scenario 3: The road functions unreliably. Travel time is long and drivers, who travel
at a much lower speed than the permitted speed, find it unacceptable. Traffic volume is
close to or exceeds road capacity (V/C > 0.9). Overtaking is not possible due to high levels
of traffic volume. Geometric factors play a minor role. Drivers’ acceptance level of traffic
conditions is very low.

The use of the limit speed as a reference value for determining reliability measures does
not disqualify the use of other types of speed and thus travel times (statistical parameters).
However, from the point of view of road and traffic characteristics, traffic safety needs,
and the needs of practical application, this value is the most appropriate one for two-
lane highways. Having analyzed the reliability measures used (Section 2), the planning
time index (Equation (13)) and the travel time index (Equation (14)) are the most suitable
metrics for two-lane highways, assuming that the base travel time refers to the permissible
speed on the road or other local limits when a road section is divided into shorter sub-
sections (in which case it is advisable to determine the weighted average PTISL and TTISL).
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The thresholds values of PTISL and TTISL for individual levels of functional reliability
are presented in Table 2. The indicated division of the section corresponds to the three
analyzed reliability scenarios described in this chapter.

PTISL =
t95

tSL
(13)

TTISL =
tx

tSL
(14)

where: t95—95th percentile of travel time, tx—any percentile of travel time, tSL—travel time
determined by speed limits on the road.

Additionally, other statistical measures cited in Section 2 can be used to describe travel
time variability. When the road is located near a large agglomeration and the influence
of urban activity on traffic variability is noticeable, the buffer time index referring to
the average value may also be used, as long as it is calculated separately for individual
sub-sections of the road’s section with different speed limits (Equations (7) and (8)).

3.3. Sample Reliability Analysis for a Selected Road Section

A section of a two-way highway marked as national road No. 47 between Rabka
Zdrój and Klikuszowa, Poland was selected for analysis and was subsequently divided
into two subsections. The first subsection, 1459 m long, starts outside the section with a
2 × 2 cross-section, and the second, 750 m long, consists of straight subsections of the road
and a horizontal curve as denoted with the red arrows in Figure 8. The speed limit along
the first subsection is 90 km/h, and within the second section, the speed limit of 60 km/h
was introduced due to the presence of the horizontal curve having a large angle and a
small radius. The speed limit of 60 km/h ensures safe vehicle driving on the road curve
reflecting its technical parameters, including the superelevation used. Driving at a higher
speed increases the risk of the vehicle skidding off the road and thus the occurrence of a
traffic blockage, which would adversely affect the functional reliability of the analyzed
road section.

 

Figure 8. Analyzed section of the road divided into two subsections with speed limits of 90 km/h
and 60 km/h.

The road traffic parameters were measured on the selected section of the road (Figure 8)
around the clock, for 12 consecutive days of the week, i.e., from 13:15 on 13 May 2021 until
13:10 on 25 May 2021 using the GPS technology. The travel times of all vehicles (without
a break-down into light and heavy vehicles) were obtained automatically from Google-
associated paid applications for one direction, i.e., Kraków–Zakopane. The data were
collected at 15-min intervals for which the average value of travel time was determined,
with a break-down for each of the analyzed subsections (Figure 8) The introduction of
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a division of time into 15-min intervals results from the classic and practical approach
to the study of traffic volumes and traffic conditions [O2]. The HCM method [O6] also
indicates analyzing changes in traffic conditions in consecutive 15-min intervals as one of
the possible analysis periods.

Observation of the traffic volume on the analyzed section of the national road reveals
considerable variability of traffic during the 24 h time period, in relation to work-related,
recreational and tourist traffic. The traffic volume on the national road No. 47 on week-
end days often exceeds road capacity and contributes to congestion. Table 4 summarizes
the statistical parameters describing the variability of travel time in consecutive 15-min
intervals of the analyzed 12-day period, with a break-down into two analyzed road subsec-
tions. Additionally, the table specifies the unit travel time t100 (s/100 m) relating to two
subsections of the road having the same length of 100 m. The summary aims to show the
impact of different road features on travel time. Eliminating the impact of the different
lengths of individual road subsections on travel time will allow comparison of the statistical
parameters describing the variability of the unit travel time on a straight part of the road
(Section 1) and on a horizontal curve (Section 2), with different speed limits in place on the
road (Figure 9) and under the same traffic and weather conditions.

Table 4. Statistical parameters describing travel time variability determined for subsequent 15 min. time intervals.

Variable Subsection
Sample

Size
Average Median Min Max

Percentile
5%

Percentile
95%

Standard
Deviation

Coefficient of
Variation

t100
(s/100 m) 1 1090 4.7 4.7 4.0 11.0 4.2 5.6 0.61 12.9

t (s) 1 1090 69.2 68.0 58.0 160.0 62.0 81.0 8.96 12.9

t100
(s/100 m) 2 1090 6.0 5.5 4.4 35.0 4.8 7.9 2.1 35.2

t (s) 2 1090 44.8 41.0 33.0 264.0 36.0 59.0 15.8 35.2

 
Figure 9. Comparison of 50, 85 and 95% quantile of unit travel time t100 determined for a 100 m
length of subsections 1 and 2.

The analyses revealed a much greater value and variability of the unit travel time t100
along the horizontal curve (Section 2) than along the straight stretch of the road (Section 1).
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They showed a significant impact of the presence of the horizontal curve, markings limiting
the speed to 60 km/h and road safety devices (roadside barriers) on the speed of vehicles,
and thus on travel time. The impact of the presence of horizontal curves on travel speed
will be the greater, the greater the number of horizontal curves on the analyzed section
(Figure 5), and when the horizontal curves have a small radius and a superelevation along
the curve which are not adjusted to the speed limit on the road. The situation is made
worse by the road’s design featuring large turning angles and small curve radii at the same
time. Then the parameters of the horizontal curve do not allow for driving along the curve
at a speed of 90 km/h and there appears a need to introduce a speed limit necessitated by
the requirements of traffic safety (Figures 3 and 8). In most cases, drivers adjusted their
speed (85% quantile) to the applicable speed limit on the road, accepting the reasonableness
of vertical markings ensuring safe driving on the curve, and thus accepting the increased
travel times resulting from its presence.

Table 5 presents the results of planning time index analyses conducted in a classic
way (Equation (9)) and in the way proposed in the paper (Equation (13)), i.e., relating to
the travel time in accordance with the speed limit enforced on the road. The travel time
t0, in conditions considered to allow free flow was determined based on the American
recommendations [44]. Method [44] states that the initial speed of vehicles in free flow
traffic can be determined by increasing the speed limit on a two-way highway by 15 km/h.

Table 5. Summary of calculation data and analysis results regarding PTI and PTISL values.

Subsection t95 (s) t0 (s) PTI (Equation (9)) tSL (s) PTISL (Equation (13))

1 81.0 50.0 1.62 58.4 1.39

2 59.0 36.0 1.64 45.0 1.31

Comparing the results of the analyses, it can be concluded that the classical analysis
performed on the basis of Equation (9) yields much worse results than in the case relating
to travel time in accordance with the speed limit. In both cases, in accordance with the
criteria in Table 2, the same fair level of functional reliability was obtained. The classical
approach refers to much higher travel speeds typical of free flowing traffic. An analysis
performed in this way results from vehicle drivers’ expectations which are overestimated
and inconsistent with applicable regulations, expectations which ignore road safety. It is
worth noting that any increase in vehicle speed above the applicable speed limit increases
the risk of road incidents. In the analyzed case, the risk will be much greater on a horizontal
curve than on a straight stretch of the road (risk of the vehicle skidding off the road at a
higher speed).

When assessing the road’s functional reliability in a dependable manner, apart from
the impact of traffic variability, one should also take into account the possibility of traffic
jams resulting from road incidents. When these occur, they block the possibility of driving
on a two-way highway, and their high frequency, e.g., due to increased travel speed, reduces
the level of the road’s functional reliability and the reliability of the analyses. The number
of road incidents strongly corresponds to the traffic volume on the road and therefore it
is important to maintain vehicle speed below the speed limit by applying appropriate
preventive (fines) and engineering measures (speed limit signs, speed cameras, sectional
speed measurements, etc.). By showing a slightly worse functional reliability of the road in
the classic approach (referring to the free flow speed), it is possible to incorrectly assess the
functional state of the road and incorrectly plan financial outlays. Therefore, the conducted
analyses indicate a very strong correlation between functional reliability measures and
road safety levels, defined, inter alia, in terms of geometric parameters and applicable
speed limits.
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4. Conclusions

The research carried out on two-way highways allowed to achieve the goal of the
analysis and provided an answer to the research question. The geometrical differentiation
of two-lane highways has a significant impact on drivers’ behaviour and the speeds they
achieve, and, consequently, on travel times. On the analyzed roads, especially when there
are heavy vehicles in traffic, one can often observe platoon driving with vehicles following
the leader. Its duration depends not only on the volume of heavy vehicle traffic and
traffic from the opposite direction but also on the geometric features of the road, such as
CCR, longitudinal slope, the width of the road and the type of shoulder. Travel time may
also be occasionally inflated by adverse weather conditions that adversely affect drivers’
behaviour and road capacity, as well as other random incidents on the road often occurring
due to increased travel speeds. On the basis of Polish research, the influence of these
factors on travel speed and thus on travel time as well as a road’s functional reliability
was demonstrated. Analyses of the currently used reliability measures conducted mainly
for dual carriageways indicate the need for an appropriate reference level that will reflect
the road type and its standard. The reference parameter should combine the appropriate
road and traffic characteristics from the point of view of describing reliability, functionality
and traffic safety. The paper proposes that permissible speed is the best reference level for
two-lane highways. The proposed parameter is different from that recommended for dual
carriageways of high technical parameters. The speed limit on single carriageways changes
rather frequently along the road and depends on the road’s characteristics, indicating to
drivers the safe and reliable travel speed. Reliability analyses require therefore that a road
section be divided into shorter sub-sections. The influence of traffic characteristics (traffic
volume and structure) differentiates travel time in relation to the time resulting from the
speed limit, and its comparison with the marginal values allows classifying individual
sub-sections and the entire section’s functional reliability.

Current reliability analyses barely take into consideration the need to relate the refer-
ence level (arising e.g., from the free flow speed or various quantiles of travel speed) to the
needs of road safety (resulting e.g., from the applied speed limits on the road or from risk
analyses of road incidents). Often it is difficult and complicated to determine the value of
free flow speed and, consequently, such determination may not correspond to the actual
conditions. Pertinent literature does not assess the value of the difference between travel
time arising, e.g., from the 85% quantile and the travel time resulting from the speed limits
enforced on the road. The size of the analyzed difference may be related to the indicators
concerning the number of road incidents and the risk of their occurrence. Further analyses
and studies in this field are necessary, not only for single carriageways but also for dual
carriageways. The paper shows gaps in research in the field of continuous traffic tests and
reliability analyses into two-lane highways, and indicates the need to develop and quantify
reliability measures, thanks to which actions can be taken to improve traffic flow on the
analysed roads. The use in the presented analyses of a tool for continuous measurement of
travel time using GPS devices installed in vehicles and mobile phones allowed for analysis
of the variability of travel time on the analyzed road section over a long period of time,
and thus allowed indicating the impact of selected road and traffic factors and the need to
incorporate traffic safety recommendations into reliability analyses. In the development
of methods of road reliability analysis, it is necessary to develop tools for the continuous
collection and analysis of traffic data.
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Abstract: Lateral support systems in vehicles have a high potential for reduction of lane departure
crashes. To profit from their full potential, such systems should function properly in adverse
conditions. Literature indicates that their accuracy varies between day and night-time. However,
detailed quantifications of the systems’ performance in these conditions are rare. The aim of this study
is to investigate the differences in detection quality and view range of Mobileye 630 in dry daytime
and night-time conditions. On-road tests on four rural road sections in Croatia were conducted.
Wilcoxon signed-rank test was used to test the difference between the number of quality rankings
while absolute average, average difference and standard deviation were used to analyse the view
range. Also, a paired samples t-test was used to test the difference between conditions for each line
on each road. The overall results confirm that a significant difference in lane detection quality view
range exists between tested conditions. “Medium” and “high” detection confidence (quality level
3 and 2), increased by 5% and 8% during night-time compared to daytime while level 0 (“nothing
detected”) decreased by 12%. The view range increased (almost 16% for middle line) during daytime
compared to night-time. The findings of this study expand the existing knowledge and are valuable
for research and development of machine-vision systems but also for road authorities to optimize the
markings’ quality performance.

Keywords: ADAS; lateral support systems; lane detection; automated driving; visibility; lane
keeping systems

1. Introduction

Lane departure crashes are one of the most common types of road accidents. In the
US alone, 51% of all fatal accidents are caused by lane departure, i.e., a vehicle crossing the
edge or the centre line [1]. There is a variety of contributing factors involving the driver,
the vehicle, the road and its surroundings (the environment) but it is proven that rural
roads with low traffic volume and density are more likely to contribute to road departure
accidents [2]. This is mainly due to higher travelling speed, distracted driving and/or
fatigue. Different safety measures have shown positive results in decreasing lane departure
accidents [3–5], yet the overall problem still exists.

A potentially promising solution to the aforementioned problem lies in automated
driving and Advanced Driver Assistance Systems (ADAS), which perceive the static and
the dynamic content of the environment around the vehicle and thus assist the human
driver in driving. An important task during environment perception is lane detection
needed for Lateral Support Systems (LSS), which comprise of lane departure warning
and/or lane keeping assistance. The main purpose of LSS is to prevent road accidents
caused by road departure or entrance in the lane of other vehicles. Due to high fatality
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rate in such accidents, the use of different LSS could significantly improve the overall road
safety [6–9].

In literature, two main technologies for LSS are reported: LIDARs (Light Detection
and Ranging) and vision-based cameras. The main advantage of LIDAR is the fact that it
uses an active light source and thus does not rely on the variabilities associated with exter-
nal/natural lighting as do regular vision-based cameras [10]. However, LIDAR technology
is usually used for adaptive cruise control, while lane detection is only partially feasible
and mainly used in expensive demonstrator vehicles for highly automated driving [11].
Therefore, current market-ready systems use passive vision-based cameras and image
processing to collect and analyse the data from roads [12]. In general, camera-based lane
detection starts from image pre-processing which includes different corrections of the
collected image (such as exposure correction and shadow removal) and feature extraction.
This is then followed by feature detection and model fitting, and then time integration to
keep temporal and position consistency [13].

The proper function of LSS depends on several factors [11,14,15]: the quality of the
camera (focal distance and camera velocity), condition, colour, width and visibility of
lane markings (daytime visibility, night-time visibility—retroreflection and contrast to
pavement), lane marking configuration (full/dashed, length of dashed lines), driving
speed, weather conditions, general visibility of the environment, sun direction, pavement
characteristics (type, condition and texture), geometry of the road, type of road edge
(structured/unstructured) and combinations of the above factors.

Several studies have investigated how lane markings’ characteristics affect the ac-
curacy of lane detection under different conditions. One of the first such studies was
conducted in Sweden in 2010 with the aim of testing various types of lane markings
(flat/profiled, new/existing) under different weather and lighting conditions [16]. The
study concluded that in dry daytime conditions, the luminance coefficient must be at least
5 mcd/lx/m2 higher than the road surface and that it should be at least 85 mcd/lx/m2.
Furthermore, the study also found that roads wider than seven meters need to have a
centre line in order for LSS to become active. Finally, the study highlighted the importance
of increased visibility of lane markings in wet and rainy conditions. In 2016, a research
was conducted with the aim of identifying the effects of lane markings’ characteristics
(width, colour and retroreflectivity) on the performance of a machine-vision system [17].
The study concluded that the view range of the investigated machine-vision (Mobileye) is
between 6–18 m in front of the vehicle and that, at night-time, the retroreflectivity of lane
markings affected the reading quality. Namely, lane markings with higher retroreflectivity
increased the reading level and confidence. Also, wider lane markings (15 cm width) were
read better when compared with narrower markings (10 cm width), regardless of stripe
colour. Similar results were obtained in a 2017 study [18]. The results indicated that the
machine-vision (Mobileye) detection of lane markings generally increased with the increase
of retroreflection and contrast ratio. However, the authors highlighted that factors such as
light bloom from a low-angled sunlight or visual occlusion from rain, snow, or fog may
also influence the detection and readability of machine-vision. Furthermore, such systems
generally detect markings with the minimal retroreflectivity of 100 mcd/lx/m2 but do
not necessarily provide the strongest detection. An extensive study, which consisted of
interviews of stakeholders and on-road and off-road testing, was conducted in Australia
in order to determine the implications of road markings for machine vision [11]. Testing
scenarios included several test cases which included the impact of different road mark-
ings’ characteristics (daytime dry luminance coefficient—Qd, daytime dry contrast ratio,
day wet contrast ratio, night dry retroreflectivity—RL, night dry contrast ratio, night wet
(recovery) retroreflectivity—RL, night wet contrast ratio width, marking width), different
complex situations (such as road markings’ perceptual measures), non-marked edge line,
road curvation etc. The authors used several vehicles and a Mobileye camera to test lane
detection depending on different scenarios. Based on data analysis, it was concluded that
machine-vision detection of solid lines is “better” when compared to dashed lines with
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same characteristics (equal width, brightness and maintenance). Weather conditions also
impacted machine-vision readings differently. Namely, minimal ambient lighting (such as
streetlights or low-angled sunlight) may improve the contrast ratio due to reduced specular
diffusion and, thus improve line detection. On the other hand, with excessive ambient
lighting, machine-vision systems can suffer from ‘light bloom’. Furthermore, the contrast
ratio for night-time visibility of between 5-to-1 and 10-to-1 between lane markings and the
surrounding substrate is needed for proper functioning of the machine-vision system. Also,
lane detection during the day was generally less effective than at night-time due to the
complexity of visual clutter evident during daylight hours and the fact that retroreflective
properties of well-maintained lane markings provide greater contrast during night-time. In
addition, the study found that several other factors, such as driving speed, marking width,
maintenance practices etc. influence the accuracy of machine-vision.

Most recently, a researcher at the Department of Civil Engineering and Architecture at
the University of Catania used Automatic Road Analyzer (ARAN) and Mobileye 6.0 system
to investigate how different road factors (road characteristics and conditions) impact the
performance of the LSS system [19]. The ARAN was used to obtain measures of road
geometric characteristics (cross section, gradients, horizontal and vertical alignment) which
were then synchronised with the Mobileye. In addition, the luminance coefficient of the lane
marking in diffuse lighting conditions (Qd) was detected with a portable retroreflectometer.
Based on the data analysis using a Decision Tree Method, authors concluded that when
daytime visibility (Qd) of road markings is lower than 153 mcd/lx/m2, the probability of
LSS failing rises to 11.4% for the calibration sample and 14.35% for the validation sample.
Also, curved road sections (with R < 141 m) showed a higher percentage of faults than the
average 3% in the test conditions. On the other hand, the average driving speed did not
result in any significant changes in LSS accuracy. Overall, the results suggest that a Qd
higher than 153 mcd/lx/m2 improves the detection of lane markings using a Mobileye
lane detection system.

Based on literature findings, one can conclude that the function of LSS is influenced by
a number of factors and their interaction. However, it is still largely unknown to what extent
each factor influences LSS, precisely due to their high number and their interaction (one
factor may significantly influence another one in certain conditions). The aforementioned
can be seen from the example of “visibility factor”, i.e., lane detection between daytime and
night-time. Several studies indicated that the accuracy of lane detection varies between
day and night-time, however it is still largely unknown to what extent these differences
go. For this reason, the aim of this study is to conduct on-road tests in order to determine
and compare the detection quality and view range of the machine-vision system during
dry daytime and night-time conditions. Based on the aforementioned aim and literature
review, the hypotheses of the study are as follows:

- A statistically significant difference of detection quality and view range of lane detec-
tion system exists between daytime and night-time conditions;

- Detection quality of lane markings is “better” during night-time compared to daytime;
- View range of the machine-vision system will be longer during daytime compared to

night-time.

The results of the study are important for two reasons. First, they provide a valuable
input to researchers and developers regarding the “real-world” functioning of machine-
vision lane detection. The insight into the variations of lane detection accuracy in different
visibility conditions may help further development of such systems. Second, the results
may help road authorities in optimizing the quality performance of road markings. Namely,
it is still not entirely clear what the minimal quality requirements for road markings are in
order to provide adequate accuracy of machine-vision. However, knowing which visibility
conditions are more problematic for machine-vision may help road authorities in prioritiz-
ing maintenance activities as well as defining minimal visibility levels of road markings.

The manuscript is structured in five main sections. Section 1 presents the research
problem and literature findings related to the impact of road markings quality on LSS.
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Section 2 describes the research equipment, testing procedure, road sections chosen for the
purpose of this research and data analysis. The results of on-road tests are divided into two
subsections presented in Section 3: Quality of lane markings’ detection and view range of
lane markings. In Section 4 the obtained results are discussed and compared to findings
from previous studies, including limitations and suggestions for future studies. The last
section (Section 5) presents the conclusion of the study and provides potential practical
application for the obtained results.

2. Materials and Methods

2.1. Apparatus

The data related to lane detection was recorded using Mobileye 630 system imple-
mented in the testing vehicle (BMW640i) of the Institute of Automotive Engineering, Graz
University of Technology (Figure 1). The system is developed by a leading supplier of
camera systems for ADAS and it was previously used in several studies [11,14,17,19]. The
Mobileye 630 system uses a digital camera with the 38 degrees horizontal and 28 degrees
vertical field of view located behind the front windshield inside the vehicle. Using im-
age processing chips, the camera enables high-performance real-time image processing
(15 frames per second) of different objects on roads such as lane markings, pedestrians etc.
The system, among others, conforms to the Directive 72/245/EEC for electronic equipment
which can be built in road vehicles and enables extraction of recorded data for further
processing. For the purpose of this study, we recorded the data related to the type of
detected longitudinal marking (continuous or dashed), approximate marking width, view
range and the quality of the marking both for middle and edge lines. The vehicle was
also equipped with a precise measurement system to record the vehicle’s trajectory by a
combination of GPS localization (Novatel OEM-6–RT2 receiver) and inertial measurement
unit (GENESYS ADMA G-III).

 

Figure 1. Testing vehicle with Mobileye 360 implemented behind the front windshield inside
the vehicle.

2.2. Test Road Sections and Procedure

The study was conducted on four rural road sections in Croatia in total length of
120.8 km. The roads were two-way roads with 3.5 m lane width and low traffic volumes.
Three road sections were marked with the middle line and partially with edge lines while
the fourth road had only the middle line. All markings were white, 15 cm wide and made
from solventborne paint (Type I). The main characteristics of the road sections are presented
in Table 1.
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Table 1. Characteristics of test road sections.

# Road Lenght (km) Markings Width (cm)
Length of the

Middle Line (km)
Age of the Marking

Length of the
Edge Line (km)

1 32.21 15 Solid: 20.61
Dashed: 11.60

Middle: <6 months
Edge: >1 year Solid: 11.73

2 20.53 15 Solid: 14.68
Dashed: 5.85

Middle: <6 months
Edge: >1 year Solid: 11.30

3 38.05 15 Solid: 15.00
Dashed: 23.05

Middle: <6 months
Edge: >1 year Solid: 22.27

4 30.01 15 Solid: 30.08 Middle: >1 year -

The roads were selected based on the fact that they are rural with low traffic volumes.
Rural roads with low traffic volumes have higher risk of road departure accidents [2] and
thus the importance of LSS is increased. Also, roads were selected since they have the
recommended width of lane markings for LSS [20–22] and on the majority of their length,
there is no road lighting. Road lighting was present only on short sections located in
populated areas. However, these sections were excluded from the analysis (see Section 2.3).

Each road was “measured” twice: once during daytime and once during night-time.
The measurements for night-time conditions were conducted on 21 September 2020 and on
22 September 2020 for daytime conditions. The measurements were done between 10:15 h
and 13:00 h during daytime and between 19:20 h and 22:20 h during night-time. In both
conditions, the weather was dry and the sky clear. The driving speed was in accordance
with the speed limit and differed between 60 km/h and 80 km/h. In this way, we tried
to control the impact of speed on the detection of markings since literature suggests that
speed has a varying impact on machine-vision (some improve at higher speeds, some
degrade) [11].

2.3. Data Analysis

Raw data from the Mobileye device was extracted using Control Area Network (CAN)
bus interface separately for each road. As stated in Section 2.1, the data was recorded with
Mobileye, and two main variables were analysed: view range and the detection quality
of the markings. View range was determined in meters (maximal value 80 m) while the
quality level was ranked on the scale from 0 to 3, where 0 equalled “nothing detected”,
1 presented “low detection confidence”, 2 “medium detection confidence” and 3 “high
detection confidence”. The thresholds for each quality level are not known to the authors
since this information is a “know-how” of the manufacturer. The sampling rate of the
camera was set at 100 Hz and GPS coordinates were recorded for each sample.

Since smaller parts of the roads are passing through settlements with road lighting,
we have excluded those sections from the analysis in order to eliminate the impact of such
environmental lighting on Mobileye during night-time. Also, since edge markings were
not located on the whole length of the analysed roads, sections without edge lines are also
excluded from the analysis.

The results of the “measurements” between day and night conditions were correlated
based on the GPS coordinates. Two analyses were conducted: (1) quality of lane marking
detection; and (2) view range. With respect to (1), the number of samples per each quality
level was calculated for each road. Wilcoxon signed-rank test was used to test the difference
in the number of quality rankings on each road during daytime and night-time. The
Wilcoxon signed-rank test is a non-parametric equivalent of the dependent t-test, meaning
that it is based on the differences between scores in the two comparing conditions. Once
the differences are calculated, they are ranked and the sign of the difference (positive or
negative) is assigned to the rank [23]. To calculate the significance of the test statistic (T),
the mean (T) and the standard error (SET) are used as shown in the following equation:

T =
√

n(n + 1)4 (1)
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SET =

√
n(n + 1)(2n + 1)

24
(2)

Based on the test statistic, the mean of the test statistic and the standard error, z-score
is calculated using the Equation (3):

z =
T − n(n+1)

4√
n(n+1)(2n+1)

24

(3)

The view range analysis included the calculation of the absolute averages for each
road, line and visibility conditions as well as the average difference and standard deviation
when daytime reading quality was higher compared to night-time and vice versa for
both markings (middle and edge). Finally, a paired samples t-test was used to test the
difference between night-time and daytime conditions for each line on each road. In
general, a paired samples t-test compares the means of two measurements taken from
the same individual object, or related units. These “paired” measurements can represent
a measurement taken at two different times, a measurement taken under two different
conditions or measurements taken from two halves or sides of a subject or experimental
unit. The test compares the mean difference between samples (D) to the difference that
is expected to be found between population means (μD), and then takes into account the
standard error of the differences (SD/

√
N), as shown in the following equation:

t =
D − μD

SD/
√

N
(4)

If the null hypothesis is true, then it is expected that there is no difference between
the population means (μD = 0). The purpose of the test is to determine whether there is
statistical evidence that the mean difference between paired observations is significantly
different from zero [23].

In both tests (Wilcoxon signed-rank and paired samples t-test), the significant level
was set at 0.05. IBM SPSS 26 was used for statistical analysis.

3. Results

As described in Section 2.3, raw data for each road was purified after extraction in
order to exclude road sections without edge markings as well as parts with road lighting.
The final data used in the analysis included 2,649,472 samples and for each sample the
quality of the detection and the view range were recorded. The total number of samples per
each quality level, line type (middle/edge) and visibility conditions (night-time/daytime)
is presented in Table 2.

Table 2. Number of analysed samples.

Quality
Level

Night-Time Daytime
Total

Middle Edge Middle Edge

0 136,547 269,928 124,530 330,601 861,606
1 21,912 7968 22,029 7767 59,676
2 76,333 111,206 103,074 69,030 359,643
3 523,046 177,796 508,205 159,500 1,368,547

Total 757,838 566,898 757,838 566,898 2,649,472

Further analysis is divided into two subsections: Quality of lane markings’ detection
and view range of lane markings, and presented in the following chapters.
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3.1. Quality of Lane Markings’ Detection

During night-time, 69% of all readings of the middle line were ranked as level 3, i.e.,
“high detection confidence”. Around 18% of middle markings were not detected (level
0), almost 2% had “low detection confidence” (level 1) while 10% had “medium detection
confidence” (level 2). On the other hand, night-time readings for the edge line are as
follows: 31% level 3, 20% level 2, 1% level 1 and 48% level 0.

The overall results for the middle line show that the number of samples classified as
level 3 and 0 differed around 2% between daytime and night-time with lower number of
samples recorded during daytime. On the other hand, the number of samples classified
as level 2 during daytime increased by reaching 3.5% difference compared to night-time,
while level 1 varied slightly between the two conditions. A similar result was found for the
edge marking. During daytime, the number of level 3 and 2 samples decreased compared
to night-time, with differences of around 3% and 7% respectively. The number of level 1
samples increased during daytime and differed by 10.7% to the night-time, while level 1
stayed approximately the same.

The afore-presented results are shown in Figure 2.

(a) 

 
(b) 

Figure 2. Comparison of the Mobileye readings (quality level) between night-time and daytime
quality measurements for middle (a) and edge lines (b).
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Overall, when analysing all roads and lines together, on average 50% of daytime
readings were classified as level 3, 13% as level 2, 2.2% as level 1 and 34% as level 0. On
the other hand, those averages changed to some extent during night-time as visible from
the Figure 3. Namely, the average number of level 3 readings decreased by almost 5% in
daytime compared to night-time conditions. It is similar for level 2 where the decrease is
8% while the number of level 1 readings decreased slightly (0.28%). On the other hand, the
number of level 0 readings in daytime increased by 12% compared to night-time.

 

-0.28%

-8.23%

-4.73%
11.97% 

Figure 3. Number of overall reading qualities during daytime and night-time as well as their
differences (day–night).

When looking at each road separately, the results show that on all the roads the
percentage of level 3 readings is higher during night-time when compared to daytime,
reaching the maximum difference on road four—3.52%. On two roads (one and four), the
percentage of level 2 daytime readings is higher compared to night-time and lower on other
two roads (two and three). The percentages of level 1 readings remained approximately
the same in both conditions while the number of level 0 readings is higher during daytime
on three roads (one, two and three) with the maximum of 6.86%. The results for each road
are presented in Table 3.

Table 3. Frequencies and percentages of samples by each marking quality rank for middle and edge
lines during night-time.

Road
Marking
Quality

Daytime Night-Time Daytime–Night-Time

1

0 32.61% 31.38% 1.24%
1 2.70% 2.99% −0.29%
2 19.60% 17.70% 1.89%
3 45.10% 47.93% −2.84%

2

0 46.48% 39.62% 6.86%
1 3.18% 2.89% 0.29%
2 6.98% 10.92% −3.94%
3 43.36% 46.57% −3.21%

3

0 28.59% 22.98% 5.60%
1 1.50% 1.43% 0.07%
2 11.31% 15.57% −4.26%
3 58.61% 60.02% −1.41%

4

0 53.25% 47.07% −0.42%
1 1.48% 1.64% 0.00%
2 16.04% 13.67% 3.94%
3 29.23% 37.62% −3.52%
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In order to test the statistical difference between the detection quality of lane markings
during daytime compared to night-time, a Wilcoxon signed-rank test was used. Table 4
presents the results of the aforementioned tests, separately for middle and edge lines on
all four roads. Although the majority of samples had “equal readings” in both conditions
(day = night), it can be concluded that for all four roads a statistically significant difference
in the number of samples between visibility conditions still exists (p < 0.05). Roads 1 and 4
have more samples which had higher readings during night-time compared to daytime,
while it is the opposite on roads 2 and 3.

Table 4. Results of Wilcoxon signed-rank test for middle and edge lines on analysed roads.

Road Comparison

Middle Line Edge Line

N Z
Asymp.

Sig.(2-Tailed)
N Z

Asymp.
Sig.(2-Tailed)

1
Day < Night 59.899

−4.62 <0.05
45.890

−20.532 <0.05Day > Night 40.474 48.913
Day = Night 98.369 103.939

2
Day < Night 20.177

−35.144 <0.05
36.485

−109.836 <0.05Day > Night 32.018 13.910
Day = Night 79.705 81.505

3
Day < Night 38.225

−14.26 <0.05
85.202

−76.954 <0.05Day > Night 40.965 62.247
Day = Night 157.066 88.807

4
Day < Night 47.808

−8.297 <0.05
-

- -Day > Night 45.717 -
Day = Night 97.415 -

3.2. View Range of Lane Markings

Overall, the absolute average of Mobileye’s view range for the middle line during
night-time was 34.07 ± 22.23 m. During daytime, the view range increased and averaged
39.42 ± 25.36 m. On the other hand, the range for the edge lines was lower compared to
the middle lines in both daytime and night-time conditions, averaging 17.69 ± 24.38 m and
17.01 ± 20.48 m, respectively. Absolute averages of the view range for each road, line and
visibility condition is presented in Table 5.

Furthermore, we calculated the average difference and the standard deviation of the
view range when daytime reading quality was higher compared to night-time and vice
versa for both markings (middle and edge). On average, the difference in the view range
for the middle line when daytime had higher reading quality was around 29 m with the
standard deviation of around 21 m. On the other hand, when reading quality was higher
during night-time, a slight decrease of the view range difference and standard deviation
was recorded. There is a similar trend for the edge line as well but the difference in view
range for “Daytime > Night-time” is almost 40 m and “Night-time > Daytime” around
27 m as shown in Table 6.
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Table 5. Absolute averages of the view range for each road, line and visibility condition.

Line/Condition Mean Std.
95% Confidence Interval

Lower Bound Upper Bound

Road 1
Middle

line/Night-time 33.16 21.89 33.07 33.26

Edge line/Night-time 15.67 20.54 15.58 15.76
Middle line/Daytime 38.93 24.66 38.82 39.04
Edge line/Daytime 21.43 27.25 21.31 21.55

Road 2
Middle

line/Night-time 33.83 20.58 33.72 33.94

Edge line/Night-time 9.58 15.72 9.49 9.66
Middle line/Daytime 41.57 24.64 41.44 41.71
Edge line/Daytime 6.09 16.77 6.00 6.18

Road 3
Middle

line/Night-time 42.68 22.82 42.58 42.77

Edge line/Night-time 25.79 25.19 25.69 25.89
Middle line/Daytime 46.43 24.17 46.34 46.53
Edge line/Daytime 25.53 29.11 25.42 25.65

Road 4
Middle

line/Night-time 26.60 23.64 26.49 26.71

Middle line/Daytime 30.72 27.96 30.59 30.84

Table 6. Average differences in view range of middle and edge lines for each road and condition.

Road

Middle Line Edge Line

Daytime > Night Daytime < Night Daytime > Night Daytime < Night

Average
Diff. (m)

Std.
Average
Diff. (m)

Std.
Average
Diff. (m)

Std.
Average
Diff. (m)

Std.

1 26.43 18.36 22.97 17.30 37.40 21.03 21.31 17.51
2 31.39 25.90 26.26 24.00 38.80 20.93 29.30 15.12
3 27.68 21.03 24.95 18.03 40.71 25.31 32.74 22.47
4 30.67 19.77 30.00 18.39 - - - -

Average 29.04 21.26 26.04 19.43 38.97 22.42 27.78 18.36

In addition, a paired samples t-test was used to test whether a significant difference
between night-time and daytime conditions for each line on each road exists. In total
7 pairs were made as shown in Table 7. The results of the t-test show that the view range
between all pairs is statistically different (p < 0.05), i.e., that Mobileye view range differed
for all test cases between daytime and night-time conditions.
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Table 7. Results of paired samples t-test.

Road/Pairs

Paired Differences

t P (2-Tailed)
Mean Std.

Std. Error
Mean

95% Confidence Interval
of the Difference

Lower Upper

1 Middle line-Night-time vs.
Middle line-Daytime −5.76 29.51 0.06 −5.89 −5.63 −87.09 <0.05

2 Edge line-Night-time vs.
Edge line-Daytime −5.76 27.11 0.06 −5.88 −5.64 −94.85 <0.05

3 Middle line-Night-time vs.
Middle line-Daytime −7.74 30.22 0.08 −7.90 −7.57 −93.02 <0.05

4 Edge line-Night-time vs.
Edge line-Daytime 3.49 22.76 0.06 3.36 3.61 55.67 <0.05

5 Middle line-Night-time vs.
Middle line-Daytime −3.75 32.58 0.06 −3.88 −3.62 −56.04 <0.05

6 Edge line-Night-time vs.
Edge line-Daytime 0.25 35.78 0.07 0.11 0.40 3.49 <0.05

7 Middle line-Night-time vs.
Middle line-Daytime −4.12 32.50 0.07 −4.26 −3.97 −55.39 <0.05

4. Discussion

Although several studies [11,14,15] investigated how different factors affect lane
detection and thus proper functioning of LSS, gaps in literature still exist. Mainly, these
gaps are related to determining the adequate levels of lane markings’ visibility in different
conditions. For this reason, an on-road test was conducted to determine and compare the
detection quality and view range of machine-vision system during daytime and night-time.

The overall results show that the number of each quality level (0–3) as output from
the camera differed between visibility conditions. Namely, the average number of level 3
and 2 readings decreased by 5% and 8% in daytime compared to night-time conditions.
The share of level 1 remained approximately the same (slight decrease—0.28%) while the
number of level 0 readings in daytime increased by 12% compared to night-time indicating
potential failures in lane detection during daytime. Although the conducted tests show that
a significant difference of quality readings between visibility conditions exists, it has to be
noted that differences are relatively small and may not influence the functioning of the lane
detection system. The main concern from the practical point is related to the 12% increase
of level 0 readings during daytime compared to night-time. Since level 1 readings in both
conditions stayed approximately the same, it is reasonable to conclude that in some cases
markings were not detected by Mobileye (level 0) during daytime while during night-time
they were detected with medium (level 2) or high detection confidence (level 3). Since the
driving speed, the sun direction in daytime conditions and the impact of road lightning
in night-time conditions were controlled, the potential reason for such results is related
to the difference in visual complexity between the two conditions (day vs night-time).
Due to the complexity of visual clutter during daytime, the contrast ratio between the
marking and the road may differ and decrease thus affecting the proper functioning of
lane detection. This is also suggested by previous studies in which it was found that
the optimum contrast between marking and road surface should be around 3:1 during
daytime [11,19]. On the other hand, the aforementioned contrast ratio during night-time is
generally much higher due to the fact that the surrounding environment is dark and the
visibility of lane markings is achieved with the use of retroreflective materials, i.e., glass
beads which return the incoming light ray from the vehicle headlights back to the source
(driver) [24]. In addition, the number of samples classified as level 0 detection quality
was much higher for edge markings compared to middle markings, both during daytime
and nigh-time. This suggests that the quality of the marking plays an important role. On
three roads the middle line was relatively new (<6 months,) and on one road it was older
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than one year. On the other hand, edge markings on all three roads were older than one
year. Several studies proved that age affects visibility properties (daytime and night-time
visibility) of lane markings, especially for paint markings [25–28]. Since the service life of
paint markings is usually around one year, it is reasonable to conclude that the visibility
properties of edge lines in this study were lower compared to newer middle lines.

Although the detection quality slightly decreased in daytime compared to night-time,
the view range increased, however differently for middle and edge lane marking: the
absolute average and the standard deviation of the view range for the middle line during
daytime was 39.42 ± 25.36 m compared to 34.07 ± 22.23 m in night-time conditions. The
range for edge lines was shorter compared to middle lines in both daytime and night-time
conditions averaging 17.69 ± 24.38 m and 17.01 ± 20.48 m, respectively. Such results are
lower compared to the study [17]. However, this is mainly due to the different methodology.
The aforementioned study tested lane detection in a static environment with consistent
parameters (new markings, lighting, road surface retroreflectivity, etc.) and used older
version of Mobileye (560). Overall, form the practical point of view, the differences of the
results between visibility conditions are, as in the case of detection quality, relatively small.
However, there is a much higher difference between the view range of middle and edge
markings. This may be due to the markings’ age. As described in previous paragraph,
the age of the marking affects its visibility properties (daytime and night-time visibility).
Since edge lines in this study were older compared to the middle lines, it is reasonable
to conclude that their visibility properties were lower compared to newer middle lines.
Furthermore, relatively high standard deviations of the view range (around 20 m) for all
markings suggest that, beside the markings age and its visibility, road geometry plays an
important role in lane marking detection. Since Mobileye camera is fixed to the vehicle
windshield, it is not moving like human drivers’ head and eyes would, meaning that it
“looks” at a relatively fixed area at the more or less the same angle, i.e. the viewing area
and angle are changed only with the change of the vehicles movement. This indicates
that with the change of road geometry such as curves, dips, slopes etc., middle and edge
lane markings will be “seen” by the “fixed” machine-vision at different distances. The
aforementioned findings further support the findings from literature [11,14,15].

Although this study provided valuable results, there are several limitations. First, lane
markings’ visibility properties were not taken into account due to the fact that the main
objective of the study is to compare the detection quality and view range of a machine-
vision system during daytime and night-time and to analyse how these values change
depending on the visibility conditions alone. Further research is needed to determine
the relationship between daytime and night-time visibility on the detection quality and
view range of LSSs. Furthermore, we did not evaluate how different road geometry
and lane markings’ configurations (dashed vs solid) affect the detection of markings.
Existing literature indicates that both road geometry and configuration of lane markings
are potential influencing factors [11]. However, due to the lack of data related to the road
geometry (curves, dips, slopes etc.) and exact location of each type of dashed lines, such
analysis was not conducted. Also, the daytime measurements were conducted between
10:15 h and 13:00 h which may have, to some extent, affected the results since the sun
direction is one of the factors that affects lane markings’ detection by machine-vision
systems [11,14,15]. However, all measurements were conducted on the same day under
the clear sky and on roads whose direction is not in the direction of the sun (north-south
direction) so the effect of the aforementioned factor is limited and negligible. The effect of
driving speed was also not analysed, although the literature suggests that vehicle speed
has a varying impact on machine-vision systems—some improve at higher speeds and
some degrade [11]. Since the tests in this study were conducted on rural roads, the driving
speed was in accordance with the speed limit (between 60 km/h and 80 km/h) and thus
the impact of speed was controlled. Lastly, only one machine-vision system (Mobileye 630)
was tested and overall results may not be applicable to other such systems.
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Since the differences between lane markings’ detection found in this study are rela-
tively small, more studies are needed to further validate here presented results. Besides
determining the relationship between daytime and night-time visibility on the detection
quality and view range of LSS, future studies should focus on detailed investigation of the
influence of other factors on the LSS such as weather conditions, road geometry (curves,
dips, slopes etc.), markings’ characteristics (colour, width, configuration), driving speed,
road surface characteristics (type, condition and texture) etc., as well as combinations of
these factors. Therefore, we propose that future research combines the field and on-road
tests in order to further expand the existing knowledge and thus improve the overall quality
of machine-vision systems as well as to determine adequate properties of lane markings.

5. Conclusions

The results of this study indicate that lane marking detection quality and view range
by machine-vision system differs to some extent between dry daytime and night-time con-
ditions. The field test results show that detection quality of lane markings is “better” during
night-time compared to daytime. However, it has to be noted that the aforementioned
differences are relatively small and may not critically influence the functioning of the lane
detection system. Nevertheless, the results presented here support previous findings and
provide further proof that visibility conditions play an important role in lane detection and
that, during daytime, the complexity of visual clutter decreases the contrast ratio between
the marking and the road surface and thus affects the detection quality and view range of
machine-vision. In addition, the results suggest that other factors such as road geometry,
markings’ age and quality are also influential and should be further evaluated.

Overall, the findings of this study provide a quantization of the effect of surrounding
visibility on lane detection and thus contribute to expanding the existing knowledge
regarding lane detection by machine-vision. Here presented methodology and results
may be useful for researchers in designing and evaluating similar studies. Furthermore,
the results may be useful to road authorities. Although, the study did not evaluate how
different visibilities of road markings affect their detection by machine-vision, the results
support previous findings which indicate that the detection of lane markings is much more
problematic for machine-vision during daytime compared to night-time. This finding is
useful for road authorities and may help them in prioritizing and optimizing road marking
maintenance activities. Depending on the weather and traffic conditions and general road
characteristics (type of the road, width, general road geometry, surface condition etc.),
road authorities should adopt different maintenance policies to ensure proper and timely
maintenance and thus adequate quality of road markings needed for both for human
drivers as well as machine-vision systems. Finally, the presented findings may help the
developers of machine-vision systems in detecting critical situations and conditions which
negatively affect lane marking detection.
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Abstract: This paper focuses on autonomous navigation for an electric freight vehicle designed
to collect freight autonomously using pallet handling robots installed in the vehicle. Apart from
autonomous vehicle navigation, the primary hurdle for vehicle autonomy is the autonomous col-
lection of freight irrespective of freight orientation/location. This research focuses on generating
parking pose for the vehicle irrespective of the orientation of freight for its autonomous collection.
Freight orientation is calculated by capturing the freight through onboard sensors. Afterward, this
information creates a parking pose using mathematical equations and knowledge of the vehicle and
freight collection limitations. Separate parking spots are generated for separate loading bays of the
vehicle depending on the availability of the loading bay. Finally, results are captured and verified for
different orientations of freight to conclude the research.

Keywords: parking generation; freight handling; autonomous vehicles; driver-less parking

1. Introduction

Vehicle FURBOT (Freight Urban RoBOTic vehicle) is a complete drive-by-wire electric
freight vehicle designed to operate in last-mile delivery operations in an urban environment.
The vehicle was part of the European Green Vehicles Initiative (EGVI) funded under the
umbrella of the FP7-Transport European project ending in December 2015 [1,2]. The vehicle
was completed as an entire drive-by-wire vehicle with the possibility of being upgraded
to an autonomous vehicle. Currently, the project is being developed to convert it from a
drive-by-wire to a completely autonomous vehicle. Thus, the necessity of autonomous
freight collection is generated.

For autonomous vehicle navigation, a mathematical model has been built for per-
formance evaluation of the vehicle [3] which is later used for developing sensor-based
strategies for obstacle avoidance [4]. Further automation is achieved by controlling the
pallet handling robot using hydraulic pressure-flow rate control [5]. Strategies are built to
convert the vehicle from drive-by-wire to a completely autonomous vehicle [6]. Addition-
ally, work on perception and control strategies for autonomous docking of the freight has
also been previously studied [7]. This work is the next step in attaining the automation of
the vehicle for it to auto-load its freight.

FURBOT has to take part in SHOW (SHared automation Operating models for World-
wide adoption) project where it is required to deliver freight autonomously to customers
across an urban area. Currently, the vehicle is not equipped with proper algorithms for the
autonomous collection of freight. However, the vehicle will be equipped with autonomous
navigation software, which has its own autonomous parking algorithms [8,9]. The au-
tonomous freight collection requires the vehicle to park next to the freight, such that it
can collect freight autonomously. For that, a need for generation of correct parking pose
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is required so the already available parking algorithms can maneuver the vehicle to the
correct parking pose. Thus, the need for our work.

The role of autonomous vehicles in an urban environment is still being studied, and
there is a gap in understanding the role of urban autonomous vehicles in smart urban
mobility [10]. Autonomous freight delivery and their adoption in society are in preliminary
stages, and surveys are being conducted for their acceptability in the society [11]. Further
studies are being conducted to understand the role of autonomous vehicles in logistics [12].
Still, the concept of using manned deliveries for last-mile delivery through autonomous
vehicles is being studied [13]. Privately-owned autonomous vehicles not designed for
freight delivery are being looked into, and their potential is being discussed [14]. Currently,
autonomous freight delivery through a designated autonomous freight vehicle is still a new
subject, and the latest research proves that the solution for autonomous freight delivery is
yet to be explored.

Freight delivery in an urban environment comes with many predefined constraints,
e.g., loading constraints, vehicle routing problems [15] or compartment and order fulfill-
ment related issues [16]. Many types of loading constraints and vehicle routing problems
are discussed in [15,17]. Vehicle compartment issues are further divided into the flexibility
of compartment sizes, assignment of product types, and share-ability of compartments.
In contrast, order fulfillment issues comprise the mode of demand fulfillment and the
total number of visits per customer [16]. However, all these logistic issues do not deal
with how the freight needs to be loaded in the vehicle, especially dealing with the freight
loading autonomously.

The generation of a parking spot for autonomous vehicles has also been studied
in-depth in the last decade. Many next-generation vehicles are already equipped with au-
tonomous parking [18]. New research in parking solutions varies in finding niche problems
within the vehicle parking solution domain, including vision-based indoor parking [19],
parking of fleet of vehicles [20], collision-avoidance-based parking [21] and sensor (Lidar)-
based parking solutions [22]. However, it is challenging to find parking solutions for freight
vehicles, especially for freight loading. The closest work on autonomous parking for articu-
late vehicles is studied in [23], but it is still insufficient in resolving freight-based parking
solutions. As FURBOT is a designated freight handling vehicle, the parking solution for
autonomous loading of freight needs to be resolved.

Path generation and detecting correct parking pose for the vehicle are interesting
subjects, especially in autonomous vehicles as they need to park by themselves. Usual work
on vehicle parking pose estimation comes from parking pose marking recognition [24] or
using a camera to detect these markings [25]. Apart from parking pose recognition from
sensor feedback, estimation of parking pose requires solving geometrical equations for
path generation or calculating current parking pose [26,27]. This research also exploits
geometrical equations after freight detection to generate a parking pose that can solve the
autonomous freight collection problem.

Electric freight vehicle poses a unique challenge for the creation of parking pose
concerning freight for its collection. As it is not possible to make the freight perfectly align
with any known orientation before loading the freight. Furthermore, there is a hassle for
aligning freight to an orientation each time before loading the freight, even if a solution
exists. It is much easier to consider autonomously loading the freight through aligning
the vehicle w.r.t the freight. However, previous research in this domain is not available,
i.e., the generation of parking pose for a freight handling vehicle for freight collection.
Furthermore, the vehicle FURBOT is unique because it loads the freight sideways within
itself through its loading bays, unlike typical forklift trucks.

This research is a step towards an autonomous collection of freight for the vehicle,
especially the part of creating autonomous parking pose w.r.t freight keeping in line
the constraints posed by vehicle FURBOT. Currently, there is no alternative solution for
collecting freight autonomously for such vehicles. The ability to create a parking pose
w.r.t an inanimate object, which is subject to change its orientation and position, is not
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previously studied and discussed, thus the need of this research. The highlight of this
research is creating a parking pose for such a vehicle, keeping in mind the constraints
posed by the freight and the vehicle. Finally, testing the results to validate the proposed
mathematical modeling for the solution to the unique problem.

In the next section, we discuss the problem and approach to the parallel freight
parking issue, discussing the issues concerning freight detection, how the vehicle should be
oriented for collection of the freight, and how parking spot should be defined w.r.t freight.
Following, in Section 3, the software and control architecture of the vehicle is discussed,
focusing on desired parking pose for the collection of freight. In Section 4, a mathematical
model for vehicle parking pose is discussed. This section also covers the vehicle kinematic
model and mathematical equations and notations for creating the parking pose for each
loading bay of the vehicle. Section 5 elaborates on the desired results achieved of the
parking pose for each loading bay of the vehicle, and the results are further verified for
different freight poses, and the parking pose is validated as per requirement. Finally, in
Section 6, the conclusions of the research are discussed.

2. Problem and Approach

The considered vehicle has to park, keeping the freight on the vehicle’s right-hand
side for loading the freight through the designed loading bays. There are three core steps
in defining the parking spot for the vehicle for the autonomous collection of freight. The
critical issues in defining the parking spot are freight detection, the vehicle’s orientation,
and defining parking spot reference to freight. These issues are further elaborated in their
sub-sections below.

2.1. Freight Detection

The first step in defining the parking spot for the vehicle for loading freight au-
tonomously is the detection of freight location. The freight vehicle is equipped with 3D
LIDAR, which can identify and distinguish freight from the environment as the freight
has a unique shape, size and color from the usual environment. Image feedback from an
on-board camera is also used to distinguish freight from the environment. The design and
dimensions of the vehicle freight box are given in Figure 1 (dimensions in mm), which
also show the freight edges (highlighted in red) that need to be captured for correctly
identifying the parking spot next to freight. Further dimensions for the freight box are
available in [28].

Figure 1. The design of FURBOT freight box.
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The vehicle can load two freight boxes simultaneously, and because of the dimensions
of the freight, it loads the freight from the depth edge of the freight (measuring 800 mm, as
seen in Figure 1), as shown in Figure 2.

Figure 2. Loading of freight.

2.2. Orientation of Vehicle

The next consideration for loading is to park the vehicle next to the freight in such
a manner that the vehicle’s right side is facing the freight, as shown in Figure 3, since
the loading mechanism can only operate from the right-hand side of the vehicle. The
maximum tolerance for collection of freight between the freight and vehicle is 300 mm [29].
This limitation, along with the width of the vehicle, defines our parking spot’s total width.

Figure 3. Parking w.r.t freight.

Furthermore, the vehicle is equipped with two separate loading bays, as shown in
Figure 4. The freight has to be loaded in the vacant loading bay, i.e., if bay 1 is occupied,
then load the freight in bay 2. As the loading bays are not centrally aligned with the freight,
the vehicle has to adjust its parking spot accordingly so that the freight can be loaded in
the available loading bay. Furthermore, the freight also needs to be aligned with the center
of the forklift of the loading bays (as shown in Figure 4) for the forklifts to be inserted into
the freight pallet.
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Figure 4. Vehicle dimensions w.r.t loading bays.

2.3. Defining Parking Spot Reference to Freight

The vehicle dimensions are given in Table 1. The width of the vehicle plus the tolerance
to the freight defines the width of the parking space. To maintain a reasonable amount of
parking maneuvers (≤3 for typical cases) [30], the length of the parking space is chosen to
be 2 m more than the length of the vehicle.

Table 1. Vehicle dimensions in meters.

Vehicle Dimensions (m)
Length Width Height

4 1.5 2

Taking the loading of the freight and vehicle dimensions into consideration, the overall
parking spot defined for the vehicle is a box of 2.1 × 6.0 m, as shown in Figure 3.

3. Software and Control Architecture

To speed up the development and integration process with the real experimental
vehicle, Robot Operating System (ROS)-based autonomous vehicle’s software architecture
(called ICARS (Software being developed at LS2N (Laboratoire des Sciences du Numérique
de Nantes) www.ls2n.fr (accessed on 15 July 2021)) will be exploited (Figure 5). Considering
the task to be accomplished, a particular interest is placed on the Multi-Sensor-Based
Predictive Controller (MSBPC) used for parking [31]. As the name of the approach suggests,
the parking controller is based on a combination of Model Predictive Control (MPC) and
Multi-Sensor-Based Control in order to perform safe (collision-free) parking operations that
rely solely on locally perceived sensor features signals and without needing to explicitly
plan any path. Moreover, since the technique exploits locally perceived sensor features at
each time instant, no localization system is inherently required. The MSBPC approach is
now recalled.
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Figure 5. FURBOT software architecture.

An internal-model-control (IMC) structure [32] is used as a basis for formalizing
the MSBPC approach (Figure 6). The robotized vehicle and perception system compose
the System block. The input to this block is the control variable vr = [v, δ]T, where the
longitudinal velocity is denoted by v and the steering angle by δ, while its output is the
current value of the sensor features (i.e., corners of the parking spot). The reference signal
s∗ is the desired value of the output s. General discrepancies between the current sensor
features and the values that were predicted from the model (e.g., modeling errors and
disturbances) are represented by the error signal ε:

ε(n) = s(n)− smp(n) (1)

where n denotes the current time.

−+
s∗(n)

−+
sd(n)

Optimization System
vr(n)

Model
+−

smp(n)smp(n)ε(n)

s(n)

Figure 6. Control structure [31].

The difference between the desired value sd and the predicted model output smp is
minimized by an optimization algorithm. Following Figure 6:

sd(n) = s∗(n)− ε(n) = s∗(n)− (s(n)− smp(n)), (2)

from where one can deduce

sd(n)− smp(n) = s∗(n)− s(n), (3)

thus, to track s∗ by s is equivalent to track sd by smp.
The interaction model described in [31] is used in order to predict the evolution of the

sensor features smp over a finite horizon Np. The cost function is to be minimized with
respect to a control sequence ṽr over Np and depends mainly on the difference between sd
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and smp. As with any classical Model Predictive Control technique, only the first element
vr(n) of the optimal control sequence is applied to the system at each iteration.

The controller (implemented in C++) runs online at 10 Hz using the solver NLopt [33]
with a Sequential Least Squares Programming (SLSQP) algorithm [34]. Furthermore, it is
assumed that both the vehicle’s longitudinal velocity and steering angle are controllable;
thus, lower-level controllers that directly interface with the actuators are out of the scope
of the parking approach.

The simulation inputs are four points generated based on a parked pose and the
type of parking spot. This information is then transferred as a topic to the control node,
which, in turn, generates a control command as a topic as well. The complete software is
constructed in a manner that it is agnostic; it is working in a simulation environment or in
a real vehicle.

Therefore, with the experimental vehicle being interfaced with ICARS, two additional
ROS nodes would have to be developed: A perception one to extract the freight’s pose
from sensory data and another one to generate a parking spot next to the freight. Once the
parking spot has been successfully generated from the sensory data, the four corners that
define it would have to be sent to the ICARS parking controller to park the vehicle in the
desired pose to pick up the freight.

4. Mathematical Modeling and Notation

4.1. Vehicle Kinematic Model

The vehicle kinematic model for a rear-wheel driven vehicle as taken from [8] is
presented by Equation (4). The freight vehicle also follows the same kinematic model for
its drive. ⎡

⎢⎢⎢⎢⎣
ẋ

ẏ

θ̇

φ̇

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎢⎢⎣

cos θ

sin θ

tan φ/lwb

0

⎤
⎥⎥⎥⎥⎦v +

⎡
⎢⎢⎢⎢⎣

0

0

0

1

⎤
⎥⎥⎥⎥⎦φ̇ (4)

where v and φ̇ are longitudinal and steering velocities. Since parking maneuvers are
performed at low speed, one can consider the kinematic model as accurate enough. Further
notations and elaboration of the model as given by Equation (4) are represented in Figure 7a.
The vehicle used for parking evaluation is further represented in Figure 7b. There is a
designated space for the vehicle operator, as shown in the figure. The battery pack and
electronics bay holds the complete electronics for the operation of the vehicle.

(a) (b)

Figure 7. (a) Vehicle kinematic model. (b) FURBOT vehicle.
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4.2. Points Acquisition for Parking Spot

For correctly identifying parking spots for the vehicle, the acquisition of the freight
corners (highlighted by red), as shown in Figure 1, is required through sensor feedback.
From there, using these points, the freight center point is calculated using Equation (5).

x f c =
(x f 1 + x f 2)

2
, y f c =

(y f 1 + y f 2)

2
(5)

Furthermore, knowledge from these two corner points is also used to calculate the
inclination angle θ f of the freight using the Pythagoras theorem (Equation (6)).

θ f = tan−1(
y f 2 − y f 1

x f 2 − x f 1
) (6)

Using the width of the parking spot dw and information of the freight center point,
the vehicle center point is calculated from the freight using Equation (7).

xvc = x f c +
dw

2
cos (θ f +

3π

2
), yvc = y f c +

dw

2
sin (θ f +

3π

2
) (7)

The above-mentioned points are further explained in Figure 8. Using these points, freight
collection parking spots are calculated. This is further explained in the next subsection.

Figure 8. Point definition for parking spot.

4.3. Parking Area with Respect to Loading Bays

As the vehicle is equipped with two loading bays, the parking spot w.r.t each loading
bay is different. To load the cargo in the front-loading bay, the vehicle needs to park a
certain distance behind its center point, as shown in Figure 4. If the first loading bay is
occupied by the previously loaded freight, then the vehicle needs to park a little ahead
of its center point by a distance so that the forks are perfectly aligned with the freight
to load the freight in the second loading bay. The center point of the parking spot thus
varies depending upon the availability of the loading bay. This is further explained in
Equation (8).

xpc =

{
xvc + db1 cos θ f ,
xvc − db2 cos θ f ,

, ypc =

{
yvc + db1 sin θ f , if bay1 = 1
yvc − db2 sin θ f , otherwise

(8)
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where db1 and db2 are the positive distances of loading bay 1 and 2 from vehicle center
(measurement shown in Figure 4), and (xvc, yvc) is the center-point of parking spot. The
condition bay1 = 1 denotes the condition of availability of loading bay 1. If bay 1 is
available to load the freight, then the first condition applies or else the parking spot is
generated w.r.t second loading bay.

After defining the center of the parking spot, the four corners of the parking spot can
be defined through Equations (9)–(12) using the knowledge of parking width (dw), parking
length (dl), angle of the freight (θ f ) and parking center-point (xpc, ypc). The collection of
the first corner of the parking pose requires the knowledge of parking pose width + length.
The derivation of equations is based on trigonometric relations and point transformation
from the known parking center-point to the first edge of the parking pose. Since all four
lines of the parking pose are parallel or perpendicular to the freight, the solution is formed
by adding the respective angle (90◦, 180◦, 270◦) to the angle of the freight θ f for calculation
of next point of the parking pose.

xp1 = xpc +
dw
2 cos (θ f +

π
2 ) +

dl
2 cos (θ f + π),

yp1 = ypc +
dw
2 sin (θ f +

π
2 ) +

dl
2 sin (θ f + π)

(9)

xp2 = xp1 + dw cos (θ f +
3π

2
), yp2 = yp1 + dw sin (θ f +

3π

2
) (10)

xp3 = xp2 + dl cos (θ f ), yp3 = yp2 + dl sin (θ f ) (11)

xp4 = xp3 + dw cos (θ f +
π

2
), yp4 = yp3 + dw sin (θ f +

π

2
) (12)

The four corners of the parking pose (xp1, yp1), (xp2, yp2), (xp3, yp3) and (xp4, yp4) are
the consequent four corners of the parking pose. These points are further explained later.

The summary of the whole pose generation solution is as follows. The vehicle is
required to detect freight and acquire the corner points of the freight from the side where
it can be loaded. Afterwards, Equation (5)–(12) are solved to get the correct pose for
loading freight into the vehicle. The complete process of correct pose generation is further
summarized in the flowchart presented in Figure 9.

Figure 9. Flowchart for parking pose generation.
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5. Results

By using the mathematical equations and notations discussed in the previous section,
the node for the vehicle parking spot was run and tested to verify if the parking spot is
generated according to the loading bays. The results are further discussed in the sections
below for further clarity.

5.1. Parking Spot Definitions w.r.t Loading Bays

The results are first validated for generating the respective parking spot for front and
rear loading bays. Figure 10 shows the output of parking pose generated for randomly
positioned freight at a 45 degree angle. The blue-colored text represents the points for
the parking spot definition concerning the front loading bay, whereas the red-colored text
represents the parking spot concerning the rear loading bay. The red line from the parking
spot center towards freight represents the right-hand side of the vehicle, thus specifying
the heading of the vehicle.

Figure 10. Parking spot with respect to loading bays.

From Figure 10, we can observe that the vehicle parks behind the center-point of the
vehicle for loading freight in the first loading bay, whereas it parks a little ahead of its
center-point when it is loading freight in the second loading bay. Furthermore, points 1
and 2 show the front end of the parking pose, and points 3 and 4 show the rear end of the
pose generated. These results are also in coherence with the physical vehicle anatomy and
the mathematical methodology proposed, henceforth validating our results.

5.2. Results for Different Freight Placement

As it is not possible to make sure that the orientation of freight is perfectly aligned
with any pre-determined reference, the parking spot for the vehicle must be generated
automatically, keeping in view the orientation of the freight. This conditional issue has
been taken into consideration prior in the mathematical modeling of the parking spot. The
code generated is validated for different orientations of the freight (Figure 11) to verify that
the correct parking spot is generated irrespective of the orientation of the freight.

The results achieved, as shown in Figure 11, show four different orientations of freight
(225, 0, 90 and 135 degrees, respectively) and the respective parking spot generated for each
loading bay. The results show that irrespective of the orientation of the freight, the parking
spot is generated accordingly for the vehicle for collecting the freight for the available
loading bay.
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Figure 11. Parking spot relative to oriented loading bays.

Furthermore, the results presented also validate our purpose of generating parking
pose autonomously irrespective of the orientation of the freight. The results also show that
the vehicle will always park against the freight keeping the freight on the right-hand side
of the vehicle so that it can be loaded in the available loading bay, i.e., the heading of the
vehicle and loading bay location is always kept into consideration during the autonomous
generation of a parking pose. The consideration of the freight w.r.t vehicle is shown by
the red line generated from the center of the pose towards the freight (as shown in the
figure with the red line). This allows the vehicle to know the direction of the parking pose
and the heading angle for the vehicle. The parking pose points generated with the help of
Equations (9)–(12) lets the vehicle know the heading of the vehicle as well. Point 1 and 2
depict the points where the front of the vehicle should face, and point 3 and 4 depict the
points for the rear end of the vehicle.

5.3. Vehicle Parking in ROS Environment

As discussed earlier in Section 3, ROS environment-based software architecture ICARS
is exploited to speed up the actual experiments. Using the already developed parking
schemes within the software architecture [8,9,31], we can park the vehicle in the designated
parking pose. The already built parking algorithms are sufficient for maneuvering the
vehicle within the parking pose generated autonomously for the freight collection. Figure 12
shows the time-wise parking maneuver for vehicle FURBOT in the parking pose generated
for the freight. Due to the constraint environment, the vehicle cannot park after detecting
the freight because it needs to fulfill the requirement to park the vehicle, keeping the right
side of the vehicle towards the freight. Thus, the vehicle has to move ahead of the freight
and park while reversing, as shown in Figure 12. These results are generated in ICARS
software architecture with input from the simulated sensors mounted on the vehicle.

In Figure 12, the orange box depicts the freight placement and location. The green
rectangle represents the parking pose generated w.r.t freight. The red trail left behind the
vehicle denotes the performed parking maneuver, and the red lines in front or at the back
of the vehicle depict the direction and steering angle of the vehicle.
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(a) t = 0.0 s (b) t = 3.0 s (c) t = 6.0 s

(d) t = 9.0 s (e) t = 12.0 s (f) t = 15.0 s

(g) t = 18.0 s (h) t = 21.0 s (i) t = 24.0 s

Figure 12. Vehicle parking w.r.t freight at different time intervals.

The virtual experiment is performed in the already installed maps of ICARS software
architecture. The environment is constrained by natural buildings surrounding the area.
Furthermore, the parking algorithm can detect and avoid obstacles, e.g., pedestrians, in case
the vehicle can detect them [31]. The results validated in the ICARS environment prove that
the methodology behind generating such parking pose for autonomous freight collection
is valid and resolves the issue for autonomous parking pose generation w.r.t freight.

6. Conclusions and Perspectives

Research perspectives for this research were to highlight the gap between currently
available research and how to resolve autonomous parking for freight collection. For
addressing this issue, collecting the orientation and freight location are key values for the
proposed algorithm. Using these key values, we can identify the parking pose for the
vehicle for it to load the freight autonomously.

Major findings of this research discuss and resolve the issue related to parking the
vehicle next to the freight for loading it into the vehicle. The hurdle of generating a
parking spot that could lead to the successful loading of freight is looked into. Control
architecture and vehicle dynamics were previously built and checked against different
parking conditions, i.e., perpendicular, parallel and angled parking. This enabled the
research to focus on the parking pose of the vehicle for freight collection. The solution
required an algorithm that can define parking pose for our unique problem of loading the
freight autonomously. With this research, this issue is resolved.

Concerning the correct pose for autonomous loading in respective bays of the vehicle,
detection of freight from the surroundings is required. Once localization of freight is
attained, then the proposed mathematical model suffices to generate the correct parking
pose for the vehicle. However, the detection of freight and its localization is out of the
scope of this research and will be looked into our future work. The parking pose length
and width are defined, keeping minimal maneuvers required and distance to freight into
consideration.

Considerations are kept for loading the freight in the correct loading bay. Separate
parking spots are generated depending upon which loading bay is to be used for loading
the freight into the vehicle. Simulating the freight with different orientations and generating
the parking spot accordingly is also verified. The mathematical model verifies that if the
freight is correctly identified from the environment, the parking spot generated will be
correct irrespective of the orientation or location of the freight.
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The main distinctive factor for the vehicle while demonstrating level 4 autonomy
is the autonomous collection of freight which sets an electric freight vehicle apart from
conventional vehicles. With the help of a previously designed parking controller, the
identification of the freight through sensor’s feedback and the definition of parking pose
through this research, the vehicle can now align itself with the freight for autonomous
collection of freight, increasing the level of autonomy of the vehicle.

This research will help to create an alternative approach for parking pose genera-
tion, especially in reference to an inanimate object. Researchers working in developing
autonomous freight handling issues can directly benefit from this research. This research
can further be used in developing parking pose algorithms where it might be necessary to
park against an inanimate object, e.g., a bus stop or a door to a facility/delivery location.
Currently, there is an unavailability of previous research in this field and solutions, where
being studied might require continuous input from sensors in order to achieve the eventual
goal where sensor output has to achieve an eventual goal to find a solution. This solution
requires comparatively minimal input from sensors (for identification and localization);
once attained, it does not require keeping on checking with sensors’ feedback.

Future work involves the use of correct sensors (3D-Lidar in particular) for extracting
information from the freight from the environment. This includes extracting data through
3D-Lidar’s point-cloud data and reconstructing the freight in a virtual environment. Af-
terwards, the information from point-cloud data will extract the orientation and freight
corner points. This perception module will help us extract the freight pose, which will
later be used by the parking pose module for the autonomous generation of a parking spot
regarding the freight.
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Abstract: Contemporary trends are focused on the development of the so-called smart, connected
and multimedia cars as well as actions in the field of driving autonomy, and these trends may lead to
changes in the structure of the industry through the emergence and growth of the importance of new
entities. The article presents the concept of autonomous vehicles (AVs) and the way it is perceived
by users of traditional cars. Surveys were carried out in various age groups on the possibilities of
developing AVs in Poland. The group of respondents were inhabitants of a rural area, small towns
and cities with over 300,000 inhabitants. Based on our own research, it can be concluded that, due to
many different factors, including costs, legal regulations and conviction, among others, AVs will not
appear so soon in common use on Polish roads. The results of the research showed that the majority
of respondents consider hybrid vehicles (HVs) and then electric vehicles (EVs) to be the dominant
type of vehicles in the near future in Poland, at the same time pointing at the long process of adopting
AV technology.

Keywords: autonomous level; autonomous technology; vehicles; road traffic; survey study

1. Introduction

The role of the automotive industry in industrialization is huge. This industry is one
of the most important for the Polish economy. It is also responsible for a significant number
of jobs, as well as many different investments and revenues for the public finance sector.
Importantly, this industry directly or indirectly affects other sectors of the economy. Three
technological megatrends of the fourth industrial revolution (Industry 4.0) are indicated,
i.e., 1. Communication, 2. artificial intelligence and 3. flexible automation. The technology
of the fully autonomous vehicle (AV) is best adapted to these megatrends, especially in the
case of connected and autonomous vehicles (CAVs), which enable communication between
vehicles, infrastructure and other road users (so-called V2X connectivity) [1,2]. Automated
driving is a major trend in the automotive industry as it promises to increase road safety
and driver comfort [3].

One of the key elements in the development of AV technology is the progress related to
the conversion of vehicle drive systems to electric drives. Currently, more and more vehicle
manufacturers offer hybrid or electric vehicles. This will certainly affect the development
of the industry related to electric driving and increase the level of employment in these
sectors of the economy. Over the past decade, significant progress has been made in
the field of automated driving systems (ADS), and AV technology is gaining more and
more attention from vehicle manufacturers, technology companies, decision makers and
the general public. Recent dynamic changes in vehicle technology like advanced driver
assistance systems (ADAS) (such as, e.g., automatic braking, automatic cruise control,
intelligent speed assistance, line maintenance assistance systems, etc.) bring us closer
to increasingly autonomous and independent vehicles, which will use these solutions.
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This development is supplemented by the parallel development of connectedness and
communication in vehicles. Therefore, taking into account current dynamics and progress,
it can be expected that these systems will continue to develop, and the technology of
automated driving will lead to a change in the paradigm in transport systems in terms of
comfort of use, choice of mode and business models [4].

Autonomous vehicles include various vehicles, including passenger cars, trucks and
drones, which are based on artificial intelligence with varying degrees of human participa-
tion. By processing and analyzing billions of data from a number of sensors, cameras and
radar systems every second, AVs can effectively “see” the road and respond to changing
conditions or overcome obstacles.

The ability of autonomous vehicles to operate without human intervention depends
on their level of technological sophistication, in accordance with the current six-degree
autonomy scale proposed by the International Society of Automotive Engineers (SAE) [5,6]
(see Figure 1) from level 0 (without automation) to level 5 (full unlimited automation);
levels 1 to 3 are considered “semi-autonomous”:

• Level 0: the driver performs all tasks related to driving and there is no automation.
• Level 1 (Driver’s assistant): It is implemented by systems that automate a specific

element of driving, and the driver is obliged to keep their hands on the steering wheel
and watch the traffic on the road. So, the driver controls most driving functions, but
under certain conditions the vehicle may be able to adjust the cruise control speed or
stay on the road lane.

• Level 2 (partial automation): Corresponds to semi-autonomous driving—in the case of
traffic jams on the road, the vehicle can autonomously take over driving, steering and
braking. The car can both accelerate/decelerate and perform basic steering functions.
The driver is still responsible for steering the navigation (e.g., exit from the highway,
change of lane or turn onto a new street).

• Level 3 (conditional automation): on-board systems are already able to take over all
driving functions, but only in certain cases; however, the driver must be alert at all
times and ready to take over—their car can therefore monitor the driving environment
and accelerate, turn or brake, but still awaits human intervention upon notification.

• Level 4 (high automation): fully autonomous driving, vehicles communicate with
each other and inform each other about, e.g., change of lane, and the driver does not
have to constantly observe the surrounding traffic on the road; the car can control all
aspects of driving and operate without human intervention, but only under certain
conditions.

• Level 5 (full automation): the car is fully autonomous in all driving conditions and
does not require human intervention—the technology system can perform all driving
tasks in all circumstances, and the passengers are only passive passengers and never
have to participate in driving and perform any driving tasks.
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Figure 1. Level of driving automation proposed by SAE [7].

The latest car communication is designed to allow continuous, reliable and fast inter-
action between moving vehicles. They are usually divided into four use cases: vehicles to
other vehicles (V2V), vehicles to the road-side infrastructure (V2I), vehicles to pedestrians
(V2P), vehicles to devices (V2D) and vehicles to the cellular network (V2N). Together,
these use cases are known as V2X—vehicles to everything [8]. It is anticipated that the
wide-scale application of V2X technology can greatly improve transport safety and par-
ticularly significantly reduce vehicle collisions, especially in light vehicle accidents, by
improving situational awareness. There are two types of V2X communication technology
depending on the underlying technology being used: WLAN-based and cellular-based
(C-V2X) technologies based on LTE [9–13]. Technology based on Wi-Fi is based on the
standard IEEE802.11p for vehicular communication. It is also known as ITS-G5—Wireless
short range to Intelligent Transport System, or DSRC—Dedicated Short-Range Communi-
cations (American or European protocol, respectively) [12]. C-V2X uses 3GPP—The Third
Generation Partnership Project, 4G—The fourth generation, LTE—long-term evolution, or
5G—the fifth generation new radio (NR) connectivity to transmit and receive signals [13].
It uses two complementary transmission modes. The first is V2V, V2I and V2P. In this
mode, C-V2X works independently of the cellular networks and it uses a PC5 interface for
communication. The second mode is cellular network communications, in which C-V2X
employs the mobile telephony network to enable vehicles to receive information about road
and traffic conditions in the area. It uses LTE–Uu interface for communication, particularly
for V2N [12,13].
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AVs, despite the fact that they are still at an early stage of development and implemen-
tation, could mean a huge revolution not only in transport and the automotive industry,
generating significant benefits in the long run in terms of transport accessibility, safety,
traffic flow, emissions, fuel consumption and comfort. Many scientists believe that the
large-scale deployment of AVs will bring about transformational changes in mobility and
accessibility, travel patterns, safety and security, energy efficiency, emissions, employment,
data availability, management and business models [14–16]. In the publications [17–20],
the authors note the benefits for logistics and technical tasks in the workplace. Another
aspect of the use of AVs is the management of urban space and the change in the demand
for parking spaces depending on the change of ownership and shared use of autonomous
vehicles (SAVs) [21,22]. SAVs represent an emerging alternative for driverless and no-
demand transport [23], offering a compromise between private ownership and public
transport [24]. Advanced technologies and systems used in this type of vehicles will also
have a significant impact on other sectors of the modern market, such as trade, logistics,
construction, insurance and related industries. A widespread transition to autonomous
and electric vehicles would also change our daily lives. GM CEO Mary Barra refers to
this future as “zero accidents, zero emissions and zero fatalities” [25]. In the literature
on the subject, one can find many scientific papers on the vision zero perspective in var-
ious European countries [26–29]. These are, however, mainly papers about the “vision
zero” concept as such, and there is only a limited number of empirical studies available.
The European Union set out a “vision zero” target of reducing the number of fatal road
accidents to almost zero by 2050. However, all these potential economic, ecological and
social benefits will not be achieved until AVs are accepted and used by the majority of
society [30,31]. Another important issue often raised in various studies is the regulation of
legal issues [32–34], primarily concerning liability and security [35].

Another very important aspect related to AVs is the concept of smart cities, which
practically focuses on the transformation of cities based on sustainable development. Smart
city-related guidelines supply EU countries with general ideas on handling and controlling
social, economic and technological change. Technologies for transport face the great
challenges by globalization, re-urbanization and the change of social mobility behavior [36].
Passenger transportation is an indispensable and elementary service, in addition, there is
a large share of freight traffic in urban areas. For their current problems there are several
answers, one of them being smart cities’ sub-systems, or smart mobility [37,38]. Smart
mobility can be divided into two segments: (1) innovative solutions and (2) development of
current services. Innovative solutions are not present in every urban transportation system;
however, they play a main role in smart mobility-oriented development [39]. AVs and EVs
are tools on the vehicle side. Mobility as a service (MaaS) is a new concept [39], with which
both demand-driven service planning and the personalization of services are possible.

One of the important and highly researched effects of AVs is their effect on urban
space usage and parking tendencies. Parking services are also moving to automated
solutions; P+R parking lots and connectivity with public transportation networks are the
most important issues [36]. One of the latest research directions is urban space saving
by normalizing parking issues. Even a third of the total traffic time during peak traffic
periods is related to finding parking spaces in congested urban areas. The appropriate
and adequate information about the number of free places, their location, etc., can reduce
even by 30% the traffic volume in some cases [40]. The parking management has to be
integrated in the traffic management and parking-related measures have to be adjusted to
traffic management measures [40]. AVs also cope well with this problem thanks to V2V
and V2I communication.

Due to the fact that AVs are currently undergoing various tests and have not yet
been introduced to the market on a large scale, few people have been in contact with this
technology so far. However, the concept itself raises a lot of controversy and doubt, and it
seems that it still remains in the field of innovative solutions. As already mentioned, after
analyzing the available literature, it was found that there are still few results of research
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carried out in this area, allowing for the assessment of the knowledge of the AV concept, its
popularity, possibilities of implementation, as well as barriers inhibiting or even preventing
its dissemination. This is particularly true for less urbanized, industrialized or typically
agricultural areas, where smaller towns and rural areas predominate, and their inhabitants
are often not up-to-date with modern technologies. Taking the above into account, the aim
of the article is an attempt to partially fill the literature gaps, and hence to examine and
assess the attitudes and perception of potential AV users and current users of traditional
cars, of the concept of this type of vehicle, as well as to assess their development prospects,
mainly through the prism of barriers and factors inhibiting the introduction of the analyzed
solution on Polish roads.

2. Materials and Methods

In order to assess the prospects for the development of AVs in the assessment of their
potential users, we conducted our own research in the group of adults over 18 years old,
which resulted from the possibility of having a driving license. The study was carried
out in two stages: a pilot study and a proper study. In the first stage a questionnaire,
which was especially developed for the purpose of this study, was tested on a group
of 10 randomly selected people. Based on the feedback from the pilot test, in the next
stage of the research, the questionnaire was improved and the authors constructed the
final version of the measurement tool used in the main research—a structured proprietary
survey questionnaire.

The questions in the survey were mainly closed; they were developed unambiguously
so that they did not require supplementary comments, and the respondents were asked
to select one correct answer from several available options. Several of the questions were
multiple choice questions, also with the option of giving your own answer, which was,
however, always indicated in the questionnaire. The questionnaire, except for the metric
questions, enabling the socio-demographic characteristics of the respondents due to various
grouping variables, contained questions mainly about the following:

• Knowledge of autonomous vehicle technology;
• Attitude to this technology;
• Barriers and challenges resulting from the introduction of this technology.

The purpose of the survey was explained to the respondents, and the confidentiality
of results was emphasized.

The way to collect information was to conduct a directed interview in four age groups,
taking into account the sex of respondents, their place of residence and other grouping
variables, mainly concerning driver status (as shown in Table 1). The random sampling
method was used—simple random selection (without returning). Due to the fact that data
were obtained by taking population samples, they can be considered as descriptive research
based on the method of data collection, and more specifically—a survey. The number of
the examined group was 579 people.

Table 1. Socio-demographic profile of the population surveyed.

Socio-Demographic Profile Number of Respondents Percentage Share [%]

Total 579 100.0
Gender:
Female 219 37.8
Male 360 62.2
Age:

19–25 years old 276 47.7
26–40 years old 140 24.2
41–60 years old 138 23.8

60 years and more 25 4.3
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Table 1. Cont.

Socio-Demographic Profile Number of Respondents Percentage Share [%]

Place of residence:
rural area 198 34.2

city to 100,000 residents 118 20.4
100,000–300,000 residents 58 10.0

city with more than 300,000
residents 203 35.4

Driving license:
yes 506 87.4
no 73 12.6

The collected data were presented using graphs and then subjected to basic statistical
analysis adequate to the nature of the variables.

3. Results and Discussion

To achieve the goal set in the study, the results obtained based on questionnaires were
analyzed and presented in descriptive and graphic form. The majority of respondents
were men, young people (18–25 years old), with secondary and higher education and
living mainly in the countryside or in large cities (over 300,000 inhabitants). The detailed
socio-demographic characteristics of the respondents are presented in Table 1.

Polish society is becoming more and more mobile, which can be seen, among other
factors, by increasing car sales. The automotive industry is preparing for a revolution on
many levels. The technical revolution concerns mainly the issue of driving—electrification
is approaching fast. The industry’s social responsibility requires investing in new, envi-
ronmentally friendly driving options. This is a very serious challenge for manufacturers
who have to prepare the entire network of suppliers for the new assortment, as well as the
service network to handle it [41].

The concept of an AV is also part of the automotive market development strategy, but
its perception by current drivers in Poland seems to be at a highly differentiated level.

3.1. Autonomy Levels in the Automotive Market

In recent years, various surveys of public opinion and user acceptance regarding the
perception and adoption of ADS have been conducted worldwide [32,42,43]. Begg [44]
developed a survey on the likelihood of AV adoption aimed at UK transport experts to
establish their perceptions of whether and when interviewees expect AVs to become a
reality. In this survey, 28% of respondents said vehicles with level 3 autonomous driving
technology will be available on UK public roads by 2040, and almost 25% said that the
implementation of AVs would improve road transport safety.

In turn, Kyriakidis et al. [45] conducted a public opinion poll on automated driving
among 4886 respondents in 109 countries. In this survey, respondents indicated that
fully automated driving (level 5) would be easier than manual driving, while partially
automated driving (level 3) was perceived as more difficult. Concerns focused on the
hacking and misuse of software, legal issues and security. In addition, 20% of respondents
said they would be willing to pay USD 7000 more for a fully level 5 AV, and nearly 70%
said AVs could gain around 50% of the market share by 2050.

Another area of research is the analysis of the service side provided by AVs. Auto-
mated and autonomous freight transport will expectedly consist of high capacity
(e.g., trucks) and small capacity (e.g., vans) vehicles [46]. The small capacity vehicles
will be mainly applied in the urban environment for many transportation tasks. Ref-
erence [47] presents research on the readiness to entrust one’s safety and health while
traveling in an autonomous ambulance. As shown, the respondents approach this solution
with great caution and uncertainty. As mentioned in Reference [48], the gradual intro-
duction of autonomous ambulance technology through the trial transportation of patients
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with noncritical injuries may enhance users’ trust and lead to the spread of this technology.
Currently, in the area of services, innovative solutions are also used in the field of city
logistics: EVs, electric cargo bikes (E-CB), new techniques for modeling and controlling
traffic [49–51] and AVs are available. Demand-based ICT applications (hardware and
software) are also spreading.

The research carried out by the authors of this work showed different tendencies in the
perception of the concept of AVs by the respondents (not only active drivers) depending on
the grouping variable adopted (age, gender, place of residence and driver’s experience). As
can be seen from the data presented in Table 1, the majority of the respondents were men
(62.2%). The most numerous age group consisted of young respondents aged 19–25—they
constituted 47.7% of all respondents. Most people, 35.4%, declared that they came from a
city with more than 300,000 inhabitants, and the vast majority of them constituted a group
of self-declared drivers, i.e., people holding a driving license, at 87.4%.

The conducted research shows that the belief of respondents regarding the level of
autonomy is clearly the highest in relation to level 1. The higher the level of autonomy, the
more skeptical both women and men are regarding this solution. The importance of the
different types of autonomy is presented in Table 2 and Figure 2.

Table 2. The importance of different types of AVs by respondents based on gender.

Autonomy Level Woman Man Total

Level 1 69 114 183
Level 2 64 104 168
Level 3 61 101 162
Level 4 18 30 48
Level 5 7 11 18

Generally 219 360 579
Summary: Calculating the cardinality; the number of marked cells > 10 Chiˆ2 Pearson: 17.4178, df = 4,
p = 0.001603.

 

Figure 2. Perception of the levels of autonomy for the AV market among respondents by gender.

In the case of autonomy levels 1, 2 and 3, the significance of the survey is quite high in
the opinion of the respondents, because they assess the concept as the most likely form for
cars on the market. It should be remembered that these levels apply to standard vehicles
supported by autonomous solutions (SVs+).

Respondents positively evaluated the concept of AVs up to level 3, while levels 4 and
5 were rated quite poorly. These are already quite innovative solutions, and in the opinion
of the respondents, not very realistic for the automotive market in the near future.
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The conducted research also showed that the respondents know the concept of AVs
on average—only 30.4% of them have heard and know the concept; while more than half
(58.2%) declared that they had heard something about it, and 11.4% of the respondents did
not know what the idea was about.

On the other hand, due to the popularity of the progressive introduction of au-
tonomous vehicle solutions on the market, drivers with five years seniority believe that
AVs will become popular in more than 20 years. Drivers with 5–15 years of experience, as
in the case of drivers who have a longer experience, i.e., 15–30 years as a driver, decided
that it would take place in the period of 10–20 years. On the other hand, drivers with the
longest experience, i.e., over 30 years, similarly to the youngest ones, said that, in their
opinion, the development of AVs would take place in over 20 years (Figure 3).

Figure 3. The popularity of AVs in Poland in the opinion of the respondents due to the driver’s experience.

Among the different groups of respondents by age, the concept of the development of
the AV market with regard to the level of autonomy was highly diversified (Figure 4a,b).
In the 19–25 age group, women were rather unequivocally focused on development over
10–20 years for level 2 of autonomy, while in the same age group, men were not so clearly
determined; the majority of indications concerned level 3 (development in the perspective
of 10–20 years), the remaining answers were similarly divided into level 1 (development
in the perspective of more than 20 years) and level 2 (period of 10–20 years). It should
be added that according to women in this age group, the introduction of AVs at level 4 is
unlikely, and at level 5, even impossible. In turn, men in this group had a more positive
attitude to higher levels of autonomy than women, especially in levels 3 and 4.
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(a) (b) 

Figure 4. Perception of the levels of autonomy for the AV market among respondents by gender in the 19–25 age group:
(a) female; (b) male.

The 26–40 age group (Figure 5a,b) indicated the following trends in the perception of
levels of autonomy: for women—the most likely spread of AVs was at level 3 (development
over the 10–20 years period), while—similarly to the perspective in the previously analyzed
age group—the higher levels of autonomy (i.e., levels 4 and 5) were not taken into account
at all. It should be added that a large group of women in this age group believe that
the introduction of AVs, starting from level 1, will only be possible in 20 years’ time at
the earliest.

  
(a) (b) 

Figure 5. Perception of the levels of autonomy for the AV market among respondents by gender in the 26–40 age group:
(a) female; (b) male.

On the other hand, men also mainly see sense in level 3 of autonomy in the period
of 10–20 years; however, they are more optimistic than women in this age range in regard
to higher levels of vehicle autonomy—indicating a period of 10 to 20 years for perceived
development (even for level 5).

The opinions of the respondents in the 41–60 age group were also varied (see Figure 6a,b).
Women mainly indicated the 5–10-year development perspective for level 3, while men
were less determined, and equally indicated level 1 (over 20 years) and level 3 (development
over 10–20 years).
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Figure 6. Perception of the levels of autonomy for the AV market among respondents by gender in the 41–60 age group:
(a) female; (b) male.

The smallest age group participating in the study—only 4.3% of the respondents—
were elderly people over 60 (Figure 7a,b). In this age group, among women, the indications
for level 2 of autonomy (in the period of 10–20 years) were dominant, and levels 3, 4 and
5 were not taken into account at all. On the other hand, men indicated the development
perspective for AVs for a period of more than 20 years for level 1, i.e., a small support for a
car, which today, among modern cars on the road, perform various functions available on
the automotive market (cruise control, reversing or parking assistant, etc.). Thus, levels 4
and 5 were omitted as a potential future trend.

  
(a) (b) 

Figure 7. Perception of the levels of autonomy for the AV market among respondents by gender in the age group above
60 years: (a) female; (b) male.

In further stages of the interpretation of the obtained research results, reference was
made to replacing traditional cars with different types of vehicles: HVs, EVs, standard
vehicles, but supported by selected functions of autonomous vehicles and, of course, AVs.
The analysis shows that among people who know the concept, as many as 68.4% say
that AVs will gradually replace the traditional ones. On the other hand, in terms of the
automotive market, according to the respondents, HVs will be the most popular in Poland
in the coming years (39.4% of respondents’ indications) as well as standard vehicles (SVs)—
21.2%. It should be added that a similar number of responses were obtained for SVs with
autonomous power steering and EVs—18.7% and 18%, respectively. AVs were indicated
by only 2.8% of the respondents.
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In order to better present the obtained results, in Figures 8–11, in relation to the above
analysis, basic descriptive statistics (location measures) are presented including the median,
quartiles, minimum and maximum for two variables; the ranges of the variable “place of
residence of respondents” are marked on the horizontal axis, while on the vertical axis,
individual categories for the variable “vehicle type which, in the opinion of respondents,
will be the most popular in the near future” are marked. The survey lists different types of
vehicles in terms of their propulsion: standard vehicle—SV, hybrid vehicle—HV, electric
vehicle—EV, standard vehicle with autonomous support—SV+ and autonomous vehicle—
AV. An autonomous vehicle can be propelled in various ways (SV—petrol or diesel, EV or
HV), but in this questionnaire, respondents did not distinguish between the driving method
according to its propulsion. Thus, vehicles (SV, EV, HV and SV+) are considered as human-
driven vehicles (traditional vehicles), and an AV is to be understood as a self-steering
vehicle without human intervention.

 
Figure 8. Perception of the popularity of particular types of vehicles among the respondents according
to the place of residence: 1—city with more than 300,000 residents; 2—city to 10,000 residents; 3—
100,000–300,000 residents; 4—rural areas.

 
Figure 9. Perception of the popularity of particular types of vehicles among the respondents in terms
of the respondent’s age: 1—41–60 years; 2—26–40 years; 3—60 years and more; 4—19–25 years.
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Figure 10. Perception of the popularity of particular types of vehicles among the respondents due to
their driving license status: 1—more than 10 years; 2—6 to 10 years; 3—1 to 5 years; 4—none; 5—less
than 1 year.

 
Figure 11. Perception of the popularity of particular types of vehicles among the respondents due to
their driver’s status.

As shown in Figure 8, over 50% of respondents were living in large cities with more
than 300,000 inhabitants, and they mainly indicated HVs, but also SVs and EVs. People
living in cities from 100,000 to 300,000 inhabitants—mainly indicated HVs and EVs. On
the other hand, people living in smaller cities and rural areas, in addition to HVs, also
indicated EVs.

As shown in the data presented in Figure 9, the majority of respondents aged 41–60 in-
dicated mainly HVs, but also SVs+. People aged 26–40 indicated perceptions similar to
people from the previous age group, but adding EVs. People in the age group over 60,
however, most often indicated the popularity of SVs, also considering EVs and HVs. The
respondents from the youngest age group indicated HVs as the most popular in the near
future and also mentioned SVs+.
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As can be seen from the data presented in Figure 10, the impact of the status in relation
to the driving license on the popularity of particular types of vehicles in the near future
was marked by the popularity of HVs by all people. For respondents who had a driving
license for more than 10 years, they also showed EVs and SVs+. In the case of respondents
who had a driving license for 6 to 10 years, they indicated SVs and SVs+. The respondents
who had a driving license in the range of 1–5 years showed HVs, EVs and AVs. Among
the respondents without a driving license, they indicated the popularity of HVs and EVs.
In turn, respondents who had a driving license for less than a year indicated HVs, EVs
and SVs.

Among active drivers (Figure 11), the respondents selected HVs and EVs as well
as SVs and AVs. In the second group, the respondents selected HVs, EVs and SVs. The
above analysis shows that most respondents predicted the greatest popularity in the near
future for HVs, followed by EVs. At the same time, a significant proportion of respondents
indicate SVs. Based on these studies, it can be concluded that relatively few people
are convinced about the technology of AVs in Poland in the near future, and these are
respondents who are active drivers.

3.2. Barriers and Challenges in the Field of Autonomous Vehicles

There are also barriers and factors that slow down the large-scale introduction of
AVs. Some of them result from the mentality of the society—attitudes, preferences and
approaches to using this type of vehicle. It was indicated that a large part of potential users
do not feel safe in a vehicle without a driver. Moreover, they are not prepared to give up
the freedom and independence that comes with owning and driving their own vehicle. On
the other hand, potential users are concerned about the need to control and react quickly
in emergency situations, such as a failure of the automation or the vehicle exceeding its
functional limits [45].

It is also likely that the infrastructure and the applicable legal regulations (regulating
the principles of operation of AVs or insurance regulations) will block the widespread
introduction of self-driving cars. It should be remembered that AVs must learn to drive
not only in predictable conditions, but also in imperfect and dynamic conditions, in which
both human behavior, weather and various other obstacles may create difficult situations
on the road. In addition, attention is drawn to the high cost of acquiring such a vehicle
due to the complexity of software and cybersecurity, extensive hardware requirements for
video systems and the challenges of large-scale network management.

As argued by Shariff et al. [52], the greatest obstacles to mass AV adaptation may be
psychological, not technological. If AVs are not widely accepted by the society, road safety
cannot be improved and the anticipated benefits for society and the environment cannot be
achieved [53].

Adapting AVs to public roads is therefore associated with many challenges. Such
vehicles will have to be more integrated with national intelligent transport infrastructures
and systems, such as satellite navigation systems in vehicles, traffic signal control systems,
information about parking lots, weather forecasts, de-icing bridges, automatic number
plate recognition systems or speed cameras for monitoring related applications.

Research carried out by Silberg et al. on technology acceptance, adoption and ap-
plication of automation technology in vehicles has gained great value in research in the
field of transport [54]. They conducted a survey addressed to focus groups in California,
New Jersey and Illinois in the USA, asking for their opinion on AVs. It was found that
respondents would be more interested in adopting AVs if they received incentives such as
autonomous vehicle lanes. In addition, people over 60 and people aged 18 to 25 showed the
highest readiness for this type of solution. In contrast, Schoettle and Sivak [55] surveyed
public opinion on autonomous and AVs among 1533 respondents in the USA, Great Britain
and Australia. The survey found that most respondents were interested in having a fully
self-contained vehicle technology, but most respondents said they would not be willing
to pay extra for this technology. Respondents in the USA expressed greater concern than
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those in the UK or Australia regarding data privacy, interactions with self-driving vehicles,
learning to use vehicles and operating the vehicle in bad weather.

On the other hand, Underwood [56] examined the opinion of 217 transport experts on
automated vehicles. Respondents identified legal accountability and regulation as the most
difficult barriers to deploying fully automated vehicles, and social and consumer acceptance
was considered the least difficult. Moreover, other recent opinion polls have shown that
the general public shows some resistance or a neutral attitude to AV technology [24,45].

The own research conducted by the authors of this study also revealed various barriers
that may be key in the perception of the development of the concept of AVs. Further analysis
was carried out in the breakdown of respondents by age and gender.

Women aged 19–25 see the greatest barrier in the costs of purchasing such a vehicle
(21.9% of responses) and safety issues (17.8%). Women aged 26–40 point to the price (15.8%)
and the question of liability in dispute (15.8%), while women aged 41–60 are concerned
with the price (26.7%) and safety 14.8%). On the other hand, women over 60, similar to
the youngest ones, pay more attention to the price (22.6%) and safety issues (16.1%). The
results of this analysis are shown in Figure 12.

 

Figure 12. Barriers limiting the positive perception of the concept of AV development in the opinion
of women.

In the case of barriers limiting the perception of AV in the opinion of men (Figure 13),
it can be noticed that respondents aged 19–25 most often indicated the price and the
contentious responsibility (20.3% and 15.9%, respectively). Men in the 26–40 age group
see the main barriers in the development of AVs in terms of safety (17.7%) and the cost
of buying a vehicle (15.7%), while in the age group of 41–60, the issue that is a more
serious barrier concerns the price (21.6%) and potential hacking attacks (17.1%), which
other groups of respondents did not pay attention to. On the other hand, respondents in the
age group over 60 indicated the price as the main barrier—as many as 50% of respondents
in this group expressed their opinion on it, while 25% of respondents were afraid of this
solution at all.

From the obtained results, it can be drawn unequivocally that the main barriers are
costs, safety issues and disputable liability between road users, in the case of a potential
AV driving. Similar conclusions were presented in References [55,57]. In the case of high
operating costs of such a system, these concerns are also confirmed by the results of studies
presented by Brown et al. [58] and Casley et al. [59] or Shabanpour et al. [60].
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Figure 13. Barriers limiting the positive perception of the concept of AV development in the opinion
of men.

3.3. The Future of Autonomous Vehicles in Poland Based on Research Results

Based on the analysis of the literature and our own research, it can be indicated that, in
most cases, the widespread use of AVs in road networks would lead to the improvement of
road safety in the form of fewer road accidents, as well as savings in energy consumption
by vehicles and increased efficiency. Most studies also agreed on potential obstacles to AV
adoption, such as legal liability and ethical issues, privacy concerns, cybersecurity and
hacking issues, as well as the high cost of vehicles and related technologies.

Research has shown that, in Poland, the process of replacing traditional human-
steering vehicles with AVs will be gradual and slow. This process will depend mainly on
the adaptation of society to this type of innovation and changes, as well as the wealth of
the society. As shown in Reference [8], the introduction of this type of vehicle on a large
scale—in the most realistic variant—will take place in the next 20–25 years.

According to the research, most respondents believe that the dominant type of vehicles
in Poland in the near future will be traditional human-steering HVs and EVs. The re-search
also showed an attachment to SVs (with combustion engines), especially of respondents in
the last age group—over 60 years of age.

The most important premises resulting from the analysis of the test results are as
follows:

• Respondents positively evaluated the concept of AVs up to level 3 (SVs+), while levels
4 and 5 were rated quite poorly. Moreover, in each age group, there was a greater
awareness of the introduction of vehicle autonomy levels among men than among
women, who did not show level 5, and level 4 was shown only sporadically.

• Only about 30% of respondents knew AV technology and almost 60% “heard some-
thing about this technology”. This shows how low the awareness is about innovative
solutions in the road transport sector among the respondents.

• The average time of AV introduction in Poland was estimated at 10–20 years and over
20 years.

• Due to the place of residence, the most popular vehicles in the future were indicated
by the following: HVs, EVs, AVs and SVs, followed by SVs+.

• Due to the age of the respondents, the most popular vehicles in the future were
indicated as HVs, EVs and SVs, followed by AVs and SVs+.
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• Due to the length of driving license, the most popular vehicles in the future were
indicated by the following, successively: HVs, EVs, SVs and AVs, with SVs+ last.

• In the group of active drivers, the respondents indicated the popularity of HVs, EVs
and SVs, and then AVs. On the other hand, HVs, EVs and SVs were indicated as the
most popular among inactive drivers.

• Among the main barriers for the introduction of AVs in Poland, the respondents
indicated the following: price, safety, disputed liability, social mentality and hacker
attacks.

The analysis of the research results shows that the respondents showed great attach-
ment to traditional self-driving, at the same time pointing to the popularity of hybrid,
electric and internal combustion engine vehicles. This shows that technology of AVs in
Poland is more distant than, for example, in the USA or other, more developed EU countries
as well as in the UK. That is why it is so important to promote the benefits of AVs. Activities
in the mental sphere are very important—there needs to be promotion of the AV concept
and related technologies such as the Smart City, car sharing and other innovative solutions
in road transport in urban areas.

4. Conclusions

The article presents our own research on the future of autonomous vehicle technology,
obtained as a result of surveys. It summarizes the benefits and barriers to the widespread
use of AVs that were seen as the most important in each study. As indicated in the
literature in most cases, the widespread use of AVs on road networks would lead to
fewer road accidents, increased fuel savings and increased productivity. Most studies also
agreed on potential obstacles to AV adoption, such as legal liability, ethical issues, privacy
concerns, cybersecurity and hacking issues, as well as the high cost of vehicles and related
technologies.

Therefore, it seems that the replacement of traditional cars with AVs will take place
gradually and will depend mainly on the adaptation of society to this type of innovation
and related changes. Hence, experts and researchers predict that the introduction of AVs on
a large scale will take place in the next 20 to 25 years [8]. The degree of advancement of this
process, its scale and form will, of course, be different in individual countries—in smaller,
well-developed countries with modern infrastructure, such as the Netherlands, AVs may
already become widespread in the years 2030–2040. However, in the case of larger and
less-developed countries, this may not happen until 2040–2050 or even later. Level 1 and
level 2 of autonomy are expected to be introduced extensively, i.e., autonomous functions
in commercial vehicles (comprehensive lane assistance and automatic braking and parking
functions, adaptive cruise control, blind spot monitoring, etc.), which were previously only
available in luxury cars. By contrast, true automation, from level 3 onwards, may prove
very limited in most national economies due to insurmountable problems with driver
inattention.

Summing up, it can be said that the process of adopting AV technology in Poland will
take a relatively long time. Most of the respondents indicated about a 20-year period of
adaptation of higher levels of vehicle autonomy.
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Abstract: There is a range of anxiety-related phenomena among users and potential buyers of electric
vehicles. Chief among them is the fear of the vehicle stopping and its users getting “stuck” before
reaching their designated destination. The limited range of an electric vehicle makes EV users
worry that the battery will drain while driving and the vehicle will stall on the road. It is therefore
important to know the factors that could further reduce the range during daily vehicle operation.
The purpose of this study was to determine the effect of selected parameters on a battery’s depth of
discharge (DOD). In a simulation study of an electric vehicle, the effects of the driving cycle, ambient
temperature, load, and initial state of charge of the accumulator on the energy consumption pattern
and a battery’s depth of discharge (DOD) were analyzed. The simulation results confirmed that
the route taken has the highest impact on energy consumption. The presented results show how
significantly the operating conditions of an electric vehicle affect the energy life. This translates into
an electric vehicle’s range.

Keywords: electric vehicle; electric vehicle range; depth of discharge

1. Introduction

Electric vehicles are now widely available. They can be found in virtually every
vehicle category, from small passenger cars to SUVs, and sports cars to light duty vehicles.
EVs are easy to find in the offerings of most car companies. In recent years, corporations
have emerged that specialize in producing electric vehicles only, such as Tesla. In the last
quarter of 2020, electric vehicles accounted for 16.5% of all newly registered passenger cars
in the EU. Overall, in 2020, the share of newly registered electric vehicles was 10.5% of all
new vehicles in the EU [1]. However, when looking at the number of all passenger cars
in use in the EU, EVs only represent 0.2% [2]. The highest share of electric vehicles is in
Norway, at 56%. The largest number of electric vehicles is in China, at 2.4 million [3,4]. Car
sharing companies have sprung up in many major cities, offering only electric vehicles.
According to the results of the analyses presented in [5,6], the number of people using this
type of service is growing. The number of electric taxis is also gradually increasing. Many
taxi companies have decided to purchase electric or hybrid vehicles [7–11]. An example
for many cities can be found in Amsterdam (The Netherlands), where a taxi company has
decided to replace its entire fleet of vehicles with electric ones by 2025 [12]. The largest
number of e-taxis is in Beijing, China [13,14].

Compared to vehicles with a combustion engine, electric vehicles have many advan-
tages. The main and undeniable one is the zero emission of harmful compounds at the
place of their use. Electric vehicles also emit less noise while driving. In the low-speed
range up to 50 km/h, it can be up to 7 dB(A) depending on the vehicle speed [15–18]. The
noise generated by an electric vehicle in city traffic reaches 40–60 dB(A). For comparison, a
passenger car powered by an internal combustion engine emits an average of 60–70 dB(A)
in city traffic.

Another advantage is the much lower cost of ownership of electric vehicles compared
to vehicles with internal combustion engines. As shown by the results of TCO analyses
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presented in [19–22], the running costs of electric vehicles are much lower than those of
internal combustion vehicles.

One of the advantages of EVs is the much higher efficiency of the electric power
train compared to conventional drives equipped with internal combustion engines. It is
estimated that the efficiency of the electric power train is 90–98% [23–25]. In vehicles with
a conventional power train, where the energy source is the internal combustion engine, the
energy from fuel combustion is thermal energy, which is then converted into mechanical
energy. It is estimated that the efficiency of energy transfer from the source (internal
combustion engine) to the driving wheels in conventional propulsion is 42–45% [26–28]. In
addition, the torque generated by the electric motor is available almost from zero rotational
speed. This allows the parameters of the electric motor driving the vehicle to be selected
in such a way as to ensure that the driving speed can be changed within the required
range without the use of an additional transmission. This reduces the mechanical losses
of the drive system. When stationary, e.g., in traffic, electric motors do not run, do not
require sustained operation, and therefore do not generate losses associated with motor
idling [29,30]. When operating in generator mode, the electric motor can recover some of
its kinetic energy during braking. This energy is used to additionally recharge the battery.
In vehicles powered solely by internal combustion engines, during braking, the energy is
dissipated into the environment in the form of heat and thus irretrievably lost.

Despite their many significant advantages, electric vehicles also have disadvantages.
Undoubtedly, one of them is the cost of buying an EV. The price of a small electric car is
often close to that of a premium class conventional car. To prevent this, many states offer
subsidies or other incentives to willing buyers, such as free parking in city centers, free
entry into cities, or the ability to drive using bus lanes.

Another disadvantage of electric vehicles is the long battery charging time. Depending
on the charging method, it is several hours. The availability of charging stations and points
is limited in many countries. In small towns especially, charging infrastructure is still not
sufficiently developed. In many countries this problem also applies to the availability of
charging stations along highways and freeways.

The disadvantage of most electric vehicles is also the short range on a single charge.
Depending on battery capacity and operating conditions, electric vehicles can cover up to
400 km on a single charge (e.g., Nissan Leaf, Renault Zoe, BMW i3 120 Ah), while vehicles
equipped with internal combustion engines, depending on fuel tank capacity, can cover a
much longer distance on a single fill-up.

The issue of short range is one of the barriers to the spread of electric vehicles. The
phenomenon of range anxiety has been reported among EV users and those considering
their purchases. Although the on-board computer displays the estimated range of the
vehicle, there are situations on the road that cannot be predicted. Users or potential buyers
are concerned that the battery will run down before the end of the journey or that there is
no charging point in the area.

When reviewing the literature on the topic of electric vehicle range, many papers
include research and analysis of the impact of factors that limit the range of electric vehicles.
These include operating conditions, driver’s driving style, ambient temperature, vehicle
load, etc. Many works are devoted to studying the energy efficiency of EVs in a specific
driving cycle. Ongoing research is also aimed at adapting the control strategy for energy
flow during braking between mechanical brakes and the energy recovery system. This
makes it possible to extract as much energy as possible during braking.

The purpose of this paper is to present the factors and problems associated with
electric vehicle coverage and to review previous research. The second part of the paper
presents the methodology of a simulation study of an electric vehicle, in which the effects
of driving cycle, energy level in the accumulator, ambient temperature, and load on the
energy consumption of an electric vehicle were analyzed. This paper is a prelude to an
experimental study aimed at investigating and understanding the factors affecting the
range of an electric vehicle under real-world conditions.
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2. Range Anxiety

Range anxiety is the travel anxiety and stress experienced by the driver of an electric
vehicle caused by decreasing or low energy in the battery. It is the fear of the vehicle
stopping and its users getting “stuck” before reaching their designated destination [31].
What distinguishes the concern about the range of electric vehicles from the classic problems
associated with the use of vehicles powered by conventional fuels is the fear of not being
able to find a charging station in time. Using vehicles with internal combustion engines,
finding a refueling station during a long journey is not a problem.

For electric vehicle users, there is a concern that when traveling to areas of the city or
regions unfamiliar to them, drivers will not encounter available EV chargers along their
route. What is important is that many EV users have no experience using a public EV
charger. In fact, most EV owners charge their vehicles primarily at home or at their place
of work.

The authors of the paper [32] noted that range anxiety is expressed on four levels:

• Cognitive level: manifested by negative beliefs related to the range, e.g., fear of
running out of energy and not being able to reach the destination.

• Emotional level: causing, e.g., anxiety, nervousness, or fear in the situation.
• Behavioral level: expressed by a change in a driver’s behavior that reduces immediate

anxiety by increasing feelings of safety and control. Demonstrated, for example, by
certain actions such as changing driving style to save energy or frequently checking
the on-board computer readouts (for range, energy level, position), or even aggressive
behavior manifested, for example, by tapping fingers on the steering wheel, shouting,
honking, or aggressive gestures.

• Physiological level: manifested in the body’s response to the situation, e.g., increased
blood pressure, heart rate, heart rate variability, cortisol level, pupil diameter, respira-
tory rate, etc.

Based on the results of the survey presented in [33], the most frequent behaviors
of electric vehicle drivers experiencing range anxiety were limiting the speed, changing
the driving style, and searching for a nearby charging point. The actual behavior change
represents the instability of the driver’s behavior under stress and is intended to reduce
the risk of getting stuck when traveling. To conserve energy and increase range, drivers
choose to reduce speed.

In light of the frequent discussion of this psychological phenomenon, many studies
have sought an empirical understanding of electric vehicle drivers’ range anxiety. The
results confirm that visualizing the energy level in the accumulator contributes to anxiety
in some drivers. Electric vehicle drivers feel uncomfortable when the battery charge drops
below a comfortable threshold subjectively accepted by the vehicle user. The paper [34]
presents the results of an experiment in which participants were asked to drive a 19-mile
distance in an electric vehicle. One half of the participants drove a vehicle with a low
energy level in the accumulator (30%) and the other with a fully charged battery. The
authors conclude that low initial SOC has a significant effect on range anxiety, trust in the
vehicle, and driving behavior.

Based on the experimental results, the authors of the paper [35] noted that range
anxiety increases when the driver observes a decreasing energy level in the battery while
driving. This situation makes it impossible for the driver to predict how far he can still
travel with the remaining energy level. In the paper [36], it was shown that the anxiety of
electric vehicle drivers increases when the energy level in the battery drops below 50% of
its capacity. Based on the surveys presented in [37], a significant number of respondents
stated that charging should be performed at 30% energy level in the battery.

Referring to the literature, reducing perceived anxiety in electric vehicle users can be
achieved in two ways. The first way is to increase the nominal range, e.g., by using batteries
with higher energy capacity or replacing the electric vehicle with REV (extended-range
electric vehicles) or plug-in hybrids (HEV plug-in). The second way is to develop the
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charging infrastructure by increasing the number of fast charging stations so that they are
as easily accessible as gas stations.

Many researchers conduct intensive research on information systems for electric
vehicle drivers. The have developed applications and systems that warn of the need to
charge the battery, inform drivers about the location of the nearest charging station, or
allow drivers to determine whether the battery will need to be recharged on the planned
route [38–41]. In a survey presented in [37], participants stated that the distance between
charging stations should be on average 0.12 km less than the distance between traditional
gas stations. According to the respondents, the preferred distance between charging points
should be 5 km. A lot of work has gone into the proper siting of charging stations so that
they are easily accessible to electric vehicle users. To develop a network of charging stations,
the researchers used methods such as linear programming [42,43], genetic algorithm [44,45],
location approach [46], and fuzzy neural network [47].

To reduce the charging time for electric vehicles, the authors of [48,49] suggested that
in addition to charging stations for electric vehicle users, battery swap points should be
widely available where users can swap a discharged battery for a fully charged one. This
solution would eliminate the long battery charging time.

Technology that relies on inductive coils embedded in the road lanes would allow
the battery to be charged while driving. Installed on highways, this solution would allow
electric vehicles to be more mobile and help alleviate range concerns. However, this is
a solution of the future, as weight deployment of this technology seems difficult and
very expensive.

3. Factors Affecting the Range of an Electric Vehicle

The range of an electric vehicle is understood as the distance the vehicle can travel
before the battery has to be recharged. The range of the car depends on the amount of
energy in the batteries and the unit consumption. Higher energy consumption due to
additional factors shortens the range a vehicle can cover on a single battery charge. The
range of an electric vehicle depends on a large number of factors.

According to [50], the range of electric vehicles generally depends on three main
classes of factors: vehicle design, driver’s driving style and use conditions. Some param-
eters are invariable, e.g., vehicle type, gearbox type, number of seats, weight of electric
drive, weight and type of battery, road infrastructure, and availability of battery charg-
ing infrastructure.

Other parameters such as the battery’s state of charge (SOC), state of health (SOH),
driver’s behavior, traffic volume, weather factors, etc. are subject to change. The EV range
reported by manufacturers is directly related to a linear estimate of the maximum range
that can be achieved by an electric vehicle, based on a real-time estimate of the battery’s
state of charge [51].

In [52], it was shown that the weight of the vehicle and the energy capacity of the
batteries have a major influence on the range of an electric vehicle. When an electric vehicle
has a high-capacity battery pack and is used for short distances, it is less efficient than a
vehicle with a low-capacity battery. The results of the experiment presented in [53] show
that the estimated average range of an electric vehicle without additional load during
acceleration to 100 km/h over a distance of 5 km was 97.01 km, and an additional load
of 270 kg reduced the range by 8.2%. Driving a car with an extra load also reduces the
average speed. Based on the results of the study presented in [54], it was estimated that
the actual energy consumption of electric vehicles increases by 60% and 40%, respectively,
with each doubling of the vehicle weight, but only by 5% with each doubling of the rated
power of the electric motor.

Iclodean et al.l. in work [55] present simulation studies of an electric vehicle equipped
with batteries of the same energy capacity based on different battery technologies: Li-Ion,
Na-NiCl2, Ni-MH, Li-S. Simulation studies were conducted based on an actual velocity
profile. The results show that among all the battery technologies tested, equipping the
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vehicle with Na-NiCl2 sodium-nickel batteries had the lowest average energy consumption.
On the other hand, the highest average energy consumption was recorded when the vehicle
was equipped with Li-S lithium-sulphur batteries. The authors of [53] conclude that an
increase in the capacity of the batteries of an electric vehicle may deteriorate the vehicle
acceleration parameters, increase its operating costs, and reduce the cargo space when
batteries of the same technology are used.

Electric vehicles have the ability to recover some of the energy in the braking process.
The braking system converts kinetic energy during braking into electrical energy via the
electric motor, which then acts as a power generator. In this way, part of the energy that
is converted into heat during braking in a conventional vehicle, in this case in the form
of electricity, can be recovered and stored in batteries and then used to propel the vehicle.
The proportions of power sharing between the braking torque for energy recovery and
the friction torque in the braking system are determined by data exchange between the
controllers of the power train and the braking system. During deceleration of the vehicle,
energy recovery can only be performed to a certain limit of vehicle speed proportional
to the rotational speed of the electric motor. If the electric motor reaches the torque limit,
the torque must be continuously reduced by mechanical elements as the rotational speed
is reduced. The braking system of an electric vehicle should be so configured that some
energy is recovered by the electric motor when the accelerator pedal is released.

There are two main strategies for sharing braking energy between a regenerative
braking system and a mechanical braking system. The parallel braking strategy involves
the simultaneous operation of the energy recovery system and the mechanical brakes. This
is a relatively simple braking strategy but provides the lowest energy recovery. The series
strategy envisages that the energy recovery system is activated first, and the mechanical
brakes are applied only when the maximum level of recoverable electrical energy related
to the kinetic energy of the vehicle is exceeded. Many researchers have undertaken to
improve the performance of the energy recovery system by developing strategies for
distributing the braking force between the mechanical brakes and the regenerative braking
system. Examples can be found in [56–58], among others. The results presented in [59]
show a significant effect of speed, deceleration, and vehicle weight on the value of energy
recovered during braking. Road test results presented in [60] showed that under urban
traffic conditions, regenerative braking covers almost 23% of the driving time, with the
level of regeneration highly dependent on the driver’s driving technique.

Driving conditions and the velocity profile used also affect the level of energy con-
sumption and thus the range of an electric vehicle. Each route is characterized by certain
parameters, including length, infrastructure, speed limits, and topography. On urban
routes, the time of day is additionally important due to varying traffic volumes and conges-
tion. The results presented in [61–64], among others, show that the type of route covered
can have a significant impact on the level of energy needed to complete it. In [65], it was
shown that driving on a road with varying road gradients significantly affects the changes
in instantaneous power consumed by the vehicle and SOC parameters, and this translates
into vehicle range.

The energy values obtained from the representative driving cycles used in the approval
tests do not reflect the energy level obtained in real driving conditions. Based on the results
presented in [66], the energy values obtained in the standardized cycles (FTP72, FTP75,
JC 08, Japan10, NRDC, ECE-15) compared to the energy consumption in real driving
conditions differ by 9.65–21.17% compared to the energy consumption in real driving
conditions. To accurately estimate the energy consumption and driving range of electric
vehicles under real-world road conditions, it is best to construct representative driving
cycles typical of a city or region.

The ambient temperature also indirectly affects the range of an electric vehicle. This is
due to the need to power additional equipment: at high temperatures—air conditioning, at
low temperatures—the cabin ventilation and heating system. In the results of operational
tests of electric drive vehicles with different battery energy capacity presented in [67–69],
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with respect to a temperature of 20 ◦C, driving with air conditioning turned on causes an
increase in energy consumption. The results presented in the paper [70] show that using
full cabin heating in winter conditions at −20 ◦C can reduce the range by up to 60%.

In addition to the parameters mentioned above, the range of the electric vehicle is also
influenced by the driving style, infrastructure design, traffic intensity, and weather.

Driving style reflects the way the driver habitually drives. The way the vehicle is
driven has a significant impact on the energy consumption of a vehicle with both electric
and conventional drive systems. In the case of electric vehicles, energy consumption
is associated with range. Many studies have confirmed that aggressive driving styles
record higher values of energy consumption than drivers driving calmly. Aggressive
driving reflects abrupt road maneuvers, rapid acceleration, and hard braking. Large
oscillations in the driving speed have a negative impact on the energy consumption of
electric vehicles. The greater the oscillation, the greater the energy consumption. As shown
in [71], aggressive driving with high-speed oscillations may contribute to an increase in
energy consumption by as much as 53%. On the basis of research on energy consumption
in various traffic conditions during rush hours, the authors of the study [72] found that
aggressive drivers cause on average 43% higher energy consumption compared to non-
aggressive drivers. In addition, in lower traffic intensity, aggressive drivers cause 41.5%
higher average energy consumption than calm drivers. It is also interesting that longer use
of an electric vehicle contributes to a change in driving style. The research results presented
in [73] show that after six months of use of an EV, as many as 73% of electric vehicle drivers
changed their driving style. The use of an electric car made drivers change their driving
style in terms of lower speed, less aggression, and more economical driving.

The type of road, road conditions, and elements of road infrastructure also deter-
mine the parameters of the vehicle’s motion [74,75], and thus affect energy consumption.
Curved road sections, speed limits, traffic-calming measures, and the arrangement of inter-
sections with traffic lights all influence energy consumption through acceleration forces
caused by numerous stops and accelerations. The results presented in [76] show that the
average energy consumption in heavy traffic conditions is 15.6% higher than in smooth
driving conditions.

Weather conditions also affect energy consumption. In the simulation results pre-
sented above it was shown that the ambient temperature has a great impact on the energy
consumption of electric vehicle. It was shown in [71] that wind influences energy con-
sumption in different ways for different driving speeds. Based on simulation studies, it
was found that, with a strong headwind of 100 km/h, the energy consumption was nearly
three times higher than in no wind conditions. The authors of the work [77] showed that
electricity consumption is much higher in winter. Based on the research, it has been shown
that the energy consumption of an electric vehicle increases by about 34% in relation to
summer conditions. This means that, for countries where the winter season is relatively
long, this translates into a shorter range of the electric vehicle in that period.

4. Range Estimation Models in Electric Vehicles

Many researchers have attempted to develop methods to predict range with the
remaining energy level in the battery. Generally, to estimate the range, the energy control
system relies on information regarding the current energy level of the battery, the energy
value of a fully charged battery, and the energy consumption of additional loads, such as
air conditioning. There are two main methods of range estimation for electric vehicles:
history-based estimation and model-based estimation.

Range estimation methods may be based on historical energy consumption data
calculated from a vehicle’s dynamic parameters acquired during a journey or from the
last journey. These data are used to predict vehicle range based on the energy remaining
in the battery. The predicted energy consumption is estimated as the average energy
consumption of the last kilometers driven. This method does not take into account the
influence of actual driving style, or road and environmental conditions. Estimation based
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on historical data has limited accuracy but has the advantage of not including a model.
The method of estimating range based on historical data is used in current commercially
available electric vehicles. In the case of Tesla’s Model 3, the mobile application displays
two types of range, either an average range based on last-mile energy consumption data of
10, 25, or 50 km, or one determined by temporary range, taking into account the last few
kilometers driven. In the case of the Renault Zoe, the remaining range is calculated based
on the average consumption of the last 200 km. In the case of the Nissan Leaf, the range is
estimated based on the average energy consumption of previously completed trips [78,79].

Many researchers have attempted to improve range estimation strategies based on
historical data by inputting planned route data or current weather conditions. In [80], the
predicted future power demand of an electric vehicle is determined based on the energy
consumption history, acceleration and speed, and road information from a previously
downloaded map. In [81], a method for estimating SOC and range is proposed considering
the location-dependent operating conditions and power transmission efficiency of the
power train. The electric vehicle range estimation model developed in [82] is a hybrid
structure system combining a physical equation-based model with empirical data of the
future driving profile and the vehicle’s historical dynamic parameters.

In model-based estimation, a mathematical model is developed in which some depen-
dent variables are expressed as functions of the independent variables. Model-based range
estimation was developed to improve accuracy by estimating future energy consumption
and thus range after predicting the future travel velocity profile. This approach is broken
down into two steps. The first step is to predict the future velocity profile considering
the route information and speed limits from GPS data. In the second step, the dynamic
parameters of the vehicle and driving style are taken into account. In this method, the
range is calculated while driving and may change [83]. Model-based range estimation has
developed methods such as:

• Contour positioning system (CPS): Based on the current geographical location, the
route parameters are taken to calculate the required force and torque for the route,
and then the energy to be released from the battery is estimated [84,85].

• Dynamic range estimator (DRE): In addition to the route parameters, the driver’s
behavior is taken into account for estimating the energy consumption. This is rep-
resented by the acceleration value and the efficiency of the driver, and the use of
additional electric auxiliary equipment (e.g., air-conditioning) [83,86,87].

• Big data analysis. This includes a mathematical model that involves a complex process
of examining large data sets to discover certain patterns, correlations, or trends that
are used to estimate some assumed variable. In estimating the range of an electric
vehicle using this method, three steps are distinguished: (1) determining the route
profile based on GPS data; (2) estimating the battery life considering the relationship
of internal resistance and SOH; (3) estimating the energy consumption based on the
selected route and the energy capacity of the battery, and calculating the range based
on these values [88].

• Probabilistic estimation maps: Energy consumption is predicted as a random variable,
and the probability of reaching the destination is obtained by estimating the energy
required for the trip based on route parameters and the driver’s behavior [89,90].

Less computational effort is required in estimating electric vehicle range using mathe-
matical models than physical models, but they are less accurate because they are based on
statistical and probability methods.

5. Methodology of Simulation

5.1. Vehicle

The electric vehicle model was created in AVL Cruise. The vehicle was equipped with
an electric motor with a maximum power of 102 kW at 3000 rpm rotational speed and
a 45 kWh battery with a maximum power of 160 kW. The powertrain has a single-ratio
transmission, with a gear ratio of 6.058. Table 1 presents the vehicle’s technical parameters.
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Table 1. Vehicle parameters.

Type of Parameters Parameters, Units Value

Vehicle

curb weight, kg 1700
gross weight, kg 1980
frontal area, m2 1.97
wheel base, m 2.77

height of gravity center, m 0.5
drag coefficient 0.36

Electric motor
(asynchronous motor)

maximum speed, rpm 3000
maximum power, kW 102

Li-Ion battery

energy capacity, kWh 45
maximum power, kW 160
maximum charge, Ah 60
maximum voltage, V 320

number of cell per row 120
number of cell rows 5

The electric vehicle model has regenerative braking capability, based on the velocity
profile. The parallel regenerative braking strategy consists of a simultaneous operation
of the electric and mechanical brakes. The energy recovered is limited by the current
limitation of the electric motor and battery. The energy control system calculates the electric
motor load signal in both traction and recuperation modes.

In the vehicle, the components of the electric power train are cooled by a coolant.
The piping system is distributed to take heat away from the main components. The
heat generated by the electric machine is transferred to cooling channels symmetrically
distributed around the circumference of the stator. There are plates between battery
cells, made up of channels, through which coolant flows to protect the battery pack from
overheating. The simulations did not take into account the impact of additional energy
consumers, such as air conditioning, audio system, heated windows, and mirrors, on the
energy consumption of an electric vehicle.

5.2. Driving Cycles

A driving cycle is a velocity profile recorded as a function of time or distance that
reflects the conditions of a vehicle on the streets of a particular city, region, or route. It is a
sequence of repeating modules, containing phases of acceleration, constant driving speed,
braking, and stopping. The following factors have an important influence on the shape of
the cycle:

• Infrastructure, e.g., location and position of traffic lights, types of intersection, location
of bus stops, road type (urban, suburban, highway).

• Vertical profile of the route.
• Traffic volume.
• Dynamic properties of the car.

Driving cycles standardized by legislators are used in approval tests for passenger
cars and light-duty trucks. The laboratory tests of vehicles are carried out on a chassis
dynamometer and reflect urban road conditions. As a result of the experiment, the emission
of toxic compounds and fuel consumption in the velocity profile are obtained [91–94].

Until recently, the NEDC (New European Driving Cycle) was in force in the EU.
NEDC has recently been replaced by the WLTC (Worldwide Harmonized Light Vehicles
Test Cycle). The WLTC was developed based on velocity profiles of actual trips under
traffic conditions characteristic of cities in Europe, Japan, and India [95]. In the United
States, the FTP-75 (Federal Test Procedure) is used for approval testing of passenger cars
and light trucks. This cycle includes four tests: FTP-75 which mimics inner city traffic
conditions, HWFET which reflects highway driving conditions, SFTP US06 which imitates
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aggressive driving style, and the optional SFTP SC03 test which allows researchers to
examine the impact of the air conditioning system on engine performance and emissions.

In many works and projects, driving cycles developed for a specific city or region can
be found, called real-world driving cycles. These cycles are created from recorded velocity
profiles while driving. Many papers have been devoted to the methodology of driving
cycle development. Examples of a driving cycle developed exclusively for electric vehicles
can be found in [96,97], among others. Vehicle tests conducted on the basis of a velocity
profile reflecting the traffic conditions of a given city make it possible to estimate more
precisely the values of energy and fuel consumption, as well as the level of emission of
harmful exhaust compounds for specific traffic conditions.

Two NEDC or EPA (Environmental Protection Agency) tests are typically used to
determine the range of an electric vehicle during testing. The range determined acc. to
EPA is 30% shorter than the range determined using NEDC. It is worth noting that air
conditioning, audio system, heated windows, windshield wipers, and other electrical
devices that affect energy consumption are not run in the vehicles during testing.

In this paper, three cycles were used for simulation studies: The NEDC and WLTC
and a cycle containing a velocity profile reflecting highway driving. The NEDC and WLTC
cycles cover urban and extra-urban driving. The parameters of the analyzed cycles are
presented in Table 2.

Table 2. Comparison of test cycles.

Parameters NEDC WLTC Highway Cycle

duration, s 1180 1800 1200
distance, km 11 23.25 35

average velocity, km/h 34 46 104
maximum velocity, km/h 120 131 131

average acceleration, m/s2 0.53 0.53 1.34
maximum acceleration, m/s2 1.06 1.67 1.58
average deceleration, m/s2 −0.75 −0.58 −1.41

maximum deceleration, m/s2 −1.39 −1.50 −1.49

The NEDC cycle takes 1180 s and measures 11 km. In the part reflecting urban driving,
the cycle is formed by modules consisting of stopping, accelerating, driving at constant
speed, and braking. In this section, the vehicle accelerates to a maximum velocity of
50 km/h. The urban part accounts for about 66% of the cycle. In the test stage reflecting
extra-urban driving, there are no stops, and the vehicle accelerates to a maximum velocity
of 120 km/h. The average cycle velocity is 34 km/h. The proportion of stops in the cycle is
23%. The velocity profile for the NEDC cycle is shown in Figure 1.

The WLTC (Figure 2) driving cycle is divided into four parts, corresponding to differ-
ent driving velocities: low, medium, high, and very high. It is more dynamic than NEDC
and has a velocity profile that is more similar to the actual driving cycle. The length of the
test is 23.25 km. The maximum velocity of the cycle is 131 km/h and the average velocity
is 46.5 km/h. The share of stopping in the whole cycle is 13%. The urban driving portion
of the cycle accounts for 52%. The Highway Cycle takes 1200 s and measures 35 km. The
average cycle speed is 104 km. The vehicle accelerates to a maximum of 131 km/h. The
cycle velocity profile is shown in Figure 3.
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(a) (b) 

Figure 1. NEDC cycle; (a) velocity profile (average velocity indicated by red line), (b) velocity distribution over the cycle.

 

(a) (b) 

Figure 2. WLTC cycle; (a) velocity profile (mean velocity indicated by red line), (b) velocity distribution over the cycle.

 
(a) (b) 

Figure 3. Highway Cycle; (a) velocity profile (mean velocity indicated by red line), (b) velocity distribution over the cycle.
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5.3. AVL Cruise Vehicle Simulation Program

AVL Cruise software (2020, AVL—Advanced Simulation Technologies, Graz, Austria)
was used in the simulation studies. The program allows the modeling and simulation of
vehicles equipped with different types of power trains. The vehicle model available in the
program is a system built of interconnected subsystems, namely vehicle components and
drive components. The program allows researchers to:

• obtain a reliable and accurate fuel consumption forecast of the developed vehicle;
• analyze energy flow, power distribution, and losses in the power train, from the power

source to the wheels;
• find the optimum balance between fuel consumption, emissions, and the drive’s

traction properties;
• analyze torsional vibrations of flexible chassis (under dynamic load);
• analyze temperature distribution in power train components.

When creating a vehicle model in AVL Cruise, the user has the opportunity to use
an extensive library of real vehicles and power train components with their parameters
and characteristics. It is possible to create one’s own vehicle or power train model in AVL
Cruise M. The developed vehicle can then be entered into AVL Cruise, where a simulation
is performed. During the simulation, it is possible to select additional equipment in the
vehicle (such as air conditioning or power steering), the influence of external conditions,
i.e., wind force, ambient or road temperature, and to generate a random driving cycle,
which may include driving in urban, suburban, or highway conditions.

Simulation calculations are performed using a mixed, backward/forward procedure.
This enables effective and more efficient estimation of the influence of input parameter val-
ues on the efficiency of power train components. All possible combinations of variables are
performed in the calculation. As a result of the simulation, the user is provided with values
for fuel consumption, emissions and vehicle efficiency, maximum climbing ability and
acceleration times, as well as graphs and performance characteristics of drive components.

Simulation studies enable quick and easy analysis of the influence of selected factors
on the efficiency of the vehicle and drive components.

6. Results

In the simulation studies conducted, an electric passenger car was analyzed under
various driving conditions. During the simulation, the vehicle was tested:

• in three driving cycles with different traffic dynamics (NEDC, WLTC, highway cycle);
• at different initial battery charge levels (40%, 50%, 60%, 70%, 80%, 90%, 100%);
• at different loads (50, 100, 150, 200, 250 kg);
• at different ambient temperatures (−20 ◦C, −10 ◦C, 0 ◦C, 10 ◦C, 20 ◦C, 40 ◦C).

During the analyses, the influence of the factors listed above on the energy level in the
accumulator (SOC; state of charge), the degree of accumulator discharge (DOD; depth of
discharge), total energy consumption, and average energy consumption were investigated.

In the simulation studies conducted, three driving cycles were analyzed. The NEDC
and WLTC cycles cover urban and suburban driving, and the highway cycle reflects
highway driving. The energy consumption of the electric vehicle during the analyzed
cycles is shown in Figure 4. Simulation studies were conducted with a constant ambient
temperature of 20 ◦C and a constant load of 50 kg. The impact of the driving cycle has
a significant impact on energy consumption. It is noticeable that the higher the speed of
travel, the greater the amount of energy required to maintain it. As the simulation results
show, the highest average energy consumption was recorded in the cycle reflecting highway
driving. The energy expended to cover a 35 km stretch on a highway is about 8.6 kWh.
In cycles combining urban and extra-urban driving, energy consumption is significantly
lower. Energy consumption in the NEDC cycle was approximately 2.2 kWh. In the WLTC
cycle, characterized by a more dynamic velocity profile, the energy consumption was about
4.8 kWh. It is worth noting that the WLTC cycle is about twice as long as the NEDC cycle.
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Converting this energy into 1 km of distance traveled, it can be seen that the tests carried
out yielded: 0.2, 0.21, and 0.24 kWh/km, respectively. The average energy consumption
per km is shown in Figure 5.

Figure 4. Energy consumption of the analyzed driving cycles at different SOC.

Figure 5. Average energy consumption of the analyzed driving cycles.

The values of the average energy consumption in the analyzed cycles are similar.
The lowest average energy consumption was recorded on the NEDC cycle. The highest
average energy consumption was recorded by the electric vehicle in a cycle reflecting
highway driving. It is worth noting that the differences in the values of the average energy
consumption in these two cycles are not high, as they are only 16%. The course of the
battery’s state of charge for different initial state of charge values in the selected cycles is
shown in Figure 6.

As can be seen from the courses of the state of charge (SOC) for the NEDC and WLTC
cycles, there were no sudden drops in energy during city driving. It can be seen that energy
consumption increases, especially in the part of the cycle reflecting non-urban driving. This
is when the vehicle is accelerated to higher velocities, resulting in a higher demand for
energy, causing the energy level in the accumulator to drop. In order to determine the effect
of the implemented cycle at different levels of state of charge (SOC), the depth of discharge
value was used. Its value during the analyzed driving cycles is shown in Figure 7.
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Figure 6. State of charge (SOC) under analyzed driving cycles; (a) NEDC, (b) WLTC, (c) High-
way Cycle.

Figure 7. Depth of discharge (DOD) under the cycle.
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Depending on the initial state of charge of the battery, the drop in energy level after
completing the NEDC cycle is 4.94–5.02% and in the WLTC cycle it is 10.72–10.91%. The
depth of discharge of the battery after a cycle reflecting highway driving is 18.74–18.85%.
Thus, it can be confirmed that, regardless of the initial state of charge of the battery, its level
of discharge is dependent on how the route is taken. Figure 8 shows the battery current
waveform for the analyzed driving cycles at initial state of charge of 60% and 100%.

(a) 

(b) 

 

(c) 

 
Figure 8. Battery current in analyzed driving cycles; (a) NEDC, (b) WLTC, (c) Highway Cycle.

The current waveform directly depends on the speed changes implemented. During
acceleration a current of 150 A is drawn, and it is possible to charge with a current of more
than 50 A during braking. Electric vehicles have the possibility to recover part of the energy
during braking. However, this is determined by the energy level in the accumulator and
the power of the electric machine in generator mode. The battery management system
(BMS) decides how much energy can be directed to the accumulator. As presented in
Figure 9, a fully charged battery (SOC 100%) is not able to store any more recovered energy.
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Only when the energy level is below 80% can the battery be recharged. If the energy level
is, for example, 60%, then the accumulator can accept much more recuperated energy.

Figure 9. State of charge (SOC) under the vehicle load.

The efficiency of the electric power train is affected by the weight of the vehicle. The
higher the load, the more energy the vehicle needs to overcome the resistance to motion.
Figure 8 shows the level of discharge of a battery pack during the NEDC cycle at different
vehicle load levels, and Figure 10 shows the depth of discharge of the battery. The initial
state of charge of the accumulator was 60%, the ambient temperature was 20 ◦C, and the
vehicle load was 50 kg.

Figure 10. Depth of discharge (DOD) under the vehicle weight.

From the simulation results, it can be concluded that the load and weight of the
vehicle significantly affect the energy consumption. With a vehicle load of 250 kg, energy
consumption is 7% higher than with a load of 50 kg. The higher the load, the higher the
energy consumption. By considering the level of depth of discharge of the accumulator at
the analyzed loads, it can be concluded that this is a linear relationship.

The battery state of charge at the temperatures considered is shown in Figure 11.
An important issue related to the energy consumption of an electric vehicle is also

the influence of the ambient temperature. In this study, the effect of ambient temperature
on the energy consumption of the NEDC cycle was investigated at the following ambient
temperatures: −20 ◦C, −10 ◦C, 0 ◦C, 10 ◦C, 20 ◦C, 40 ◦C. The initial battery’s state of
charge was 60%. In the study, it was assumed that the set ambient temperature is also the
temperature of the battery.
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Figure 11. Coolant temperature in battery during NEDC.

From the simulation results shown in the graphs, it is clear that temperature has a
significant impact on the energy consumption level. In the case of a temperature of 40 ◦C,
the battery’s level of discharge after performing the NEDC cycle is similar to the course at
20 ◦C. The energy level of the battery at temperatures below 0 ◦C is 24% lower compared to
the test results at 20 ◦C. At a temperature of 10 ◦C, these differences are 13%. The depth of
discharge of the battery at selected temperatures on the NEDC cycle is shown in Figure 12.

Figure 12. Depth of discharge (DOD) under different ambient temperature in NEDC.

The depth of discharge of the battery assumes the highest values at negative temper-
atures. For temperatures above 20 ◦C, the DOD takes comparable values. As previously
mentioned, in an electric vehicle model, the drive components are cooled using a cooling
system where the coolant is liquid. The coolant temperature during the NEDC cycle at a
given ambient temperature is shown in Figure 13.

 
Figure 13. Battery coolant temperature during NEDC.
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The battery thermal management system (BTMS) tries to keep the battery temperature
at a certain level. In the case of high ambient temperature, the BTMS is designed to prevent
overheating. Hence, as seen in Figure 12, the temperature of the liquid decreases and thus
cools the batteries. When the ambient temperature is below 0 ◦C, the task of the system is
to heat the battery. This can be observed in the figure. The temperature of the coolant in
the system increases.

7. Discussion

The aim of the analyses undertaken was to determine how various factors affect the
depth of discharge. Drivers’ awareness of how a car’s battery discharges, what actions to
avoid while driving, or what actions are desirable can significantly offset concerns about
electric vehicle use.

Thus, this paper analyzes the effects of distance, the initial state of charge, load, and
external temperature.

Of the factors analyzed, the battery energy level is most affected by the driving cycle.
On the basis of the presented results concerning the level of depth of discharge of the
accumulator, it can be concluded that the length, the shape of the road, the route, and thus
the driving dynamics significantly affect energy consumption. This, in turn, can translate
into vehicle range. In this paper, three driving cycles characterized by different driving
dynamics were analyzed. The NEDC cycle is the shortest of the cycles analyzed. It is
11 km long and 66% of the route reflects urban conditions. Average energy consumption
on the NEDC cycle is 0.20 kWh/km and DOD is 4.95%. Another cycle, WLTC, has a more
dynamic velocity profile and higher average speed than the NEDC cycle. The WLTC cycle
measures 23 km, and with 52% urban driving represents the routes of the cycle. Average
energy consumption for this cycle was 0.21 kWh/km (DOD is 10.75%). In a cycle reflecting
highway driving, average energy consumption was 0.24 kWh/km. This cycle measures
35 km with an average speed of 104 km/h. In this cycle, DOD was 18.8%. The discrepancy
of the depth of discharge, as shown in the simulations, is quite significant. Table 3 shows
the values of energy consumption in the analyzed cycles with a load of 50 kg and an initial
state of charge of the accumulator equal to 60%. The ambient temperature was 20 ◦C.

Table 3. Energy consumption of the analyzed cycles.

Cycle
Energy Consumption

DOD, %
Total, kWh Average, kWh/km

NEDC 2.23 0.20 4.95
WLTC 4.74 0.21 10.75

Highway Cycle 8.43 0.24 18.74

Table 4 shows the energy consumption values and the depth of discharge for the
NEDC cycle with an accumulator’s initial state of charge of 60% and a load of 50 kg.

Table 4. Energy consumption and depth of discharge at different temperatures.

Temperature, ◦C −20 −10 0 10 20 40

total energy consumption, kWh 2.93 2.81 2.64 2.60 2.23 2.27
average energy consumption, kWh/km 0.27 0.26 0.24 0.24 0.20 0.21

differences in average energy consumption, % 23.89 20.64 15.53 14.23 − 1.76
DOD, % 6.23 6.22 6.15 5.65 4.95 4.92

The ambient temperature also has a significant impact on energy consumption. In
the analyzed driving cycle at temperatures below 0 ◦C, average energy consumption can
increase by up to 24% compared to an ambient temperature of 20 ◦C. At negative ambient
temperatures, the DOD was 6.2%. Average energy consumption is less affected by high
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ambient temperatures. The energy consumption values at 40 ◦C are similar to the energy
consumption values at 20 ◦C.

Table 5 shows the energy consumption values and discharge rate of the battery in
the NEDC cycle with an initial state of charge of the accumulator of 60% and an ambient
temperature of 20 ◦C.

Table 5. Energy consumption and depth of discharge under different loads.

Load, kg 50 100 150 200 250

total energy consumption, kWh 2.23 2.26 2.29 2.36 2.39
average energy consumption, kWh/km 0.20 0.21 0.21 0.22 0.22

differences in average energy consumption, % – 1.33 2.62 5.51 6.69
DOD, % 4.95 5.02 5.09 5.17 5.24

To a lesser extent, DOD levels are affected by vehicle load. The average energy
consumption of an electric vehicle with a load of 250 kg is 7% higher than when the vehicle
load is 50 kg. With a maximum load of 250 kg, the discharge rate of the accumulator
is 5.3%.

Table 6 shows the energy consumption values and discharge rate of the battery in the
NEDC cycle at a different state of charge of the accumulator with a load of 50 kg and an
ambient temperature of 20 ◦C.

Table 6. Energy consumption and depth of discharge at a different initial SOC.

SOC, % 40 50 60 70 80 90 100

total energy consumption, kWh 2.26 2.25 2.23 2.24 2.24 2.25 2.25
average energy consumption, kWh/km 0.21 0.21 0.20 0.20 0.20 0.21 0.21

differences in average energy consumption, % −1.35 −0.90 − −0.45 −0.45 −0.90 −0.90
DOD, % 5.03 5.01 4.95 4.96 4.98 5.00 5.01

Power consumption is slightly affected by the initial state of charge of the battery. The
differences in the average energy expended per driving cycle with different initial battery
state of charge are about 1%.

A summary of the effects of the factors in this article on the range of depth of discharge
is shown in Figure 14.

Figure 14. Influence of selected parameters on battery energy level.

8. Conclusions

Recently, range anxiety has been observed among electric vehicle users. The limited
range of an electric vehicle makes EV users worry that the battery will drain while driving
and the vehicle will stall on the road. The results of the research presented in the papers
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cited in Section 2 show that range anxiety affects driving behavior at the emotional, psycho-
logical, behavioral, and physiological levels. Seeing low energy levels makes drivers feel
anxious, and under stress, they may change their driving style. Drivers mostly choose to
reduce speed to save energy and thus increase range. Moreover, the change in driving style
includes behaviors that are considered dangerous and aggressive, such as tapping your
fingers on the steering wheel, yelling, honking, or aggressive gestures to other road users.

So, it is worth exploring the factors that further reduce range during daily electric
vehicle operation that EV users are often unaware of. The range of an electric vehicle is
affected by many factors, primarily the route taken, the load on the vehicle, and the ambient
temperature. The purpose of this study was to determine the effect of selected parameters
on a battery’s depth of discharge (DOD). In the simulation study of an electric vehicle, the
effects of the driving cycle, ambient temperature, load, and the initial state of charge of the
accumulator on the energy consumption pattern and a battery’s depth of discharge (DOD)
were analyzed. The presented results show how significantly the operating conditions of
an electric vehicle affect the energy life. This translates into the distance the vehicle can
travel on a single charge.

Simulation results confirmed that the route significantly affects energy consumption.
Urban driving involves frequent acceleration and braking phases which can contribute to
a significant increase in energy consumption, but also provide the possibility of energy
recuperation during braking. Higher energy consumption is observed at high speeds, i.e.,
when driving on a highway or in extra-urban driving conditions, at a fixed speed, without
the possibility of energy recovery. In the NEDC cycle, urban driving accounts for 66%. The
average energy consumption in NEDC was 2.20 kWh (DOD—4.95%). In the WLTC, the
urban driving portion of the cycle accounts for 52%. Average energy consumption was
0.21 kWh (DOD was 10.75%). In a cycle representing highway driving, average energy
consumption was 0.24 kWh (DOD was 18.8%). The differences in the values of the average
energy consumption between the NEDC cycle and the cycle reflecting driving on the
highway is 16%. Therefore, it can be concluded that as the average speed of the driving
cycle increases, the energy consumption also increases and therefore the range decreases.

The ambient temperature has also an impact on the energy consumption of an electric
vehicle. Simulation studies have shown that the highest energy consumption occurs during
negative ambient temperature. At temperatures below 0 ◦C, average energy consumption
can increase by up to 24% compared to an ambient temperature of 20 ◦C. On the other hand,
energy consumption is less affected by high ambient temperatures. Based on simulation
results, when the ambient temperature was 40 ◦C, the average energy consumption was 2%
higher than at an ambient temperature of 20 ◦C. Therefore, it can be pointed out that the
anxiety of drivers that the range of an electric vehicle is significantly reduced at negative
ambient temperatures can be confirmed.

Based on the simulation results, the load affected on energy consumption of EV.
Driving with a maximum load can result in an increase in average energy consumption
of 7% compared to driving with a load of 50 kg. It can be observed that the energy
consumption increases in a linear manner with the load.

The range of an electric vehicle depends on many factors. Based on the results of
the simulation research, it can be concluded that the users of electric vehicles should
take additional factors into account when estimating the vehicle range and planning the
route. Such factors should mainly include the type of route, ambient temperature, and
vehicle load, as these factors can affect energy consumption and thus reduce the range.
The authors are aware that, apart from the analyzed parameters, there are many other
factors influencing the range of an electric vehicle. More research is needed to deepen our
understanding of the parameters that may limit the range of an EV. In further work, the
authors want to investigate the impact of driving style, traffic intensity, and infrastructure
elements on the operational parameters of an electric vehicle.
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Abstract: Among surrounding information-gathering devices, cameras are the most accessible and
widely used in autonomous vehicles. In particular, stereo cameras are employed in academic as
well as practical applications. In this study, commonly used webcams are mounted on a vehicle in
a dual-camera configuration and used to perform lane detection based on image correction. The
height, baseline, and angle were considered as variables for optimizing the mounting positions of
the cameras. Then, a theoretical equation was proposed for the measurement of the distance to the
object, and it was validated via vehicle tests. The optimal height, baseline, and angle of the mounting
position of the dual camera configuration were identified to be 40 cm, 30 cm, and 12◦, respectively.
These values were utilized to compare the performances of vehicles in stationary and driving states on
straight and curved roads, as obtained by vehicle tests and theoretical calculations. The comparison
revealed the maximum error rates in the stationary and driving states on a straight road to be 3.54%
and 5.35%, respectively, and those on a curved road to be 9.13% and 9.40%, respectively. It was
determined that the proposed method is reliable because the error rates were less than 10%.

Keywords: autonomous vehicle; dual camera; real vehicle test; test scenario

1. Introduction

Driving automation, as defined by the Society of Automotive Engineers (SAE), is the
internationally accepted standard. SAE provides taxonomy with detailed definitions for
six levels of driving automation. These range from no driving automation (Level 0) to
full driving automation (Level 5) [1]. Mass-produced vehicles have recently begun to be
generally equipped with Level 2 autonomous driving technology. This technology provides
drivers with partial driving automation and is called advanced driver assistance systems
(ADAS). Among the examples of ADAS, adaptive cruise control (ACC) and lane-keeping
assist system (LKAS) are Level 1 technologies, and highway driving assist (HDA) is a
Level 2 technology.

The primary goal of autonomous driving technology is to respond proactively to
unanticipated scenarios, such as traffic accidents and construction sites. This requires
rapid and effective identification of the environment surrounding the vehicle. To achieve
this, various sensors, such as light detection and ranging (LiDAR) and radar sensors, and
cameras are used for detection [2]. Among these, cameras capture images containing a
large quantity of information. This information enables object detection, traffic information
collection, lane detection, among other tasks. Furthermore, cameras are more readily
accessible compared to other sensors. Therefore, several studies have been conducted on
the camera-based collection of environmental information and its processing.

With regard to the correction of camera images, Lee et al. [3] proposed a method to cor-
rect the radial distortion caused by camera lenses. In addition, Detchev et al. [4] proposed
a method for simultaneously estimating the internal and relative direction parameters for
calibrating measurement systems comprising multiple cameras.
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With regard to camera-based lane detection, Kim et al. [5] proposed an algorithm
to improve nocturnal lane detectability based on image brightness correction and the
lane angle. In addition, Kim et al. [6] performed real-time lane detection using the lane
path obtained based on the lane gradient and width information in conjunction with the
previous frame. Choi et al. [7] proposed and validated a novel lane detection algorithm
(namely random sample consensus (RANSAC) algorithm) by applying conventional lane
detection algorithms. Kalms et al. [8] used the Viola-Jones object detection method to
design and implement an algorithm for lane detection and autonomous driving. Wang
et al. [9] achieved lane detection through pre-processing images and utilized the features
extracted from the image pixel coordinates to detect lane departure using a stacked sparse
autoencoder (SSAE). Andrade et al. [10] recommended a novel three-stage strategy for lane
detection and tracking, comprising image correction and region of interest (ROI) set-up,
edge detection.

With regard to monocular camera-based distance measurement, Bae et al. [11] pro-
posed a method to measure the distance to the vehicle in front using the relationship
between the lane and the geometry of the camera and the vehicle. A method suggested
by Park et al. [12] involved measuring distances by training the distance classifier using
the distance information obtained from LiDAR sensors in conjunction with the width and
height of the bounding box corresponding to the detected object. Huang et al. [13] proposed
a method to estimate inter-vehicle distances based on monocular camera images captured
by cameras installed within a vehicle by combining the vehicular attitude angle information
with the segmentation information. Moreover, Zhe et al. [14] constructed an area-distance
geometric model based on the camera projection principle. They leveraged the advantages
of 3D detection to combine the 3D detection of vehicles with the distance measurement
model, proposing a robust inter-vehicle distance measurement method based on a monoc-
ular camera installed within a vehicle. Bongharriou et al. [15] combined vanishing point
extraction, lane detection, and vehicle detection based on actual images and proposed a
method to estimate distances between cameras and vehicles in front by correcting camera
images.

Object detection and distance measurements using stereo cameras have also been
researched extensively. Kim [16] proposed an algorithm to estimate vehicular driving lanes
by generating 3D trajectories based on the coordinates of detected traffic signs, and Seo [17]
proposed an improved distance measurement method using a disparity map. A method
proposed by Kim et al. [18] comprises measuring distances by correcting image brightness
and estimating central points of objects using two webcams. Furthermore, Song et al. [19]
proposed a forward collision distance measurement method by combining a Hough space
lane detection model with stereo matching. Additionally, Sie et al. [20] proposed an
algorithm for real-time lane and vehicle detection and measurement of distances to vehicles
in the driving lane by combining a portable embedded system with a dual-camera vision
system. A method involving efficient pose estimation of on-board cameras using 3D
point sets obtained from stereo cameras, and the ground surface was proposed by Sappa
et al. [21]. Yang et al. [22] proposed a stereo vision-based system that detects vehicle license
plates and calculates their 3D position in each frame for vehicular speed measurement.
Zaarane et al. [23] proposed an inter-vehicle distance measurement system based on image
processing utilizing a stereo camera by considering the position of vehicles in both the
cameras and certain geometric angles. Cafiso et al. [24] proposed a system based on in-
vehicle stereo vision and the global positioning system (GPS) to detect and assess collisions
between vehicles and pedestrians. Wang et al. [25] proposed real-time object detection and
depth estimation based on Deep Convolutional Neural Networks (DCNNs). Lin et al. [26]
proposed a vision-based driver assistance system.

Several extensive studies have been conducted on the correction of camera images,
road lane detection, and distance measurement. However, few studies have been conducted
to optimize camera mounting positions and measure distances to objects in front of a vehicle.
This gap is addressed in the present study by using testing and evaluation methods based
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on dual-camera-based image correction and lane detection. In this study, only theoretical
concepts used in experiments are described in the computer vision phase for lane detection
and the image distortion correction phase. In addition, focal length correction is performed
after image distortion correction to reduce the effect of the change in detection distance
caused by image distortion correction. Moreover, it investigates the three main variables
related to the dual-camera installation. The experimental results according to installation
height, camera baseline, and angle of inclination are presented. The parameters according
to the camera’s rotation axis are set as roll, pitch, and pan. The pitch is the installation
angle of the camera, and the parallel stereo camera method applied in this study does not
consider roll and pan. In addition, the parameters such as angle-of-view and focal length
of the camera are excluded from the analysis because the two cameras constituting the
dual-camera configuration had the same specifications. The actual test was conducted on
the three presented variables to determine the optimal position of the dual camera. The
three variables were tested for three values, respectively. Based on the obtained optimal
value, the actual test was conducted on the theoretical equation. This study proceeds as
follows.

1. Introduction of the lane detection algorithm.
2. Input image distortion correction, stereo rectification, and focal length correction.
3. Experimental evaluation of algorithm precision according to three variables for opti-

mal dual-camera positioning.
4. Proposal of equations for calculating the distance between the vehicle and objects in

front of it in straight and curved roads for test evaluation.
5. Applicability evaluation through real vehicle tests using the optimal camera position

determined in step 3 and the distance calculation equation proposed in step 4.

2. Theoretical Background for Dual Camera-Based Image Correction and the Proposed
Method of Distance Measurement

2.1. Road Lane Detection Method
2.1.1. Theoretical Background for Lane Detection

The ROI in a camera-captured image is the region containing the information relevant
to the task at hand. As the range of the scenery captured by a camera affixed within a
vehicle remains constant, the ROI in particular images must be obtained by removing the
corresponding irrelevant regions.

Cameras usually capture images in the red, green, and blue (RGB) format, which
comprises three channels. Grayscale conversion of such images produces monochromatic
images, which comprise a single channel. As images converted via this method retain
only brightness information, the amount of data to be processed is reduced by two-thirds,
increasing the computational speed.

The canny edge detector is an edge detection algorithm that utilizes successive steps
such as noise reduction, determination of the intensity gradient of the image, non-maximum
suppression, and hysteresis thresholding [27]. Owing to its multi-step mechanism, it
performs better than the methods that use differential operators (e.g., the Sobel mask).

The Hough transform is a method for transforming components in the Cartesian
coordinate system to those in the parameter space [28]. Straight lines and points on the
Cartesian coordinate system are represented by points and straight lines, respectively, in
the parameter space. Thus, points of intersection between straight lines in the parameter
space can be used to search for straight lines passing through a given set of points in the
Cartesian coordinate system.

The hue, saturation, value (HSV) format is a color model that represents an image
in terms of hue, saturation, and value. It is particularly effective for the facile expression
of desired colors because its operational template agrees with the human mode of color
recognition.
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Perspective transform facilitates the modeling of homography using a 3 × 3 transfor-
mation matrix. The perspective of any image can be removed via a geometric processing
method by relocating the pixels of the image.

The sliding window method uses a sub-level array of a certain size called a window
and reduces the computational load for calculating the elements in each window in the
entire array by reusing (rather than discarding) redundant elements.

The curve fitting method involves fitting a function to a given curve representing the
input data. A polynomial function is most commonly used for this purpose. Furthermore,
the input data can be approximated using a quadratic function by employing the least-
squares approximation method.

2.1.2. Lane Detection Algorithm

Figure 1 depicts the algorithm used in this study for lane detection. It utilizes OpenCV,
an open-source computer vision library, for image processing. After performing the lane
detection algorithm, the detected lane information is used to calculate the distance to the
object in front of the vehicle.

 
Figure 1. Flowchart of lane detection algorithm.

Figure 2a presents an input image captured by the fixed left camera. When the ROI
corresponds to 20–50% of the image height and the resolution of the image is 1920 × 1080,
it configures within a rectangular area having the following coordinate points as vertices:
(0, 216), (1920, 216), (1920, 540), and (0, 540).
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(a) (b) 

  
(c) (d) 

  
(e) (f) 

  
(g) (h) 

  

(i) (j) 

Figure 2. Illustration of the steps involved in lane detection: (a) the input image, (b) selection of the appropriate ROI in
the input image, (c) the image obtained via grayscale conversion, (d) the edge-detected image, (e) the image obtained via
filtering following Hough transform, (f) the color-detected image after conversion into the HSV format, (g) the combination
of the straight-line-detected image and the color-detected image, (h) the identified lane following the perspective transform,
(i) the generated lane following quadratic curve fitting, (j) the final lane-detected image.
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Figure 2c depicts the image obtained from the previous one via grayscale conversion.
The single-channel image was generated by averaging the pixel values corresponding to
the R, G, and B channels.

Figure 2d depicts the result of edge detection. A Gaussian filter was used to remove
the noise, and the Canny edge detector was used to generate this edge-detected image.
Then straight lines corresponding to the lane marks were obtained, as depicted in Figure 2e.
The Hough transform was used to detect the edge components in the edge-detected image.
Subsequently, straight lines corresponding to gradients with magnitudes of at most 5◦ were
removed, resulting in the elimination of horizontal and vertical lines that were unlikely to
correspond to the lane.

The yellow pixels were extracted from Figure 2b, and the result is depicted in Figure 2f.
Following the conversion of the image from the RGB format to the HSV format, a yellow
color range was selected. When the ranges of the hue channel, saturation channel, and
value channel were normalized to the interval 0–1, the yellow pixels corresponded to
values between 0–0.1, 0.9–1, and 0.12–1 for hue and saturation channels. One-third of the
mean brightness of the image was used for the value channel. When the value of the pixel
was within the range that was set, the value was set to 255; otherwise, it was set to zero.

Figure 2g depicts a combination of the image obtained by extracting straight lines to
identify pixels corresponding to the lane candidates and that obtained by extracting the
color. A combination was obtained by assigning weights of 0.8 and 0.2 to the images in
Figure 2c,d, respectively.

Further, the lane candidates were obtained using the sliding window method after
removing the perspective from the image presented in Figure 2g, and the output is depicted
in Figure 2h. The image was captured in advance such that the optical axis of the camera
was parallel to the road when the vehicle was located in the center of the straight road.
The image can be warped so that the left and right lanes on a straight road are parallel.
The coordinates (765, 246), (1240, 246), (1910, 426), and (5, 516) of the four points on the
set of lanes visible within the ROI were relocated to the points (300, 648), (300, 0), (780, 0),
and (780, 648) in the warped image to align these along straight lines. A square window
comprising 54 pixels was selected, with a width and height that were one-twentieth and
one-sixth, respectively, of those of the image. The window with the largest pixel sum was
then identified via the sliding window method.

Subsequently, a lane curve was generated by fitting a quadratic curve to the pixels of
the lane candidate, as depicted in Figure 2i. The quadratic curve fitting is performed using
the least-squares method, and the positions of the pixels of the lane candidate are indicated
by the six windows on the left and right lane marks in Figure 2h.

Finally, lane detection based on the input image was completed. The final result,
obtained by applying the lane curve to the input image via perspective transform, is
depicted in Figure 2j.

2.2. Method for Calibrating Distance Measurement
2.2.1. Image Distortion Correction

Images captured by cameras exhibit radial distortions due to the refractive indices of
convex lenses and tangential distortions due to the horizontal leveling problem inherent to
the manufacturing process of lenses and image sensors. Circular distortions induced by
radial distortion at the edge of the image and elliptical distortions induced by the tangential
distortion require correction. The values of pixels in the distorted image can be used as the
values of the corresponding pixels in the corrected image by distorting the coordinates of
each pixel in the image [29].

In this study, OpenCV’s built-in functions for checkerboard pattern identification,
corner point identification, and camera calibration were adopted for image processing.
To correct the input image, a 6 × 4 checkerboard image was captured using the camera,
its corner points were identified, and the camera matrix and distortion coefficients were
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calculated based on the points obtained. Figure 3a depicts the identification of the corner
points in the original image and Figure 3b depicts the screen after the removal of distortion.

  
(a) (b) 

Figure 3. Checkerboard images utilized for distortion correction: (a) identification of the corner points in the checkerboard,
(b) the output image.

2.2.2. Image Rectification

Parallel stereo camera configuration is the method that involves utilizing two cameras
whose optical axes are parallel. It is particularly suitable for image processing because
of the absence of vertical disparity [30]. In contrast, actual photographs require image
rectification to correct the vertical disparity originating from the installation or internal
parameters of cameras. This method corrects for an arbitrary object in the left and right
images obtained with dual cameras to obtain equal coordinates for the height of images.

In this study, OpenCV’s built-in stereo calibration and stereo rectification functions
were adopted for image processing. In addition, the checkerboard image utilized during
the removal of the image distortion was used to identify the checkerboard pattern and
its corner points and calibrate the dual cameras (Figure 4a). As depicted in Figure 4b,
the internal parameters, rotation matrix of the dual-camera configuration, and projection
matrix on the rectified coordinate system can be obtained based on a pair of checkerboard
images captured using the dual cameras.

  
(a) (b) 

Figure 4. Image rectification: (a) the input image, (b) the output image.

2.2.3. Focal Length Correction

Dual cameras were installed collinearly such that the optical axes of the two cameras
are parallel. Furthermore, the lenses were positioned at identical heights above the ground.
The 3D coordinates of any object were calculated relative to the camera positions, based on
the geometry and triangulation of the cameras depicted in Figure 5. It can be described as
follows:

Z = f b
d

X = Z(xl+xr)
2 f

Y = Z(yl+yr)
2 f

(1)

where:

XYZ—the coordinates of the object; the local coordinate system with their origins at the
center of dual cameras.
f —focal length.
b—baseline.
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d—disparity.
xl, yl—the coordinates of the object in the left camera image plane.
xr, yr—the coordinates of the object in the right camera image plane.

Figure 5. Parallel stereo camera model.

The focal length is an essential parameter in the calculation of the Z-coordinate.
However, a problem with the use of inexpensive webcams is that some manufacturers do
not provide details such as focal length. Further errors originating from image correction
necessitate an accurate estimation of the focal length.

This can be achieved by employing curve-fitting based on actual data. Based on the
relationship between distance and disparity, where Za is calculated from the equation:

Za = α
b
d
+ β (2)

where:

XYZ—the coordinates of the object in the universal Cartesian coordinate system.
Za—distance to the object.
α,β—the coefficients obtained via the focal length correction.

During testing, images of objects installed at intervals of 0.5 m over the range of
1–5 m were captured. In addition, the differences between the X-coordinates of each object
captured by the two cameras were recorded. Then, α and β were evaluated by fitting the
curve described by the differences calculated via the least square method.

3. Optimization of the Mounting Positions of Dual Cameras

3.1. Configurations of Test Variables
3.1.1. Mounting Heights of Cameras

In the proposed equation, the distance is measured relative to the ground. It is evident
that the mounting height of the cameras is inversely proportional to the fraction of the
ground captured in the image. Therefore, the mounting height of the cameras wields a
significant influence in the determination of the region captured in the image.

Heights of 30 cm, 40 cm, and 50 cm were considered. In the case of regular passenger
cars, 30 cm was selected as the minimum value because their bumpers are at least 30 cm
above the ground level. The maximum value was set to 50 cm because larger heights
made it difficult to capture the ground within 1 m. Figure 6 depicts the input images
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corresponding to heights of 30 cm, 40 cm, and 50 cm where a baseline of cameras is 30 cm,
and an angle of inclination of mounted cameras is 12◦.

   
(a) (b) (c) 

Figure 6. Input images corresponding to different heights: (a) corresponding to a height of 30 cm, (b) corresponding to a
height of 40 cm, and (c) corresponding to a height of 50 cm.

3.1.2. Baseline of Cameras

Equation (1) is based on the geometry and triangulation of the cameras. Therefore,
the baseline between the cameras significantly affects the measurement of distance.

Baselines of 10 cm, 20 cm, and 30 cm were considered in this study. First, 10 cm was
selected as the minimum value because it was the smallest feasible baseline. Then, the
baseline was increased three times at intervals of 10 cm to examine its influence. Figure 7
depicts the input images corresponding to baselines of 10 cm, 20 cm, and 30 cm, where the
mounting heights of the cameras are 40 cm, and the angle of inclination of the mounted
cameras is 12◦.

   
(a) (b) (c) 

Figure 7. Input images corresponding to various baselines: (a) corresponding to a baseline of 10 cm, (b) corresponding to a
baseline of 20 cm, (c) and corresponding to a baseline of 30 cm.

3.1.3. Angle of Inclination of Mounted Cameras

The installation of cameras parallel to the ground reduces the vertical range and
hinders close-range supervision of the ground. Therefore, it is essential to utilize an
optimal angle of inclination during the installation of cameras.

Angles of 3◦, 7◦, and 12◦ were considered as feasible angles of inclination. First, 3◦
was selected as the minimum value owing to the difficulty of capturing the ground within
a radius of 1 m at smaller angles of inclination from a height of 50 cm. The proportion of
the road captured in the image increased as the angle was increased. However, vehicular
turbulence or the presence of ramps was observed to affect the inclusion of the upper part
of the road in the images. Further, 12◦ was selected as the maximum angle of inclination
as it yielded images with the road accounted for 20–80% of the vertical range. Figure 8
depicts input images corresponding to angles of inclination of 3◦, 7◦, and 12◦, where the
mounting heights of the cameras are 40 cm and the baseline of the cameras is 30 cm.
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(a) (b) (c) 

Figure 8. Input images corresponding to different angles: (a) corresponding to an angle of 3◦, (b) corresponding to an angle
of 7◦, and (c) corresponding to an angle of 12◦.

3.2. Test Results for Optimization of Mounting Positions

During testing, dual cameras were mounted on the vehicle, and objects were installed
at distances ranging between 1 m–5 m at intervals of 0.5 m on an actual road. Then,
the differences between the X-coordinates captured by the left and right cameras were
computed and substituted into Equation (2) to verify the precision. The calculated results
are presented in Figures 9–11.

   

(a) (b) (c) 

Figure 9. Test results with respect to varying baselines and angles at a height of 30 cm: (a) error rates corresponding to
various angles and a baseline of 10 cm, (b) error rates corresponding to various angles and a baseline of 20 cm, (c) error
rates corresponding to various angles at a baseline of 30 cm.

   
(a) (b) (c) 

Figure 10. Test results with respect to varying baselines and angles at a height of 40 cm: (a) error rates corresponding to
various angles and a baseline of 10 cm, (b) error rates corresponding to various angles and a baseline of 20 cm, (c) error
rates corresponding to various angles and a baseline of 30 cm.

Figure 10 depicts the test results corresponding to a height of 40 cm. Figure 10a–c illus-
trates the variation in the degree of precision with respect to varying angles, corresponding
to baselines of 10 cm, 20 cm, and 30 cm, respectively.

Figure 11 depicts the test results corresponding to a height of 50 cm. Figure 11a–c illus-
trates the variation in the degree of precision with respect to varying angles, corresponding
to baselines of 10 cm, 20 cm, and 30 cm, respectively.
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(a) (b) (c) 

Figure 11. Test results with respect to various baselines and angles at a height of 50 cm: (a) error rates corresponding to
various angles and a baseline of 10 cm, (b) error rates corresponding to various angles and a baseline of 20 cm, (c) error
rates corresponding to various angles and a baseline of 30 cm.

Table 1 summarizes the result of Figures 9–11. It is evident from Figures 9–11 that
the error rate exhibited a decreasing tendency as the angle was increased. Meanwhile, it
tended to decrease as the baseline was increased. Finally, the error rate decreased when the
height was increased from 30 cm to 40 cm, and it increased when the height was increased
to 50 cm.

Table 1. Test results for optimization of mounting positions.

Height (cm) Baseline (cm) Angle (◦) Average Error Rate (%) Maximum Error Rate (%)

30

10
3 13.28 48.62
7 14.07 45.36
12 14.15 53.04

20
3 6.89 23.66
7 9.64 27.3
12 4.14 10.53

30
3 10.34 35.83
7 9.5 33.35
12 8.34 33.99

40

10
3 5.55 13.77
7 7.84 15.38
12 8.18 26.9

20
3 4.93 15.19
7 2.38 6.17
12 5.49 19.52

30
3 3.34 13.9
7 1.88 5.69
12 0.86 2.15

50

10
3 10.62 32.49
7 3.77 10.94
12 8.19 27.67

20
3 2.47 5.81
7 2.45 5.84
12 5.23 18.39

30
3 2.15 4.65
7 2.45 8.0
12 1.32 2.34

Based on the aforementioned data, the best result was obtained corresponding to a
height of 40 cm, a baseline of 30 cm, and an angle of inclination of 12◦. In the next section,
these values are used to validate the theoretical equation of distance measurement.
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4. Proposed Theoretical Equation for Forward Distance Measurement

4.1. Measurement of the Distance to an Object in Front of the Vehicle on a Straight Road

The Z-coordinate of an object in front of the vehicle was obtained by using the coef-
ficient α in Equation (2) (as evaluated via focal length correction) as the focal length and
substituting it into Equation (1). However, during testing, the cameras were installed at an
angle of inclination θ, to capture the close-range ground. That is, the optical axes of the
cameras and the ground were not parallel during testing.

The Z-coordinate of the object relative to the position of the camera can be calculated
considering the angle θ in Equation (3):

⎡
⎣ Xg

Yg
Zg

⎤
⎦ =

⎡
⎣ 1 0 0

0 − cos θ − sin θ
0 − sin θ cos θ

⎤
⎦
⎡
⎣ X

Y
Z

⎤
⎦+ h

⎡
⎣ 0

1
0

⎤
⎦ (3)

where:

XgYgZg—the coordinates of the object considering the angle of inclination of mounted
cameras; the local coordinate system with their origins at the center of dual cameras.
θ—the angle of inclination of the mounted cameras.
h—mounting heights of the cameras.

On a straight road similar to that depicted in Figure 12, the calculation of the distance
between the cameras and the object in front of the vehicle requires only an estimation of the
longitudinal vertical distance. Therefore, Zg can be considered to be the distance between
the cameras and the object in front of the vehicle.

 

Figure 12. Distance to the object in front of the vehicle on a straight road.

4.2. Measurement of the Distance to an Object in Front of the Vehicle on a Curved Road

On a curved road similar to that depicted in Figure 13, the radius of curvature of
the road should be incorporated into the measurement of the distance to the object in
front of the vehicle. Therefore, after calculating the vertical distance using the object’s
X- and Z-coordinates, the distance to the object in front of the vehicle was calculated by
considering the radius of curvature:

chord =
√

X2
g + Z2

g (4)

where:

chord—the vertical distance between the vehicle and object.

An angle ϕ is subtended at the center of the curvature and the vertical distance from
the camera position to the object in front of the vehicle. An angle ϕ can be calculated as
follows:

ϕ = cos−1(

√
R2 −

(
chord

2

)2

R
) (5)

where:

ϕ—the angle subtended by the vehicle and the object at the center of curvature of the road
R—the radius of curvature of the road.
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The length of the arc of the circle corresponding to the aforementioned chord was
calculated using ϕ and R, by applying Equation (6):

arc = 2πR· ϕ

360
(6)

where:

arc—the distance between the vehicle and the object along the curved road.

 

Figure 13. Distance to the object in front of the vehicle on a curved road.

4.3. Integrated Equation

In the preceding two subsections, equations have been proposed for distance measure-
ment on straight and curved roads. The radius of curvature of the curved road is inversely
proportional to the difference between the measured distances on the straight and curved
roads. Therefore, if the radius of curvature is larger than a certain threshold, the curved
road can be assumed to be approximately straight without a significant loss of accuracy.
When the radius of curvature was 1293 m, an error rate of at most 0.1% was observed.
Therefore, 1293 m was adopted as the aforementioned threshold in the proposed equation.
This is written as follows:

Zt =

{
Zg R > 1293 m
arc R ≤ 1293 m

(7)

where:

Zt—the distance between the vehicle and the object in front of the vehicle.

5. Vehicle Test and Validation

5.1. Vehicle Used for Vehicle Test

The vehicle test was conducted to verify the accuracy of the forward distance mea-
surement equation after mounting the dual camera setup at the optimized positions. H
company’s Veracruz (Figure 14) was used as the test vehicle, and its specifications are listed
in Table 2.
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Figure 14. Test vehicle.

Table 2. Specifications of the test vehicle.

Name Specification

Veracruz
(vehicle)

Overall length: 4840 mm
Overall width: 1970 mm
Overall height: 1795 mm

Wheel base: 2805 mm
Tread: 1670 mm

The dual cameras were mounted on the front bumper of the vehicle used for the
test, as depicted in Figure 15. Each camera was a Logitech C920 HD Pro Webcam, and its
specifications are listed in Table 3.

 
Figure 15. Test device.

Table 3. Specifications of cameras.

Name Specification

C920 HD pro webcam
(camera)

height: 43.3 mm
width: 94 mm
depth: 71 mm

field of view: 78◦
field of view (horizontal): 70.42◦

field of view (vertical): 43.3◦
image resolution: 1920 × 1080 p

focal length: 3.67 mm
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5.2. Vehicle Test Location and Conditions

Because of safety considerations, the vehicle test was conducted within the Seongseo
Campus of Keimyung University, located in Daegu Metropolitan City, Korea. Figure 16
depicts the straight and curved roads utilized for testing. The radius of curvature of the
curved road was 69 m; it was calculated as the radius of a planar curve based on the design
speed defined in article 19 of the rules for the structure and facility standards of roads,
which are presented in Table 4. A curved road with a radius of curvature of at most 80 m
was selected, considering the driving speed limit of 50 km/h in the city.

  
(a) (b) 

Figure 16. Vehicle test roads: (a) straight road, (b) curved road.

Table 4. Minimum radius of curvature for curved roads according to the design standards.

Velocity (km/h)
Minimum Radius of Curve According to Maximum Slope (m)

6% 7% 8%

120 710 670 630
110 600 560 530
100 460 440 420
90 380 360 340
80 280 265 250
70 200 190 180
60 140 135 130
50 90 85 80

In the case of the straight road, stationary and driving states were classified using
obstacles installed at intervals of 10 m between distances of 10 m and 40 m in front of
the vehicle. In the case of the curved road, the two states were classified using obstacles
installed at 5 m intervals between 6 m and 21 m in front of the vehicle along the center of the
road and on the left and right lane markers. The entire test was conducted corresponding
to a total of four cases.

The tests were repeated three times using the same equipment to acquire objective
data. The environmental conditions during the experiments are summarized in Table 5.
There was no variation in the weather.

Table 5. The environmental conditions.

Item Condition

Road flat, dry asphalt
Weather sunny

Temperature (◦C) 9–12
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5.3. Test Results

The vehicle test was conducted corresponding to four cases of stationary and driving
states on the straight and curved roads. Figure 17 depicts the post-correction images
captured by the dual-camera setup used to measure the distance to the object in front of the
vehicle. Table 6 summarizes the deviations of the theoretically calculated distances from
the actual distances.

  
(a) (b) 

Figure 17. Test result images: (a) on the straight road, (b) on the curved road.

Table 6. Test result analysis.

Scenario Case Real Distance (cm) Calculated Distance (cm) Error Rate (%)

Straight road, Stationary state

1

1000 1008 0.78
2000 1975 1.24
3000 2931 2.29
4000 4032 0.81

2

1000 1001 0.08
2000 1960 1.98
3000 3083 2.77
4000 3925 1.87

3

1000 1004 0.41
2000 1973 1.36
3000 3106 3.54
4000 3956 1.09

Straight road, Driving state

1

1060 1053 0.65
2060 2066 0.31
3060 - -
4060 - -

2

1060 1004 5.32
2060 2066 0.31
3060 - -
4060 - -

3

1060 1080 1.86
2060 2170 5.35
3060 - -
4060 - -

Curved road, Stationary state

1

620 614 0.96
1120 1111 0.80
1620 1602 1.11
2120 2085 1.65

2

620 632 3.63
1120 1098 1.06
1620 1630 1.26
2120 2303 9.13

3

620 562 7.89
1120 1037 6.55
1620 1618 0.50
2120 2084 3.67
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Table 6. Cont.

Scenario Case Real Distance (cm) Calculated Distance (cm) Error Rate (%)

Curved road, Driving state

1

620 562 9.40
1120 1037 7.44
1620 1746 7.79
2120 - -

2

620 585 4.12
1120 1063 4.28
1620 1680 4.36
2120 - -

3

620 562 9.39
1120 1037 7.44
1620 1746 7.79
2120 - -

In the case of the stationary state on the straight road, the objects placed at various
distances in front of the vehicle were identified. The maximum error was observed to be
3.54%, corresponding to the 30 m point.

In the case of the driving state on the straight road, the objects at distances of 10 m
and 20 m in front of the vehicle were identified, whereas those farther away were not. This
can be attributed to factors such as vehicular turbulence, variations in illumination, and
transmission of vibration to the cameras, caused by the driving state. The maximum error
was observed to be 5.35% at the 20 m point.

In the case of the stationary state on the curved road, the objects at distances between
5 m and 20 m in front of the vehicle were identified. The maximum error was observed to
be 9.13%, corresponding to the 20 m point.

In the case of the driving state on the curved road, the objects at distances between
5 m and 15 m in front of the vehicle were identified, whereas those at a distance of 20 m
were not. Similar to the case of the straight road, this was attributed to factors such as
vehicular turbulence, variations in illumination, and transmission of vibrations to cameras.
The maximum error was observed to be 9.40%, corresponding to the 6 m point.

The test results demonstrate that the error in the measurement of the distance between
the vehicle and objects in front of it increases when the object is detected inaccurately
owing to factors such as vehicular turbulence, variations in illumination, and transmission
of vibrations to the cameras. Furthermore, the error tends to be relatively large in the case
of the driving state on a curved road compared with that on a straight road; this error is
affected by the fixed radius of curvature used in the calculation process.

6. Conclusions

In this study, correction of camera images and lane detection on roads were performed
for vehicle tests and evaluation. Furthermore, the mounting positions of cameras were
optimized in terms of three variables: height, baseline, and angle of inclination. Equations
to measure the distance to an object in front of the vehicle on straight and curved roads
were proposed. These were validated via the vehicle tests by classifying stationary and
driving states. The results are summarized below:

(1) Dual camera images were used for lane detection. The ROI was selected so as to
reduce the duration required for image processing, and the yellow color was extracted
to HSV channels. Then, the result was combined with a grayscale conversion of the
input image. Following edge detection using the Canny edge detector, the Hough
transform was used to obtain the initial and final points of each straight line. After
calculating the gradients of the straight lines, the lane was filtered and determined.

(2) Height, inter-camera baseline, and angle of inclination were considered as variables
for optimizing the mounting positions of the dual cameras on the vehicle. Vehicle tests
were conducted on actual roads after mounting the dual cameras on a real vehicle.
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The test results revealed that the error rate was the smallest (0.86%), corresponding to
a height of 40 cm, a baseline of 30 cm, and an angle of 12◦. Hence, this was considered
to be the optimal position.

(3) Theoretical equations were proposed for the measurement of the distance between
the vehicle and an object in front of it on straight and curved roads. The dual
cameras were mounted on the identified optimal positions to validate the proposed
equations. Vehicle tests were conducted corresponding to stationary and driving
states on straight and curved roads. On the straight road, maximum error rates of
3.54% and 5.35% were observed corresponding to the stationary and driving states,
respectively. Meanwhile, on the curved road, the corresponding values were 9.13%
and 9.40%, respectively. Because the error rates were less than 10%, the proposed
equation for the measurement of the distance to objects in front of a vehicle was
considered to be reliable.

To summarize, the mounting positions of the cameras were optimized via vehicle
tests using the dual cameras, and image correction and lane detection were performed.
Furthermore, the proposed theoretical equation for measuring the distance between the
vehicle and objects in front of it was verified via vehicle tests, with obstacles placed at the
selected positions.

The aforementioned results are significant for the following reasons. These results
establish that expensive equipment and professional personnel are not required for au-
tonomous vehicle tests, enabling research and development focused on facilitating au-
tonomous driving using only cameras as sensors. Furthermore, webcams with easy avail-
ability can also be applied without additional sensors to the testing and evaluation of
autonomous driving. In the future, we expect tests to be conducted on ACC, LKAS, and
HDA at the respective levels of vehicle automation.
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Abstract: This paper presents a vibration analysis method and an example of its application to
evaluate the influence of mass parameters on torsional vibration frequencies in the steering system of
a motorcycle. The purpose of this paper is to analyze to what extent vibration frequencies can change
during their daily operation. These changes are largely due to the ratio of vehicle weight to driver
and load. The complex dynamics make it very difficult to conduct research using simple models. It
is difficult to observe the influence of individual parameters because they are strongly interrelated.
This paper provides a description of the vibration analysis method, and the results are presented in
the form of Bode diagrams and tables. On this basis, it was found that the driver, deciding on the
way of using the vehicle and introducing modifications in it, influences the resonant frequencies of
the steering system. Typical exploitation factors, on the other hand, do not cause significant changes,
although they may contribute to increasing the sensitivity of the system to vibrations. The conducted
analysis also showed some nonlinear changes in the dynamics of the system with linear changes of
the parameter values.

Keywords: motorcycle dynamics; steering system; vibrations; wobble; shimmy; Bode plot; LabVIEW

1. Introduction

Motorcyclists worldwide are 23% of all road traffic participants [1], and collisions with
passenger cars are counted among common road accidents [2]. In the example of Poland, it
can be said that the number of accidents of both cars and motorcycles is 1‰ of the number
of registered cars and motorcycles. However, significant in the case of motorcycles is the
fact that the average annual time of use of a motorcycle per year is much lower than that
of a car. Based on [3,4], it can be concluded that motorcycles account for about 5% of the
registered motor vehicles in Poland, and in 2019 alone, motorcyclists were involved in
8.6% of accidents, resulting in 8.6% of injuries and 14.2% of fatalities. Although the overall
number of road accidents decreased by more than 30% between 2007 and 2019, the number
of accidents involving motorcycles is still at the same level [3,4]. In contrast, the number of
motorcyclist fatalities has increased.

The described state of affairs is largely due to the fact that motorcyclists belong to a
group of vulnerable road users. Available elements of motorcyclist’s clothing that affect
the increase of passive safety—apart from the helmet—are not commonly used. On the one
hand, it is affected by the comfort of riding (the weight of individual elements, the lack of
freedom of movement, the time needed for the motorcyclist to get ready, poor ventilation in
hot weather), on the other hand by the price of all these elements. Moreover, active systems
have limited potential to improve safety, as one of the key parameters of a motorcycle
affecting comfort is its mass and location of its center of mass. However, legal regulations
have forced the use of the CBS/LBS system, which is the equivalent of the car ABS system.
Currently, it is the only mandatory active system introduced in 2017 on newly registered
motorcycles.

Steady-state motion disturbances causing vibration are not uncommon. Motorcycle
drivers themselves often contribute to their occurrence. Occasionally the rider may lose
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control of the vehicle due to uneven pavement generating strong impulses to the wheel
and causing severe vibration (wobble, kick-back). Long-lasting, although small, vibrations
may also be produced that contribute to reduced safety, which may result in temporary
perceptual disturbances and negative well-being as a result of their impact [5].

The vibrations that occur in motorcycles are characterized by different frequencies
that result from natural vibrations, as well as from external excitations. The structure of
a motorcycle has different natural frequencies, and it may happen that the frequencies
resulting from external excitation cause resonance [6,7]. The effect of vibrations on humans
in the frequency range from 0.1 to 100 Hz can cause particularly adverse effects due to the
characteristic natural frequencies for organs and body parts (Figure 1). Numbness in the
limbs and diminished sensation can be felt even during a ride of several hours and may
persist for several days. The frequency values were taken from [6].

Figure 1. Natural frequencies of selected organs and parts of the human body.

In order to reduce the effects of vibration on humans, it is critical to study the source
of vibration, look for methods to reduce it, and evaluate the effects on the body. The
permissible values and the exposure time are defined in the relevant standard [8], but it is
more important to limit the possibility of vibration generation. Nevertheless, the evaluation
of the effects of vibrations on humans is the subject of numerous studies and they also
concern vibrations produced in the structure of a motorcycle. As an example, [9] measured
the effects of vibration on a motorcyclist on seven different surfaces, using four motorcycles
that differed in mass and geometric parameters. The placement of acceleration sensors
is crucial. Unfortunately, it is not clear from the article how it was concluded that the
vibrations are transmitted from the road and not the drivetrain. This is important because
the only sensors that were mounted are on the sprung masses. Additionally, filtration
and possible methods to isolate significant frequencies from the road surface were not
discussed. However, it has been shown that the vibrations transmitted to the driver are of
such magnitude that even with short exposure times, they can cause adverse effects on the
human body.

In order to validate the analyses based on mathematical modeling and computer
simulation, motorcycle motion and vibration tests are conducted using special test stands.
Unfortunately, this type of research is relatively rarely described in scientific publications.
Therefore, attention was drawn to [10], which describes experiments with a separate
steering system of a motorcycle whose tire-wheel rotates on a sliding belt. On the other
hand, in [11,12], bench tests are conducted using a partially immobilized motorcycle,
whose front wheel cooperates with a rotating drum reflecting the road surface. The
analyses presented in the following section are conducted based on the mathematical
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model described in [13], where its verification is described. Data for verification were
recorded on a test rig, the operation of which can be seen at [14].

With the development of computer methods, mathematical models have become
widely used. The motorcycle model described in [15] allowed the determination of the
forms of vibrations that occur for the case of driving a motorcycle without using hands,
named by the author as capsize, weave, and wobble. This already shows that with relatively
simple models, it is possible to analyze the dynamics of a motorcycle [16]. Subsequently,
research was extended to include mainframe susceptibility by both Sharp, as described
in [16,17], and Kane [18]. It was thus shown that the stability of the motorcycle, and thus
the weave vibration, is significantly affected by the stiffness of the mainframe, while it has
no effect on the other two.

Unfortunately, very few models have been developed for frequency analysis of mo-
torcycle steering vibrations. In particular, [19], which is a comprehensive book on the
dynamics of a motorcycle, should be mentioned here. The influence of various structural
parameters of a motorcycle on vibration damping at different speeds was analyzed in detail.
It was concluded that the moment of inertia of the steering system could be important for
the stability of a motorcycle, which is included in the expression derived from the single
mass model. However, this model neglects many other steering parameters whose specific
values may also contribute to vibration. Other works include [10,20–22], in which there
is a determination of the natural frequency of the steering system. On the other hand,
in [23], a single-mass model of the steering system dynamics with sharp nonlinearities is
presented and applied to test numerical procedures, which is particularly important in
solving differential equations by iterative methods.

Among the methods used to study the vibrations and their graphical presentation,
we can mention [19,24–26], in which the graphs of the real part describing the vibrations
as a function of driving speed are presented. The curves created in this way illustrate
the dynamic properties of the motorcycle in a wide range of speeds and its tendency to
unstable behavior well. The root locus plot was also used in [19,24], which allows one to
observe changes in the damping of particular types of vibrations as a function of speed.
On the other hand, in [27], the possibility of analyzing steering system vibrations by means
of phase plane was presented, which can also be useful in vibration analysis.

During daily use, the mass of a motorcycle can change significantly. While the weight
of the rider will be taken into account at the design stage, the presence of a passenger will
change the weight distribution and front -heel loading; also, the fuel tank itself, when
fully filled, will be an additional factor. Some improvement in motorcycle stability can
be achieved by fitting a torsional vibration damper to the steering system. However,
whether or not it is included in the steering system, every motorcycle should have a natural
tendency to handle steadily. For this reason, it is important to look for parameters that have
a key influence on steering dynamics and how they affect vibration frequency. Therefore, a
method of analysis will be presented that will allow a complex description of the system to
extract relevant information to assist in the design of a motorcycle.

2. Method and Tools Used

When modeling vibrations that are occurring in mechanical systems, certain simplify-
ing assumptions are introduced—most often to replace the nonlinear model with a linear
model. This approach to modeling results from the fact that the methods of analysis of
linear systems are well developed and effective. In addition, nonlinear systems are often
stable in some limited neighborhood of the equilibrium point only, while linear systems,
if stable, are globally and, moreover, asymptotically stable [28]. The basic forms of de-
scription of the dynamics of linear dynamical systems (apart from differential equations)
include the operator transmittance G(s) and the spectral transmittance G(jω). These such
forms of description will be used later in this paper.
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The physical model (Figure 2) directly corresponds to the motorcycle steering system
mounted in a special drum test rig presented in [13]. It was also validated on the basis of
the results of measurements made on this test stand.

 

Figure 2. Physical model of a motorcycle steering system.

This model considers the key features of a motorcycle steering system. It has five
degrees of freedom, which are the rotational motion of the wheel about the wheel axis,
the angular motion of the handlebars and wheel about the steering axis of the head tube,
and the vertical motion of the wheel and body. Thus, the longitudinal operation of the
suspension and its torsional compliance is taken into account. A simplified model of
wheel-road interaction was adopted, neglecting the phenomenon of tire relaxation length,
with a simplified description of the stabilizing moment based on [29–31]. Despite the
simplifying assumptions made, it represents the steering dynamics well and is sufficient
to demonstrate the analysis method presented in this paper. However, if necessary, any
other model can be used, as the procedure will not change. This method is particularly
useful at the initial stage of a motorcycle or other vehicle because it allows the selection of
parameters of the real system and to study the vibrations that arise. However, in the final
stage of design and modeling of individual parts, the finite element method can be used,
as presented in [32], on the design of an elastic component for a motorcycle.

List of designations appearing in Figure 2 and in the equations described, along with
values that are taken as references:

A system of nonlinear differential equations (initial model) was obtained using La-
grange’s equations of the second-order, and the most important formulas are presented
below.

d
dt

(
∂L
∂qi

)
− ∂L

∂qi
+ ∂D

∂qi
= Qqi ,

gdzie : L = T − U i qi = ϕ1, ψ1, z1, z2, ψ2

(1)

The potential and kinetic energy are written by Equations (2) and (3), and the energy
dissipation is written by Equation (4).

T =
1
2 ∑2

i=1 mi

( .
x2

i +
.
y2

i +
.
z2

i

)
+

1
2 ∑2

i=1

(
Iixω2

ix + Iiyω2
iy + Iizω2

iz − 2·(Iixyωixωiy + Iiyzωiyωiz + Iizxωizωiy
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, (2)
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U = 1
2 ·kz
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(4)

Relevant to the driving wheel dynamics is the stabilizing torque, which is written as
follows:

Msk = a1
(

Fy·cos(χ) + Fx·cos(χ)− Fz·sin(χ)
)
, where : χ = ϕ2 sin(ψ1). (5)

The parameter a1 in Equation (5) is the actual overtaking distance and, taking into
account the steering angle, its value can be calculated as follows:

a1 = rd
cos(ψ1)·sin(ϕ2)√

1 − (sin(ψ1)·sin(ϕ2))
2
− lk. (6)

The other components of generalized forces are:

Mnk = Fx·z1 + Fz·ex. (7)

and Mor, which has a negative value, and the gravity forces G1 = g·m1, G2 = g·m2. The
model also assumes the wheel slip is small, so the equation for the lateral force is expressed
as follows:

Fy = Kα·αz. (8)

and for the longitudinal force:
Fx = K∗

x ·Sx. (9)

In the case under consideration, due to zero longitudinal slip, there will be no longitu-
dinal force. For this reason, in the previously written equations also, some components
related to the longitudinal force will be zero, but they are written for the sake of order since
their absence could cause misunderstanding of the relations described.

Due to the adopted structure of the physical model, the obtained system of equations
has a complex form. Therefore, symbolic transformation software (e.g., Maple, Octave) was
used for their derivation as well as further transformations. This allowed the individual
transmittances describing the ratio of the input signal to the output signal to be obtained
and, most importantly, in the general form.

Ten different transmittances can be written for such a system, but four of them are im-
portant, namely: transmittance for vertical displacement of masses m1 and m2 at vertical ex-
citation (G1(s) =

Z1(s)
FZ(s)

, G2(s) =
Z2(s)
Fz(s)

) and the transmittance for the angular displacements

of masses m1 and m2 under torsional moment excitation (G3(s) =
Ψ1(s)
Ms(s)

, G4(s) =
Ψ2(s)
Ms(s)

).
The process leading to the mentioned transmittances can be divided into different

steps, which in order will be as follows:

1. Development of the mathematical model;
2. Linearization of the equations describing the system dynamics;
3. Writing the equations in the operator form and determining the transmittance;
4. Perform stability analysis of the system;
5. Breaking down of transmittance into summation form;
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6. Frequency analysis of each of the members of transmittance.

On the other hand, analyses based on the transmittances obtained in this way were
performed using the LabVIEW software and an application created for this purpose
(Figures 3 and 4).

 

Figure 3. View of the steering frequency analysis program window.

Figure 4. View of the program window for frequency analysis of individual transmittances.
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It is worth noting that the obtained strictly proper transmittances are of a higher order
than is the case for the analyzed dual-mass models by other authors. However, it should
be noted that, unlike the aforementioned models, the one presented here has a feature that
has a key influence on its dynamics—the angle of inclination of the head of the frame.

As already mentioned, LabVIEW software was used to develop a suitable tool for
breaking the higher-order transmittance down into two lower-order transmittances and
analyzing the resulting Bode diagrams.

While breaking the transmittances down into simple fractions is relatively straight-
forward in this case, doing it automatically is not. The first problem one may encounter is
finding zero places of the characteristic polynomial. In LabVIEW, the appropriate Partial
Fraction Expansion (PFE) function is available, but in special cases, it does not return the
correct result; and this case is one of them. The incorrect result, in some cases, results
directly from the way the function is implemented. The PFE function uses the Heaviside
function to calculate the residues and poles, which is not applicable when the roots of the
polynomial in the denominator are either double or complex, so only single real roots will
give the correct results. For this reason, it was not possible to use the appropriate VI from
the palette.

This difficulty can be overcome by using a MathScript Node and a suitably written
script. In this case, the script for finding the roots of the denominator polynomial is limited
to two lines, where the first is an array of the coefficients of the polynomial and the second
is the roots command. In this way, four composite roots are obtained. The final form, which
is interesting from the perspective of further analysis, is obtained as follows. Having the
denominator of the transmittance of the form:

G(s) =
a1s + a0

b4s4 + b3s3 + b2s2 + b1s + b0
(10)

and taking the expected form:

G(s) =
As + B

(as2 + bs + c)
+

Cs + D
(ds2 + es + f )

(11)

then, after writing the appropriate system of equations, one obtains the sought values
of the coefficients a, b, c, d, e, f. Of course, a general form has been implemented in the
program so that they are recalculated as the selected parameter changes (Figure 5).

The second problem is the determination of the numerator factors. To obtain them in
an analytical way, it is enough to take any real number as s and solve a system of equations.
In this case, it cannot be done because in LabVIEW, the operator s does not appear directly
in the equation, but only the coefficients of the polynomial. Therefore, it is necessary
to use an additional tool for symbolic transformations and determine specific values of
parameters by solving a typical equation in search of numerator factors.

The third problem that can be encountered is the implementation of the calculated
numerator factors—solving a system of equations depending on the transmittance yields
extremely large equations that take up dozens of A4 pages (between 40 and 80 pages). The
problem that arises, in this case, is that too many lines of text are needed to be placed in
the MathScript Node. This structure only holds about 20 pages of equations. If there are
too many characters, they will not be processed by this structure, and an additional file
corruption and LabVIEW critical error may occur. In some cases, using the Formula Node
structure is sufficient. The final form of the code that allows the breaking down of the
fourth-degree transmittance into two second-degree transmittances is shown in Figure 5.
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Figure 5. View of a window with a code fragment of the steering frequency analysis program.

The Formula Node structure takes three times as many characters, but even this may
sometimes prove to be too few. However, this can be easily remedied by splitting the
description of each coefficient into a single structure. This is also consistent with the idea of
programming because the main code of the program should be divided into a subprogram.

Finally, the operation of the described program is presented in the diagram below
(Figure 6). It is only one-quarter of the whole, but the remaining parts perform exactly the
same calculations.

Figure 6. View of a window with a code fragment of the steering frequency analysis program.

With the program thus developed, the Bode plots summarized below were obtained
along with the significant values read from the plots.
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When the values of the parameter Jz2 are varied (Table 1), the tendency of the system
to decrease in vibration frequency with increasing values of the moment of inertia can be
observed, but not in a completely linear manner. This is true for both resonance frequencies.
On the other hand, an increase in the parameter Jz2 causes a significant decrease in the
amplitude of vibrations of the wheel while increasing the amplitude of vibrations of the
steering wheel. Noteworthy is the effect of the value of this parameter on the stability of
the system in different frequency ranges. While for low-frequency resonance, the stability
is slightly improved, for high-frequency resonance, a deterioration of stability by exactly
the same value is observed. The observed changes in the oscillation period are directly
related to the frequency, and it becomes longer as the moment of inertia increases while
the relative damping decreases. Changing the value of the analyzed parameter also has
a significant effect on the overall damping properties of the system, which decrease as
Jz2 increases.

Table 1. The values of the parameters read from the graphs shown in Figure 7.

Changing
Parameter

From Mas m1 From Mas m2

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

(rad/s) (dB) (-) (s) (-) (rad/s) (dB) (-) (s) (-)

0.2 kgm2 46.88742 −15.5666 0.000310 0.021285 0.007291 312.4292 −63.5229 0.000141 0.003194 0.022028
0.3 kgm2 40.65839 −10.9375 0.000313 0.024546 0.006386 294.1920 −64.3485 0.000138 0.003392 0.020282
0.4 kgm2 36.38159 −7.58916 0.000315 0.027432 0.005746 284.7340 −65.3905 0.000136 0.003504 0.019382
0.5 kgm2 33.21640 −4.96667 0.000316 0.030046 0.005264 278.9454 −66.4172 0.000135 0.003577 0.018834
0.6 kgm2 30.75335 −2.81362 0.000317 0.032452 0.004885 275.0379 −67.3769 0.000134 0.003628 0.018465

 
Figure 7. Amplitude and phase characteristics of the steering angle position transmittance when the parameter value is
changed Jz2.

In the analyzed case, when the values of the parameter Jx1 and Jz1 are varied, the
opposite situation to the one described earlier takes place, namely the change of the value
of the wheel moment of inertia parameter affects the higher frequency vibrations to a
greater extent. Changes in the value of the wheel moment of inertia parameter affect the
resonance frequencies to a greater extent, and the nonlinearity of the changes is much
more pronounced. The same relationship for stability is maintained for higher frequency
resonance in this case; when increasing the value of moment of inertia increases, for lower
frequency resonance, it decreases. The other values, such as vibration period and relative
damping, have the same nature of changes, but their changes are more for the higher
frequency resonance.
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Previously, it could be observed (Figure 8, Table 2) that the moment of inertia of
the wheel Jy1 causes only slight changes in the low-frequency resonant vibration, while
it affects the higher-frequency resonance. This case is similar (Figure 9, Table 3), while
what is different is that the overall damping properties of the system no longer change
so significantly.

Figure 8. Amplitude and phase characteristics of the steering angle position transmittance when the parameter values are
changed Jx1 and Jz1.

Table 2. The values of the parameters read from the graphs shown in Figure 8.

Changing
Parameter

From Mas m1 From Mas m2

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

(rad/s) (dB) (-) (s) (-) (rad/s) (dB) (-) (s) (-)

0.11 kgm2 39.88838 7.73275 0.000320 0.025020 0.006398 656.7857 −85.4846 0.000131 0.001518 0.043121
0.16 kgm2 38.02698 −3.21068 0.000318 0.026245 0.006051 358.2607 −70.5517 0.000133 0.002785 0.023963
0.21 kgm2 36.38159 −7.58916 0.000315 0.027432 0.005746 284.7340 −65.3905 0.000136 0.003504 0.019382
0.26 kgm2 34.91741 −10.3023 0.000313 0.028582 0.005476 248.8033 −62.6528 0.000138 0.004011 0.017207
0.31 kgm2 33.60604 −12.2465 0.000311 0.029697 0.005237 227.0204 −60.9958 0.000140 0.004396 0.015926

Figure 9. Amplitude and phase characteristics of the transmittance of the steering angle position when the parameter value
is changed Jy1.
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Table 3. The values of the parameters read from the graphs shown in Figure 9.

Changing
Parameter

From Mas m1 From Mas m2

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

(rad/s) (dB) (-) (s) (-) (rad/s) (dB) (-) (s) (-)

0.32 kgm2 35.62876 −9.07527 0.000314 0.028011 0.005607 264.219 −63.8366 0.000137 0.003777 0.018132
0.37 kgm2 35.99977 −8.37082 0.000315 0.027723 0.005675 273.6848 −64.5580 0.000136 0.003646 0.018707
0.42 kgm2 36.38159 −7.58916 0.000315 0.027432 0.005746 284.7340 −65.3905 0.000136 0.003504 0.019382
0.47 kgm2 36.78380 −6.60721 0.000316 0.027138 0.005818 298.3647 −66.3273 0.000135 0.00335 0.020188
0.52 kgm2 37.17963 −5.71695 0.000316 0.026843 0.005893 313.6558 −67.5049 0.000135 0.003181 0.021168

Looking at the graphs shown in Figure 10 and the data summarized in Table 4, which
relate to the vertical displacement of the steering wheel, it can be concluded that low-
frequency torsional vibration is only slightly transmitted to the vertical motion, while
higher-frequency torsional vibration is transmitted to a greater extent. The system also
shows much greater stability for vertical steering wheel vibration and damping than for
torsional vibration. This is consistent with the actual behavior of the motorcycle, as no
vertical self-excited vibration of the front of the motorcycle is observed, only torsional
(wobble) vibration.

 
Figure 10. Amplitude and phase characteristics of the transfer function of the handlebar angle position when the value of
parameter m1 is changed.

Table 4. The values of the parameters read from the graphs shown in Figure 10.

Changing
Parameter

From Mas m1 From Mas m2

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

(rad/s) (dB) (-) (s) (-) (rad/s) (dB) (-) (s) (-)

11 kg 9.752281 43.017107 0.071647 0.078168 0.458287 132.194115 −31.761882 0.012178 0.006956 0.875390
13 kg 9.746465 41.622516 0.071632 0.078237 0.457791 117.681195 −30.264714 0.012193 0.007562 0.806202
15 kg 9.740655 40.435734 0.071618 0.078306 0.457297 117.681195 −28.993801 0.012207 0.008122 0.751427
17 kg 9.734852 39.404514 0.071604 0.078375 0.456804 104.761575 −27.843054 0.012221 0.008647 0.706683
19 kg 9.729055 38.494112 0.071590 0.078444 0.456313 97.544519 −26.834981 0.012235 0.009141 0.669250

Compared to the previous graphs and values in the tables presented in Figure 11
and Table 5 show that the change of wheel mass m1 causes only slight or even negligible
changes in the analyzed values. On this basis, it can be concluded that the wheel mass
does not significantly affect the torsional vibration despite some coupling of vertical and
torsional motion through the advance section.
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Figure 11. Amplitude and phase characteristics of the transmittance of the steering angle position when the parameter
value is changed m1.

Table 5. The values of the parameters read from the graphs shown in Figure 11.

Changing
Parameter

From Mas m1 From Mas m2

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

(rad/s) (dB) (-) (s) (-) (rad/s) (dB) (-) (s) (-)

11 kg 36.458999 −18.859719 0.000316 0.027373 0.005771 288.253307 −64.962969 0.000136 0.003462 0.019600
13 kg 36.420204 −18.850010 0.000316 0.027403 0.005758 286.471864 −64.832420 0.000136 0.003483 0.019490
15 kg 36.381594 −18.840356 0.000315 0.027432 0.005746 284.734004 −64.704775 0.000136 0.003504 0.019382
17 kg 36.343169 −18.830756 0.000315 0.027461 0.005733 283.038060 −64.579941 0.000136 0.003525 0.019277
19 kg 36.304927 −18.821209 0.000315 0.027490 0.005721 281.382448 −64.457829 0.000136 0.003546 0.019174

The graphs presented in Figures 12 and 13 and the data in Tables 6 and 7 allow us to
conclude that the change in mass m2 has little effect on vertical vibration and negligible
effect on torsional vibration of the handlebars. This thus contradicts claims among motor-
cyclists that mass distribution affects wobble vibration. It is interesting to note, however,
that despite changes in mass m2 and changes in stability amplitude, vibration period, and
damping, the frequency does not change for higher frequency vibrations.

 
Figure 12. Amplitude and phase characteristics of the transmittance of the vertical position of the steering wheel with a
change in the value of the parameter m2.
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Figure 13. Amplitude and phase characteristics of the transmittance of the steering angle position when changing the value
of the parameter m2.

Table 6. The values of the parameters read from the graphs shown in Figure 12.

Changing
Parameter

From Mas m1 From Mas m2

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

(rad/s) (dB) (-) (s) (-) (rad/s) (dB) (-) (s) (-)

190 kg 9.929478 23.353815 0.071281 0.070308 0.506918 117.681195 −21.872242 0.012544 0.008233 0.761811
210 kg 9.863696 23.577621 0.071469 0.074423 0.480156 117.681195 −23.015869 0.012356 0.008171 0.756067
230 kg 9.740655 23.806457 0.071618 0.078306 0.457297 117.681195 −24.020465 0.012207 0.008122 0.751427
250 kg 9.600872 24.033914 0.071739 0.081994 0.437463 117.681195 −24.916998 0.012086 0.008083 0.747599
270 kg 9.405021 24.256714 0.071839 0.085516 0.420033 117.681195 −25.726974 0.011986 0.008051 0.744385

Table 7. The values of the parameters read from the graphs shown in Figure 13.

Changing
Parameter

From Mas m1 From Mas m2

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

Frequency
Max.

Amplitude
Stability

Oscillation
Period

Relative
Suppression

(rad/s) (dB) (-) (s) (-) (rad/s) (dB) (-) (s) (-)

190 kg 9.929478 37.839789 0.071281 0.070308 0.506918 104.761575 −27.041897 0.012544 0.008233 0.761811
210 kg 9.863696 39.202653 0.071469 0.074423 0.480156 104.761575 −28.076808 0.012356 0.008171 0.756067
230 kg 9.740655 40.435734 0.071618 0.078306 0.457297 117.681195 −28.993801 0.012207 0.008122 0.751427
250 kg 9.600872 41.561546 0.071739 0.081994 0.437463 117.681195 −29.814093 0.012086 0.008083 0.747599
270 kg 9.405021 42.597395 0.071839 0.085516 0.420033 117.681195 −30.561990 0.011986 0.008051 0.744385

3. Discussion of Simulation Results

Complex models are not only difficult to interpret but also to identify a large number
of parameters. The presented description of the program used shows not only the imple-
mentation of the method of analysis of system dynamics, but also the method of model
reduction. This is a much simpler approach than the theory developed by Mandelstam
to evaluate the coupling of partial sub-systems [33]. With Mandelstam’s theory, it is pos-
sible to break the full model down into a group of partial models. Another approach is
parametric simplification, which addresses Hadamard’s postulate of continuity of solution
changes with respect to model parameters [34]. However, both approaches are rarely used,
because as a rule, partial models are extracted based on an a priori assumption about the
weakness of the remaining interactions or the complete isolation of the system [33]. In the
presented approach, the reduction can be obtained by breaking down the transmittance
into a sum of factors. By omitting one of the lower order transmittances, a transmittance
model of the system is obtained that is oriented towards the dynamics of the system in the
range of selected vibration frequencies. However, this model is no longer in parametric
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form, which is indirectly related to the Abel–Ruffini theorem. In addition, depending on
the values of the individual denominator factors, the breaking down into factors may or
may not be performed, as the system will be unstable.

The system stability evaluation was performed using the Hurwitz method, but any
other method can be used. This function has only been added to the program for your
convenience and can be carried out separately using any other tool. The stability analysis
indicates that the motorcycle’s steering is at the limit of stability. The small values of the
third Hurwitz sub-designator confirm that the torsional vibration can be induced by the
forces from the road irregularities. It can also be observed that in order to improve the
stability of the system to vibrations of one frequency, we cause a deterioration of stability
for the other frequency.

The computational results, shown in Figures 7–13, although related to a selected
portion of the simulation study, allow a number of interesting observations and conclusions
to be drawn.

After breaking the higher-order transmittance down into two lower-order transmit-
tances, pairs of the same values characterizing the lower- and higher-order resonance for
specific transmittance pairs are obtained. For example, the transmittance under impulsive
excitation of the steering wheel and handlebar. It naturally follows that the resonant fre-
quencies for two connected masses will also be two. Therefore, in the future, there is no
need to analyze four Bode diagrams but only two.

The presented method by separating the two resonance frequencies greatly facilitates
the inference of the behavior of the system depending on the parameters describing it.
In particular with respect to damping properties and stability. The analysis, apart from
confirming the obvious truths, i.e., increasing resonant frequencies with decreasing element
mass, allowed us to notice some nonlinear changes in the system dynamics with linear
changes in parameter values (Figure 8). While the mass of the road wheel may change
slightly, e.g., depending on a more massive tire design, the use of different materials for
the wheel structure (magnesium, carbon fiber) will cause changes in both the resonance
frequencies of the wheel and steering wheel and their phase shifts (Figure 10). Such
modification can be done by the user themself, as wheel rim replacements are now available.

The change in road wheel mass manifests itself only slightly through its effect on
torsional vibration (Figure 11), although from the values (Table 5) the changes are noticeable.
Despite the great importance of the wheel advance section for the handling stability of
the motorcycle, the impacts due to vertical loads are transferred to a small extent to the
torsional vibrations. Although using the total mass of the motorcycle as an example, an
interesting relationship can be observed. As the mass increases, the damping of the system
for vertical vibration also increases, but the stability and relative damping for torsional
vibration decreases, which may indicate that increasing the mass of the motorcycle will
increase the likelihood of torsional vibration occurring. Interestingly they will be at a higher
frequency than for an unloaded motorcycle (Table 7). Therefore, if vibrations occur with a
more heavily loaded wheel, the motorcycle will be more difficult for the rider to stabilize.

4. Summary and Conclusions

This paper presents a method of the breaking down of a system model into simpler
components and the analysis of vibrations of particular frequencies, which can be applied
in dynamics studies of not only motorcycles but also other systems. A mathematical
model written in the form of operator transmittance was used, and on this basis, Bode
diagrams were determined. The difficulties encountered in breaking down higher-order
transmittances into simple fractions using the LabVIEW environment have been described
in detail.

The method can be easily applied to more complex objects, which only requires the
use of another mathematical model describing the investigated object. The results obtained
in the numerical form also make it easier to grasp small substitutions, which may not
be directly visible on the frequency characteristics but may be useful at the initial stage
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of machine design. With this method, it is possible to perform the model reduction in a
formal way so that all relevant parameters are included in the final form of the model. It is
relatively easy to obtain a simplified formula describing the dynamics of the system for a
selected frequency and then develop a control system.

The driver, by deciding how to use the vehicle and making modifications to it, has an
influence on the resonant frequencies of the steering system. However, typical operating
factors do not cause significant changes, although they may contribute to the system’s
sensitivity to vibration.
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Abbreviations

X, Y, Z main axes of the coordinate system;
Mnk, Mb, Mor,
Msk, W0

a torque that adequately stimulates vibrations, driving from the drum and
resistance to movement, steering, excitation from the road surface;

ψ1, ψ2 the steering angle respectively of the wheel and handlebar;
ϕ1 wheel rotation angle;
ϕ2 steering head angle (24 deg);

z1, z2
vertical displacement of the elements associated with the wheel and the frame,
respectively;

J1, J2
the equivalent moment of inertia of the components associated with the wheel
(0.21 kgm2) and handlebar (0.4 kgm2), respectively;

m1, m2, m
reduced weight of the components associated with the wheel (15 kg) and frame
(230 kg), and sum of masses m1 i m2, respectively;

cr, ca, csz, cz,
Co

damping coefficient of the driver’s hands (0.2 Nms/rad), torsional vibration
damper (0 Nms/rad), torsional damping of suspensions (3 Nms/rad),
longitudinal damping of suspension (2.6 kNs/m), tire damping coefficient
(150 Ns/m), respectively;

kr, ksz, kz
stiffness coefficient of the driver’s hands (1 kN/rad), torsional stiffness
(7 kNm/rad), longitudinal stiffness (14 kN/m), respectively;

Kz, Kα, Kx
radial tire (190 kN/m), cornering stiffness coefficient (10 kN/rad), longitudinal
stiffness coefficient (180 kN/m), respectively;

p1, p2, p3 the point of suspension end, wheel rim, and wheel/road contact, respectively;
rd dynamic wheel radius (0.3 m);

l, l1, lk
wheelbase (1.35 m), distance between the center of mass and the front wheel’s
axis of rotation (0.6 m), offsetting the wheel axis from the control axis of the
frame head (0.03 m);

wpo tire profile height (0.08 m);
a1 actual overtaking distance (0.1 m);
ω angular velocity;
χ wheel camber angle;
Fx, Fy, Fz longitudinal, lateral, and vertical reaction forces, respectively;
ex displacement of normal force;
Sx longitudinal slip.
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12. Ślusarczyk, P. Analiza Modelowa Stateczności Pojazdu Jednośladowego, Czasopismo Techniczne; Wyd, P.K., Ed.; Zeszyt 7-M: Kraków,
Poland, 2004; pp. 165–173.
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Abstract: After the awareness-raising of recent years for coping with the global societal, economic
and environmental challenges, the need for sustainable planning in the transport sector has become
even more evident. Initiatives aiming at promoting sustainable and innovative mobility solutions,
especially in urban areas where mobility needs are higher and transport problems are more intense,
have been launched by different organizations around the world. In this context, autonomous
electric vehicles are emerging as a promising solution; however, they are accompanied by new
infrastructure requirements, along with safety concerns. Policymakers will be confronted with an
array of choices, such as plug-in or wireless, dynamic or stationary charging and mixed flow with
conventional vehicles or dedicated lanes, taking into account the uncertain impacts of innovation
on safety and sustainability. Within this scope, these infrastructure alternatives are evaluated and
prioritized, for the first time, in the present study, through the combined application of two hybrid
multi-criteria analysis models, with the participation of experts. The analysis is based on a set of
safety and sustainability criteria. Road safety and exposure to electromagnetic radiation emerge
as the most important criteria, with the optimum solution—based on current data—consisting of
plug-in charging and the circulation of autonomous electric vehicles in dedicated lanes.

Keywords: autonomous vehicles; electric vehicles; infrastructure planning; road safety; public health;
sustainable mobility; transport policy; multi-criteria analysis

1. Introduction

The transport system plays a key role in socio-economic development by physically
connecting the locations where various activities are conducted. Nonetheless, it is widely
accepted that the transport system also produces external impacts on society and the econ-
omy, as well as on the environment. The intensification of climate change and air quality
problems, and the depletion of natural resources during past decades, in combination with
the ongoing increase in mobility demand and the challenges that persist regarding safety,
accessibility and affordability, highlight even more the significance of decision-making
concerning transport development within the framework of sustainability.

On the one hand, in Europe, mainly as a result of improvements in vehicle technology,
roadway design and regulatory and policy interventions, the number of persons killed in
road traffic accidents has continuously decreased since 2009 [1]. Nonetheless, the problem
persists in densely populated European cities, where 38% of road fatalities take place, 70%
of which involve vulnerable road users [2]. On the other hand, the transport sector is
responsible for more than 25% of annual manmade greenhouse gas emissions (including
international aviation but excluding maritime shipping) in the European Union (EU), with
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approximately 75% of this being due to road transport [3]. Apart from constituting a major
contributor to climate change, transportation significantly contributes to air pollution
(NOx, particulate matter, etc.) and energy intensity, especially in urban areas, which
are characterized by increased mobility needs, given the increasing concentrations of
population and activity [3]. The adoption of innovative vehicle technologies with the
potential to significantly reduce emissions and energy intensity is regarded as one of the
most powerful means, being placed high in the EU sustainable mobility agenda [4,5].

In this framework, the evolution toward fully autonomous road vehicles is nowadays
promoted as an innovative sustainable transport solution, mainly due to their ability
to reduce road accidents that derive from human error on the part of the driver [6,7].
Nonetheless, the first evidence collected from the experimental application of autonomous
driving in real-life conditions indicates that autonomous cars are not yet able to navigate
safely in complex urban environments, while some scientists highlight the uncertain impact
on road safety during the period when vehicles with different levels of automation will
share the road network [8]. In terms of environmental sustainability, vehicles of automation
level 5 [9], which are also connected and battery-electric (referred to as autonomous electric
vehicles hereinafter), emerge as a promising sustainable mobility solution, as their efficiency
in terms of air pollutants, greenhouse gas emissions and energy consumption is expected to
be significantly higher than motorized vehicles of conventional technology under specific
conditions [10].

In order to capitalize on the potential of autonomous electric vehicles to increase
safety and decrease emissions and energy consumption in cities, decision-makers are
charged with the task of developing not only the appropriate policy interventions for
the vehicles but also the road network infrastructure. These interventions must aim
at the maximization of positive and the minimization of negative impacts on aspects
of socio-economic and environmental sustainability [11]. Given the novel character of
the autonomous electric vehicles and the lack of previous wide-scale implementation
of such technologies, decision-makers will have to step into uncharted territory in their
effort to efficiently cope with dilemmas, such as choosing a plug-in or wireless charging
infrastructure. Dynamic or stationary charging services? Road segments of mixed traffic
flow, where autonomous vehicles share the roadway space with conventional vehicles or
dedicated traffic lanes? Such issues need to be addressed in a holistic way, taking into
account different sustainability criteria, primarily aiming at the enhancement of travel
safety for all road users while ensuring the safety and public health of all residents, in
terms of exposure to electromagnetic radiation.

With the purpose of contributing to the above task, the present research aims initially
at an early-stage evaluation (due to the current lack of wide-scale implementation) of
infrastructure alternatives for autonomous electric vehicles. These alternatives and the
respective evaluation criteria are derived from the review of international literature, while
a group of experts participated in the formulation of the final criteria list. The alternatives
were finally evaluated through the combined application of two hybrid multi-criteria
analyses (MCA) on the basis of a set of safety and sustainability criteria. The group of
experts also provided the weighting of the criteria and the evaluation of the alternatives.
The proposed combination of analyses was expected to lead to more reliable and valid
estimations, compared to the application of each analysis separately.

The paper is structured as follows: Following the introductory part, the review of
selected works for the evaluation of infrastructure requirements for autonomous electric
vehicles is presented in Section 2. The methodological approach is described in Section 3. In
Section 4, the combined analysis for the evaluation of infrastructure planning interventions
for autonomous electric vehicles in urban areas is carried out, while Sections 5 and 6
refer to the interpretation of the results and to the study’s relevant limitations, along with
conclusions and future prospects, respectively.

250



Energies 2021, 14, 5269

2. Autonomous and Electric Vehicle Infrastructure Evaluation in Existing Literature

Several recent papers on the potential impacts of autonomous vehicles, especially in
urban areas, can be found in the literature. The challenges for urban planners, derived
from the potential impacts of autonomous vehicles on the location choices of people and
businesses, the traffic and parking conditions, the requirements of pick-up and drop-off
areas, as well as the need for integration to the energy and communication grids of smart
cities, are highlighted in [12]. The expected changes in urban design and sustainability
due to the advent of autonomous vehicles are discussed, among other aspects, in [13]. The
expected impacts of autonomous and electric vehicles at social, economic, and environ-
mental levels are included in [10], while the performance of these new technologies with
regard to different sustainability criteria is also investigated. In [14], the expected impacts
of autonomous vehicles on cities at various levels, such as road capacity and congestion,
parking demand, land use, health, economy, the labor market, road infrastructure, and
environment are studied. Scenario analysis to investigate potential implications for traffic,
travel behavior and transport planning, on a time horizon up until 2030 and 2050 in the
Netherlands, is conducted in [15]. The potential implications of automated vehicles at dif-
ferent levels, such as land use, transport infrastructure, energy consumption, air pollution
and safety, are studied in [16]. The likely benefits and costs of autonomous vehicles, along
with the potential impacts and implications for planning decisions, such as optimum road,
parking and public transit supply, are investigated in [17]. However, no work has been
published up to now concerning the systematic evaluation of road infrastructure alterna-
tives for fully autonomous (automation level 5) and connected vehicles in the international
research literature.

As regards the evaluation of infrastructure for electric vehicles, namely, the different
charging systems for urban environments, a limited number of research papers can be
allocated, mainly referring to electric buses, which are often based on assumptions due
to the low maturity level of certain charging alternatives (such as dynamic inductive
charging). In [18], for example, three different inductive charging systems (stationary,
static and dynamic) for electric buses are compared, in terms of the initial investment
cost (including those of the infrastructure and batteries), for two urban routes in Korea,
stressing that such a comparison should be carried out again in the future when the cost
data for these new technologies will be more reliable. The environmental and techno-
economic feasibility of the dynamic charging of electric vehicles in urban and interurban
road networks in the U.S.A. is assessed by [19], where a significant reduction in CO2
emissions, partial reduction in VOC, CO, NOx, PM10 and PM2.5, and an increase in SOx, is
estimated for dynamic charging. Moreover, the researchers of [20] present a new method
for the performance evaluation of dynamic charging systems for two types of vehicles: a
light-duty truck and a city car. A cost-benefit analysis (CBA) for three scenarios relating to
plug-in charging, stationary inductive, and dynamic inductive charging of electric vehicles
is conducted by [21]; however, they take into account only the acquisition cost of the
vehicle, the charging cost, and the installation cost of the charging station. An estimate of
the environmental and economic benefits stemming from dynamic charging systems use
is included in [22]. Venugopal et al. conduct an economic evaluation of the sustainability
of a future self-healing highway with integrated wireless electric vehicle charging (using
renewable energy sources) in the Netherlands [23]. A CBA for the evaluation of the
economic sustainability (in terms of initial investment and operation cost) of a dynamic
charging system is conducted by [24], emphasizing the legal context for the use of this
new technology. The study conducted by [25] models the benefits related to reducing the
battery size, due to dynamic charging. The economic sustainability of a dynamic charging
system is examined in [26], while a dynamic inductive charging system for electric buses
is compared to a stationary inductive system, in terms of energy and pollutant emissions,
by [27].
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3. Materials and Methods

The use of multi-criteria analysis (MCA) is gaining more and more attention during
recent years compared to conventional quantitative methods, such as the CBA, due to
certain specific advantages [28,29]. There is no better or worse MCA method, but there is
an appropriate MCA method for each problem [30].

In order to select the optimum solution in terms of infrastructure alternatives for
autonomous electric vehicles for the promotion of sustainable urban mobility, a new
decision-aiding methodology, as proposed in [10], is applied. The methodology mainly
consists of the combined application of AHP-VIKOR and AHP-TOPSIS MCA models, with
an additional condition that contributes to the “consolidation” of the optimum solution.
Apart from the fact that AHP, VIKOR and TOPSIS methods can be easily understood and
applied, the methodology in question is selected because it allows for the construction
of a more solid background for optimum decision-making. The strengths of the engaged
methods are capitalized, leading to more reliable and valid results, compared to a separate
application of each method or model. At the same time, the in-depth comprehension of the
problem and of the relevant parameters is ensured.

The main steps of the methodology are summarized below, while a more detailed
description of the methodology can be found in [10].

Step 1: Scope—problem definition.
Step 2: Selection of the appropriate experts.
Step 3: Definition of the overall goal.
Step 4: Formulation of an initial list of alternatives, based on a literature review.
Step 5: Formulation of an initial list of evaluation criteria, based on a literature review.
Step 6: Formulation of the final list of alternatives by means of interviews with the

chosen experts.
Step 7: Formulation of the final list of criteria applying, e.g., a modified Delphi.
Step 8: Hierarchy structure of the problem according to AHP [31].
Step 9: Design and distribution of questionnaires for pair-wise comparisons to the experts.
Step 10: Aggregation of the experts’ judgments based on the “aggregation of individ-

ual judgments” method.
Step 11: Pair-wise comparison matrix derivation, as shown in Equation (1), based on

AHP, both for the criteria and for the alternatives [31]:

A =

⎡
⎢⎢⎣

a11 a12 . . . a1n
a21 a22 . . . a2n
. . . . . . . . . . . .
an1 an2 . . . ann

⎤
⎥⎥⎦ , (1)

where aij = wi/ wj = element of matrix A (Equation (1)), representing the relative importance
of the criterion or alternative (i) over the criterion or alternative (j) with regard to the overall
goal achievement or with regard to each criterion respectively, with i = 1, 2, . . . , n and j = 1,
2, . . . , n (aij = 1/aji and aii = wi/wi = 1).

wi, wj = weight coefficients of the criteria or of the alternatives (i) and (j) respectively.
Step 12: Normalization of the abovementioned pair-wise comparison matrices (each

value is divided by the sum of values in the same column of the matrix).
Step 13: Extraction of criteria weights’ (priority vector W) and alternatives’ per-

formance (priority vectors W) with regard to each criterion, based on AHP, applying
Equation (2) [31]:

(A − λmax)·W = 0, (2)

where A = pair-wise comparison matrix, W = (w1, w2, . . . , wn)T = priority vector for each
hierarchy level, λmax = principal eigenvalue of matrix A.

Step 14: Calculation and control of the AHP consistency ratio (CR) using Equa-
tion (3) [31]:

CR = CI/RI < 0.10, (3)
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where CI = consistency index, calculated by Equation (4) [31]:

CI =
λmax − n

n − 1
, (4)

and RI = random consistency index (Table 1).

Table 1. Random consistency index values for n elements.

n 1 2 3 4 5 6 7 8 9 10

RI 0.00 0.00 0.58 0.90 1.12 1.24 1.32 1.41 1.45 1.49

Step 15: Decision matrix formulation, as shown in Equation (5) for n criteria and
m alternatives, based on the extracted priority vectors of the alternatives with regard to
each criterion, for the application of TOPSIS and VIKOR, aiming at the overall ranking of
the alternatives:

D =

C1 C2 . . . Cn
A1
A2
. . .
Am

⎡
⎢⎢⎣

x11 x12 . . . x1n
x21 x22 . . . x2n
. . . . . . . . . . . .
xm1 xm2 . . . xmn

⎤
⎥⎥⎦,

(5)

where xij = performance of the alternative Ai with regard to the criterion Cj, where i = 1, 2,
. . . , m and j = 1, 2, . . . , n.

Step 16: Application of VIKOR [32] for the overall ranking of the alternatives:
Calculation of the best (fj

*) and the worst (fj
−) performance values for each criterion

function, for the decision matrix formulated in step 15.
For benefit functions (where a higher value is better) [32]:

f∗ j = maxi(xij) and f− j = mini(xij), (6)

and for cost functions (where a lower value is better) [32]:

f∗ j = mini(xij) and f− j = maxi(xij), (7)

where i = 1, 2, . . . , m and j = 1, 2, . . . , n.
The calculation of group utility (Si) and individual regret (Ri) values for each alterna-

tive Ai (i = 1, 2, . . . , m) are as follows [32]:

Si = ∑n
j=1(f

∗
j − xij/(f∗j − f−j ), (8)

Ri = maxj

[
wj·
(
(f∗j − xij/

(
f∗j − f−j

)]
, (9)

where wj (j = 1, 2, . . . , n) gives the criteria weights.
Calculation of Qi values for each alternative Ai (i = 1, 2, . . . , m) for v = 0.5 [32]:

Qi = v· Si − S∗

S− − S∗
+(1 − v)· Ri − R∗

R− − R∗ , (10)

where S* = minjSi, S− = maxjSi, R* = minjRi and R− = maxjRi. (11)

Alternatives ranking based on Si, Ri and Qi values of each alternative (minimum value
→ best alternative and maximum value → worst alternative) and control of the conditions
of acceptable advantage and of acceptable stability as defined in [32] for the reveal of the
optimum solution.

Step 17: Application of TOPSIS [33] for the overall ranking of the alternatives:
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If rij the elements of the decision matrix of step 15 (already normalized), the elements
vij of the weighted normalized matrix are calculated as follows [33]:

vij = wj·rij, (12)

where wj is the weight of the criterion Cj (where j = 1,2, . . . , n) and Σwj = 1.
Calculation of the ideal (A+) and negative-ideal (A−) solution [33] is as follows:

A+ = {(maxivij | j ЄJ), minivij | j ЄJ′) | i = 1,2, . . . ,m} = {v1
+, v2

+, . . . , vj
+, . . . , vn

+}, (13)

A− = {(minivij | j ЄJ), maxivij | j ЄJ′) | i = 1,2, . . . ,m} = {v1
−, v2

−, . . . , vj
−, . . . , vn

−}, (14)

where J = {j = 1,2, . . . n and j refers to benefit criteria} and J′ = {j = 1,2, . . . n and j refers to
cost criteria}.

Calculation of the “separation measure” (distance of each alternative from the ideal
and the negative-ideal solution), applying the “Euclidian distance method” is as follows.

Euclidian distance of the alternative Ai from the ideal solution (Si
+) [33]:

Si
+ =

√
∑m

i=1

(
vij − v+

i
)2, where i = 1, 2, . . . , m, (15)

Euclidian distance of the alternative Ai from the negative-ideal solution (Si
−) [33]:

Si
− =

√
∑m

i=1

(
vij − v−

i
)2, where i = 1, 2, . . . , m, (16)

Calculation of the relative closeness ci
+ to the ideal solution [33]:

ci
+ =

S−i
(S+i + S−i )

, where 0 ≤ ci
+ ≤ 1 for i = 1, 2, . . . , m

ci
+ = 1 if Ai = A+ and ci

+ = 0 ifAi = A− (17)

Alternative ranking based on ci
+ values (maximum ci

+ value → best alternative).
Step 18: Control of the convergence of the derived results of the two models (AHP-

VIKOR and AHP-TOPSIS):

• If both models yield the same optimum solution, the process is complete.
• In case of divergence between the two models, control of the additional 1/2 m condi-

tion, as described in [10], may be required.

4. Selection of Infrastructure Alternatives for Autonomous Electric Vehicles in
Urban Areas

The methodology described in Section 3 was implemented to select the optimum
solution regarding infrastructure alternatives for autonomous electric vehicles in urban
areas, based on their evaluation according to safety and sustainability criteria. The imple-
mentation steps and the main output are presented below.

4.1. Definition of the Decision Problem

Autonomous vehicles are widely promoted as a new solution for the improvement
of traffic and mobility conditions, with a significant reduction of accidents due to human
error, while electromobility is considered as a prerequisite for the transition to low-carbon
mobility, with the benefits expected to be much higher in the case of energy production by
renewable and low-carbon resources [10,12,34–36]. Obviously, automation, connectivity,
and electrification, apart from private cars, also concern means of public transport [37,38].
In the next few decades, it is expected that autonomous electric vehicles will gradually
replace a significant percentage of conventional motorized road vehicles. This evolution
will go along with the need to adjust current infrastructures and develop new ones in
order to service autonomous and electric vehicles. In cities, policymakers will be called to
choose the most appropriate infrastructure alternative, taking into account the overarching
goal of promoting sustainable urban mobility. In the absence of relevant previous work, a
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preliminary evaluation of infrastructure alternatives for autonomous electric vehicles, in
the context of sustainable urban mobility, is implemented to support decision-making by
policymakers.

The following assumptions are made:

• The study area is a typical large-scale urban area.
• Infrastructure alternatives are mainly intended for passenger cars.
• Autonomous electric vehicles co-exist with conventional ones.
• The charging infrastructure is constructed and managed by the public sector.
• Plug-in (wired) charging is approximately 5 times faster than stationary wireless

(contactless) charging and 10 times faster than charging via existing plug-in stations
(based on the literature review mentioned in Sections 4.4 and 4.5 below, related to
electric vehicles).

• There is no fare to enter the dynamic charging lane dedicated to autonomous electric
vehicles, as well as to use stationary wireless charging infrastructure, within the
framework of promoting these new technologies.

• The criterion of “traffic congestion”, apart from the impact on user’s time value, is
also related to air pollutants and greenhouse gas emissions, as well as to natural
resource consumption.

4.2. Selection of Experts

The selection of experts, both in terms of quality and in terms of quantity, is of
extremely high importance for the application of such a methodology. The number of
experts should be large enough to capture all the different aspects, but, at the same time,
reasonable. The recommended number of experts participating in a group pair-comparison
procedure is 8–15 [39,40]. In order to ensure that all the participants can express themselves
independently and without fear of “exposure”, as well as for equity reasons concerning
their treatment, pair-wise comparisons are usually executed anonymously [39–41].

As regards their number, 15 experts participated in the present analysis, by means of
interviews, for the definition of the evaluation criteria and the alternatives, on the basis
of the initial list (based on a comprehensive literature review). As for the next stage of
the criteria and alternative pair-wise comparisons, 12 experts participated in the process.
Regarding their level of expertise, the criteria for their selection were the relevance of their
studies to the evaluation subject, along with their years of experience and expertise in the
field of transport, especially in relation to autonomous and electric vehicles.

4.3. Overall Goal

The overall goal is meeting the principles of sustainable urban mobility, which refers
to the satisfaction of urban mobility needs, at the least possible economic, social and
environmental cost [42]. The optimum compromise between social, environmental, and
economic criteria is therefore sought by selecting the most appropriate road infrastructure
alternatives for autonomous electric vehicles.

4.4. Alternatives

Concerning roadway infrastructure planning for autonomous (automation level 5)
and connected vehicles, the examined alternatives comprise either mixed traffic roads,
shared by vehicles of different automation levels or separate lanes for the circulation of
autonomous vehicles. Given the absence of research related to the evaluation of such
alternatives, due to the low maturity level of these technologies, the relevant alternatives,
as well as the evaluation criteria, are mainly defined on the basis of literature related to the
expected impacts of autonomous vehicles.

Concerning the types of electric vehicle charging systems, battery charging can be
either wired (plug-in) or wireless. Wireless charging may be contactless or not, and
can be realized either when the vehicle is parked (stationary) or when it is in motion
(dynamic) [18,24,26,43,44].
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The main advantages and disadvantages of wireless over wired (plug-in) electric
vehicle charging are presented below.

Advantages of wireless over wired (plug-in) vehicle charging:

• A simple process, comfortable in bad weather conditions (e.g., rain) [45,46].
• Given that all the infrastructure parts are underground, the system is protected against

stealing or vandalism [45].
• Given the underground installation, there are no visual intrusion and landscape

“disruption” problems [45].
• Dynamic wireless charging is time-saving, as the vehicle can be charged when mov-

ing [24,43,47,48].
• The battery weight can be significantly reduced in the case of dynamic charging, also

leading to vehicle weight reduction and, thus, a reduction in energy consumption and
pollutant emissions (given the optimization of these systems in the future) [19,49–52].

Disadvantages of wireless over wired (plug-in) vehicle charging:

• Infrastructure requirements (both economic and technical) are much higher than in
the case of wired charging [43,47,53,54].

• Safety questions are raised in the case of wireless charging, especially dynamic (when
people will be in the vehicle during charging), as negative health impacts due to
electromagnetic radiation may be caused, while there are safety concerns in the case
of passengers with pacemakers, or animals that may be present between the charging
infrastructure devices and vehicle equipment [49,55].

• Due to the high demand for wireless charging, the energy distribution network might
not be sufficient, so a later need for upgrades is highly possible [47,56].

• Wired charging is characterized by less energy loss [45,46].

The initial list of infrastructure alternatives was derived from the literature review
included in Section 2, as well as [57–62]. The final list of infrastructure alternatives was
based on the review in combination with interviews with the experts. The following
infrastructure alternatives were selected for evaluation:

• Mixed flow of conventional and autonomous electric vehicles (and charging at existing
plug-in charging stations)—encoded as M.F.

• Lanes dedicated to autonomous electric vehicles, with plug-in charging stations beside
the roadway, along the route—encoded as P.C.

• Lanes dedicated to autonomous electric vehicles, with stationary wireless charging
stations beside the roadway—encoded as S.C.

• Lanes dedicated to autonomous electric vehicles, with dynamic wireless charging
infrastructure along the route—encoded as D.C.

4.5. Evaluation Criteria

The initial list of evaluation criteria includes social, environmental, and economic
criteria, based on the literature review included in Section 2 and in Section 4.4, as well
as [63–67] (as already mentioned, in the case of autonomous vehicles, the literature is
mainly related to the expected impacts, given the absence of previous work related to
infrastructure evaluation). It is worth highlighting that the number of criteria should be
sufficient to cover all aspects of the evaluation but also be reasonable, taking into account
that the human mind may efficiently compare up to 7 ± 2 elements [68] in pairs. For this
reason, a modified Delphi was then applied, as described in [10]. Briefly, the experts were
asked to select (on the basis of the “7 ± 2 principle”) the 7 most important criteria (in their
opinion) from the list, as well as to add any other ones that might not have been included
in the list, but would be among the 7 most important criteria for the evaluation of the 4
alternatives. The usual “consensus threshold” in traditional Delphi ranges from 50% to
97% [69], so a threshold of 75% was chosen for this modified Delphi application. Only
6 criteria were selected by at least 75% of the participants, while no other criterion was
added. Thus, the final criteria list was the following:
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• Construction, operation and maintenance infrastructure cost (much higher in case of
dynamic wireless charging)—encoded as I.C.

• Impact on public health due to electromagnetic radiation (in case of dynamic wireless
charging)—encoded as P.H.

• Road safety (e.g., high risk in case of mixed flow)—encoded as R.S.
• Traffic congestion (e.g., reduction in case of lanes dedicated to autonomous electric

vehicles)—encoded as T.C.
• Charging time (e.g., dynamic wireless charging → less time-consuming)—encoded

as C.T.
• Charging system energy efficiency (wireless—especially dynamic—charging → more

energy-consuming)—encoded as E.E.

Other criteria that were included in the initial list, but were not selected by at least
75% of the experts, referred to equity concerns (e.g., lanes dedicated to autonomous electric
vehicles, to the detriment of conventional ones), comfort in general and in adverse weather
conditions, the adequacy of energy distribution in the case of increased demand and
energy loss, visual intrusion, etc. It should be noted that the perception of these experts
may change in a future iteration of the process when the maturity level of the engaged
technologies will be higher.

4.6. Hierarchy Structure of the Problem, Based on AHP

The decision problem hierarchy is formed as shown in Figure 1. The alternatives are
at the base, the criteria at the upper level, while the overall goal is at the top.

Figure 1. Hierarchy structure of the decision problem.

4.7. Criteria Weighting Based on AHP

After the formulation of the decision problem hierarchy, 15 criteria pair-wise compar-
isons (an indicative part is shown in Table 2), were executed by the group of experts, using
the 9-level linear Saaty scale (Table 3).

Table 2. Indicative part of criteria pair-wise comparisons.

The Criterion on the Left is More Important Than the
One on the Right (Select the Intensity of Relative

Importance)

Equivalent
Importance of

the Two
Criteria

The Criterion on the Right is More Important than the One
on the Left (Select the Intensity of Relative Importance)

Construction,
operation and

maintenance cost
9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9 Road safety
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Table 3. Relative importance scale for the criteria.

Intensity of Importance Definition

1 Equivalent importance of the two criteria
3 Moderate importance of the one over the other
5 Strong importance of the one over the other
7 Very strong importance of the one over the other
9 Extreme importance of the one over the other

2, 4, 6, 8 Intermediate values between the aforementioned ones

The experts’ answers were aggregated by implementing the “aggregation of individual
judgments” method, using the geometric mean-GEOM. MEAN (for a set of n numbers
x1, x2, . . . , xn, geometric mean equals n

√
x1 × x2 . . . × xn) of the value attributed to each

criterion. The AHP consistency ratio (CR: (Equation (3)) is used for the consistency control
of the answers. The input data, based on the experts’ answers and the geometric mean for
each case, can be found in Table 4. When the criterion on the left is selected (Table 2), the
value is used for the analysis exactly as it is. When the criterion on the right is selected, the
reverse value of the selected one in Table 2 is used for the analysis.

Table 4. Expert judgments and geometric mean for the criteria pair-wise comparisons.

CRITERIA/EXPERTS E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12
GEOM.
MEAN

I.C. vs. P.H. 1/8 1/9 1/9 1/8 1/8 1/7 1/8 1/8 1/5 1/8 1/9 1/8 0.1276
I.C. vs. R.S. 1/8 1/8 1/9 1/6 1/7 1/5 1/8 1/7 1/5 1/6 1/7 1/6 0.1487
I.C. vs. T.C. 1/2 1/4 1 1/2 1/3 1 1 1/2 1 2 1 1/3 0.6609
I.C. vs. C.T. 1 2 2 1 1 3 2 1 2 3 1 2 1.6031
I.C. vs. E.E. 1/2 3 2 1 3 1/3 2 2 1 1/3 1 1/3 1.0243
P.H. vs. R.S. 1 1 1 2 1 2 1 1 1 2 2 3 1.3807
P.H. vs. T.C. 7 6 7 6 5 7 5 6 6 9 9 5 6.3744
P.H. vs. C.T. 9 7 8 8 7 9 9 9 9 9 9 9 8.4630
P.H. vs. E.E. 7 8 8 8 9 6 9 9 8 5 9 6 7.5418
R.S. vs. T.C. 7 6 7 4 7 9 5 7 6 7 7 4 6.1709
R.S. vs. C.T. 9 7 8 6 8 9 9 8 9 9 7 9 8.1019
R.S. vs. E.E. 7 8 7 6 9 6 9 8 9 5 7 5 7.0232
T.C. vs. C.T. 2 3 2 2 1 3 3 1 2 1/2 1 3 1.7151
T.C. vs. E.E. 1 6 2 2 5 1/3 3 1 1 1/4 1 1 1.3277
C.T. vs. E.E. 1/2 2 1 1 3 1/3 1 1 1/2 1/3 1 1/3 0.7859

The geometric mean values of Table 4 serve as input data for the AHP comparison
matrix (Table 5), based on Equation (1), and for the normalized comparison matrix of
Table 6, where the calculated criteria priority vector (criteria weights) and the respective
consistency control are shown.

Table 5. Criteria pair-wise comparison matrix.

I.C. P.H. R.S. T.C. C.T. E.E.

I.C. 1 0.1276 0.1487 0.6609 1.6031 1.0243
P.H. 7.8349 1 1.3807 6.3744 8.4630 7.5418
R.S. 6.7236 0.7243 1 6.1709 8.1019 7.0232
T.C. 1.5131 0.1569 0.1620 1 1.7151 1.3277
C.T. 0.6238 0.1182 0.1234 0.5830 1 0.7859
E.E. 0.9763 0.1326 0.1424 0.7532 1.2723 1
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Table 6. Normalized criteria pair-wise comparison matrix, priority vector (W), and consistency
control.

I.C. P.H. R.S. T.C. C.T. E.E. W

I.C. 0.0536 0.0565 0.0503 0.0425 0.0724 0.0548 0.0550
P.H. 0.4196 0.4426 0.4669 0.4101 0.3820 0.4032 0.4207
R.S. 0.3601 0.3205 0.3381 0.3970 0.3657 0.3755 0.3595
T.C. 0.0810 0.0694 0.0548 0.0643 0.0774 0.0710 0.0697
C.T. 0.0334 0.0523 0.0417 0.0375 0.0451 0.0420 0.0420
E.E. 0.0523 0.0587 0.0481 0.0485 0.0574 0.0535 0.0531

λmax = 6.0472 CI = 0.0094 CR = 0.0075 < 0.10

4.8. Evaluation of Alternatives with Regard to Each Criterion, Based on AHP

The evaluation of the infrastructure alternatives concerning their performance in terms
of each criterion is as follows. This is realized through pair-wise comparisons executed by
the group of experts. In order to proceed with the pair-wise comparisons of infrastructure
alternatives, the same methodological steps as were followed for the criteria pair-wise
comparisons were implemented.

Following exactly the same process with the criteria, the alternatives are compared
in pairs, using Saaty’s 9-level scale, but this time, in terms of preference (Table 7). An
indicative part of these pair-wise comparisons (6 pair-wise comparisons for each of the 6
criteria) is shown in Table 8. It should be noted that, in certain cases, in MCA, it might be
meaningful to compare two alternatives in terms of a particular criterion, but not in terms
of another. When a comparison between two alternatives in terms of a criterion is not
meaningful, due to incompatibility or indifference, they are treated as if they were “equal”,
concerning their performance in terms of this criterion (attributed value: 1) [70].

Table 7. Relative preference scale for the alternatives.

Intensity of Preference Definition

1 Indifference of preference
3 Moderate preference relation
5 Strong preference relation
7 Very strong preference relation
9 Absolute preference relation

2, 4, 6, 8 Intermediate values between the two adjacent judgments

Table 8. Indicative part of alternatives’ pair-wise comparisons.

With Regard to the Criterion “Construction, Operation and Maintenance Infrastructure Cost”

The Alternative on the Left is Preferable to the One on the
Right (Select the Degree of Relative Preference)

Indifference of
Preference

The Alternative on the Right is Preferable to the One on
the Left (Select the Degree of Relative Preference)

Lanes dedicated to
autonomous

electric vehicles
and plug-in

charging

9 8 7 6 5 4 3 2 1 2 3 4 5 6 7 8 9

Lanes dedicated to
autonomous

electric vehicles
and dynamic

charging

The input data on the basis of the experts’ answers for the infrastructure alternatives
pair-wise comparison, as well as the geometric mean for each criterion, are shown in Table 9.
The normalized infrastructure alternatives pair-wise comparison matrices, the priority
vectors, and the consistency control for each criterion, can be found in Table 10.
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Table 9. Expert judgments and geometric mean for the alternatives pair-wise comparison, with regard to each criterion.

Criterion I.C.:
ALTERNATIVES/EXPERTS

E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12
GEOM.
MEAN

M.F. vs. P.C. 6 7 5 4 7 6 5 7 7 7 4 6 5.8010
M.F. vs. S.C. 4 5 2 2 5 3 3 4 6 3 2 3 3.2808
M.F. vs. D.C. 9 8 9 4 7 9 9 9 9 9 9 8 8.0774
P.C. vs. S.C. 1/5 1/5 1/4 1/3 1/5 1/3 1/3 1/3 1/2 1/2 1/2 1/2 0.3279
P.C. vs. D.C. 5 5 6 3 5 3 5 3 3 3 4 3 3.8598
S.C. vs. D.C. 7 7 4 6 7 7 6 6 7 5 6 5 6.0003

Criterion P.H.:
ALTERNATIVES/EXPERTS

E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12
GEOM.
MEAN

M.F. vs. P.C. 1 1 1 1 1 1 1 1 1 1 1 1 1.0000
M.F. vs. S.C. 3 5 4 6 1 5 6 4 6 6 7 5 4.4122
M.F. vs. D.C. 9 9 9 9 1 7 9 8 8 9 8 7 6.9782
P.C. vs. S.C. 4 5 4 4 1 5 6 4 6 6 7 5 4.3691
P.C. vs. D.C. 9 9 9 8 1 7 9 7 8 9 4 7 6.4500
S.C. vs. D.C. 4 3 5 2 1 2 2 2 3 3 2 2 2.3890

Criterion R.S.:
ALTERNATIVES/EXPERTS

E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12
GEOM.
MEAN

M.F. vs. P.C. 1/7 1/9 1/4 1/3 1/3 1/4 1/4 1/5 1/3 1/3 1/5 1/7 0.2257
M.F. vs. S.C. 1/7 1/9 1/4 1/3 1/5 1/4 1/4 1/5 1/3 1/3 1/5 1/7 0.2163
M.F. vs. D.C. 1/7 1/9 1/4 1/3 1/7 1/4 1/4 1/5 1/3 1/3 1/5 1/7 0.2103
P.C. vs. S.C. 1 1 1 1 1 1 1 1 1 1 1 1 1.0000
P.C. vs. D.C. 1 1 1 1 1/3 1 1 1 1 1 1 1 0.9125
S.C. vs. D.C. 1 1 1 1 1/3 1 1 1 1 1 1 1 0.9125

Criterion T.C.:
ALTERNATIVES/EXPERTS

E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12
GEOM.
MEAN

M.F. vs. P.C. 1/5 1/7 1/4 1/3 1/7 1/4 1/5 1/5 1/3 1/4 1/5 1/4 0.2218
M.F. vs. S.C. 1/5 1/7 1/4 1/3 1/5 1/4 1/5 1/5 1/3 1/4 1/5 1/4 0.2281
M.F. vs. D.C. 1/5 1/8 1/4 1/3 1/3 1/4 1/5 1/5 1/4 1/4 1/5 1/4 0.2298
P.C. vs. S.C. 1 1 1 1 1 1 1 1 1 1 1 1 1.0000
P.C. vs. D.C. 1 1/3 1 1 1/3 1 1 1 1/2 1 1 1 0.7859
S.C. vs. D.C. 1 1/3 1 1 1/3 1 1 1 1/2 1 1 1 0.7859

Criterion C.T.:
ALTERNATIVES/EXPERTS

E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12
GEOM.
MEAN

M.F. vs. P.C. 1/4 1/5 1/5 1/6 1/5 1/6 1/6 1/4 1/5 1/5 1/5 1/4 0.2021
M.F. vs. S.C. 1/2 1/3 1/3 1/3 1/3 1/3 1/4 1/2 1/2 1/2 1/3 1/2 0.3853
M.F. vs. D.C. 1/9 1/9 1/8 1/9 1/9 1/9 1/8 1/9 1/9 1/9 1/9 1/8 0.1144
P.C. vs. S.C. 4 5 3 4 5 2 2 2 3 2 2 2 2.7982
P.C. vs. D.C. 1/6 1/5 1/4 1/4 1/7 1/2 1/2 1/3 1/4 1/3 1/3 1/4 0.2731
S.C. vs. D.C. 1/8 1/9 1/8 1/9 1/9 1/4 1/5 1/6 1/8 1/9 1/5 1/6 0.1445

Criterion E.E.:
ALTERNATIVES/EXPERTS

E1 E2 E3 E4 E5 E6 E7 E8 E9 E10 E11 E12
GEOM.
MEAN

M.F. vs. P.C. 1 1 1 1 1 1 1 1 1 1 1 1 1.0000
M.F. vs. S.C. 1 1 1 1 1 1 1 1 1 1 1 1 1.0000
M.F. vs. D.C. 1 1 1 1 1 1 1 1 1 1 1 1 1.0000
P.C. vs. S.C. 3 3 2 3 3 3 2 3 2 2 2 2 2.4495
P.C. vs. D.C. 5 5 4 5 5 5 4 4 4 5 3 4 4.3662
S.C. vs. D.C. 3 2 1 2 3 2 2 1 2 2 2 2 1.9064
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Table 10. Normalized alternatives’ pair-wise comparison matrices, priority vectors (W) and consistency control for
each criterion.

Criterion: I.C. M.F. P.C. S.C. D.C. W

M.F. 0.6246 0.5738 0.6870 0.4265 0.5780
P.C. 0.1077 0.0989 0.0687 0.2038 0.1198
S.C. 0.1904 0.3017 0.2094 0.3168 0.2546
D.C. 0.0773 0.0256 0.0349 0.0528 0.0477

λmax = 4.2546 CI = 0.0849 CR = 0.0962 < 0.10

Criterion: P.H. M.F. P.C. S.C. D.C. W

M.F. 0.4220 0.4195 0.4326 0.4149 0.4222
P.C. 0.4220 0.4195 0.4283 0.3835 0.4133
S.C. 0.0956 0.0960 0.0980 0.1421 0.1079
D.C. 0.0605 0.0650 0.0410 0.0595 0.0565

λmax = 4.0371 CI = 0.0124 CR = 0.0140 < 0.10

Criterion: R.S. M.F. P.C. S.C. D.C. W

M.F. 0.0675 0.0680 0.0653 0.0693 0.0675
P.C. 0.2992 0.3011 0.3019 0.3006 0.3007
S.C. 0.3122 0.3011 0.3019 0.3006 0.3040
D.C. 0.3211 0.3299 0.3309 0.3294 0.3278

λmax = 4.0005 CI = 0.0002 CR = 0.0002 < 0.10

Criterion: T.C. M.F. P.C. S.C. D.C. W

M.F. 0.0702 0.0635 0.0652 0.0820 0.0702
P.C. 0.3165 0.2862 0.2857 0.2805 0.2922
S.C. 0.3078 0.2862 0.2857 0.2805 0.2900
D.C. 0.3055 0.3641 0.3635 0.3569 0.3475

λmax = 4.0102 CI = 0.0034 CR = 0.0038 < 0.10

Criterion: C.T. M.F. P.C. S.C. D.C. W

M.F. 0.0579 0.0387 0.0347 0.0747 0.0515
P.C. 0.2864 0.1915 0.2520 0.1783 0.2270
S.C. 0.1502 0.0685 0.0900 0.0943 0.1007
D.C. 0.5056 0.7013 0.6233 0.6527 0.6207

λmax = 4.1449 CI = 0.0483 CR = 0.0548 < 0.10

Criterion: E.E. M.F. P.C. S.C. D.C. W

M.F. 0.2500 0.3792 0.2010 0.1209 0.2378
P.C. 0.2500 0.3792 0.4925 0.5278 0.4124
S.C. 0.2500 0.1548 0.2010 0.2304 0.2091
D.C. 0.2500 0.0868 0.1055 0.1209 0.1408

λmax = 4.2433 CI = 0.0811 CR = 0.0919 < 0.10

4.9. Decision Matrix for the Application of VIKOR and TOPSIS for the Overall Ranking of
the Alternatives

The priority vectors of the alternatives (Table 10), calculated with regard to each
criterion with AHP, and showing the ranking of the alternatives for each criterion, serve as
input data for the decision matrix, shown in Table 11. This is based on Equation (5), used
for the application of VIKOR and TOPSIS, so that the final ranking of the alternatives can
be derived. It should be noted that all the criteria are considered as benefit criteria (benefit
functions), as the experts were asked which alternative is preferable to the other in the
relevant questionnaires.
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Table 11. Decision matrix for the application of VIKOR and TOPSIS.

I.C. P.H. R.S. T.C. C.T. E.E.

M.F. 0.5780 0.4222 0.0675 0.0702 0.0515 0.2378
P.C. 0.1198 0.4133 0.3007 0.2922 0.2270 0.4124
S.C. 0.2546 0.1079 0.3040 0.2900 0.1007 0.2091
D.C. 0.0477 0.0565 0.3278 0.3475 0.6207 0.1408

4.10. Application of VIKOR for the Overall Ranking of the Alternatives

Concerning VIKOR application, the f*
j and f− j values (Equations (6) and (7)) are

calculated on the basis of Table 11:
f*

j = maxi(xij) = {0.5780 0.4222 0.3278 0.3475 0.6207 0.4124}
f− j = mini(xij) = {0.0477 0.0565 0.0675 0.0702 0.0515 0.1408}
Si, Ri and Qi values for VIKOR (calculated according to Equations (8)–(11), for v = 0.5,

adopting the criteria weights (priority vector W) of Table 6, can be found in Table 12. The
corresponding ranking of the alternatives (minimum value → best alternative) can be also
found in Table 12.

Table 12. Si, Ri and Qi values and relevant alternatives’ ranking, based on the AHP-VIKOR model.

M.F. P.C. S.C. D.C.

Si 0.5053 0.1382 0.5206 0.5288
Ri 0.3595 0.0475 0.3616 0.4207
Qi 0.8879 0.0000 0.9103 1.0000

RankSi 2 1 3 4
RankRi 2 1 3 4
RankQi 2 1 3 4

According to Table 12, the alternative P.C. (lanes dedicated to autonomous electric
vehicles with plug-in charging stations beside the road, along the route) has the minimum
Qi, so it is first in rank. After checking the satisfaction of the two conditions [32] of the
acceptable advantage (0.8879 − 0.000 = 0.8879 > 1/(m − 1) = 1/(4 − 1) = 1/3 = 0.3333)
and of the acceptable stability (the alternative P.C. is also first in rank by Si and Ri), the
alternative P.C. constitutes the optimum solution of new vehicle technologies in urban
areas, according to the AHP-VIKOR model.

4.11. Application of TOPSIS for the Overall Ranking of the Alternatives

The weighted normalized decision matrix for the application of TOPSIS, shown in
Table 13, is calculated on the basis of Table 11, according to Equation (12) and using the
criteria weights (priority vector W) of Table 6.

Table 13. Weighted normalized decision matrix for TOPSIS application.

I.C. P.H. R.S. T.C. C.T. E.E.

M.F. 0.0318 0.1777 0.0243 0.0049 0.0022 0.0126
P.C. 0.0066 0.1739 0.1081 0.0204 0.0095 0.0219
S.C. 0.0140 0.0454 0.1093 0.0202 0.0042 0.0111
D.C. 0.0026 0.0238 0.1179 0.0242 0.0261 0.0075

The values of A+ and A− for TOPSIS are calculated according to Equations (13)–(14),
as follows:

A+ = {0.0318 0.1777 0.1179 0.0242 0.0261 0.0219}
A− = {0.0026 0.0238 0.0243 0.0049 0.0022 0.0075}
Si

+, Si
− and ci

+ values (calculated according to Equations (15)–(17)) for TOPSIS, as
well as the alternatives ranking (maximum ci

+ value → best alternative), are shown in
Table 14.
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Table 14. Si
+, Si

− and ci
+ values and alternatives ranking based on the AHP-TOPSIS model.

Si
+ Si

− ci
+ Ranking

M.F. 0.0989 0.1567 0.6130 2
P.C. 0.0321 0.1734 0.8437 1
S.C. 0.1360 0.0899 0.3979 3
D.C. 0.1573 0.0985 0.3851 4

As shown in Table 14, the alternative P.C. (lanes dedicated to autonomous electric
vehicles with plug-in charging stations beside the road, along the route), having the
maximum ci

+, constitutes the optimum solution for new vehicle technologies in urban
areas, according to the AHP-TOPSIS model.

4.12. Reveal of the Optimum Solution

According to the last step of the methodology described in Section 3, given the
convergence (in terms of the optimum solution) of the results derived from the two models,
the alternative solution of lanes dedicated to autonomous electric vehicles, with plug-in
charging stations beside the road, along the route, constitutes the optimum choice in
terms of road infrastructure for autonomous electric vehicles in urban areas, within the
framework of safety and sustainability.

5. Results and Discussion

The application of the two MCA models resulted in the identification of an optimum
solution for autonomous electric vehicles in urban areas, integrating safety and sustainabil-
ity aspects, this being the alternative of lanes dedicated to autonomous electric vehicles
with plug-in charging stations beside the road, along the route.

However, apart from the final result, derived as regards the optimum solution, it is
also worth commenting on individual results relating to the criteria weighting, as well as to
the performance of each alternative in terms of each criterion, derived through the decision-
aiding methodology implementation. According to the criteria priority vector shown in
Table 6, the criteria related to safety emerge as the most important ones. Specifically, public
health, as it relates to electromagnetic radiation, and road safety are highlighted as the most
important criteria, with the greatest weights among the other ones (42.07% and 35.95%
respectively). Traffic congestion reduction (6.97%), infrastructure cost (5.50%), reduction
in natural resources consumption due to low energy loss during charging (5.31%), and
charging time (4.20%) are much lower in terms of importance.

According to the alternatives’ priority vectors in terms of each criterion, as shown in
Table 10, concerning the criteria of construction, operation and maintenance infrastructure
cost, the first in ranking is the alternative of a mixed flow of conventional and autonomous
electric vehicles, with the alternative of lanes dedicated to autonomous electric vehicles
and stationary wireless charging following behind, the alternative of lanes dedicated to
autonomous electric vehicles and plug-in charging stations beside the roadway coming next,
and the alternative of dedicated lanes to autonomous electric vehicles and dynamic wireless
charging along the route being the least preferred alternative for the criterion in question.
As regards the criterion of public health related to electromagnetic radiation exposure, the
alternatives of mixed flow and separate lanes with stationary plug-in charging are almost
together in the first rank, while the alternative of separate lanes with stationary wireless
charging follows behind, and the alternative of separate lanes with wireless charging has
the lowest performance. Concerning the criterion of road safety, the alternative of a mixed
flow has impressively low performance, while it does not make a significant difference for
the other three alternatives (dynamic charging seems to have a slightly better performance,
due to the fact that vehicle drivers will not have to stop beside the road to charge the
vehicle). Concerning the criterion of traffic congestion, the alternative of circulation in
separate lanes and dynamic charging comes first, with a significant difference from the last
one, which is the mixed flow alternative, while the other two alternatives are in fact almost
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together in the second rank. As regards the criterion of charging time, the alternative of
dynamic charging holds the first place, with impressively high performance; as expected,
mixed flow with charging in existing stations is the least preferred, while separate lanes
with plug-in charging and separate lanes with stationary wireless charging are ranked
second and third, respectively. Finally, concerning the criterion of energy efficiency related
to the charging system, the alternative of separate lanes and dynamic charging is the least
preferred, while separate lanes with new plug-in charging stations hold the first place, and
mixed flow with charging at existing stations and separate lanes are ranked second and
third, respectively (this is to be expected, as energy loss is higher in the case of wireless,
and especially dynamic, charging).

6. Conclusions

In the present study, infrastructure alternatives for autonomous electric vehicles are
evaluated and prioritized, for the first time and at an early stage, due to the low maturity
level of certain of these technologies (e.g., autonomous vehicles, dynamic charging, etc.),
through the combined application of two hybrid multi-criteria analysis models, with
the participation of experts. The experience drawn from conducting the research that
is presented in this paper shows that the decision on the appropriate infrastructure for
autonomous electric vehicles depends on the selection between alternatives with different
maturity levels, in terms of technology readiness and real-life implementation. This fact
increases the uncertainty in their evaluation. For example, there is relatively limited
international experience in dynamic electric vehicle charging, which is until now at an
experimental stage. The specific paper depicts the methodological framework that allows
both for the comprehensive evaluation of different infrastructure alternatives within the
current context and for the ability to update the evaluation in the future, taking into account
the dynamic evolution of the relevant technologies, in order to support the decision-making
process regarding the optimum solution relating to infrastructure for autonomous electric
vehicles, in terms of safety and sustainability criteria.

Based on the current availability of data and information, plug-in (wired) charging
facilities and the separate circulation of autonomous electric vehicles are revealed as the
optimum solution. This selection is mostly due to the significantly high weight attributed
to two aspects of safety for the users, i.e., public health, with the alternative of dynamic
charging being linked to concerns due to exposure of the public to electromagnetic radiation,
and road safety concerns, which relates to the avoidance of mixed traffic conditions for
vehicles of different levels of automation.

In addition to prioritization and the optimum selection among the available alterna-
tives, the methodology leads to the identification and prioritization of specific issues (e.g.,
electromagnetic radiation and road safety considerations) related to the overall concept
of safety and sustainability that will emerge when the most technologically advanced of
these alternatives will be ready for wide-scale implementation. Thus, the analysis offers
useful insight to policymakers, highlighting important safety aspects that should be taken
into account for the integrated and sustainable planning of transport infrastructure in the
future.

It is therefore shown that these new technologies should be adopted with prudence
and should focus on the appropriate design and operation of infrastructure in order to
primarily ensure traffic safety and public health. Moreover, as technologies are advancing,
the available infrastructure alternatives should be constantly evaluated concerning their
safety and sustainability implications in a holistic, cross-disciplinary way that goes beyond
the conventional traffic engineering and transport planning approaches.
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36. Wróblewski, P.; Kupiec, J.; Drożdż, W.; Lewicki, W.; Jaworski, J. The Economic Aspect of Using Different Plug-In Hybrid Driving

Techniques in Urban Conditions. Energies 2021, 14, 3543. [CrossRef]
37. Bartłomiejczyk, M.; Połom, M. Possibilities for Developing Electromobility by Using Autonomously Powered Trolleybuses Based

on the Example of Gdynia. Energies 2021, 14, 2971. [CrossRef]
38. Połom, M. Technology Development and Spatial Diffusion of Auxiliary Power Sources in Trolleybuses in European Countries.

Energies 2021, 14, 3040. [CrossRef]
39. Curiel-Esparza, J.; Mazario-Diez, J.L.; Canto-Perello, J.; Martin-Utrillas, M. Prioritization by consensus of enhancements for

sustainable mobility in urban areas. Environ. Sci. Policy 2016, 55, 248–257. [CrossRef]
40. Martin-Utrillas, M.; Reyes-Medina, M.; Curiel-Esparza, J.; Canto-Perello, J. Hybrid method for selection of the optimal process

of leachate treatment in waste treatment and valorization plants or landfills. Clean Technol. Environ. Policy 2015, 17, 873–885.
[CrossRef]

41. De Loë, R.C.; Melnychuk, N.; Murray, D.; Plummer, R. Advancing the State of Policy Delphi Practice: A Systematic Review
Evaluating Methodological Evolution, Innovation, and Opportunities. Technol. Forecast. Soc. Chang. 2016, 104, 78–88. [CrossRef]

42. Anastasiadou, K.; Vougias, S. “Smart” or “sustainably smart” urban road networks? The most important commercial street in
Thessaloniki as a case study. Transp. Policy 2019, 82, 18–25. [CrossRef]

43. Bi, Z.; De Kleine, R.; Keoleian, G.A. Integrated Life Cycle Assessment and Life Cycle Cost Model for Comparing Plug-in versus
Wireless Charging for an Electric Bus System. J. Ind. Ecol. 2016, 21, 344–355. [CrossRef]

44. Jang, Y.J. Survey of the operation and system study on wireless charging electric vehicle systems. Transp. Res. Part C Emerg.
Technol. 2018, 95, 844–866. [CrossRef]

45. Mazharov, N.D.; Hristov, S.M.; Dichev, D.A.; Zhelezarov, I.S. Some Problems of Dynamic Contactless Charging of Electric Vehicles.
Acta Polytech. Hung. 2017, 14, 2017.

46. Moon, S.; Kim, B.-C.; Cho, S.-Y.; Ahn, C.-H.; Moon, G.-W. Analysis and Design of a Wireless Power Transfer System with an
Intermediate Coil for High Efficiency. IEEE Trans. Ind. Electron. 2014, 61, 5861–5870. [CrossRef]

47. Bi, Z.; Keoleian, G.A.; Lin, Z.; Moore, M.R.; Chen, K.; Song, L.; Zhao, Z. Life cycle assessment and tempo-spatial optimization of
deploying dynamic wireless charging technology for electric cars. Transp. Res. Part C Emerg. Technol. 2019, 100, 53–67. [CrossRef]

48. Chen, W.; Liu, C.; Lee, C.H.; Shan, Z. Cost-Effectiveness Comparison of Coupler Designs of Wireless Power Transfer for Electric
Vehicle Dynamic Charging. Energies 2016, 9, 906. [CrossRef]

49. Bi, Z.; Kan, T.; Mi, C.; Zhang, Y.; Zhao, Z.; Keoleian, G.A. A review of wireless power transfer for electric vehicles: Prospects to
enhance sustainable mobility. Appl. Energy 2016, 179, 413–425. [CrossRef]

50. Tan, L.; Guo, J.; Huang, X.; Liu, H.; Yan, C.; Wang, W. Power Control Strategies of On-Road Charging for Electric Vehicles. Energies
2016, 9, 531. [CrossRef]

51. Yin, A.; Wu, S.; Li, W.; Hu, J. Analysis of Battery Reduction for an Improved Opportunistic Wireless-Charged Electric Bus. Energies
2019, 12, 2866. [CrossRef]

52. De Marco, D.; Dolara, A.; Longo, M.; Yaïci, W. Design and Performance Analysis of Pads for Dynamic Wireless Charging of EVs
using the Finite Element Method. Energies 2019, 12, 4139. [CrossRef]

266



Energies 2021, 14, 5269

53. Karakitsios, I.; Karfopoulos, E.; Hatziargyriou, N. Impact of dynamic and static fast inductive charging of electric vehicles on the
distribution network. Electr. Power Syst. Res. 2016, 140, 107–115. [CrossRef]

54. Covic, G.A.; Boys, J.T. Inductive Power Transfer. Proc. IEEE 2013, 101, 1276–1289. [CrossRef]
55. Panchal, C.; Stegen, S.; Lu, J.-W. Review of static and dynamic wireless electric vehicle charging system. Eng. Sci. Technol. Int. J.

2018, 21, 922–937. [CrossRef]
56. Miller, J.M.; Jones, P.; Li, J.-M.; Onar, O.C. ORNL Experience and Challenges Facing Dynamic Wireless Power Charging of EV’s.

IEEE Circuits Syst. Mag. 2015, 15, 40–53. [CrossRef]
57. Funke, S.A.; Plötz, P.; Wietschel, M. Invest in fast-charging infrastructure or in longer battery ranges? A cost-efficiency comparison

for Germany. Appl. Energy 2019, 235, 888–899. [CrossRef]
58. Anderson, J.M.; Kalra, N.; Stanley, K.D.; Sorensen, P.; Samaras, C.; Oluwatola, T.A. Autonomous Vehicle Technology: A Guide

for Policymakers. Rand Corporation. 2016. Available online: https://www.rand.org/pubs/research_reports/RR443-2.html
(accessed on 8 September 2020).

59. Zhu, W.-X.; Zhang, H. Analysis of mixed traffic flow with human-driving and autonomous cars based on car-following model.
Phys. A Stat. Mech. Appl. 2018, 496, 274–285. [CrossRef]

60. Bagloee, S.A.; Tavana, M.; Asadi, M.; Oliver, T. Autonomous vehicles: Challenges, opportunities, and future implications for
transportation policies. J. Mod. Transp. 2016, 24, 284–303. [CrossRef]

61. World Economic Forum in Collaboration with The Boston Consulting Group. Reshaping Urban Mobility with Autonomous
Vehicles Lessons from the City of Boston. Available online: http://www3.weforum.org/docs/WEF_Reshaping_Urban_Mobility_
with_Autonomous_Vehicles_2018.pdf (accessed on 8 July 2021).

62. Glancy, D.J. Autonomous and Automated and Connected Cars—Oh My! First Generation Autonomous Cars in the Legal
Ecosystem. Minn. J. Law Sci. Technol. 2015, 16, 619. Available online: https://conservancy.umn.edu/bitstream/handle/11299/17
4406/619%20Glancy.pdf?sequence=1&isAllowed=y (accessed on 24 August 2021).

63. Covic, G.A.; Boys, J.T. Modern Trends in Inductive Power Transfer for Transportation Applications. IEEE J. Emerg. Sel. Top. Power
Electron. 2013, 1, 28–41. [CrossRef]

64. Sdoukopoulos, A.; Pitsiava-Latinopoulou, M.; Basbas, S.; Papaioannou, P. Measuring progress towards transport sustainability
through indicators: Analysis and metrics of the main indicator initiatives. Transp. Res. Part D Transp. Environ. 2019, 67, 316–333.
[CrossRef]

65. Litman, T. Well Measured Developing Indicators for Sustainable and Livable Transport Planning, 19 March 2019, Victoria
Transport Policy Institute. Available online: http://www.vtpi.org/wellmeas.pdf (accessed on 6 July 2019).

66. Marletto, G.; Mameli, F. A participative procedure to select indicators of policies for sustainable urban mobility. Outcomes of a
national test. Eur. Transp. Res. Rev. 2012, 4, 79–89. [CrossRef]

67. Lima, J.P.; Lima, R.D.S.; da Silva, A.N.R. Evaluation and Selection of Alternatives for the Promotion of Sustainable Urban Mobility.
Procedia Soc. Behav. Sci. 2014, 162, 408–418. [CrossRef]

68. Triantafyllou, E. Multi—Criteria Decision Making Methods: A Comparative Study; Kluwer Academic Publishers: Dordrecht, The
Netherlands, 2000; ISBN 978-1-4757-3157-6.

69. Diamond, I.R.; Grant, R.C.; Feldman, B.M.; Pencharz, P.B.; Ling, S.C.; Moore, A.M.; Wales, P.W. Defining consensus: A systematic
review recommends methodologic criteria for reporting of Delphi studies. J. Clin. Epidemiol. 2014, 67, 401–409. [CrossRef]
[PubMed]

70. Deparis, S.; Mousseau, V.; Öztürk, M.; Pallier, C.; Huron, C. When conflict induces the expression of incomplete preferences. Eur.
J. Oper. Res. 2012, 221, 593–602. [CrossRef]

267





energies

Article

Tactile Occupant Detection Sensor for Automotive Airbag

Naveen Shirur 1,2,* , Christian Birkner 1, Roman Henze 2 and Thomas M. Deserno 3

Citation: Shirur, N.; Birkner, C.;

Henze, R.; Deserno, T.M. Tactile

Occupant Detection Sensor for

Automotive Airbag. Energies 2021, 14,

5288. https://doi.org/10.3390/

en14175288

Academic Editors: Guzek Marek,

Rafał Jurecki and Wojciech Wach

Received: 27 July 2021

Accepted: 23 August 2021

Published: 26 August 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 CARISSMA, Technische Hochschule Ingolstadt, Esplanade 10, 85049 Ingolstadt, Germany;
christian.birkner@thi.de

2 Institut für Fahrzeugtechnik, Technische Universität Braunschweig, Hans-Sommer-Straße 4,
38106 Braunschweig, Germany; r.henze@tu-braunschweig.de

3 Peter L. Reichertz Institut für Medizinische Informatik, Technische Universität Braunschweig,
Mühlenpfordtstraße 23, 38106 Braunschweig, Germany; thomas.deserno@plri.de

* Correspondence: naveen.shirur@carissma.eu; Tel.: +49-841-9348-3356

Abstract: Automotive airbags protect occupants from crash forces during severe vehicle collisions.
They absorb energy and restrain the occupants by providing a soft cushion effect known as the
restraint effect. Modern airbags offer partial restraint effect control by controlling the bag’s vent
holes and providing multi-stage deployment. Full restraint effect control is still a challenge because
the closed-loop restraint control system needs airbag–occupant contact and interaction feedback.
In this work, we have developed novel single and matrix capacitive tactile sensors to measure the
occupant’s contact data. They can be integrated with the airbag surface and folded to follow the
dynamic airbag shape during the deployment. The sensors are tested under a low-velocity pendulum
impact and benchmarked with high-speed test videos. The results reveal that the single sensor can
successfully measure occupant–airbag contact time and estimate the area, while the contact position
is additionally identified from the matrix sensor.

Keywords: automotive airbag; capacitive tactile sensor; occupant detection; passive safety; vehicle crash

1. Introduction

In the event of severe vehicle collisions, the airbag deploys in 30–50 milliseconds and
restrains the occupants providing a cushion effect [1]. An airbag offers optimum restraint
effect when it deploys as designed for the situation; otherwise, there can be mortal injuries.
A 20 ms late deployment can increase the risk of head injuries by 14% caused by the airbag
and it also increases the risk of collision with the headrest [2]. Therefore, there is a need
for control and optimization of the airbag deployment. Since the introductionof airbags,
there have been many attempts to optimize the restraint effect and reduce the injuries
for different crash situations by tuning various parameters such as airbag deployment
time, early occupant coupling with the airbag, pressure dispersion direction and stage-
wise deployment [2–5]. Mercedes-Benz developed PRE-SAFE® Impulse Side. In this
technology, the occupant is pushed forward during the potential crashes and engaged with
the restraint system to reduce the kinetic energy difference between the occupant and the
restraint system. The technology achieved a 35% reduction in upper rib displacement in a
standard pole test [3]. Kim et al. designed a low-risk deployment airbag with a protective
wrap. It disperses the airbag pressure in lateral directions and reduces the force on the
occupants [4]. The self-adaptive vent (SAV) is a useful optimization technique for keeping
the airbag inflated for a longer protection time. When the airbag is fully deployed, the
tether tightens and closes the vent holes. The airbag remains inflated for a longer time and
protects the occupants [5].

The mentioned state-of-the-art technologies do not consider occupant detection and
classification (size and position of impact). The occupant contact data with the airbag
and the bag pressure feedback are essential to make the airbag self-adaptive. Ultrasonic
sensors, capacitive sensors, seat sensors, infrared cameras and computer vision systems
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can detect the occupants [6–14]. Izumi et al. developed an occupant detection system
using a far-infrared camera, which provides the occupant’s thermographic images. A vital
shortcoming of the IR camera is its difficulty in tracking the occupant after the airbag
deployment. Due to the overlap, the occupant or the airbag’s contour cannot be obtained
from the thermographic images. Dust particles and temperature changes make occupant
tracking further complicated [6].

Computer vision systems have evolved. The occupant’s presence and position can
be detected using a stereo camera. If an occupant is present, the geometry and position
of the occupant’s head can be calculated further [11]. Farmer et al. developed a vision-
based system to classify (adult or child) and track the occupant’s motion. The airbag can
be suppressed if an infant seat or an adult who is critically out-of-position is detected
[12,13]. Further, adaptive airbag deployment (trigger time) decisions can be made by
tracking the occupant’s head’s position and deciding in-position and out-of-position situ-
ations [10]. Airbag deployment power can cause mortal injuries if the occupant is in an
improper posture. Hence, posture estimation is also crucial for the airbag deployment
strategy [12,14].

The vision systems discussed in the literature support only the airbag deployment
strategy, for example, trigger time. The airbag deployment strategy is purely based on a
set of pre-determined inputs from the machine vision. Airbag-induced injury mitigation
requires continuous occupant motion and contact feedback with the airbag during the
ride-down phase. Hence, an alternative solution is required.

There is significant technological advancement in capacitive sensing methods to
detect the occupant. Blackburn et al. developed an occupant sensing apparatus using a
variable capacitor that gives the occupant’s position relative to the cockpit. Airbag trigger
time can be decided based on the sensed position, but occupant–airbag interaction is not
addressed [7]. Kithil et al. developed a capacitance sensing array mounted at different
locations in the cockpit. The sensors provide the occupant position measuring the dielectric
change between the plates. However, the array gives only the position. It is hard to address
when the occupant contacts the airbag and differentiate between the occupant and the
airbag [8]. White et al. designed a capacitive sensor using a rendered portion of the airbag.
There is conductive paint on the bag surface connected to a capacitive sensor circuit outside
the airbag. The sensor gives the occupant’s contact time with the airbag, but to control the
airbag power, we need first contact, out-of-position, and the occupant’s area [9].

2. Problem Description and Research Contribution

The research discussed in the literature focuses mainly on optimizing the airbag for a
long-standing time and less impact force. On the other hand, occupant detection systems
aid only airbag deployment decisions based on size, motion and posture. The sensing
methodologies are successful until the first contact with the airbag. There is a lack of
occupant sensing methods for in-crash and post-crash phases. Further, to continuously
adapt the airbag power and mitigate the injuries, we need airbag–occupant interaction
data, which is still an open research opportunity. The interaction between the occupant
and the airbag can be addressed by answering the following questions.

1. What are the first and total contact times?
2. What is the contact area?
3. Where is the contact position?

In this work, we have developed novel single and matrix tactile sensors to detect
the occupant and measure the contact parameters, especially contact time and area. The
research work answers the stated questions and bridges the gap between pre-crash and
in-crash occupant monitoring.

3. Method Overview

This paper focuses on designing and testing capacitive tactile sensors, which answer
the stated questions and provide more insight into the airbag–occupant interaction. The
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sensors consist of a conductive woven fabric connected to a conducting thread. Two sensor
variants discussed in this paper are a single sensor, which gives occupant contact time
and contact area, and a matrix sensor, which additionally provides the position. Figure 1
shows the sensors’ configuration. The sensors are integrated with the airbag and follow the
airbag’s shape during the deployment. In this work, an airbag with sensors is tested under
low-velocity pendulum impact. Understanding the sensor’s behavior for different external
parameter changes and the airbag deployment phases is crucial. We studied various
deployment phases like the textile unfolding, time-to-first-gas, bag inflation and the cable
capacitance effects [15]. Time-to-first-gas and inflation do not influence the sensor, whereas
the unfolding event and cable capacitance significantly affect the sensor. Additionally,
the sensor was benchmarked with contact times from the camera [15]. This paper’s main
objectives are sensor calibration, occupant’s contact detection, position estimation and
contact area calculation. The contact area and position enable adult-child classification
with out-of-position cases, which is crucial to modulate the airbag’s pressure.

The results of this work have a significant impact on the vent hole control. The vent
hole opening can be controlled based on the occupant’s data to optimize the restraint effect
and minimize the injuries [16].

Figure 1. Sensors’ configuration: (a) single sensor; (b) matrix sensor.

4. Capacitive Sensing

The human body has 100 to 300 pF capacitance, which is used to sense the occupant
contact with the airbag [17]. In this work, projected self-capacitance theory in loaded mode
is applied [18]. A single sensing electrode is installed behind the airbag surface, which
acts both as transmitter and receiver [18–24]. It is called active capacitive sensing due to
the single electrode [18]. The sensor is connected to a resistor. The sensor’s voltage is
measured using an RC circuit. Suppose the occupant comes near the sensor, the capacitance
increases due to the active coupling resulting in voltage drop [21]. The familiar examples of
self-capacitance applications are a touch screen of a cell phone, sliders and wheels, control
buttons on home appliances and the on-board infotainment of an automotive system [20,21].
Figure 2 shows the analogy between a capacitor and a capacitive sensor. A capacitor
comprises two electrodes separated by a dielectric material. If a conducting electrode
is removed, it assumes a virtual ground through the human body. This phenomenon
is known as projected capacitance [18,19]. In our case, the sensor forms a conductive
layer and the airbag textile forms the dielectric layer. A conducting thread is used for the
connection between the sensor and the external circuit.
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Figure 2. Sensor concept.

The sensor has a reference capacitance and voltage based on its geometry and dielectric
values. Firstly, the reference value has to be measured to detect the touch. The voltage
drop from the reference gives the touch. Figure 3 shows the capacitance variation as a
function of occupant’s distance from the sensor [22,25]. The capacitance increases when
the occupant is in the sensor’s proximity and observes a sharp gradient during the contact.
There is a ΔC increase in capacitance, corresponding to ΔV voltage drop across the sensor.
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Figure 3. Capacitance variation as a function of occupant’s distance from the airbag.

Equation (1) gives the voltage across the sensor [19,20,24,25]. The voltages across the
capacitor and the supply are Vcap and Vs, respectively. t is the time elapsed after the supply
and R is the resistor’s resistance. The permittivities of vacuum and dielectric material are
ε0 and εr, respectively. A denotes the plate area (contact surface area between the occupant
and the sensor), and d is the separation distance (Figure 2).

Vcap = Vs

(
1 − e

(
−td

RAε0εr

))
(1)

The sensor voltage behaviour without and with touch is illustrated in Figure 4. The
green and blue curves show the voltage (Vcap) across the sensor without and with touch,
respectively, for a supply voltage (Vs). In a transient state, there is a voltage drop of
ΔVcap. The time constant T can be varied by varying the resistance. ΔVcap is used as a
contact detection parameter. Based on this value, the contact area can be calculated. When
there are multiple sensors, an appropriate threshold can be applied to determine the first
contact point.

272



Energies 2021, 14, 5288

C
ap

ac
ito

r v
ol

ta
ge

Time constant (T)

Transient state

T 3T2T 4T 5T

Steady state

Voltage di erence 
during touch

Charging curve 
without touch(Vcap)

Charging curve 
with touch

Vcap

Time (t)

Supply voltage (Vs)

0
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Equation (1) is implemented in Matlab® to simulate the sensor voltage behaviour as a
contact area’s function. In the theoretical simulation model, a 5 V source signal is given.
The airbag fabric is 0.33 mm thick with εr = 3.4. A 220 kΩ resistor is used in series with
the capacitor. Figure 5a shows the simulated sensor voltage as a function of the contact
area. 5 V is taken as a reference value. If there is a contact, for example, 0.01 m2, the voltage
will be 2.5 V. The drop from 5 V to 2.5 V is the ΔV illustrated in Figure 5b. As the contact
area increases, the voltage drop increases.
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Figure 5. Sensor’s voltage: (a) voltage–area relation; (b) voltage drop versus increase in contact area.

5. Method

5.1. Sensor Hardware and Circuit

The sensing surface consists of woven conductive fabric with a conductive thread
(Figure 6). The fabric is a copper and nickel-plated nylon material that finds application in
smart wearable technologies [26]. The thread is made of 30% stainless steel fibers [27].

The sensor dimensions are chosen to cover the full human face and partly the neck.
The single sensor is a square with 200 mm sides and the matrix sensor has four individual
sensors. Each sensor has a square shape with a 100 mm edge (Figure 1). A 20 mm gap is
maintained between the sensors to avoid mutual capacitance and mutual touch.

Figure 7 shows the sensor’s circuit diagram [21,23,28]. It is a simple RC circuit. The
resistance has to be chosen based on the charging time. A smaller value requires an
increased sampling rate; hence a 220 kΩ is selected. A 1 pF capacitor is connected to the
ground to stabilize the sensor. The sensing surface is mounted on the airbag. The circuit is
implemented using an Arduino development board as shown in Figure 6.
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Figure 6. Hardware connections.

Input Sensing surface
R=220 k

C=1 pF

Output

Figure 7. Sensing circuit.

5.2. Algorithm for Sensor Voltage Change Measurement

Digital input and analog output channels on the Arduino board are utilized to measure
the voltage change. The channels are pulled down with internal resistors to avoid floating.
A 5 V input signal is given for 136 microseconds. The voltage change across the sensor is
measured from the analog channel. After the measurement, input and output channels are
discharged and the next cycle is executed.

5.3. Test Bench

A low-impact velocity pendulum test bench is designed to test the sensors as it offers
flexibility to change the parameters (Figure 8). It consists of a 2.03 m swinging arm and
a human head-form of diameter 150 mm. The standard head mass of 4.5 kg is scaled
in this work to 6.81 kg to increase the force. A 5 mm thick rubber sheet is glued to the
head to damp the vibrations. Further, a thin aluminum sheet is attached to make the
head conductive. The airbag is mounted rigidly and kept inflated. The measurement
system (Table 1) includes a standard rotary encoder, an airbag pressure sensor and two
high-speed cameras.

A conducting thread provides electrical contact between the pendulum head and the
human body to simulate actual human body capacitance, which is kept constant throughout
the calibration and testing.

Contact Sensor

Airbag
Fixture

Pivot Point

Pendulum arm
Head form (6.81 kg)

2.0
3 m

Thread

100 - 300 pF  
Human body 

Air Supply

Figure 8. Low-impact velocity pendulum test bench.
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Table 1. Instrumentation.

Parameter Instrument Sampling Frequency

Angle Rotary encoder 250 kHz
Contact sensor voltage Arduino Uno 800 Hz–8 kHz
Contact sensor voltage Arduino Mega 800 Hz–8 kHz

Pressure Pressure sensor (5 bar abs) 250 kHz
Trigger Mechanical switch 250 kHz
Video High-speed cameras 2500 fps a

a Frames per second.

5.4. Sensor Calibration

Squared conducting plates of length 40 mm to 200 mm are used to calibrate the single
and the matrix sensors. The plates are pressed against the sensors and voltage drop is
measured. Figure 9 shows an exemplary single sensor voltage drop for 200 mm square
plate. The maximum voltage drop for the single sensor is 3.1 V. A mean reference voltage
is calculated by averaging the first 300 samples. After many threshold iterations, a 4%
threshold is applied to identify the touch. Suppose there is a touch, the voltage drops and
reaches a minimum. A 20% threshold is used for the lower voltage because of the high
noise. The mean value within a 20% voltage band (yellow curve in Figure 9) is calculated.
The difference between mean reference and lower mean is ΔV, which gives contact time
and the area.
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Figure 9. Voltage drop calculation method.

The voltage drops for different plates are obtained (Figure 10a). A non-linear 4th-order
polynomial (in a least-square sense) equation is applied to the voltage drop data to fit
the curve. The values of the contact areas are centered at zero and scaled to have a unit
standard deviation, which improves the numerical properties of the polynomial. The fitted
curve is interpolated using Piecewise Cubic Hermite Interpolating Polynomial (PCHIP)
method to calculate the area from the voltage drop (Figure 10b). The curve’s behavior
matches the theoretical voltage drop calculation shown in Figure 5b. From the theoretical
simulation model, the maximum voltage drop is close to 4.2 V. During the calibration,
the maximum observed drop is 3.1 V. Cable effects, stray capacitances and environmental
parameters contribute to the deviation.
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(a) (b)

Figure 10. Calibrated voltage drop curve for single sensor: (a) sensor voltage drop; (b) calibrated
and interpolated voltage drop.

Similar to single sensor, individual sensors in the matrix are calibrated (Figures 11 and 12).
The maximum voltage drop for all the sensors is between 2 V and 2.4 V, whereas the simu-
lated voltage drop is close to 2.5 V.

L1 R1

(a) (b)

Figure 11. Calibrated voltage drop curve for L1 and R1: (a) L1 sensor; (b) R1 sensor.

R2L2

(a) (b)

Figure 12. Calibrated voltage drop curve for L2 and R2: (a) L2 sensor; (b) R2 sensor.
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5.5. Hypothesis

It is hypothesized that the sensor voltage decreases with contact progression. At
constant pressure and increasing velocity, the voltage drop increases with less contact time
due to increased area. Further, the magnitude and peak time depend on the airbag pressure
and the impact velocity. The hypothesis is tested by comparing the contact sensor results
with the high-speed videos.

5.6. Experimental Design

Airbag pressure, occupant’s impact velocity and the sensor position are the variables
that decide the restraint effect in real crash situations. Therefore, we choose these parame-
ters to design the experiments. Changing the pendulum position for out-of-position cases
is a challenge to the test results’ reproducibility; hence, the sensor’s position is varied. The
head’s velocity is chosen based on the occupant’s motion modeling during crashes [29].
Pressure values are chosen such that there is a perfect contact between the airbag and the
sensor (Table 2).

Table 2. Single-sensor test matrix.

Test Airbag Pressure (bar) Swing Angle (◦) Impact Velocity (m/s)

1 1.34 30 2.30
2 1.41 45 3.41
3 1.46 60 4.46
4 1.39 70 5.11

5 1.18 30 2.30
6 1.15 45 3.41
7 1.11 60 4.46
8 1.13 70 5.11

The single sensor is tested by varying airbag pressure and impact velocity (Table 2)
while keeping the sensor position and the impact point constant. The matrix sensor is tested
with an approximately constant pressure (1.2 bar) and velocity (3.41 m/s) by varying the
sensor’s position to identify the position additionally. The matrix sensor has four individual
sensors, which are geometrically symmetric on the airbag surface; hence, three experiments
are carried out. Two experiments involve L1- and R1-centered impacts, which simulate
out-of-position impact with respect to sensors’ configuration and one in the middle of all
sensors to simulate in-position impact.

5.7. Sensor Benchmark and Data Analysis Method
5.7.1. Head Depth Calculation from the Contact Sensor

The contact sensors are benchmarked with high-speed videos. Figure 13 shows an
exemplary contact event for the single sensor. Since contact occurs before the trigger, the
times before 0 s are negative. From the camera, the first touch is at −4.8 ms and peak
displacement occurs at 56.4 ms. The total contact time is 61.2 ms. The contact time from the
sensor is 64.3 ms. There is a 3.1 ms difference with a reasonable agreement between camera
and contact sensor time.
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Figure 13. Sensor benchmarking.

Further, the contact sensor voltage drop at the peak displacement is 2.96 V. From the
calibration curve (Figure 10) the area at 2.96 V is 0.0249 m2. Since the head is a hemispherical
form, the area obtained is the curved surface area of the hemisphere. The head depth (Dc
in Figure 14) is calculated from the curved surface area, which is 0.063 m (63 mm).

5.7.2. Head Depth Calculation from the High-Speed Videos

The calculated depth from the contact sensor (Section 5.7.1) is compared with the
depth obtained from the high-speed test video analysis. An open-source software (Tracker)
is used for kinematic analysis. Initially, the pendulum’s arm width (0.03 m) is calibrated in
the video and the impact velocity is calculated. The impact velocities calculated from the
swing angle and the video for an exemplary test are 5.11 m/s and 5.089 m/s, respectively.
Then the peak head displacement is calculated. At the beginning of the contact, head depth
(X) from the reference is 92.5 mm (Figure 14a). When the head is at peak displacement,
the depth (X1) from the reference is 36.7 mm (Figure 14b). The depth Dc is the head depth
inside the airbag during the restraint phase, which is 55.8 mm. There is a 7.2 mm difference
between the depth calculated from the contact sensor (63 mm from Section 5.7.1) and
the video.

Figure 14. Depth calculation from high-speed video: (a) first contact; (b) peak displacement.

6. Results

6.1. Single Sensor

The sensor’s voltage is a function of velocity and bag pressure. In the first set of
experiments (tests 1 to 4), we observe that when the velocity is increased from a minimum
of 2.30 m/s to 4.46 m/s, there is a major difference in voltage drop and contact time. From
Figure 15a and Table 3 it can be seen that the voltage drop increases from 2.64 V (test 1) to
3.01 V (test 3) indicating an increase in the contact area. On the other hand, from Figure 15b,
it can be noted that the contact time from the first touch to peak displacement decreases
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from 114 ms to 69.2 ms from the test 1 to 3. When the velocity is increased beyond 4.46 m/s,
we observe no further drop in the voltage because the pendulum head covers the sensor
completely at 4.46 m/s. Similar behaviour is observed for tests 5 to 8.

Further, Figure 15b shows the contact time comparison for the contact sensor and the
camera for different tests. The contact time (first contact to peak depth) decreases with the
increase in impact velocity. The maximum and minimum deviations from the camera are
17.76% (test 1) and 2.97% (test 3), respectively.

In the second set of experiments (tests 5 to 8), we reduced the bag’s pressure from
1.4 bar to 1.2 bar. The bag pressure variation changes the impact positions dramatically due
to its thickness in the inflated condition. The pendulum hits the bag even before achieving
maximum velocity, which is a challenge to the reproducibility of the tests. Hence, we varied
pressure such that impact always occurs at peak pendulum velocity. We observed similar
behavior as in tests 1 to 4. There is no major deviation in the voltage drop values and
contact times. From Figure 15a, we observe that the voltage drop for tests 1 and 5 (same
velocity and different pressures) are approximately the same (highlighted in black box).
Further, the drop behavior for 3.41 m/s (test 2 and 6) is also similar. After 4.46 m/s all the
tests have the same behavior due to full contact between the pendulum and the sensor.

The contact area is calculated at the peak depth as the kinetic energy and sensor
variations are low. Firstly, the depth (Dc in Figure 14) is calculated from the high-speed
video. The voltage drop (ΔVcap) from the sensor is compared with the calibration curve
and the contact area, A, is calculated. Then the depth (Ds) is calculated. Dd is the difference
between the depths obtained from the camera and the contact sensor. The deviation is
calculated, keeping camera values as the reference (Table 3). The sensor has a minimum
and maximum deviation of 13.32% and 16.41%, respectively.
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Figure 15. Single sensor results: (a) sensor voltage drop; (b) contact time comparison for sensor and
high-speed camera.

Table 3. Single sensor results.

Test Dc (m) ΔVcap (V) A (m2) Ds (m) Dd (m) % Deviation

1 0.0499 2.64 0.0147 0.0485 −0.0014 −2.80
2 0.0630 2.87 0.0227 0.0601 −0.0029 −4.60
3 0.0638 3.01 0.0266 0.0651 0.0013 2.03
4 0.0563 2.96 0.0252 0.0634 0.0071 12.61
5 0.0445 2.63 0.0144 0.0480 0.0035 7.86
6 0.0578 2.68 0.0157 0.0501 −0.0077 −13.32
7 0.0604 3.01 0.0266 0.0651 0.0047 7.78
8 0.0536 2.93 0.0244 0.0624 0.0088 16.41

279



Energies 2021, 14, 5288

6.2. Matrix Sensor

Figure 16 illustrates matrix sensor results for L1, R1 and middle impacts.

Impact at L1 sensor: The voltage drops for L1 and L2 are 2.56 V and 1.22 V, respec-
tively. The pendulum does not touch R1 and R2.
Impact at R1 sensor: In this test, the sensor is moved to make R1-centered impact. R1
and R2 sensors record 2.40 V and 0.68 V, respectively. R1 has full contact while R2 has
partial contact. L1 and L2 record no touch.
Impact in the middle of all the sensors: The sensors’ voltage drop varies from 0.9 V to
1.4 V. The voltage drops are identical since the impact and the sensors are symmetrical.

First contact point estimation is crucial for the in-position and out-of-position decision.
The first contact is detected when the voltage drops below 4% of the mean reference value.
Table 4 shows the estimated first contact time from the tests. The first column is the impact
position. During the L1 impact test, the head first touches the L1 sensor, detecting early
touch at −3.9 ms. Once the airbag starts to deform, the head touches the L2 sensor at
21.8 ms, followed by R1 touch at 73.7 ms.
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Figure 16. Matrix sensor tests with different impact points by changing sensor position.

Table 4. First touch identification for matrix sensor using threshold.

Impact
Position

First touch

L1 L2 R1 R2

L1 −3.9 ms 21.8 ms 73.7 ms NA
R1 NA 6.05 s −3.8 ms 30.4 ms

Middle 21.9 ms 6.3 ms 8.7 ms 8.7 ms
NA = not available.

The contact area is calculated similarly to the single sensor (Table 5). The voltage drops
of L1, L2, R1 and R2 for the L1 impact are 2.56 V, 1.22 V, 0.20 V and 0.07 V, respectively.
These voltage drops are compared with the calibration curves and the corresponding
contact area is calculated. A is the total contact area obtained by adding the gap area
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between sensors. The depth Ds is then determined and deviation from the camera is
calculated. The deviation is close to 22%.

Table 5. Matrix sensor depth calculation for head-form impact tests.

Impact Position Dc (m) Gap (m2) A(m2) Ds (m) % Deviation

L1 NA 0 0.01947 0.0556 NA
R1 0.0648 0 0.0169 0.0510 −21.29

Middle 0.0690 0.0084 0.01851 0.0542 −21.44

7. Discussion

Airbag performance is assessed through various test stages. Firstly, static deployment
is performed to analyze the unfolding and filling behaviour, followed by linear impactor
or pendulum impact tests. These tests are performed to analyze free-form body motion
without vehicle deformation to assess airbag performance only. Further, sled tests are
carried out on a rigid sled where vehicle motion and seatbelt restraint effects are considered.
Finally, full-vehicle crash tests are performed to consider vehicle structural deformation,
airbag displacement, and restraint effects. We have chosen pendulum tests in our work
while it is practically feasible to change the parameters and provide scaled-down occupant
free-form head kinematics and restraint effect. The experiments are cost and time-effective,
hence better suited for first performance evaluation and hypothesis testing of the sensors.
However, there are certain limitations of the test bench and experiments. The arm length
limits the pendulum’s impact velocity and, vibrations in the pendulum increase with arm
length. Hence in our study, we have restricted the velocity to 5.11 m/s. Airbag pressure
also has limitations. Pressure change increases the bag thickness, making pendulum impact
before maximum kinetic energy, resulting in lower voltage drop and higher contact times.
These limitations can be overcome by testing the airbag in a drop tower facility. The results
of single and matrix sensors are further discussed in the following subsections.

7.1. Single Sensor

As hypothesized, the sensor voltage drops with contact progression and reaches a
minimum when the head reaches peak depth. When the impact velocity is increased, the
voltage drop increases due to the larger contact surface.

The deviation (Table 3) for low velocities is less as the sensor makes perfect contact
with the head. When the velocity is high, the sensor flies and contacts different parts of
the pendulum assembly, contributing to the deviation. This problem can be overcome by
knitting the sensor on the airbag. On the other hand, the contact area is smaller when the
head slides on the airbag beyond the sensor area. The drop increases when the velocity
is increased. The deviations (Table 3) for the single sensor are reasonably acceptable due
to dynamic irregular complex deployment. They can be further reduced by adequately
integrating the sensor with the airbag. From the single sensor results (Table 3), it can
be concluded that as the impact velocity increases, the area deviation also increases. In
real-time moderate speed vehicle collisions, the deviation is acceptable.

Further, the contact times obtained from the sensor are in good agreement with the
high-speed video times (Figure 15). With the increase in impact velocity, contact time
decreases with a higher drop.

7.2. Matrix Sensor

The minimum deviation for the matrix sensor (from the camera depth) as a whole is
21.44% (Table 5), which means the measured area is smaller than the area obtained from
the camera. There are several possible reasons. Firstly, the shape of the head is circular.
When the head makes contact, the airbag wraps around the head, making contact with
other parts at different time stamps. One solution to this problem is to provide a flat
contact. This can be achieved by using a square plate. Although the square plate is not a
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real condition, it can ease the testing and analysis. The second reason is mutual capacitance
and contact capacitance induced between the sensors when the object makes contact. A
correction parameter can be incorporated in the occupant detection algorithm by testing
individual sensors in the matrix. Mutual capacitance can be reduced by increasing the
distance between the sensors.

Further, the experimental results answer the questions in Section 2.

• What are the first and total contact times?
The contact time from the first contact to the peak can be estimated from both sensors
(Figures 15 and 16). Irrespective of the contact position, the single sensor provides first
contact time, total contact time, whereas the matrix sensor is position-specific. It gives
contact parameters on different regions on the airbag. If there is a single-chambered
airbag and out-of-position is not of interest, the single sensor can be preferred over
the matrix. If region-specific times are required, the matrix is a choice of application.

• What is the contact area?
Both sensors can estimate the area. The deviation for the matrix sensor (Table 5) is
higher than the single sensor (Table 3). Hence, when the contact area is the only
parameter of interest, the single sensor works better than the matrix sensor. A matrix
sensor can be installed to estimate the overall area and the individual sensor area if a
multi-chambered passenger airbag is used.

• Where is the contact position?
When the impact position is the parameter of interest, then the matrix sensor plays a
significant role. The position can be identified from the matrix sensor based on the
threshold crossing time for different sensors in the matrix (Table 4). Early position
estimation helps decide in-position and out-of-position, which is crucial information
to control the individual chamber pressure.

Three main results—first contact point, time and position—significantly impact the
vehicle’s passive safety system (airbag or seat belt) during in-crash and post-crash phases.
Each parameter can be used to tune the restraint system. Curtain airbags are usually multi-
chambered with optional gas flow control between the chambers [30]. The integration
of matrix sensors with such airbags enables inflation and exhaust pressure control of
each chamber to define an optimal control strategy, which minimizes the occupant’s
rebound velocity.

Furthermore, sensor data also play a significant role in injury monitoring and rescue
strategies. The vehicle can be used as a diagnostic space by installing accelerometers to
monitor the respiration [31,32]. The head depth obtained (Table 3) can be combined with
respiration data to correlate injuries and respiration. The detailed injury estimation analysis
is beyond the scope of this paper. Finally, there is an eCall system in the vehicles which
communicates the accident with vehicle data [33]. The diagnostic data and injury data can
be integrated with the eCall system.

8. Conclusions

Airbag–occupant contact detection was an open research opportunity due to the short
deployment time, sensor material and complex airbag shape during deployment. In this
research, we have successfully developed tactile occupant detection sensors capable of
estimating contact time with position and the area. The single sensor can be used when
there is less probability of OOP occurrence, whereas the matrix sensor is suitable for
bigger multi-chambered airbags with pressure control. The passive safety systems can be
fully controlled and tuned from the sensor feedback. Injuries can also be estimated and
communicated, which makes airbags smarter and adaptive to various crash scenarios.
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Abstract: Fatigue affects multiple aspects of cognitive performance among drivers. However, even
after fatigue builds up, some are still able to maintain the level of behavioral performance. To
evaluate these adaptations on the neural network level, we utilized functional magnetic resonance
imaging (fMRI). Seventeen male professional drivers underwent two fMRI sessions, once while
rested and once in a fatigued condition after 10-h of overnight driving. The cognitive task used
in the study involved the detection of visual feature conjunctions, namely the shape and the color.
There were no significant differences in the task performance between the conditions except for
longer reaction times in the fatigued condition. However, we observed substantial differences in the
activation patterns during the cognitive task involving selective attention between the conditions.
On the global level, we observed a general decrease in activation strength in the fatigued condition,
which appeared to be more pronounced in the left hemisphere. On the local level, we observed
a (spatially) extended activation of the medial prefrontal regions in the fatigued condition, which
reflected increased cognitive control mechanisms compensating for the diminished efficiency of
mechanisms involved in meeting task demands.

Keywords: fatigue; selective attention; functional brain imaging

1. Introduction

Driving a car is a complex behavior that requires diverse abilities, including perceptual,
attentional, decision-making, and motor skills [1]. All-night driving leads the buildup of
fatigue. Driver’s fatigue is related to about 10% of the total number of accidents, and about
25% of single-vehicle accidents [1]. The impact of fatigued driving in the EU is significant:
social costs (including healthcare) of all road accidents leading to injuries and fatalities are
at least EUR 100 billion per year [2].

Fatigue is a cumulative process. It is related to a sustained activity and often results in
impaired performance. The main symptoms are: difficulty in maintaining alertness and fo-
cus of selective attention, vigilance, and staying awake [3]. Understanding the mechanisms
that modulate selective attention in fatigued subjects may provide implications for accident
prevention, as this information may help with management of human errors and minimiza-
tion of number of accidents and injuries [4]. For this reason, non-invasive measurements of
brain activity can play a role in understanding the neural basis of driving ability [5].
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The ability to attend to one’s surroundings is of utmost importance to safety in an
environment with competing stimuli; failure to perceive relevant stimuli due to decreased
attentional control can result in accident and injury [4]. Alertness and selective attention are
closely intertwined but separable dimensions of attention. Both play an important role in
ensuring driving safety. According to the salience effort expectancy value (SEEV) attention
allocation model, 90% of attention used to operate a vehicle has visual character [6]. Visual
selective attention plays a special role in driving behavior/control, since each driver is
confronted with a plethora of competing stimuli that must be recognized and processed
quickly to ensure the coordinated responsiveness to all the environmental events occurring
while driving a car. Inadequate allocation of attention was identified as one of major factors
leading to road accidents [7].

According to feature integration theory [8], visual selective attention is based on two
linked levels of representation. On the first level, visual features such as color or shape are
represented in separate feature maps. The second level of representation, the master map of
locations, encodes the current site of the attentional focus. The attentional selection works
on the second level by binding visual features present in the site of attentional focus. Thus,
the attentional selection of visual objects requires not only the correct registration of their
features, but also their proper integration [9]. Earlier fMRI studies identified the nodes of
the underlying neural network using feature and conjunction search tasks [10]. An object
defined by multiple features is simultaneously processed by functionally specialized sys-
tems in the brain. Cognitive processes of visual short-term memory (color, shape, and their
conjunctions) were shown to activate (in a load-dependent manner) the bilateral superior
parietal lobule (Brodmann area 7), close to intraparietal sulcus [11]. The posterior parietal
cortex was sensitive to visual short-term memory load for color and shape [11]; in particular,
it was sensitive to feature and visual working memory load manipulations. Other studies
found greater activity in the right parietal cortex at the junction of the intraparietal cortex
and transverse occipital sulcus during a conjunction search, as compared to a single-feature
search [9,12]. On the other hand, the prefrontal regions were sensitive to visual working
memory load manipulation, but relatively insensitive to feature differences [13].

Acknowledging the complexity of the factors contributing to driver’s fatigue and
ensuing decrease in driving performance, in this study we focused on the modulatory
influence of the fatigue on the attentional system of the brain. While the brain networks
underlying alertness have been shown to be sensitive to fatigue, less is known about its
influence on selective attention. We used a feature conjunction detection task in which the
participants were required to respond to a specific combination of color and shape. Such a
task specifically addressed the domain of attentional control, since feature integration in
target detection tasks involves this type of top-down attentional processing. In our study,
all participants performed the task in the fMRI scanner twice—in a fatigued condition,
following substantial sleep deprivation during the preceding 24 h period, and in a rested
condition, after several hours of ceaseless sleep. We predicted decreased neuronal activity
in the nodes of the attentional control network associated with the fatigued condition,
irrespective of the task performance.

2. Materials and Methods

This study was part of a larger project to detect early signs of fatigue to improve the
safety of driving. Qualification for participation in the project was preceded by general med-
ical, neurological, and ophthalmological examinations. Seventeen male, right-handed [4],
professional drivers with a current medical examination to qualify for professional driving,
aged 32.9 ± 4.4 years, with work experience in the profession of 12.6 ± 5.6 years, without
self-reported chronic conditions that impaired sensory and cognitive functions and could
lead to sleepiness during driving [2,3], took part in the randomized cross-over functional
MRI examination. The sex of the participants reflected the fact that this profession is rarely
chosen by females. Their body mass index (BMI = 28.7 ± 3.3) was above the recommended
values [14]; only three participants had a proper body weight, eight were overweight, and
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six were obese. Nine participants had a higher education, five completed secondary school,
two had vocational training, and one had junior high school). Their average number of
working hours per month was 220 ± 36.

Each participant underwent fMRI scanning session twice; i.e., according to random-
ized, control trial methodology: (1) after a normal night of rest for the driver, and (2) after
a 10 h, overnight period of driving under normal working conditions. The median interval
between both sessions was seven days (range from one day to 98 days). In order to mini-
mize the impact of the so-called learning effect (interfering variable) on the results, seven
of the drivers were first tested at rest, while for the remaining 10, the first fMRI was after
the 10 h driving period. All the tests were performed during morning hours to eliminate
the influence of circadian rhythms on physiological functions.

All the procedures were approved by the Bioethics Committee of the Military Institute
of Aviation Medicine, Warszawa, Poland (Decision No. 11/2015) and were performed in
accordance with the ethical standards as laid down in the 1964 Declaration of Helsinki
and its later amendments or comparable ethical standards. Prior to the study, all the
participants gave written informed consent to all procedures and personal data processing
for scientific purposes. All data was defaced and anonymized before analyses.

2.1. Assessment of Sleep Deprivation

Before the fMRI examinations, all participants completed a questionnaire inquiring
about the length of sleep the previous night, the amount of time elapsed since last waking
up, the number and length of naps in the last 24 h prior to the fMRI, and potential
problems with maintaining awareness during the fMRI scanning session. The effects
of sleep deprivation and drowsiness were assessed using the Sleep Deficiency Effects Scale
(the CHICa scale) [15]. This self-report tool enables the measurement of four components
of an individual’s fatigue resulting from sleep deprivation, and its results are grouped
into four subscales; i.e., impaired thermoregulation (cold subscale), disrupted appetite
(hunger subscale), affective problems (irritation subscale), and decreased level of cognitive
functioning (cognitive attenuation subscale). Finally, the symptoms of fatigue were also
assessed using the Polish version of the Japanese Questionnaire (named as the Assessment
of the Current Well-Being) [16,17]. This questionnaire evaluates the symptoms of fatigue
based on three groups of symptoms; i.e., (1) decreased activity (e.g., sleepiness, weariness,
heaviness of the body), (2) weakened motivation (e.g., irritability, inability to concentrate,
apathy), and (3) physical fatigue (e.g., trembling of the limbs, back pain), as well as a
general score indicating an overall level of fatigue.

2.2. fMRI-Visual Stimuli

The visual stimuli were pairs of filled line drawings of geometric figures (squares,
triangles, circles) presented on an LCD screen (see Figure 1). Each figure was filled with
one of four possible colors (red, green, yellow, or blue). Stimuli were presented over a grey
background (RGB: 64,64,64). A fixation point was presented in the center of the screen
(white-filled circle, diameter = 3 pixels). The stimulus consisted of a pair of geometric
figures, which were shifted 150 pixels to the left or to the right in regard to the fixation point;
this horizontal deflection subtended ±4.5 degrees of visual angle relative to the center of
the screen. The LCD screen resolution was 1920 × 1080 pixels (InroomViewingDevice,
NordicNeuroLab, Bergen, Norway). The stimuli were back-projected on the screen and
viewed through a system of mirrors mounted inside the head coil. Each stimulus pair was
presented for 200 ms. Following the presentation of the stimulus pair, the short irregular
inter-trial interval of varying duration of 1300 ms to 2300 ms occurred. During this period,
only the fixation point was visible.
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Figure 1. An outline of the cognitive task with two example trials separated by the inter-trial interval.
In the actual experiment, 15 trials were presented during each 30 s block. The yellow arrow (not
shown during the actual experiment) indicates the target stimulus. The relative size of the stimuli has
been enlarged for illustrative purposes. Participants were instructed to respond with the left index
finger to each instance of the distracter stimulus, and with the right index finger to each instance of
the target stimulus.

2.3. Cognitive Task

The cognitive task used in the study involved the detection of visual feature conjunc-
tions, namely the shape and the color. The study protocol was based on a blocked design,
with each block lasting for 30 s. There was one type of an active block (repeated 6 times
during the scanning session), which was interspersed with baseline blocks (7 repetitions).
The functional scanning session always began and ended with the baseline block. All
participants practiced the task before the scanning session (with three active blocks).

During the active block, 15 pairs of filled geometric figures appeared on the screen,
presented on the left or the right side of the fixation point. Each active block was preceded
with an instruction screen shown for 2000 ms containing the prompt “Detect the red square”
in the center of the screen, displayed in yellow font. The volunteers had to detect the target
stimulus in each pair, which was a specific combination of color and shape—a red square
(see Figure 1 for the cognitive task outline). The participants had to react to this stimulus
with right index finger using an NNL ResponseGrip (NordicNeuroLab, Bergen, Norway).
They were instructed to respond with their left index finger to all other combinations of
features and shapes, called distracter stimuli; for example, blue squares, red circles etc.
Participants were required to respond in each trial.

To decrease participants’ expectations about the probability of the target, the propor-
tion of pairs containing the target stimulus varied in each block. In two blocks, the target
probability was set to 0.8, in another two, it was decreased to 0.2, and in the remaining
two blocks, it was 0.5. The order of the blocks was random. During the so-called baseline
blocks, the participants’ task was to keep their eyes on the fixation point.

The task difficulty was set to equalize the task performance during both the rested
and fatigued conditions. In this way, detected differences between the rested and fatigued
conditions could indicate modulation of task-related neural processing evoked by the
alteration in tiredness, and not the confounding effects of varying subjective task difficulty.

2.4. Image Acquisition and Processing

The study was performed with a GE DISCOVERY MR750w with a 3.0 T field. For
the presentation of the stimuli, an LCD screen with a horizontal angle of 24◦ was used,
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which was viewed by the participants through a system of mirrors in the head coil. The
initiation of the procedure was synchronized with the first scanner TR by NNL SyncBox
(NordicNeuroLab, Bergen, Norway https://nordicneurolab.com/product/responsegrips/
(accessed on 20 August 2021)). The participants responded with NNL grips (NordicNeuro-
Lab, Bergen, Norway) by pressing the buttons under the index fingers of the left and right
hand.

An 8-channel coil was used in all tests. Structural images were acquired with a
3D Fast Spoiled Gradient Echo (FSPGR BRAVO) sequence (TR = 8.496 ms, TE = 3.26 ms,
TI = 450 ms, matrix 256 × 256 × 124, single voxel size: 0.9375 mm × 0.9375 mm × 1.2 mm).
Functional images within the fMRI task used the echo planar (EPI) sequence with the
following parameters: TR = 2000 ms, TE = 30 ms, 64 × 64 × 35 matrix, single voxel size:
3.125 × 3.125 × 3.5 mm, 196 repetitions, 4 dummy scans at the beginning of each scanning
session.

2.5. Data Analyses
2.5.1. Behavioral Data

Behavioral data were compared between conditions (fatigued vs. rested) using paired
t-tests. All tests were performed with IBM SPSS Statistics software.

2.5.2. Imaging Data

Imaging data analysis was performed using FSL 5.09, FEAT Version 6.0 [18]. Standard
pre-processing steps were performed: correction of head movements with the MCFLIRT
tool, and removal of non-brain voxels from images with the BET tool. Global intensity
normalization of images with a single factor and a Gaussian-weighted least-squares straight
line fitting, with sigma = 45.0 s, was performed. Registration and normalization results
were visually inspected for each participant. Level 1 analysis was performed using the
FILM tool with local autocorrelation correction. The main effect of active blocks was
examined. The Z > 3.1 threshold was applied with the use of clusters and the corrected
cluster significance threshold p < 0.05. Level 2 analysis was performed in the mixed-effects
model, with a participant as a random factor; the significance of stimuli was determined
by threshold Z > 3.1 with the use of clusters and adjusted significance threshold p < 0.05.
The whole-brain main effects analyses were intended to reveal level 2 group means for
each condition separately (i.e., the difference between active and baseline blocks). The
correlations of the activations with reaction times were evaluated separately for each
condition. The effect of condition was tested with a T-statistics contrast between conditions.
We analyzed contrasts fatigued > rested as well as rested > fatigued.

3. Results

3.1. Behavioral—Fatigue Symptoms

The average sleep length during the night preceding the study was 1.7 ± 1.1 h
(min = 0 h, max = 3 h) in the fatigued condition, as compared to 6.8 ± 1.1 h (min = 4 h,
max = 9 h) in the rested condition. As some of the participants reported napping, we also
measured time since last waking up. In the fatigued condition, the time was on average
8.2 ± 6.6 h (min = 2.5 h, max = 26 h), whereas in the rested condition, the times were the
following: 2.9 ± 1.0 (min = 2 h, max = 5 h). The drivers had significantly more symptoms
of sleepiness and fatigue in the fatigued condition than in the rested one, which confirmed
the successful manipulation of their state (see Tables 1 and 2).

As shown in Table 1, the drivers participating in the study were more tired, and conse-
quently reported more severe symptoms of fatigue in the assumed fatigued condition than
in the rested one. Significant differences between these two experimental conditions were
obtained in three subscales, as well as in the general score in the Japanese Questionnaire.

The results in Table 2 show that the reduced level of self-reported cognitive functioning
of the drivers was the most symptomatic (the highest score on the cognitive-attenuation
subscale in the fatigued condition compared to other subscales).
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Table 1. Severity of fatigue symptoms reported in the Japanese Questionnaire (lower score = more
severe reported symptoms). The general score was defined as the sum of the results from three
subscales. All p < 0.001.

Symptoms Fatigued Condition Rested Condition

Decreased activity 3.1 ± 4.3 19.6 ± 7.3
Weakened motivation 1.3 ± 2.1 12.8 ± 6.9

Physical fatigue 1.4 ± 2.6 10.4 ± 7.9
General score 5.8 ± 7.3 42.8 ± 18.9

Table 2. Measures of sleep deprivation in rested and fatigued conditions on the CHICa subscales.
All p < 0.001.

Fatigue Components Fatigued Condition Rested Condition

Impaired thermoregulation 3.1 ± 2.4 0.5 ± 1.0
Disrupted appetite 4.3 ± 2.5 0.8 ± 1.2

Irritation 5.4 ± 4.0 0.5 ± 1.5
Cognitive attenuation 10.3 ± 4.1 1.5 ± 2.4

3.2. Behavioral—Task Performance

There were no significant differences in the level of task performance between the
fMRI sessions. The percentages of correct answers were 97 ± 3% for the rested condition
and 95 ± 5% for the fatigued condition (p = 0.06). However, there were noted differences
in the response speed. The mean response time was 13% longer for the fatigued condition;
particularly for the right hand, the average response time increased from 644 ± 44 ms to
731 ± 130 ms (p = 0.01); whereas for the left hand, the mean response time for the rested
condition was 657 ± 42 ms, while for the fatigued condition, the mean response time was
743 ± 113 ms (p = 0.004).

3.3. Imaging Results (Analysis Level 2)
3.3.1. Main Effects of the Task in Both Conditions

The results are displayed in Figures 2 and 3, as well as presented in Tables 3 and 4. In
both conditions, we observed a mostly overlapping pattern of activations in the lateral
frontal, lateral parietal, and medial frontal regions. In both conditions, we also observed
overlapping clusters in the left lateral temporo-occipital regions. There were marked differ-
ences between both conditions. In the rested condition, the general extent of suprathresh-
old activation was notably wider and more bilateral than in the fatigued condition. The
strongest effects of task in the rested condition were observed in the posterior parietal
cortex, as well as in the premotor cortex, extending into the dorsolateral cortex, mainly in
the right hemisphere. Bilateral activations were also observed in the anterior insulae and
in the medial frontal regions (SMA). In contrast with the fatigued condition, we observed
bilateral activations in the polar visual cortex, as well as in the fusiform gyrus.
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Table 3. Main effects—rested condition. The table lists the approximate anatomical details of the suprathreshold clusters.
Z-score represents the maximum Z value within the given cluster. X, Y, and Z values denote MNI coordinates of the
maximum Z-value voxel. Cluster volume is given as a voxel count. Anatomical labels were identified using the Harvard-
Oxford Cortical and Subcortical Atlases, Juelich Histological Atlas, and Talairach Daemon Labels as provided by FSL
software (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki/Atlases (accessed on 20 August 2021)). The characters within parentheses
accompanying the anatomical labels indicate the hemisphere—left or right.

Anatomical Label
Cluster
Volume

Z-Score
(Maximum)

X Y Z

Supplementary motor area (L/R), medial frontal gyrus
(L/R), inferior parietal lobule (R), postcentral gyrus (R) 9708 6.31 −2 4 52

Lateral occipital cortex (L), fusiform gyrus (L) 1425 4.74 −44 −70 −14
Inferior parietal lobule (L), postcentral gyrus (L) 1411 4.77 −32 −56 44

Putamen (R), thalamus (R), caudate (R) 1185 5.2 20 12 2
Anterior insula (L) 385 4.98 −36 14 14
Occipital pole (L) 327 4.24 −20 −100 −12

Thalamus (L), caudate (L) 300 4.66 −16 −8 16
Middle frontal gyrus (L), precentral gyrus (L) 292 4.82 −46 6 36

Occipital pole (R) 291 4.45 22 −92 −14
Precentral gyrus (L), superior frontal gyrus (L) 291 4.29 −32 −10 52

 

Figure 2. The main effects of the task in the rested condition. Images were thresholded at Z > 3.1. Note the extensive
bilateral activation in the posterior parietal cortices, SMA, premotor cortex, and dorso-lateral prefrontal cortex. Activation
in the middle temporal cortex was left-lateralized. The right side of the brain is denoted by letter R.
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Figure 3. The main effects of the task in the fatigued condition. Images were thresholded at Z > 3.1. Note the more extensive
activations in the right hemisphere of the brain (denoted by the letter R) in the posterior parietal cortices, supplementary
motor area (SMA), premotor cortex, and dorso-lateral prefrontal cortex in comparison to the rested condition (see Figure 2).
Activation in the middle temporal cortex maintained its lateralization in the left hemisphere.

Table 4. Main effects—fatigued condition. The table lists the approximate anatomical details of the suprathreshold clusters.
Z-score represents the maximum Z value within the given cluster. X, Y, and Z values denote MNI coordinates of the
maximum Z-value voxel. Cluster volume is given as a voxel count. Anatomical labels were identified using the Harvard-
Oxford Cortical and Subcortical Atlases, Juelich Histological Atlas, and Talairach Daemon Labels as provided by FSL
software. The characters within parentheses accompanying the anatomical labels indicate the hemisphere—left or right.

Anatomical Label
Cluster
Volume

Z-Score
(Maximum)

X Y Z

Supplementary motor area (R), precentral gyrus (R),
middle frontal gyrus (R), medial frontal gyrus (R) 2348 4.57 46 6 34

Inferior parietal lobule (R) 967 4.85 48 −42 46
Inferior frontal gyrus (R) 372 4.45 40 30 2
Middle frontal gyrus (R) 358 4.41 40 34 34

Superior parietal lobule (R) 356 4.56 28 −66 44
Putamen (R) 286 4.72 22 2 16

Superior parietal lobule (L) 216 4.32 −28 −68 46
Fusiform cortex (L) 150 4.02 −48 −66 −20

In the fatigued condition, the extent of the suprathreshold clusters was notably smaller.
Bilateral activations were seen only in the parietal regions, while in the frontal regions, the
activations were mainly observed in the right hemisphere. In neither condition were the
activations correlated with the reaction times.
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3.3.2. Contrast Results

Direct contrast between both conditions revealed a suprathreshold cluster only in
the contrast fatigued > rested. The cluster was located in the right superior frontal gyrus
(see Figure 4c). Interestingly, this region did not exceed the Z = 3.1 threshold in either
condition, and it appeared in the fatigued > rested contrast because of the negative Z values
in the rested condition (see Figure 4a showing the unthresholded Z values) and positive
Z values in the fatigued condition (Figure 4b shows the unthresholded Z values). Thus,
the difference of activation of this region in both conditions was caused by low response of
this region in the rested condition and the moderately elevated response in the fatigued
condition.

  
(a) (b) 

 
(c) 

Figure 4. Unthresholded Z-statistics image of rested condition results (a), unthresholded Z-statistics image of the fatigued
condition results (b). Note the larger extension of activations in the rested condition (a) as compared to the fatigued
condition (b). The region of statistically significant differences; i.e., the contrast fatigued > rested conditions thresholded at
Z > 3.1 (c). The crosshairs indicate the same voxel at the center of the suprathreshold cluster in the right superior frontal
gyrus (MNI coordinates: x = 18, y = 26, y = 56, cluster volume = 136, Z-score (maximum—4.53)).
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4. Discussion

In this study, we assessed the susceptibility of the networks involved in selective
attention to the fatigue state induced by sleep restriction in professional truck drivers.
In order to engage these networks, the visual feature detection cognitive task was used,
in which the participants responded to the conjunctions of color and shape of visual
stimuli. The difficulty level of the cognitive task was adjusted to ensure a commensurate
performance in both arousal states.

Our manipulation of fatigue level via sleep deprivation proved successful. Both the
CHICa scale and the Japanese Questionnaire revealed significant changes in self-reported
arousal level due to the 10 h of overnight driving under normal working conditions. The
results of the CHICa demonstrated that the reduced level of cognitive functioning in the
fatigued condition was accompanied by the symptoms of impaired thermoregulation,
disrupted appetite, and irritation. These results were consistent with the data obtained
by the authors of this questionnaire themselves [15], according to which the symptoms
of cognitive attenuation; i.e., problems with concentration, memory, logical thinking and
understanding, lack of energy, and decreased accuracy at work, seemed to be the most
characteristic and specific subjective manifestations of the sleep-deprivation state. It should
also be noted, however, that while some physiological symptoms of sleep deprivation may
be unpleasant for the driver (cold, hunger), they can be easily modified and fixed; whereas
coping with emotional and cognitive problems is much more difficult, and consequently,
they can endanger driving safety by influencing, for example, the driver’s situational
awareness in road traffic, as well as his sense of control behind the wheel [15].

The increase in response time in the fatigued condition was consistent with other
studies [4,19,20]. The changes in response time can be interpreted as indicators of lowered
alertness, accompanied by slowed processing of relevant stimuli without affecting the
accuracy.

Regarding the whole-brain fMRI results in each condition, we observed a widespread
activation spanning across the whole cortical mantle. The activated clusters in the rested
condition were located in the regions consistently observed in the task involving selective
attention (dorsal frontal areas, posterior parietal areas, medial frontal regions, and basal
ganglia) [9–12]. Moreover, the additional suprathreshold clusters were observed in regions
related to the visual ventral stream in the fusiform gyrus, as well as regions related to
willed action in the anterior insula [21]. The fact that a similar pattern of activated regions
involved in attentional selection was observed in both conditions suggests that in both
situations, participants recruited basically the same brain networks. This observation was
also supported by the lack of significant brain response differences in those networks as
revealed by the direct contrast between the conditions.

However, at the same time we observed a notable decrease of the extent of activation
in the fatigued condition, indicating a less-consistent brain response to the experimental
task across participants. Interestingly, we observed a more lateralized pattern of activation
in the fatigued condition, with the majority of clusters located within the right hemisphere.
We surmised that this effect might be associated with lowered brain metabolism in the state
of sleep deprivation [22]. Of course, this does not mean that truck driver’s brain resembles
a brain of a dolphin, yet it points to a lowered energy capacity of the fatigued brain,
which can affect each hemisphere in a different manner [23]. The direct contrast between
conditions revealed only one suprathreshold cluster, obtained in the fatigued > rested
contrast. The reverse contrast did not reveal any significant differences. The cluster was
located in the dorsal part of the prefrontal cortex. Interestingly, this region did not cross the
significance threshold in any of the main effect contrasts for both the rested and fatigued
conditions. However, a close inspection of the unthresholded images revealed that in the
rested condition, this cluster was strongly deactivated, and in the fatigued condition, the
response was positive, yet below the significance threshold. The inspection also revealed
that the region discovered in the fatigued > rested contrast was a part of the larger cluster
encompassing the medial frontal cortex—covering the SMA, pre-SMA, and parts of the
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superior frontal gyrus (see Figure 4). Previous research on the effects of cognitive working
memory and attentional training research suggested that this region is a part of the cognitive
control network, which is engaged in executive control over ongoing cognitive activity,
and it is known that its responsiveness becomes significantly decreased over a training
period [24,25]. Thus, in our case, the heightened activity of this region might suggest that a
relatively simple task we used, involving simple visual feature conjunction detection, in
the fatigued condition with lowered metabolic capacity due to sleep deprivation became a
task that required more cognitive control resources in order to maintain the performance
level. Thus, our results suggested that the influence in the arousal state of drivers on the
cognitive level manifested as an increased demand for controlled attentional processing.

Although visually apparent, there were no statistically significant differences in activa-
tion of Brodmann area 7. An earlier study by Muto and colleagues [26] demonstrated that
in young, healthy participants, there were no effects of one night of total sleep deprivation
on attention; however, orienting and conflict resolutions were associated with significantly
larger thalamic responses during sleep deprivation than during rested wakefulness. They
concluded that sleep deprivation influenced different components of human attention non-
selectively by affecting the structures maintaining vigilance or ubiquitously perturbing
neuronal function. They further concluded that compensatory responses can counter these
effects transiently by recruiting thalamic responses via that supporting thalamocortical
function.

According to Johns [27], there is a continuous inhibitory interaction between a wake
drive and a sleep drive, each of which involves integrated action of several different
neuronal centers in the brain. At any time, the state of sleep or wakefulness depends
on the comparative strengths of the total wake drive and the total sleep drive. Under
the circumstances of fatigued driving, the driver can stay awake only by maintaining or
increasing the secondary wake drive. Long-haul truck drivers are known to have developed
methods to increase their wake drive, such as chewing gum, singing, or making frequent
changes to their sitting position [27]. In our task, no behavioral influences on the wake
drive were possible, as they would result in deterioration of data quality, which was not
the case in our study. Therefore, the differences in brain activation between the rested
and fatigued conditions reflected the adaptation mechanism involving increased cognitive
control over task execution—in this case, voluntary focusing of attention on the incoming
stimuli and the response selection.

Our research had certain limitations. The study was performed while the subjects
were lying on a scanner table—a posture (position) that is known to increase subjective
perception of sleepiness [27]. Therefore, some interactive effects of this position could not
be excluded. Moreover, the small sample might have obscured smaller differences between
experimental conditions. Furthermore, caffeine is known to have short-term effects on
basal cerebral blood flow, and thus the activation strength of the brain [28]. Similarly, being
sleepy was associated with lower cerebral perfusion than during normal functioning [23,29].
Therefore, future studies should evaluate cerebral perfusion to properly account for this
phenomenon.

5. Conclusions

In conclusion, our research showed that the state of decreased arousal associated with
sleep deprivation substantially changed the activation patterns during a cognitive task
involving selective attention. When comparing the rested and fatigued conditions, these
changes were twofold. On the global level, we observed a general decrease of activation
strength in the fatigued condition that was more pronounced in the left hemisphere. On
the local level, we observed an extended activation of the medial prefrontal regions in the
fatigued condition that reflected an increased contribution of cognitive control mechanisms
compensating for the diminished efficiency of mechanisms involved in selective attention
and response selection.
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Abstract: New technologies reaching out for meeting the needs of an aging population in developed
countries have given rise to the development and gradual implementation of the concept of an
autonomous vehicle (AV) and have even made it a necessity and an important business paradigm.
However, in parallel, there is a discussion about consumer preferences and the willingness to pay
for new car technologies and intelligent vehicle options. The main aim of the study was to analyze
the impact of selected factors on the perception of the future of autonomous cars by respondents
from the area of Southeastern Poland in terms of a comparison with traditional cars, with particular
emphasis on the advantages and disadvantages of this concept. The research presented in this study
was conducted in 2019 among a group of 579 respondents. Data analysis made it possible to identify
potential advantages and disadvantages of the concept of introducing autonomous cars. A positive
result of the survey is that 68% of respondents stated that AV will be gradually introduced to our
market, which confirms the high acceptance of this technology by Poles. The obtained research results
may be valuable information for governmental and local authorities, but also for car manufacturers
and their future users. It is an important issue in the area of shaping the strategy of actions concerning
further directions of development on the automotive market.

Keywords: autonomous technology; road vehicles; road traffic; survey study

1. Introduction

In the last decade, many modern technologies, solutions, products, etc., have been
introduced in various areas of modern man’s life, which is, among others things, an
implication of implementing the assumptions of the Economy 4.0 project. All of these
conceptions change lifestyle, preferences and expectations. This revolution also affected
the automotive industry and widely understood transport. The automotive industry is
currently undergoing a period of dynamic and permanent change. Over the past decade,
the automotive and technology industries, supported by the interdisciplinary efforts of
numerous research institutes around the world, have made a significant leap in introducing
computerization into what has been purely human activity for over a century, i.e., driving.
By introducing functions that seem simple or even basic today, such as anti-lock braking
systems and traction control, and gradually introducing more complex functions, such as
adaptive cruise control and autonomous parking assistance systems, we are moving closer
to the era of unmanned vehicles.

Over the past few years, vehicle manufacturers and technology developers have
worked to develop advanced automotive and communication technologies [1,2], modern
construction materials, smart vehicle options and alternative types of fuels [3–5]. In
addition to the development of engines powered by alternative fuels [5], including those
powered by natural gas and hydrogen, we distinguish hybrid and electric vehicles [6,7].
Many car manufacturers work with technology vendors to improve the driving experience,
especially in terms of safety and comfort aspects [8]. Hence, these technologies, along
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with the need to meet the needs of an aging population in developed countries, have
given rise to the development and gradual implementation of the AV concept and have
even made it a necessity and an important business paradigm [9]. It should be mentioned,
however, that the first attempt to create driverless vehicles dates back to the early 1920s [10];
however, this concept gained momentum only in the 1980s, when scientists managed to
develop automated highway systems [11]. This makes the way for the connection of semi-
autonomous and AV to the road infrastructure, mainly in Germany and the United States
in 1980–2000 [9].

Sensor-based intelligent/autonomous driving systems and advanced vehicle functions
generate many potential benefits, the most important of which seems to be the reduction of
the number and consequences of accidents (some authors even believe that these systems
can virtually eliminate human error, which is a major contributor to road accidents [12]). In
addition, multimedia platforms in combination with intelligent and autonomous driving
systems can make the time spent in the car, on the one hand, more enjoyable, and on the
other hand, more productive, as passengers can multitask while traveling [13]. Advanced
communication systems embedded in cars can also lead to more efficient vehicle navigation
and traffic flow, reducing congestion and eliminating critical bottlenecks [14]. It should
also not be forgotten about reducing energy consumption and pollution.

However, in parallel, there is a discussion about consumer preferences and the willing-
ness to pay for new car technologies and intelligent vehicle options. The speed of market
penetration by these technologies, functions and solutions largely depends on whether
consumers are interested in these technologies and options and, above all, whether they
are willing to pay extra for them. It should be noted that although the idea of self-propelled
vehicles without the participation of a driver has existed for decades, too high costs have
hindered their mass production so far [15]. In addition, as shown by various studies,
many potential users of this type of car have some concerns about their introduction and
widespread use, pointing to the existence of several disadvantages, especially in the area of
the sense of security, controllability and in the area of law, liability, ethics and cybersecurity.

Taking the above into account, the aim of the study is to analyze the impact of selected
factors on the perception of the future of AVs by respondents from Southeastern Poland in
terms of comparison with traditional cars. The main goal of the study was to identify the
basic factors influencing the opinions of respondents about the social acceptance of AV, in
particular the advantages and disadvantages of this solution.

The following research questions were formulated for a fuller implementation of the
assumed objectives of the study:

1. Do the respondents, according to the gender grouping variable (men and women),
express similar opinions about AVs?

2. Do the respondents have similar opinions on AVs due to the age grouping variable?
3. When it comes to autonomous cars, are there advantages over disadvantages in

this concept?
4. How, according to the respondents, will the car market develop, and which cars will

be the most popular in the near future?

AV technology can and, in principle, should be considered at the meeting point of
many disciplines, such as transport sciences, electrical engineering, information technolo-
gies, software and hardware engineering, law, and even ethics and philosophy [8].

2. Literature Review

Currently the automotive industry is experiencing a revolution with the advent of ad-
vanced automotive technologies, intelligent vehicle options and alternative fuels. However,
research into consumer preferences for this type of automotive technology is very limited.
The implementation and penetration of advanced automotive technologies on the market
and the planning of possible market adoption scenarios requires the collection and analysis
of data on consumer preferences related to these new technologies. Hence, the research
by Shin et al. [16] aimed to meet this need by offering a detailed analysis of consumer
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preferences for alternative fuel types and technological options, using data collected in
the reported experiments conducted on a sample of consumers from six metropolitan
cities in South Korea. The results indicated that there is significant heterogeneity in con-
sumer preferences for different smart technology options, such as wireless internet, vehicle
connectivity and voice command features, but relatively less diversity in preferences for
intelligent in-car applications, such as real-time travel information on parking and road
conditions [13].

The use of AVs, as suggested by many authors and experts not only from the automo-
tive industry, generates many different potential benefits, both in an individual aspect-for
users of this type of vehicle, as well as social and economic benefits. In relation to the first
area, special attention is paid to the fact that AV have the ability to improve passenger
comfort by eliminating the need to perform certain tasks related to driving. It is known
that the process of driving a car is complex; in fact, several motor and cognitive tasks must
be performed, sometimes in quick succession and sometimes simultaneously, with which
drivers need to interact; they must also react to different vehicle parameters, driver and
pedestrian behavior, all under different weather, lighting and road conditions [17].

In addition, they provide new mobility opportunities for groups of people who, until
now, have been partially or completely excluded from participation in public life due to
mobility restrictions (e.g., the elderly or disabled) [16,18,19]. The possibility of using AV
does not require drivers to have a driving license. It should be added that the lack of the
need to drive a vehicle and focus on the conditions and other road users means for some
“drivers” more time to work, which in turn is beneficial for the economy.

Taking into account the area of social benefits, it should be emphasized that au-
tonomous driving does not lead to a loss of safety or efficiency of road transport, but rather
improves them [20]. It may also result in new business models, as driverless cars will
enable car sharing at much higher levels than is currently the case; in the vast majority
of cases, it will be cheaper to use these shared cars than your own, without the financial
burden and hassle of owning a private car (frozen capital, taxes, insurance, repairs and
parking difficulties) [21,22]. The appropriate and adequate information about the number
of free places, their location, etc., can reduce even by 30% the traffic volume in some
cases [23]. Sharing cars also means a significant reduction in the number of vehicles on the
road, as well as less space and infrastructure needed for transport, which in turn means
less money spent on it [24,25]. Shared autonomous vehicles (SAV) allow for a shorter travel
time and better use of vehicles (reducing their number on roads) and the available urban
infrastructure [26]. As shown in Reference [27], the travelers are exposed to a reduction in
travel time once conventional transport modes are replaced by AVs. One SAV (shared au-
tonomous vehicle) can replace eight conventional vehicles with acceptable average waiting
time ranging from 7 to 10 min and usage of four seats (shared trip) [28].

Ball [29] emphasizes that the benefits of the widespread introduction of AV can be
found in two schools [15,30–34]. In the first school, particular attention is paid to the
potential of AV to stimulate additional travel. Without the need for a driver, vehicle
passengers would have much more freedom to engage in other activities during the
journey, which in turn would reduce travel costs and facilitate urban growth. AV would
also increase the mobility of younger people (without a driving license), the elderly, the
sick or the disabled. It is also emphasized that AV can generate more demand by increasing
road capacity, as lanes could be narrowed and cars could come closer together [29].

In turn, the second school emphasizes the potential of AVs to reduce travel/mobility
costs. Part of this may be due to the shift from private car ownership towards “mobility as
a service” [33]. By replacing the fixed costs of owning a car with fees for access (time and
mileage) to a fleet of shared AVs, the final cost of the vehicle’s journey would consequently
decrease. Moreover, since AVs would not require a parking space close to the destination,
this would allow for the further development and filling of the former parking lots [35].

The introduction of AVs would also make it possible to increase road capacity by up
to five times [36] and reduce road congestion (and, consequently, fuel consumption and
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environmental pollution [37,38]), as cars on the network would communicate with each
other and local infrastructure to smoothly respond to changes in traffic and flexibly adapt
to them [39–42]. Some estimates show that this would save the average commuter 42 h
a year [43].

As shown by numerous studies and forecasts, AVs can cause the most intense transfor-
mation in urban transport systems and the greatest revolution in the practice of transport
planning (proper design of parking lots, streets, networks of transit and paratransit ser-
vices), since the appearance of the motor car over a hundred years ago [29]. However,
attention should also be paid to the strategic implications for other road users-especially
for pedestrians. In a risky situation, an AV slows down and gives way to pedestrians—this
applies even to unmarked pedestrian crossings. Safer AVs also trigger a rational response
from pedestrians and other road users. Pedestrians can pass with impunity with the
certainty that the car will stop. The situation is slightly different from the point of view of a
passenger in an automated car; as Ball [29] puts it, it would be “like driving a street full of
five-year-old unaccompanied children”.

No less important is the issue of road safety, which is reflected in the number of
road accidents and collisions [15]. It is estimated that AVs can significantly reduce the
number of accidents caused by human error, which currently account for over 90% of
all road accidents (i.e., driving distracted, e.g., by a mobile phone, speeding, driving
under the influence of alcohol/drugs, fatigue and spontaneous decision-making) [44], and
consequently drastically reduce the number of fatalities, as well as accelerate emergency
response. AVs communicate with each other better than drivers and can more effectively
sense the presence of other road users and predict their behavior, as well as prevent them
from falling asleep at the wheel [29]. Consequently, self-propelled vehicles can help save
lives thanks to advanced avoidance and crash-response technologies. This is because
AVs are able to detect the traffic environment, navigate through the software algorithm
and control the movement of the vehicle without the driver’s decisions and actions [45].
According to data from the World Health Organization (WHO), AVs can eliminate over
1.25 million fatalities from road accidents worldwide [46]. This is all the more important
because, according to the WHO, over 1.2 million people die each year as a result of road
accidents around the world, and this has a huge impact on health and development [47].
It should be added that road accidents and collisions generate various cost burdens with
long-term consequences, affecting productivity, healthcare costs, legal and court costs,
losses at the workplace, costs of emergency services, burdens related to congestion, costs of
insurance and damaged property.

Moreover, other benefits in the social area include the following [48]:

• More effective real-time navigation and dynamic routing;
• More accessible, reliable and flexible carpooling in passenger transport;
• More efficient infrastructure through better vehicle control and coordinated actions;
• Greater savings of resources needed for infrastructure, including the construction of

parking lots and roadways;
• More environmentally friendly vehicles and infrastructure (AVs have great potential

to reduce energy consumption per mile [30]);
• Lower insurance costs.

Attention should also be paid to the potential impact on companies operating directly
in the automotive industry, such as taxi services, new car dealerships and repair shops,
which will evolve and adapt to the latest technologies. In the study of Berlin by Bischoff
et al. [49], the authors examined the replacement of conventional taxis by autonomous
taxis; they showed that one autonomous vehicle might replace 10 conventional taxis if
the rides are shared, and six if the rides are not shared. From the point of view of the
aftermarket, a greater number of AVs may also lead to an increased interest in accessories,
such as, for example, advanced video technology providing entertainment to passengers,
which in turn will affect the development of companies producing them.
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Advanced systems, used in AVs, can also record and share driver data with insurance
companies, thus helping to manage claims, estimate insurance premiums and reduce costs.
These vehicles can also generate savings in the construction, transportation and logistics
industries by providing information on vehicle downtime and cargo status, providing fleet
managers with greater operational transparency [50].

Automation of vehicles, despite many potential advantages, may also generate some
disadvantages. They can be, among others, issues related to the mentality of the society,
such as user’s resilience to giving up driving control, loss of situational awareness, loss
of driving skills and privacy issues. Equally important are also technical and technolog-
ical issues, i.e., increased vulnerability to software and hardware defects, as well as the
possibility of cybercrime and greater terrorism potential.

Potential users of AVs also point to some understatements in the area of ethics and
possible liability for damages; with the advent of the AV concept, a new ethical paradigm
appears for man–machine, due to automated risk allocation during collisions.

Other negative aspects of the large-scale introduction of AV technology also include the
need to build a completely new legal framework, the need to formulate different approaches
to road control and enforcement, the loss of jobs focused on driving, the car navigation
system’s susceptibility to different types of weather, problems with communication with
non-autonomous vehicles in mixed road traffic and the need to make large investments in
the current road infrastructure to adapt to the new fully computerized requirements [51].

Other disadvantages of introducing AVs also include their potential negative impact
on some enterprises and economies based on public transport, vehicle insurance and
services. Insurance companies see the danger of AVs disrupting their business model.
Moreover, it was indicated in Reference [38] that reducing the costs of driving a vehicle
may increase traffic intensity.

3. Method

Consumer behavior on the market is a variable category and depends on many factors
influencing the decision to choose products and their purchase. One of the most reliable
methods of obtaining information on consumer behavior on the market are surveys. The
research used in this study was conducted in 2019, among a group of 579 respondents, via
the Internet. The original questionnaire was used, with the use of a deliberate sample, as
the research concerned only respondents who are drivers or intend to become drivers in
the future. The questionnaire used in the research consisted of two parts: the substantive
part and the metric questions. The questions contained in the first part concerned many
different aspects of the autonomous vehicle market, including the issues of knowledge and
acceptance of autonomous vehicles, and opinions on the prospects of their development
compared to other types of vehicles, as well as the benefits, disadvantages and barriers
and challenges resulting from the introduction of this technology. In turn, the second
part, i.e., metric, contained questions enabling the sociodemographic characteristics of the
respondents according to various grouping variables (e.g., gender, age, place of residence
and driving experience period). The questions in the survey were closed questions: single
or multiple choice. In the case of some questions, it was also possible to provide your
own answer (if none of the proposed variants of the answer reflected the attitudes of the
respondent); however, it was always clearly indicated in the survey.

The results were prepared by taking into account the division of the respondents into
four age groups: 19–25 (48% of respondents), 26–40 (24% of respondents), 41–60 (24% of
respondents) and over 60 (4% of respondents). They came from the countryside (34% of
the respondents) and from cities of various numbers: up to 100,000 (20% of respondents),
100,000–300,000 (10% of respondents) and over 300,000 inhabitants, 35% of respondents).
Of the study participants, 38% were women and 62% were men.

In order to achieve the assumed goals, as well as to answer the research ques-
tions, the results obtained in the own questionnaire research were statistically analyzed.
A correspondence analysis was used, thanks to which it was indicated how the vehicle
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market will develop in the near future in the opinion of the respondents, in terms of age
and gender, i.e., how respondents from Southeastern Poland perceive the future of AVs
in comparison with standard vehicles (SVs). Moreover, the results of research referring to
the potential benefits and advantages, as well as disadvantages of introducing AVs onto
Polish roads are presented; in order to be able to fully answer the research questions, two
variables grouping respondents were used in the analyses, namely gender and age.

The research sample came from the area of Southeastern Poland; this region was
selected due to two factors. Firstly, it is an area less prosperous than the western territories
and is characterized by a less developed communication infrastructure that can be devel-
oped for the use of AVs. Secondly, due to the less developed road infrastructure, it was
expected that the social distance to such solutions might be large.

Data analyses were carried out on the basis of the statistical processing software
Statistica 13.3 and Excel 2007. In this work, the correspondence analysis method was
used. It is a descriptive and exploratory technique for analyzing two-way and multi-way
tables, containing certain measures that characterize the relationship between columns and
rows. The obtained results provide information similar in nature to the results obtained
in the case of factor analysis techniques and allow for the analysis of the structure of the
qualitative variables that make up the table. The most common table of this type is the
two-dimensional contingency table. In correspondence analysis, the frequencies in the
contingency table are first standardized such that the relative frequencies are computed
and, when summed across all fields (cells) of the table, they give 1.0. One way to show the
goals of a typical analysis is to express relative frequencies in terms of the distance between
individual rows or columns in a space with a small number of dimensions.

In addition, the study also used the Spearman rank-order correlation analysis. Spear-
man’s rank correlation coefficient is used to describe the strength of the correlation of
two features when features are qualitative, allowing for ordering according to the strength
of this feature, or when features are quantitative, but their number is small. In the study,
the ranks of the X and Y features were assigned in descending order. If some units of a
feature have the same value, then these units are assigned identical ranks, calculating the
arithmetic mean of the ranks for the same units.

4. Results

On the basis of the information obtained from the respondents, in the initial phase
of the research procedure, an analysis of correspondence between three groups of char-
acteristics was carried out, i.e., car type (five groups of answers), age of respondents
(four groups of answers) and gender (two groups). Respondents were asked about the
expected type of the most popular vehicles in Poland in the near future. The following ve-
hicles are included: SV, hybrid vehicle (HV), electric vehicle (EV), AV and standard vehicle
supported by autonomous solutions (SV+). In this questionnaire, the respondents did not
distinguish between the driving method according to its propulsion (SV petrol or diesel, EV
or HV), so vehicles marked as SV, EV, HV and SV+ are considered human-driven vehicles,
and an AV is understood as a self-steering vehicle. In order to present the configuration of
points representing the input data, a two-dimensional factor space was chosen. The first
factor allows us to reproduce 63.01% of input data variation (i.e., total inertia), and the
second factor 24.77% (see Table 1).

The largest contribution to the creation of the two-dimensional factor space by the
type of vehicle was played by SV+ and SV-coordinate I, and EV and AV-coordinate II.
On the other hand, women over 60 years of age (dimension I) and women aged 26–40
(dimension II) had the largest share in the creation of the two-dimensional factor space by
age and gender (Figure 1).
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Table 1. Information resources’ factors.

Number
of Dimensions

Eigenvalues and Inertia, Total Inertia = 0.15719 χ2 = 90.067 df = 28 p = 0.00001

Singular Value Eigenvalues Percentage of Inertia Cumulative Percentage χ2

1 0.314710 0.099043 63.01026 63.0103 56.75147
2 0.197308 0.038930 24.76721 87.7775 22.30709
3 0.111603 0.012455 7.92396 95.7014 7.13687
4 0.082199 0.006757 4.29857 100.0000 3.87159

Figure 1. Correspondence analysis results between three groups of characteristics—vehicle type, age
of respondents and gender.

There are four clear groups of vehicle types with the structure of indicators depending
on the sex and age of the respondents (Figure 1), the first is made of EV, the second is SV,
the third, with the most average structure, are HV, while the fourth is AV and SV+.

The greatest connection is between men aged 19–25 with SV+ and AV, it is a relatively
strong link. Due to the value of the indicator-i.e., the age and sex of the respondents, the
group in question differs from other preferred types of vehicle. An equally large link can
be noticed between women aged 19–25 and SV+.

SV, on the other hand, correspond best with the group of women and men aged
over 60. The age index of these respondents distinguishes this group of cars from the rest.

Another quite strong connection is between women aged 26–40 and men aged 41–60
with the group of EV.

At a later stage of the research procedure, we focused on the analysis of the benefits
and advantages and-on the other hand-the disadvantages of using AV in the opinion of
their potential users, using two grouping variables-gender and age, in order to identify
possible differences in the perception of positive and negative aspects of the AV on Polish
roads by women and men in different age groups.

Safer driving is one of the main driving forces in the development of AV and would be
a prerequisite for their implementation on public roads in the future. In the research carried
out using the proprietary questionnaire, 44% of respondents indicated that if they used AV,
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they would feel safer. However, most people surveyed are concerned about cybersecurity
and the privacy of data about the internet technologies or services they currently use.

Besides safety, the introduction of AV can generate a number of other benefits. Hence,
the respondents were asked to indicate other advantages related to this solution. The
proposed answers included, among others: comfort (the ability to work and rest while
driving, e.g., napping, receiving and writing e-mails, reading a book, etc.), more efficient
use of time, greater safety (less accidents and collisions), less stress while driving a car,
saving on operating costs, reducing road congestion, a solution for people who do not like
driving a car, greater mobility (e.g., disabled, elderly), greater independence (e.g., disabled,
elderly or unable to drive), enabling better access to services and more.

The conducted own research indicated gender differences and those resulting from
the age of respondents. The results of this analysis are shown for women in Figure 2a and
for men in Figure 2b.

 

Figure 2. The advantages of the AV concept in the opinion of women (a) and men (b), A1—convenient
solution, A2—efficient use of time, A3—safety, A4—less stress, A5—economy, A6—less congestion on
the road, A7—solution for people who do not like driving a car, A8—mobility and A9—independence.

Young women aged 19–25 most often pointed to the benefits of mobility, independence
and comfort; women aged 26–40, apart from mobility and independence, also pointed to
the issue of comfort, but also safety (Figure 2a). On the other hand, women aged 41–60
paid attention primarily to safety, but also mobility. In turn, women over 60 years of age
clearly indicated less stress while driving and, similarly to other groups, mobility, which
can also be understood as greater independence. Interestingly, in all age groups, the least
problem, according to the respondents, is access to services and the issue related to the
reduction of parking spaces and less congestion on the road.

Compared to women, among the most frequently mentioned benefits related to AV,
young men more often perceived comfort, independence and mobility, but also safety
(group of men aged 19–25) (Figure 2b). On the other hand, men aged 26–40 most often
indicated comfort, mobility and independence; men aged 41–60, apart from the issue
of comfort, indicated the issue of effective use of time and safety. On the other hand,
men over 60 indicated, similarly to women in this age group, less stress while driving
and independence.

Table 2 presents the potential disadvantages of the AV concept perceived by women
and men of different age groups. After analyzing the available literature, the proposed
answers included boredom while driving; no pleasure in driving; unnecessary driving
course; no driving habits; no control over electronics; elimination of many professions,
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e.g., taxi driver, professional driver, etc.; the threat of cybercrime in the area of vehicles;
and others.

Table 2. Potential disadvantages of the AV concept in the opinion of women and men.

Gender Women Men

Age 19–25 26–40 41–60 over 60 19–25 26–40 41–60 over 60
Boredom 22 10 10 2 62 12 32 5

No driving pleasure 46 28 25 6 112 34 55 6
Redundant driving course 26 10 8 0 22 14 16 2
Being used to driving a car 50 27 24 5 66 35 30 4

No control over
electronics 70 44 28 5 110 56 48 5

Elimination of professions 62 32 12 4 106 30 26 4
Cybercrimes 50 28 16 2 106 44 48 0

Other 6 0 0 0 6 4 2 0

The conducted research shows (Table 2) that women in the group 19–25 indicated
primarily no control over electronics, the potential elimination of professions (e.g., taxi
drivers) and the possibility of cybercrimes. Women aged 26–40 spoke in a similar formula,
pointing to no control over electronics and the elimination of professions, but at a similar
level indicated the risk of cybercrime and the no pleasure in driving a car. On the other
hand, women aged 41–60 declared no control over electronics, no driving pleasure, but
also the risk of getting used to driving a vehicle. On the other hand, women over 60,
among the biggest disadvantages, indicated the lack of driving pleasure, lack of control
over electronics and the habit of driving a vehicle.

The research shows that men in the 19–25 age group indicated no pleasure in driving
a car and no control over electronics, as well as the potential elimination of professions
(e.g., taxi drivers) and the possibility of the so-called cybercrimes. Men aged 26–40 spoke in
a similar formula, pointing to the no control over electronics and the risk of cybercrimes. In
turn, men aged 41–60 declared no driving pleasure and no control over electronics, but also
cybercrimes. On the other hand, men over 60, among the biggest disadvantages, indicated
the no driving pleasure and no control over electronics, but also possible boredom while
driving a car.

AVs seem to be an interesting solution for many respondents, but not entirely realistic.
Table 3 below presents the analysis of the correlation of various variables with regard
to associations relating to this type of solution. The performed Spearman correlation, as
an analysis, allows us to correlate the variables on the ordinal scale. This is a kind of
nonparametric correlation that is based on rank.

Table 3. Spearman rank-order correlations MD pairwise deleted marked correlations are significant at p < 0.05.

Variable x1 x2 x3 x4 x5 x6 x7

x1 1.000000 0.248955 0.116724 0.167230 0.173011 −0.307904 −0.372148
x2 0.248955 1.000000 −0.083286 0.336166 0.107645 −0.345075 −0.227059
x3 0.116724 −0.083286 1.000000 −0.147148 0.175057 0.100478 0.056061
x4 0.167230 0.336166 −0.147148 1.000000 −0.024476 −0.247382 −0.307910
x5 0.173011 0.107645 0.175057 −0.024476 1.000000 0.011198 −0.076679
x6 −0.307904 −0.345075 0.100478 −0.247382 0.011198 1.000000 0.485749
x7 −0.372148 −0.227059 0.056061 −0.307910 −0.076679 0.485749 1.000000

Variables: x1, innovative solution; x2, more AV on the road in the future; x3, many different barriers; x4, more positive than negative sides;
x5, they still need to be refined; x6, AV is a utopia; x7, not an interesting concept.

The analysis shows that the correlation of the variables related to the fact that AVs are
not interesting (x7), and at the same time, utopia (x6) is of great importance; the second
quite strong correlation concerned the relationship between the statement that AVs, despite
being an innovative solution (x1), are not interesting for the respondents (x7). Another
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correlation is the relationship between more AVs in the future on roads (x2) and more
positive sides than negative (x4) and the fact that, although AVs are often treated as utopia
(x6), on roads, there will likely be more and more of them on the near future (x2).

Figure 3 shows the approach to the correlation of individual variables presented in
Table 3.

Figure 3. Three-dimensional sequential graph Spearman rank-order correlations in Workbook1 7v*7c.

The analysis shows that the respondents are quite cautious in making their judgments
about this concept; they are quite skeptical about it, but they are aware that AV will enter
the market, and, according to the analyses, most likely not so quickly. As it seems, the AV
concept is realistic in the future, but, still, in relation to other types of vehicles traveling on
Polish roads, it differs significantly from them in terms of its assumptions, infrastructure
preparation and, above all, the mentality and culture of the society.

5. Discussion

AVs show great potential to radically change both the structure of cities and the
dynamics of transport systems. Technologies such as advanced driver assistance systems
(ADAS), e.g., lane keeping and adaptive cruise control, are already available on new vehicle
models, and there is likely to be a gradual shift towards autonomy in the coming years.

The research results described in this paper show that changes to vehicle autonomy are
generally well perceived by respondents and are only a matter of time. Similar statements
can be found in the literature. Levinson and Krizek [32] suggest that full automation may
be required in all new US vehicles by 2030 and that “human drivers will eventually be
banned from public roads”.

One of the most cited studies on AV adoption is the Litman study [25], which predicted
that automated driving would become a standard feature of most new vehicles by 2050 and
that AV would account for around 40–60% of vehicles, 80–100% of vehicle sales and 50–80%
of vehicle travel. Litman also predicted that the beneficial effects of AV in increasing
road safety and reducing traffic congestion would probably appear between 2040 and
2060. Bansal and Kockelman [39] predict that, by 2045, 24.8–87.2% of vehicle fleets will be
accepted by self-propelled cars (SAE level 5). Their findings further revealed that AVs were
viewed as a form of “somewhat low-risk” transport, and while there were concerns, there
was little opposition to the prospect of their use on public roads.

The results obtained in the presented study regarding security as the main advantage
of the possibility of using AV are similar to those achieved by Kyriakidis et al. [52], who
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found that gaining end-user trust in the issues of data security, protection and privacy will
be critical to the widespread implementation of AV in the future.

Payre et al. [53] conducted a survey among 421 people. Automated driving in this
group was unconditionally accepted by 68.1%, with higher acceptance depending on the
type of driving, including motorway driving, driving in the presence of traffic congestion
and automatic parking. Similar results were obtained in a study by Howard and Dai [54],
in Berkeley, California. People in this study were most attracted to the potential benefits of
safety, parking and multitasking [55], which is also reflected in the results of the research
presented in this paper. In our survey, 68% of respondents (396 people) confirmed that AV
will be gradually introduced to our market, which confirms the high acceptance of this
technology by Poles.

Own research also showed that AVs are generally viewed in a positive light; in terms of
qualitative risk perception, they have been assessed relatively well compared to the existing
modes of transport, and there has been little opposition to them. It would therefore seem
that the idea of AV on public roads is already accepted by many people. However, further
findings indicate that considerable efforts are still needed to encourage public acceptance.
As in the research by Hulse et al. [17], despite an obvious low negative, concerns were
expressed not only relating to road safety issues. Moreover, significant associations have
been found between perceived risk assessments or attitudes and various factors, including
road user populations, gender and age, meaning that AV perceptions vary, something that
was also reflected in our own findings.

Furthermore, Hohenberger et al. [56] found that emotions and affective responses to
AV indicate gender differences in the willingness to use automated vehicles. In particular,
men were found to be more likely to predict pleasure than anxiety about wanting to use AV.
Similar conclusions were also given in Reference [17], which showed that, compared to cars
operated by people, AVs were perceived differently depending on gender and age-men,
and younger adults showed greater acceptance of them.

It should be emphasized that the respondents participating in the research conducted
by the authors of this article also pointed to numerous negative views on the problem of
functioning in the AV space. This corresponds to the results of the research by Schoettle
and Sivak [57], wherein respondents similarly also revealed numerous concerns about AV
travel. The greatest concerns were system or hardware failures with security implications.
Moreover, participants were very concerned about the fact that the AVs did not give the
option to take control of the vehicle, and they thought about the fact that other types of road
vehicles are also autonomous. While there were some differences in the survey responses
depending on the age of the participant (e.g., older participants were more likely than
younger participants to say they would not drive AV), gender differences were detected in
nearly all questions, with women being less convinced of AV than men. It should be added
that References [10,57] present research of a more global nature, i.e., among the inhabitants
of China, India, Japan, the United States, Great Britain and Australia. As can be seen, such
fears and positions indicated in the own research among Polish respondents do not only
occur locally, but show global trends. It can therefore be said that there are similar social
concerns with regard to AV technology regardless of where you live.

In other studies that are available in the literature on the subject, respondents also
stated that they could not afford the additional costs. It also took into account the risk
context when unknown entities can gain access to data, i.e., through hacking; therefore,
many participants in many studies conducted so far had clear concerns about privacy
policy [58], which is also consistent with the results of own research.

At present, autonomous vehicles are still in the trial phase and have not yet been
introduced into regular operation in any country. Scientific publications discussing orga-
nizational issues related to the functioning of transport systems, in which autonomous
vehicles are present, are still mainly based on theoretical assumptions.
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One of the problems in implementing of technology AV is the interaction between
autonomous vehicles and other road users [59], including non-motorized ones, i.e., cyclists
and pedestrians, who cannot easily be controlled by traffic control systems.

The sustainable development policy should primarily aim at eliminating the negative
effects of motorization, such as congestion in cities, air pollution, the lack or unequal
accessibility of transport, as well as the increasing costs of infrastructure maintenance.
National governments should initiate close cooperation between vehicle manufacturers
and local authorities in terms of strategies for implementing available technological solu-
tions. However, the lack of precise visions of the technical and organizational model of
automation means that local and regional authorities do not want to make specific planning
decisions in this area yet. This is because of the high risk due to the many unknowns
and sometimes because of more urgent investment needs [60]. The obtained results of
our own and other social research may be helpful in developing assumptions for further
development of urbanized areas and autonomous means of transport.

It should be assumed that the safety and reliability of AV will continue to increase
with the progress of civilization and technology. Public infrastructure will begin to evolve
to support AV. New business models will be created. Intelligent mobility will become
a reality as cities become “smarter” and cars become autonomous. Companies and car
manufacturers are ready for AV, while the biggest unknown is whether our society is
ready for such a solution. Indeed, the trend of vehicle automation technology by major
vehicle manufacturing industries is expected to move closer to highly automated or fully
autonomous vehicles through technological advances in the robotics and artificial intelli-
gence sectors. This is because, as also shown in our own research, AVs have great potential
to increase mobility. In some cases, this situation may indicate the need to change from
the existing infrastructure solutions to the habits of drivers, and it will certainly be a big
revolution on the automotive market.

6. Conclusions

As a result of the research and analysis of their results, the following observations and
conclusions were formulated.

Firstly, the analysis of the correspondence found that young people are most favorable
to the concept of AV, and this applies to both women and men. EVs are in second place,
dominating among women in the 26–40 age group and among men in the 41–60 age group.
It was also noted that there are advantages over disadvantages to AV. Moreover, due to
their age, the participants of the study had similar opinions on AV. Over 40% of respondents
indicated that if AV was widely used, they would feel safer. On the other hand, most
of the people interviewed are concerned about cybersecurity and privacy related to the
technologies used. Among the benefits of using AV vehicles, the respondents indicated
mainly comfort, more efficient use of time, greater safety and less stress related to driving.
The issues of greater mobility and independence of people with disabilities, the elderly
or those unable to drive a car turned out to be very important. The respondents paid less
attention to access to services, savings in parking spaces or lower transport congestion.

Our own conducted research indicated some gender differences and those resulting
from the age of the respondents. However, it is worth emphasizing that women aged 41–60
paid attention primarily to safety and mobility; in turn, women over 60 years of age clearly
indicated less stress while driving. Among the disadvantages, women most often indicated
the no control over electronics and control systems, while men, as well as the no control
over the system, indicated the no pleasure in driving and the fear of becoming weaned
from driving and the loss of this ability. Both women and men also noticed the social effect
of eliminating the profession of taxi driver. Moreover, it was found that the local perception
of the AV concept is positive and consistent with global trends in this area.
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23. Škultéty, F.; Beňová, D.; Gnap, J. City Logistics as an Imperative Smart City Mechanism: Scrutiny of Clustered EU27 Capitals.
Sustainability 2021, 13, 3641. [CrossRef]

24. Krueger, R.; Rashidi, T.H.; Rose, J.M. Preferences for shared autonomous vehicles. Transp. Res. Part C Emerg. Technol. 2016, 69,
343–355. [CrossRef]

25. Litman, T. Autonomous Vehicle Implementation Predictions: Implications for Transport Planning. Victoria Transport Policy
Institute. 2021. Available online: https://www.vtpi.org/avip.pdf (accessed on 15 June 2021).

26. Duarte, F.; Ratti, C. The Impact of Autonomous Vehicles on Cities: A Review. J. Urban Technol. 2018, 25, 3–18. [CrossRef]
27. Hamadneh, J.; Esztergár-Kiss, D. The Influence of Introducing Autonomous Vehicles on Conventional Transport Modes and

Travel Time. Energies 2021, 14, 4163. [CrossRef]
28. Hamadneh, J.; Esztergar-Kiss, D. Impacts of Shared Autonomous Vehicles on the Travelers’ Mobility. In Proceedings of the 2019

6th International Conference on Models and Technologies for Intelligent Transportation Systems (MT-ITS), Cracow, Poland, 5–7
June 2019; pp. 1–9. [CrossRef]

29. Millard-Ball, A. Pedestrians, Autonomous Vehicles, and Cities. J. Plan. Educ. Res. 2016, 38, 6–12. [CrossRef]
30. Guerra, E. Planning for Cars That Drive Themselves: Metropolitan Planning Organizations, Regional Transportation Plans, and

Autonomous Vehicles. J. Plan. Educ. Res. 2016, 36, 210–224. [CrossRef]
31. Heinrichs, D.; Cyganski, R. Automated Driving: How It Could Enter Our Cities and How This Might Affect Our Mobility

Decisions. disP Plan. Rev. 2015, 51, 74–79. [CrossRef]
32. Levinson, D.; Krizek, K. The End of Traffic and the Future of Transport, 3rd ed.; Network Design Lab: 2015. Available online:

http://www.princeton.edu/~{}alaink/Orf467F15/TheEndOfTraffic.pdf (accessed on 8 August 2021).
33. Milakis, D.; van Arem, B.; van Wee, B. Policy and Society Related Implications of Automated Driving: A Review of Literature and

Directions for Future Research; Working Paper; Delft University of Technology: Delf, The Netherlands, 2015.
34. Xu, Z.; Wang, M.; Zhang, F.; Jin, S.; Zhang, J.; Zhao, X. PaTAVTT: A Hardware-in-the-Loop Scaled Platform for Testing

Autonomous Vehicle Trajectory Tracking. J. Adv. Transp. 2017, 2017, 9203251. [CrossRef]
35. Nikitas, A. Automated cars: A critical review of the potential advantages and disadvantages of driverless technologies.

In Proceedings of the First International Workshop on Smart Urban Mobility, Edinburgh, UK, 26–27 November 2015.
36. Fernandes, P.; Nunes, U.J.C. Platooning With IVC-Enabled Autonomous Vehicles: Strategies to Mitigate Communication Delays,

Improve Safety and Traffic Flow. IEEE Trans. Intell. Transp. Syst. 2012, 13, 91–106. [CrossRef]
37. Greenough, J. 10 Million Self-Driving Cars Will Be on the Road by 2020. June 2016. Available online: http://uk.businessinsider.c

om/report-10-million-self-driving-cars-will-be-on-the-road-by-2020-2015-5-6?r=US&IR=T (accessed on 1 August 2021).
38. Krasniqi, X.; Hajrizi, E. Use of IoT Technology to Drive the Automotive Industry from Connected to Full Autonomous Vehicles.

IFAC-PapersOnLine 2016, 49, 269–274. [CrossRef]
39. Bansal, P.; Kockelman, K.M. Forecasting Americans’ long-term adoption of connected and autonomous vehicle technologies.

Transp. Res. Part A Policy Pract. 2017, 95, 49–63. [CrossRef]
40. Dresner, K.M.; Stone, P. Sharing the Road: Autonomous vehicles meet human drivers. In Proceedings of the 20th International

Joint Conference on Artificial Intelligence, Hyderabad, India, 6–12 January 2007; pp. 1263–1268.
41. Fajardo, D.; Au, T.-C.; Waller, S.; Stone, P.; Yang, D. Automated intersection control: Performance of future innovation versus

current traffic signal control. Transp. Res. Rec. 2011, 1, 223–232. [CrossRef]
42. Hengstler, M.; Enkel, E.; Duelli, S. Applied artificial intelligence and trust—The case of autonomous vehicles and medical

assistance devices. Technol. Forecast. Soc. Chang. 2016, 105, 105–120. [CrossRef]
43. Chan, C. Advancements, prospects, and impacts of automated driving systems. Int. J. Transp. Sci. Technol. 2017, 6, 208–216.

[CrossRef]
44. Folsom, T.C. Social ramifications of autonomous urban land vehicles. In Proceedings of the 2011 IEEE International Symposium

on Technology and Society (ISTAS), Chicago, IL, USA, 23–25 May 2011.
45. Xu, Z.; Zhang, K.; Min, H.; Wang, Z.; Zhao, X.; Liu, P. What drives people to accept automated vehicles? Findings from a field

experiment. Transp. Res. Part C Emerg. Technol. 2018, 95, 320–334. [CrossRef]
46. World Health Organization. Global Status Report on Road Safety 2015; World Health Organization: Geneva, Switzerland, 2015.
47. Weber, M. Where to? A History of Autonomous Vehicles. 2014. Available online: http://www.computerhistory.org/atchm/wher

e-to-ahistory-of-autonomous-vehicles (accessed on 15 July 2021).
48. Sparrow, R.; Howard, M. When human beings are like drunk robots: Driverless vehicles, ethics, and the future of transport.

Transp. Res. Part C Emerg. Technol. 2017, 80, 206–215. [CrossRef]
49. Bischoff, J.; Maciejewski, M. Simulation of City-wide Replacement of Private Cars with Autonomous Taxis in Berlin. Procedia

Comput. Sci. 2016, 83, 237–244. [CrossRef]
50. Nieoczym, A.; Tarkowski, S. The modeling of the assembly line with a technological Automated Guided Vehicle (AGV). Logforum

2011, 7, 35–42.

312



Energies 2021, 14, 5778

51. Nagy, S.; Csiszár, C. The quality of smart mobility: A systematic review. Sci. J. Sil. Univ. Technol. Ser. Transp. 2020, 109, 117–127.
[CrossRef]

52. Kyriakidis, M.; Happee, R.; de Winter, J. Public opinion on automated driving: Results of an international questionnaire among
5000 respondents. Transp. Res. Part F Traffic Psychol. Behav. 2015, 32, 127–140. [CrossRef]

53. Payre, W.; Cestac, J.; Delhomme, P. Intention to use a fully automated car: Attitudes and a priori acceptability. Transp. Res. Part F
Traffic Psychol. Behav. 2014, 27, 252–263. [CrossRef]

54. Howard, D.; Dai, D. Public perceptions of self-driving cars: The case of Berkeley, California. In Proceedings of the Trans-
portation Research Board 93rd Annual Meeting; TRB 93rd Annual Meeting Compendium of Papers, Washington, DC, USA,
12–16 January 2014.

55. Zhang, W.; Guhathakurta, S.; Fang, J.; Zhang, G. Exploring the impact of shared autonomous vehicles on urban parking demand:
An agent-based simulation approach. Sustain. Cities Soc. 2015, 19, 34–45. [CrossRef]

56. Hohenberger, C.; Spörrle, M.; Welpe, I.M. How and why do men and women differ in their willingness to use automated cars?
The influence of emotions across different age groups. Transp. Res. Part A Policy Pract. 2016, 94, 374–385. [CrossRef]

57. Schoettle, B.; Sivak, M. Public Opinion about Self-Driving Vehicles in China, India, Japan, the U.S., the U.K., and Australia; University of
Michigan Transportation Research Institute: Ann Arbor, MI, USA, 2014; pp. 1–31.

58. Maddox, J.; Sweatman, P.; Sayer, J. Intelligent vehicles? infrastructure to address transportation problems—A strategic approach.
In Proceedings of the 24th International Technical Conference on the Enhanced Safety of Vehicles (ESV), Gothenburg, Sweden,
8–11 June 2015.
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Abstract: Although traffic crashes are the eighth leading cause of death in the world, and are linked
to vehicle and infrastructure-related factors, crash-related fatality rates are much higher in low-
income countries. Particularly, the Dominican Republic is the country with the highest accident
rate in the whole American continent. Therefore, in the past few years, public agencies have been
developing different measures aimed at reducing traffic fatalities, including road safety campaigns.
The aim of the present study was to assess the recalling of such campaigns among the Dominican
population, which may serve as an additional indicator to evaluate their effectiveness in this and
other countries of the region presenting similar traffic safety issues. For this cross-sectional study,
a nationwide sample composed of 1260 people (50% males and 50% females) with a mean age of
39.3 years was used. The data were collected through personal interviews. Overall, the recall of traffic
safety campaigns was found to be very low (9%); male drivers who were employed, possessed a
driver’s license and habitually drove were the ones who could commonly remember these campaigns.
The results of this study suggest that further evaluation and follow-up could help to maximize the
impact of future traffic campaigns and advertisements in the Dominican Republic, as well as in
other emerging countries of the region with similar characteristics. Further, key segments of the
population such as the female, young, less formally educated and non-driving populations should be
also targeted for further actions in this regard.

Keywords: traffic safety; human factors; communication campaigns; mass media; transport planning;
mobility; sustainability

1. Introduction

Traffic crashes represent a problem with a high economic, social and health-related
impact on the population [1]. The latest data recorded by World Health Organization
indicate that traffic accidents are the eighth leading cause of death worldwide, explaining
almost 1.4 million fatalities yearly [2].

This situation is even more serious in emerging countries, if several existing short-
comings and gaps are considered. In brief, low- and middle-income countries (LMICs)
are characterized by having an average low per capita income and a very limited ad-
vancement in their development and infrastructure and human development. Even so,
economic growth, industrialization, and exportation have been rising with globalization
dynamics, often implying unexpected (or unplanned) problems for key sectors such as
transportation [3]. Colombia, Peru, Ecuador and the Dominican Republic are some note-
worthy examples [4]. Emerging countries have a traffic accident death rate of 29.4 per
100,000 inhabitants compared to the world rate of 18.8 per 100,000 inhabitants [5].

For the past few years, the Dominican Republic has been the country with the highest
number of fatal victims in traffic accidents. The death rate of traffic accidents fluctuates, but
it has been stable at over 20 for every 100,000 inhabitants since 2008 [6]. These data make
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the Dominican Republic the country with the highest death rate from traffic accidents in
the whole American continent [5].

Deaths related to traffic accidents are the second leading cause of external or violent
death in the Dominican Republic. Thus, the data from the Permanent Observatory of
Road Safety (Observatorio Permanente de Seguridad Vial—OPSEVI) have shown that the
number of casualties caused by traffic accidents was 3204 in 2019 (the latest available data),
with men between 15 and 29 years old as the population group with the highest rate [7].

In the past few years, from the National Institute of Traffic and Land Transportation
(INTRANT, Domincan Republic), a set of measures have been developed, addressing
the awareness of the population and the reduction in traffic crash rates in the country.
Thus, new laws and norms have been approved within this scope, and actions have been
carried out to improve the public infrastructure and the conditions of public transportation,
emphasizing the road education of citizens [8].

In this sense, communications campaigns are very relevant since they are an appro-
priate way of transmitting changes happening in the traffic and road safety field to the
Dominican Republic population [9]. Without appropriate use of the media and advertising
campaigns, it will be difficult to achieve a real change in the attitudes and behaviors of
road users [10,11]. For this reason, the communication plans of the traffic sector throughout
the whole world tend to produce advertisements with a high emotional impact, using fear
as their persuasive element [12] in addition to using messages or slogans that, with their
repetition through different media, manage to be remembered by users.

In the Dominican Republic, different communication campaigns were developed in
the years 2018 and 2019, aimed at both at-risk groups (pedestrians, cyclists, motorcyclists,
etc.) and to the population as a whole. This is the case of “safe pedestrian action”, “I
use the bike”, or “don’t drive if you drank” [13]. The purpose of the traffic campaigns
is to raise public awareness of road safety risk factors in order to reduce accidents and
improve mobility, which will have a direct impact on reducing pollution and energy
consumption [14].

Communication campaigns have been shown to have a certain level of effectiveness.
It is difficult to isolate the impact of advertisements, as they are usually broadcast in
conjunction with the implementation of other preventive measures [15]. However, previous
research shows that campaign effectiveness significantly increases when they are used to
complement regulations and sanctions [16,17]. Therefore, it is essential to make ads with
appropriate features so that users remember the message and apply it in their journeys.

However, as has been previously mentioned, carrying out a campaign does not
necessarily imply that the population will perceive and incorporate all the information
that needs to be transmitted. Although recall is not the only important element in raising
awareness among the population, it is a necessary first step in the process of acquiring
appropriate road behavior. Therefore, the objective of this research is to find out to what
extent the inhabitants of the Dominican Republic remember the communication and
advertisement campaigns related to traffic, mobility, and road safety that have been carried
out in recent years. Likewise, we will analyze whether there are population groups that
are especially inclined to remember such advertisements, with the aim of improving the
efficacy of future campaigns in the country.

After reviewing the literature and stating the objective of the study, the materials and
methods used will be presented. Subsequently, the obtained results will be developed,
and the data will be contrasted with other studies in this thematic area in the discussion.
Finally, the most relevant conclusions will be presented.

2. Materials and Methods

2.1. Participants

The sample was composed of 1260 adult inhabitants of the Dominican Republic. The
sample distribution was proportional to the population, according to the ONE census
(National Statistical Office), by age (M = 39.3; SD = 15.37), gender, habitat and province [18]
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(Table 1). To obtain the necessary representativeness, the minimum sample size should be
about n = 680 if we assume a level of confidence of 99%, a maximum margin of error of
5% (α = 0.05) and a beta β) of 0.20, which allows for an 80% power (Table 1). Participation
was voluntary and anonymous. The personal information management was carried out in
accordance with the current laws on data protection, complying with ethical requirements.

Table 1. Sociodemographic data of the study participants.

Variable Category
Total Male Female

n % n % n %

Age range

18–24 260 20.6% 136 21.6% 124 19.7%
25–34 311 24.7% 146 23.2% 165 26.2%
35–49 366 29.0% 193 30.6% 173 27.5%
50–64 221 17.5% 108 17.1% 113 17.9%
>65 102 8.1% 57 17.1% 55 8.7%

Total 1260 100% 630 100% 630 100%

Level of studies

Cannot read or write 25 2.0% 14 2.2% 11 1.7%
Can read and write but no studies 9 0.7% 3 0.5% 6 1%

Primary studies, not completed 265 21% 138 21.9% 127 20.2%
Primary studies, completed 80 6.3% 44 7% 36 5.7%
High school, not completed 273 21.7% 145 23% 128 20.3%

High school, completed 342 27.1% 177 28.1% 165 26.2%
Technical training 6 0.5% 3 0.5% 3 0.5%

University studies, not completed 153 12.1% 58 9.2% 95 15.1%
University studies, completed 99 7.9% 43 6.8% 56 15.1%
Graduate or Doctoral studies 8 0.6% 5 0.8% 3 0.5%

Total 1260 100% 630 100% 630 100%

Do you drive a
motor vehicle?

Yes 580 46.0% 458 72.7% 122 19.4%
No 680 54.0% 172 27.3% 508 80.6%

Total 1260 100% 630 100% 630 100%

Do you have a
driver’s license?

Yes 273 21.7% 244 38.7% 29 4.6%
No 987 78.7% 386 61.3% 601 95.4%

Total 1260 100% 630 100% 630 100%

Do you normally drive?
Yes 470 37.3% 392 62.2% 78 12.4%
No 790 62.7% 238 37.8% 552 87.6%

Total 1260 100% 630 100% 630 100%

Type of driver
Professional 202 35.1% 190 41.5% 12 9.8%

Private 373 64.9% 264 57.6% 109 89.3%
Total 685 100% 454 100% 121 100%

2.2. Design, Procedure and Instruments

The data reported in this study were collected through the National Survey on Mobility
of the Dominican Republic from the year 2019 [19]. The questionnaire included issues
related to the knowledge of institutions and traffic laws, public transportation, private
transportation, on-foot movements, bike use, ITS systems and measures, among which
the variables of the present research are included. It is a pioneer questionnaire in Latin
America, where such exhaustive and complete instruments have not been administered.
It began to be administered in 2018 to assess the situation in the country and detect the
evolution and changes in the way Dominicans move as a result of the implementation of
the various initiatives carried out by INTRANT.

The survey was administered through personal, in-person interviews with a duration
of approximately 20 min. The sample was obtained during a time span from 24 November
to 7 December 2019. The gathering of information was carried out through a CAPI system
(Computer Assisted Personal Interviews) on tablets, recording and geo-referencing the
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interviews, with the aim of expediting the duration of the interview and minimize any
recording mistakes.

In order to achieve the proposed objectives, the following variables were taken into account:

• Recall of traffic safety campaigns: obtained from the following questions. Do you
remember any campaign or message on traffic, mobility and/or road safety? With one
possible answer, yes/no; What was the topic? With an open answer (therefore, coded
during the data processing phase); Who issued it? With an answer to be chosen among
the options INTRANT/Presidency of the Republic/Private Company/Other; and
through which media did you access this campaign/message? With a multiple-choice
answer (Press/Television/Radio/Web/Social networks/Other).

• Sociodemographic variables and driving data: gender, age group, habitat, children, job
situation, does he/she drive a motor vehicle? Does he/she habitually drive? Is he/she
a professional driver? Does he/she have a driver’s license? What type of license?

2.3. Data Processing

For this study, descriptive (frequency) analyses were carried out with the aim of
describing and characterizing the general remembrance of traffic campaigns among the
Dominican population. Moreover, Chi-square (χ2) analyses were performed in order to
obtain possible statistical associations with sociodemographic variables. Subsequently,
and after basic statistical parameters were tested and met, a binary logistic regression
(i.e., Logit) model was designed, using the fact of having recalled at least a traffic safety
campaign as a dependent and binomial variable, where 1 = Yes and 0 = No, using basic
demographic variables whose coverage is common to the whole population. Statistical
analyses were carried out using the ©IBM SPSS (Statistical Package for Social Sciences)
version 26.0 (Armonk, NY, USA).

2.4. Ethics

This type of study does not require ethical approval. No personal data were used,
and the participation was anonymous, implying no potential risks for the integrity of our
participants. However, the “Ethics Committee of Research in Social Sciences in Health”
from the University Institute on Traffic and Road Safety of the University of Valencia (Spain)
was consulted, certifying that the research responds to the general ethical principles relevant
to research in Social Sciences. The Committee expressed its approval for the research. All
participants gave their consent before taking part in the study and after receiving an
explanation of its objectives, as well as all the previously mentioned considerations, from
the research staff.

3. Results

The recall of these traffic safety-related communication campaigns or messages on
traffic safety awareness in the Dominican Republic can be considered, at first glance, as
very low, as only 9% of the sample answered positively to the corresponding question
(Figure 1). More than half of the participants had seen the campaigns on TV (62.8%), and
they had been produced by different organizations, among which the INTRANT stands
out (35.4%).

Concerning the topic of the campaigns, there are not any that stand out. In Table 2, it
can be observed that the use of seatbelts, safety and mobility, the don’t drive if you drank
campaign, and respect the laws are the most repeated elements, despite showing only a
small difference from the rest. Moreover, it is remarkable that 21.2% of participants do not
remember what the advertisement was about.

After analyzing the data depending on the different sociodemographic characteristics,
we found that the only cases in which significant differences are produced are gender and
job situation. Men and people who are currently employed are the ones who remember
traffic campaigns the most (Table 3). Concerning the data related to driving, it is observable
how people who drive any motor vehicle are those who remember this type of campaign
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the most. In relation to this, there is also a significant difference in the habitual driving and
driver’s license variables. On the other hand, no differences appear depending on the type
of license, and neither on the type of driver (professional or private) (Table 3).

Figure 1. Overall data on the recall of traffic safety campaigns.

Table 2. Topics addressed by the traffic safety campaigns remembered by population.

Topic of the Campaign Frequency Valid Percentage

Use of the seatbelt 11 9.7
Safety and mobility 11 9.7

“Don’t drive if you drank” 9 8.0
Respect the laws 9 8.0

Be careful 6 5.3
Drive slowly 5 4.4

Use of the cellphone 4 3.5
Accidents prevention 4 3.5

Transportation 3 2.7
Safety helmet 3 2.7

Land transportation 2 1.8
Yield sign 2 1.8

Easter holidays 2 1.8
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Table 2. Cont.

Topic of the Campaign Frequency Valid Percentage

Allowed speed 2 1.8
Know how to drive 2 1.8

Pollution 2 1.8
Passengers 1 0.9

OMSA buses 1 0.9
Relieve traffic jams 1 0.9

Using the metro 1 0.9
Moto-taxi riders’ training 1 0.9

Cyclists’ corridor 1 0.9
Price of trip 1 0.9

Number of plate 1 0.9
Better traffic 1 0.9
Better roads 1 0.9
Color of cars 1 0.9

December advertisements 1 0.9
NS/NC 24 21.2

Total 113 100.0

Table 3. Memories of traffic campaigns depending on sociodemographic variables.

Variable Category

Do You Remember Any Traffic Safety Campaign?

Yes No

n % n % Test Value

Gender *
Man 72 11.4% 558 88.6% Chi2(1) = 9.342;

p < 0.010 **Woman 41 6.5% 589 93.5%

Age

18–24 20 7.7% 240 92.3%

Chi2(4) = 2.143;
p = 0.709

25–34 29 9.3% 282 90.7%
35–49 35 9.6% 331 90.4%
50–64 17 7.7% 204 92.3%
>65 12 11.8% 90 88.2%

Habitat
Urban 91 8.8% 938 91.2% Chi2(1) = 0.107;

p = 0.744Rural 22 9.5% 209 90.5%

Do you have children? Yes 85 8.8% 886 91.2% Chi2(1) = 0.238;
p = 0.625No 28 9.7% 261 90.3%

Job situation *

Unemployed 26 5.7% 432 94.3%
Chi2(3) = 12.515;

p < 0.010 **
Retired 4 9.8% 37 90.2%

Part-time employee 29 13.6% 184 86.4%
Full-time employee 40 10.3% 350 89.7%

Do you drive a motor vehicle * Yes 69 11.9% 511 88.1% Chi2(1) = 11.288;
p < 0.001 ***No 44 6.5% 636 93.5%

Do you have a driver’s license * Yes 42 15.4% 231 84.6% Chi2(1) = 17.575;
p < 0.001 ***No 71 916 7.2% 92.8%

Type of license

01 8 25% 24 75%

Chi2(5) = 3.658;
p = 0.600

02 23 13.8% 144 86.2%
03 9 17.6% 42 82.4%
04 1 9.1% 10 90.9%
05 0 0% 1 0%

Do you habitually drive * Yes 56 11.9% 414 88.1% Chi2(1) = 7.973;
p < 0.010 **No 57 7.2% 733 92.8%

Type of driver Professional 22 10.9% 180 89.1% Chi2(1) = 0.106;
p = 0.745Private 44 11.8% 329 88.2%

*** Significant at the level p < 0.001; ** Significant at the level p < 0.010; * Significant at the level p < 0.050.
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If we focus on the media that were issuing the advertisement or campaign, it is
interesting how the only sociodemographic variable reflecting significant results is age
(Chi2(24) = 39.252; p = 0.026). In Table 4, we can observe that, despite television being
the media from which all groups remember most campaigns, it comes out as especially
remarkable for young people between 25 and 34 and people between 50 and 64. Likewise,
people between 35 and 49 have had more access to campaigns through the press and the
internet than the rest of groups.

Table 4. Media issuing the traffic campaigns remembered, depending on the age group.

Diffusion Media

Age Range

18–24 25–34 35–49 50–64 >65

n % n % n % n % n %

Television 11 55.0% 22 75.9% 19 54.3% 12 70.6% 7 58.3%
Press 2 10.0% 1 3.4% 8 22.9% 1 5.9% 1 8.3%

Social network 0 0.0% 3 10.3% 1 2.9% 2 11.8% 1 8.3%
Web (Internet) 0 0.0% 2 6.9% 3 8.6% 0 0.0% 0 0.0%

Radio 0 0.0% 1 3.4% 1 2.9% 2 11.8% 0 0.0%
Billboards 3 15.0% 0 0.0% 0 0.0% 0 0.0% 1 8.3%

Other 4 20.0% 0 0.0% 3 8.6% 0 0.0% 2 16.7%
Total 20 100% 29 100% 35 100% 17 100% 12 100%

A binary logistic regression analysis was carried out taking into account the inde-
pendent variables: sex, age, habitat, educational level and driving status (being or not
a driver).

This significant model, conducted through a binomial logistic regression technique,
was fitted using both demographic and road safety and demographic variables. The
function defining the binary logistic regression model is presented below:

P(Y = 1; Xi) = ezi/1 + ezi

where zi = β0 + β1X1 + β2X2 + · · · β10X10 + ε

The variables included in the model were defined as:
Yi = 1, which implies having recalled at least one traffic safety campaign performed in

the country.
Yi = 0, which implies not remembering any traffic safety campaign performed.
X1, X2, . . . Xn: Independent (whether continuous or categorical–dummy) variables

included in the model, where Sex (X1; dummy variable), Age (X2) and Educational level
(X3) represent the three independent variables of the model, as shown in Table 5.

Table 5. Logistic Regression Model (Logit). Dependent variable: Having remember at least one traffic safety campaign.

Variables in the Equation B S.E. c Wald Df d Sig. Exp(B) e

Sex (Male) a 0.777 0.212 13.436 1 <0.001 *** 2.175
Age 0.018 0.007 6.981 1 0.008 ** 1.018

Educational level b 0.398 0.053 56.698 1 <0.001 *** 1.489
Constant −5.842 0.516 128.385 1 <0.001 *** 0.003

Success categories = a Being a male, b Ranging from “No studies (Cannot read or write)” to “Graduate or Doctoral studies”, as specified in
Table 1; c Standard Error; d Degrees of Freedom; e Odds Ratio (OR) *** Significant at the level p < 0.001; ** Significant at the level p < 0.010.

The final solution presented an overall accuracy percentage of 91.0%, explained 19.1%
of the variance among subjects (Nagelkerke’s R2 = 0.191) and showed a − 2Log-likelihood
coefficient of 690.412. The basic parameters and variables included in the model are
presented in Table 5, showing its Beta coefficients, significance level and odds ratio (OR).
Three of the study variables had significant results (Table 5), indicating that sex (i.e., the
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fact of being a man), a greater age and educational level are significant predictors of the
fact of remembering at least one of the road safety communication campaigns previously
conducted in the Dominican Republic. The greatest Wald (χ2), that is, the individual
test statistic for each predictor variable, corresponded to the variable “Educational level”
(Wald = 56.698), which has shown to be the most relevant demographic predictor among
those included in the significant model.

4. Discussion

The core aim of this study was to assess to what extent inhabitants of the Dominican
Republic remember traffic safety campaigns. In general terms, the results reflect a very low
recall of advertisement campaigns in the scope of traffic, mobility and road safety, even
below the data obtained in previous years (in 2018, the rate of remembrance was 11.2%) [20].
This implies a huge issue for the country, since it indicates that, at the moment, the
population is not aware of traffic accidents being the second leading cause of violent death
in the Dominican Republic, when citizens are actually essential to reverse the situation [7].

Thus, although in recent years, multiple communication campaigns have been carried
out within the traffic and road safety sector in the Dominican Republic, the recall of these
campaigns remains low. In Table 6, the main campaigns carried out during 2019 in the
country, most of them broadcasted by different media, are shown. [21,22].

Table 6. Communication campaigns in the traffic sector in the Dominican Republic during 2019.

Campaign Motto/Main Content

Deployment of police and health personnel at Christmas and Easter, with
communication through the media and social networks. Pact For Life

National campaign aimed at road safety for cyclists and
sustainable transport. I ride the bike

Campaign to promote the use of helmets and caution on the roads. Ride Safe

Awareness-raising among citizens, with the aim of not driving under the
influence of alcohol. Take it Seriously: If you drink don’t drive

Improvement of pedestrian mobility Safe Pedestrian

Promoting the implementation of the Santo Domingo Tourist Corridor Tourist Corridor

Preventing the risk of deaths and injuries related to the transportation of
children to and from school. Safe School Environments

Citizen information and education through the media and
social networks. Driver’s Licenses

Promotion of safe traffic behaviors of citizens Road Safety Education

Promotion of sustainable travel by foot, public transport and bicycle. National Sustainable Mobility Week

Promotion of social responsibility and citizen engagement Road Safety Week

Proposals for innovative solutions aimed at young people HACKAMÉRICAS

Promotion of the Road Safety Education Park and its activities Road Safety Education Park in Ciudad Juan Bosch

Promotion of safety and awareness activities Holy union 2018 for your Values and your Safety

Citizen awareness-raising at points of high vehicular and
pedestrian concentration Discover Barahona

Implementation of various bicycles for the promotion of
sustainable mobility “United in Action for the Climate”

Road safety education and information for visitors Seminar at the Book Fair

In this sense, it is convenient to remark that there is only one campaign that is remem-
bered for its slogan. This is Don’t drive if you drank, which refers to alcohol consumption
when driving [22]. It is a message that was heavily emphasized during the year before the
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survey, and, in a way, it is positive that this slogan is one of the most remembered elements.
In this sense, it would be useful to reflect on which variables are present in this campaign
(and not in other ones) so that this situation may be reproduced.

The Don’t drive if you drank campaign was broadcasted by different media, such as
television, radio, newspapers, digital press and social networks. Likewise, there were
acts and events related to this campaign in universities, where there was an attempt to
raise young people’s awareness of the detriments of alcohol consumption while driving
(INTRANT, 2020b). This is important since it indicates that the message was strengthened
enough for the majority of the population to access it, and therefore achieves an adequate
spread, both of which are essential aspects of social marketing [23,24].

However, it must be distinguished between the recall of a campaign and its actual
effectiveness. Biases can be generated and distort the recall of the advertisement, causing
the message to be different from the one internalized by the users [25]. In this sense, it
would be interesting to go deeper into further research on other elements that influence the
effectiveness of a campaign, beyond recall, such as the change in attitudes and behaviors
and the impact of the increase of knowledge on the viewer [26]. Therefore, the monitoring
and evaluation of campaigns are also fundamental, being particularly important in the
early years of the evolution of media campaigns in low- and middle-income countries [27].

The advertisements related to this campaign do not present especially violent images;
they rather inform by providing a clear message. Maybe a higher impact could have been
achieved had they used a more emotional component [28], as happens in other countries
with similar campaigns, such as Spain [29] or Mexico [30]. In Spain, the highest peak
of deaths caused by traffic accidents occurred at the end of the 1980s. At this time, the
Dirección General de Tráfico (DGT) changed its approach to communication campaigns,
starting to make advertisements with much more raw images, showing in a realistic way the
terrible consequences that can result from irresponsible driving behavior. This contributed
to the reduction in the accident rate that occurred during the 1990s in this country [12].
However, the communication strategy was changed in the following years because the
prolonged high impact levels substantially reduced the effectiveness of the campaigns [31].
These results are repeated in advertisements that promote healthy behaviors beyond
the transit sector (e.g., tobacco or safe sex), where it has been shown that high-impact
campaigns could attract the viewer’s attention but prevent learning and retention of public
health problems [32]. For this reason, several studies indicate that the most appropriate
formula is to intersperse campaigns with low and high visual impact so as not to habituate
the user [33]. It is important to take as a reference the strategies and advertisements made
in other countries because campaign messages that have proven to be effective in one
environment can also be tested in other contexts (with prior adaptation), which could save
resources and time [27].

On the other hand, the use of social networks is necessary because it makes the
problem feel closer to the population, especially to young people, the group that uses them
the most [34]. It is surprising that, according to the present research, young Dominicans
do not have more memories of campaigns seen on social media. This can indicate that
the way of conveying the information was not adequate or that the INTRANT social
networks do not have enough engagement yet to influence the thoughts and behaviors
of their followers [35]. Therefore, it is necessary to establish a good relationship with
users through an accessible social network that will allow interaction with followers, with
frequent publications, relevant and interesting information for Dominicans, encouraging
users’ participation, answering their questions and paying attention to their suggestions.
These easy strategies can turn the INTRANT profile into a better communication source,
with a more significant impact on the population and a very low economic cost [36].

However, this is a process that can take time. Therefore, future campaigns in the
Dominican Republic must focus on television, since it is clearly the medium from which
campaigns are remembered the most. This is interesting, since it is consistent with what
happens in many countries around the world, where the television is still the preferred
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medium for advertising [37]. Thus, according to a study conducted by Nielsen IBOPE, in
the Dominican Republic, open TV channels in 2019 reached more than 99.24% of all people
in Santo Domingo and the province of Santiago. Viewers’ consumption time increased
to 115 min per day, consolidating television as the medium with the greatest impact and
reach in the country. Largely because of this, 67% of the advertising investment in 2019
was made in this medium [38]. Regarding age groups, children (4–11 years) reached 15%,
adolescents (12–17) 9.6%, young adults (18–34) 22%, adults (35–54) 30% and seniors over
55 years 23% [38]. Similar data are obtained in other emerging countries. In Latin America,
television is widely consumed by the population as a whole, although more and more
people opt for on-demand services, especially young people [39].

In this sense, despite the rise of social networks, this type of media is only useful for
supporting the main advertisements issued on television, and this does not even apply to
every case [40,41]. Thus, in future campaigns, the Dominican Republic could follow up
with this strategy, issuing most information through television and using the rest of the
media as a complement for establishing the new ideas and behaviors in the population.

Another expected element that should be remarked on is that the most influential
variable in the recall of traffic campaigns is being a driver. All variables where a significant
difference appeared between groups share this unifying element: driving a motor vehicle,
being a habitual driver, and having a driver’s license. Even in the case of the gender
and job situation variables this link has been found, since those who drive the most in
the Dominican Republic are men and people who have a job. This phenomenon can be
explained because drivers may have more interest to pay attention to traffic advertisements
in comparison with non-drivers. This is a key element in the attention to and retention of
information [42,43].

Such circumstances may be useful for future campaigns, as it is drivers who cause
most traffic accidents due to human error [44,45]. However, it should not be forgotten
that pedestrians and motorists are the most vulnerable groups, being those who die the
most from a traffic accident. Thus, the subject matter of the spots should be especially
aimed at drivers, warning of the importance of the human factor, with special emphasis on
distractions, alcohol and drug consumption and speeding due to their significant influence
on accident rates [46,47].

In addition, emphasis should be placed on motorcyclists since, in the Dominican
Republic, motorcycles represent more than 55% of the country’s vehicle fleet [48]. This
situation also occurs in many of the emerging countries of Latin America, especially because
of motorcycle cabs (or moto-taxis), which are motorcycles that act as public transport two-
wheeled vehicles for the movement of travelers [49]. These vehicles are involved in a high
number of traffic accidents, and may be influencing variables such as drowsiness, fatigue
and high workload [50]. Therefore, it would be relevant to act specifically on this risk
group in future campaigns carried out in these countries.

5. Conclusions

The improvement of road safety and mobility in the Dominican Republic is necessary
because of the high accident rates and deaths that have been happening in the country in
recent decades [51]. The first step for users to remember the communication campaigns
that are being carried out in the Dominican Republic is to increase their awareness of
road safety and their appropriate behaviors on the road. This research establishes that the
recall of the campaigns is very low. Hence, a change in the design and elaboration of the
advertisements in this sector is necessary.

Thus, given the circumstances, the elaboration of future campaigns in the Dominican
Republic might require extensive further evaluation and follow-up, a fact that could help
to maximize the impact of future traffic campaigns and advertisements in the Dominican
Republic, as well as in other emerging countries of the region with similar characteristics.
Further, this study found that not all population segments in terms of sex, education and
income have the same remembrance level, and gaps in terms of access to information
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channels and sources may possibly be enhancing it. In this regard, key segments of the
population, such as the female, young, with lesser educational levels and non-driving
population, that have been found as benefiting less from them should also be targeted for
further campaigns and communicative strategies aimed at strengthening traffic safety.
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Abstract: The aim of this study was to develop trajectory planning that would allow an autonomous
racing car to be driven as close as possible to what a driver would do, defining the most appropriate
inputs for the current scenario. The search for the optimal trajectory in terms of lap time reduction
involves the modeling of all the non-linearities of the vehicle dynamics with the disadvantage of
being a time-consuming problem and not being able to be implemented in real-time. However, to
improve the vehicle performances, the trajectory needs to be optimized online with the knowledge of
the actual vehicle dynamics and path conditions. Therefore, this study involved the development of
an architecture that allows an autonomous racing car to have an optimal online trajectory planning
and path tracking ensuring professional driver performances. The real-time trajectory optimization
can also ensure a possible future implementation in the urban area where obstacles and dynamic
scenarios could be faced. It was chosen to implement a local trajectory planning based on the
Model Predictive Control (MPC) logic and solved as Linear Programming (LP) by Sequential Convex
Programming (SCP). The idea was to achieve a computational cost, 0.1 s, using a point mass vehicle
model constrained by experimental definition and approximation of the car’s GG-V, and developing
an optimum model-based path tracking to define the driver model that allows A car to follow the
trajectory defined by the planner ensuring a signal input every 0.001 s. To validate the algorithm,
two types of tests were carried out: a Matlab-Simulink, Vi-Grade co-simulation test, comparing the
proposed algorithm with the performance of an offline motion planning, and a real-time simulator
test, comparing the proposed algorithm with the performance of a professional driver. The results
obtained showed that the computational cost of the optimization algorithm developed is below the
limit of 0.1 s, and the architecture showed a reduction of the lap time of about 1 s compared to the
offline optimizer and reproducibility of the performance obtained by the driver.

Keywords: autonomous driving; trajectory planning; path tracking; sequential convex programming;
linear programming; quadratic constraints; autonomous racing car

1. Introduction

In recent years, research on the automotive field has focused on making cars more
and more able to make decisions autonomously due to the growth of electric and electronic
technologies on modern road cars and to the possibility of providing increased safety and
improved performance.

In the racing world, where the scenario is static and known, the perception system
has a simple implementation, and good results have already been achieved, as shown, for
example, in [1].

The main challenge is to improve performance through the use of models that rep-
resent the dynamics of the vehicle as faithfully as possible while ensuring an acceptable
computational effort for real-time implementation.

The aim of this paper was to develop a trajectory planner able to update the trajectory
online with the car progress on the track, trying to replicate the capabilities of a human
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driver. Then, the trajectory planning was embedded with a path tracking consisting of a
Linear Quadratic Regulator (LQR) that provides the car’s input signals: steering wheel
angle, accelerator and brake pedals signals.

In this way, even if in a racing world scenario, real-time trajectory optimization can
ensure a possible future implementation in the urban area where obstacles and dynamic
scenarios could be faced.

To ensure a trajectory tracking able to reduce the lap time, the state-of-the-art offers
different approaches both from the architecture and methodology point of view. From the
architecture point of view, the research is divided between the ones that used a real-time
single algorithm to plan and track the trajectory [2,3], others that preferred to separate the
planner from the tracker by having the first offline and the second work in real-time [4], and
others that divided trajectory planning and tracking but implemented them both in real-
time [5–7]. The first architecture type, as said in [8], gives the advantage of incorporating
tire force constraints in a straight-forward way. However, the integration of trajectory
planning and tracking approaches can work for autonomous RC-cars but is difficult to
scale to complex scenarios due to the non-convex nature of the constraints imposed by
multiple vehicles. In addition, it implies a more complex tuning. Instead, there are many
studies about the offline trajectory planner with good performances in terms of lap time
reduction and car set-up, allowing to implement a vehicle model with more Degrees of
Freedom (DoF) [9], adding also a friction coefficient mapping [4] and involving different
methodologies. Some authors preferred to develop a geometrical solution by minimizing
the curvature [8] or generating a racing line using professional driving techniques [10].
However, these techniques do not provide information about vehicle dynamics, despite the
fact that the trajectory of least curvature ensures lap similar to the trajectory optimization
techniques [8]. Therefore, other researchers preferred to face the problem as a kinodynamic
problem by finding the optimal trajectory, minimizing the lap time and considering both
the kinematic constraints of the track and the dynamic constraints of the vehicle [4,11].
Facing the problem from the kinodynamic point of view considers that the non-convexity of
the trajectory does not allow a global solution [8,10] but a local one [12–14] using Sequential
Convex Programming (SCP) methodology [7].

The study presented in this paper has involved the development of a trajectory
planner that every 0.1 s provides the speed and trajectory that the car follows thanks
to an implemented path tracking that controls the car motion every 0.001 s. The real-
time implementation of both trajectory planning and path tracking is advantageous in
terms of performance and safety. In fact, during the race, a professional driver is able to
feel the car conditions and choose the trajectory that ensures the best performance. In
the same way, a trajectory planner must provide the fastest trajectory for the dynamic
and scenario conditions in which the vehicle is located. In [7], it was decided to use a
point mass vehicle model and implement a Model Predictive Control (MPC) with the SCP
approach. To simplify the algorithm without incurring in infeasibility and further reduce
the computational time, it was chosen to solve the Linear Programming (LP) problem
instead of the Quadratic Programming (QP) problem and to reduce the losses due to
linearization, it was chosen to represent the car’s GG-V with conical constraint equations.
Furthermore, the weights and variables of optimization change with the track sequences,
allowing the designer to change the constraints with changes in scenario and vehicle
dynamics.

In Section 2, the architecture developed is shown. Then, in Section 3, the trajectory
planner model and methodologies are explained with the hypothesis and the reference
system used, followed by Section 4 where the path tracking developed is shown. In the last
section, the tests performed will provide the results obtained by the algorithm in terms of
the car’s trajectory and lap time, comparing them with those obtained by the CarRealTime
(CRT) MaxPerformance event, and by a professional driver in a real-time car simulator.
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2. Trajectory Tracking Architecture

In Figure 1, the architecture developed is shown. The idea is to divide the trajectory
planning from the path tracking instead of implemented a single MPC with a complex and
detailed vehicle and tire model by ensuring a real-time implementation of the algorithm
that the current technologies do not allow otherwise. Thus, an LP optimizer is implemented
as trajectory planning, giving the reference position and speed to minimize the lap time
every 0.1 s, and an optimum controller is implemented to allow the car to follow reference
state values by defining the input steering wheel angle, throttle pedal and braking pedal
every 0.001 s. These sample time values were necessary because an increase compared to
the time of 0.1 s in providing the position and speeds that the vehicle must have is excessive
compared to the speed of the vehicle resulting in a delay with respect to its position; from
the tests undertaken, an increase in the time of 0.001 s of the controller was found to worsen
the performance of the control.

Figure 1. System architecture.

The trajectory planning and path tracking use the states of the car in the race track as
feed-back. These states are estimated by a Localization Layer composed of an Unscented
Kalman Filter (UKF) that uses the sensors measurements shown in Table 1.

Table 1. Variables measured by sensors.

Sensors Variable Units

IMU Lateral and longitudinal acceleration, and yaw rate m/s2 − rad/s2

GPS Lateral and Longitudinal global position m
Camera handling angle rad
Steering sensor Steering angle rad
Phonic wheel wheels speed m/s
Pressure sensors Brake chamber pressures Pa

All the layers shown in Figure 1 were implemented in Matlab-Simulink software and
then compiled in C to be used in the real-time car simulator of Vi-Grade. The different
control algorithms were integrated into the same Simulink model considering the rate
transition between subsystem with different sample times. Since the difference in time step
implies that the optimization layer provides the same value for 100 steps of the controller,
an integration algorithm between the path planning and trajectory controller is developed.
This algorithm ensures that the positions and velocities provided by the optimizer to the
controller increase with the constant acceleration optimized, and after 100 steps, the vehicle
achieves the position and velocity values expected by the optimizer. In the event that the
vehicle fails to be in the expected condition, the change of values given by the change of
optimizer steps needs to be compatible with the vehicle’s possible acceleration limits based
on the state the vehicle is in. The logic is shown in Equation (1):

Vx =
Vx0 − (Vx0 − Vx)0.1 if abs(Vx0 − Vx) > 0.5, Δto �= 0
Vx0 + Δtcax if abs(Vx0 − Vx) ≤ 0.5, Δto = 0

Vy =
Vy0 − (Vy0 − Vy)0.1 if abs(Vy0 − Vy) > 0.5, Δto �= 0
Vy0 + Δtcay if abs(Vy0 − Vy) ≤ 0.5, Δto = 0
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X =
X0 − ΔtcVx if abs(Vx0 − Vx) > 0.5, Δto �= 0
X0 − ΔtcVx if abs(Vx0 − Vx) ≤ 0.5, Δto = 0

Y =
Y0 − ΔtcVy if abs(Vy0 − Vy) > 0.5, Δto �= 0
Y0 − ΔtcVy if abs(Vy0 − Vy) ≤ 0.5, Δto = 0

(1)

where Vx, Vy, X, Y are the speeds and positions that the car has to follow in the current
time; Vx0, Vy0, X0, Y0 are the speeds and positions that the car had at the previous time step
of the controller; Δtc, Δto are, respectively, the controller sample time of 0.001 s, and the
difference between the actual and previous time of the optimizer in the sample time of the
controller; 0.1 is a tuning value that reduced the speed step between the actual and the
future value if it is higher than 0.5 m/s.

3. Trajectory Planning

To set-up the MPC optimization problems, the Gurobi solver is used, a commercial
solver with parallel algorithms for large-scale linear programs, quadratic programs, and
mixed integer programs. From the Gurobi optimization reference manual [15], the problem
was implemented in the following form:

minimize
z

− tT
j( p̃(Hn))

p(Hn) +
Hn

∑
i=1

(
W(j( p̃(i)))η

(i) + RχF(j( p̃(i)))δ
(i) + · · · (2)

· · ·+ RχR(j( p̃(i)))λ
(i) + Rγ(j( p̃(i)))ρ

(i)
)

x(i) = Ax(i−1) + Bu(i−1) ∀i = 1, · · · , Hn (3)

Nj( p̃(i))p(i) − η(i) = diag(NT
j( p̃(i)))T(j( p̃(i)) ∀i = 1, · · · , Hn (4a)

Aacc(ṽ(i), θ(k)) · u(i) ≤ bacc(ṽ(i))c2
(j( p̃(i)) ∀i = 1, · · · , Hn (4b)

∀k = 1, · · · , tn

[ ˜Rrot(i−1,i)
][u(i−1)

u(i)

]
−

⎡
⎢⎢⎢⎣

δ(i)

λ(i)

ρ(i)

ρ(i)

⎤
⎥⎥⎥⎦ = 0 ∀i = 1, · · · , Hn (4c)

p̃(i)x − vt maxΔt ≤ p(i)x ≤ p̃(i)x + vt maxΔt ∀i = 1, · · · , Hn (5a)

p̃(i)y − vt maxΔt ≤ p(i)y ≤ p̃(i)y + vt maxΔt ∀i = 1, · · · , Hn (5b)

−vt max ≤ v(i)x ≤ vt max ∀i = 1, · · · , Hn (5c)

−vt max ≤ v(i)y ≤ vt max ∀i = 1, · · · , Hn (5d)

−AMax(ṽt) ≤ a(i)x ≤ AMax(ṽt) ∀i = 1, · · · , Hn (5e)

−AMax(ṽt) ≤ a(i)y ≤ AMax(ṽt) ∀i = 1, · · · , Hn (5f)

η(i), δ(i), λ(i), ρ(i) ≥ 0 ∀i = 1, · · · , Hn (5g)

where the Objective Function (2), the Vehicle Model (3), the constraints used to represent
the vehicle dynamic and track limitation (4), and the Bound Constraints (5) are shown and
will be explained in the following subsections.

The problem is faced as an LP optimization, and its solutions are found by iterating the
optimization every time step: the positions, p̃(i), velocities, ṽ(i), and accelerations, ũ(i), are
the state values optimized at the previous step; so the current iteration defines the optimum
state, x = [px, py, vx, vy], and input, u = [ax, ay] for all the prediction horizon lengths. The
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variables weights of the Objective Function, W(j( p̃(i))) − RχF(j( p̃(i))) − RχR(j( p̃(i))) − Rγ(j( p̃(i))),
are defined by a tuning process, and the prediction horizon was chosen to be composed of
120 time steps to ensure that the optimizer should be able to see the following curve when
the longest straight begins, as tests have shown that the performance was satisfactory.

3.1. Models

To ensure a computational cost of 0.1 s, the vehicle was modeled as a point mass
model, with the following assumption:

• The vehicle’s side-slip and tires’ slip angles are negligible. This means that the velocity
vector is always tangent to the trajectory and it allows to ignore behavior such as
drifting, spinning, or sliding;

• The tires’ slippage is negligible;
• The longitudinal and lateral weight transfers are neglected in the vehicle model but

will be considered in the constraint formulations;
• The racetrack is flat.

Therefore, referring to the coordinate system shown in Figure 2: x,y are the global
coordinate system when stationary with respect to the racetrack; χ,γ are the vehicle coordi-
nate system; and ψ is the vehicle yaw angle that indicates the tangent to the trajectory. The
dynamic model was implemented in the discrete state space Equation (6) and detailed by
Equation (7).

x(i) = Ax(i−1) + Bu(i−1) (6)

⎡
⎢⎢⎢⎢⎣

p(i)x

p(i)y

v(i)x

v(i)y

⎤
⎥⎥⎥⎥⎦ =

⎡
⎢⎢⎣

1 0 Δt 0
0 1 0 Δt
0 0 1 0
0 0 0 1

⎤
⎥⎥⎦
⎡
⎢⎢⎢⎢⎣

p(i−1)
x

p(i−1)
y

v(i−1)
x

v(i−1)
y

⎤
⎥⎥⎥⎥⎦+

⎡
⎢⎢⎢⎢⎢⎢⎣

Δt2

2
0

0
Δt2

2
Δt 0
0 Δt

⎤
⎥⎥⎥⎥⎥⎥⎦
[

a(i−1)
x

a(i−1)
y

]
(7)

where, in this case, i indicates the time-step index; x(i) ∈ R
4 is the state vector composed by

the vehicle position and velocity vector in the global coordinate system, p = [px, py] and
v = [vx, vy]; u(i) ∈ R

2 is the input vector composed by the vehicle acceleration vector in
global coordinate system, [ax, ay]; A ∈ R

4x4 is the system matrix and B ∈ R
4x2 is the input

matrix made explicit in Equation (7). From these equations, it is possible to deduce that to
have a linear system, the time-step, Δt, must chose constant. Thus, the prediction horizon
is discretized with constant time intervals, and the discrete model, shown in Equation (3),
is then iterated forward in time from a time-step to the subsequent one.

Figure 2. Global and vehicle coordinate systems.
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3.2. Objective Function

The Objective Function proposed in this work is purely linear, as shown in Equation (2).
This is a benefit because it reduces the optimization time and allows one to not worry
about defining a positive objective matrix to ensure a feasible solution. It is composed of
two strategies:

• Minimizing time strategy;
• Slack variables.

The first strategy aims to minimize the lap time, and the second one allows softening
the hard limit of the constraints.

3.2.1. Minimizing Time Strategy

Since a constant discretization time Δt of the prediction horizon is chosen to make
Equation (7) linear, maximizing the distance traveled in the direction of the tangent vector
of the mid-line could be a strategy to cover the largest number of racetrack sectors. This
strategy was expressed within the objective function as follows:

minimize
z

− tT
j( p̃(Hn))

[
p(Hn)

x

p(Hn)
y

]
= −tT

j( p̃(Hn))
p(Hn) (8)

where it maximized the longitudinal and lateral distance between the current, p(Hn)
x,y , and

previous, p̃(Hn), position points projected in the tangent direction, tj( p̃(Hn)), for all the points
of the prediction horizon Hn.

3.2.2. Slack Variables

To avoid the infeasible problem, the slack variable strategy is used [16]. This method-
ology ensures avoiding that the constraints equations are not strictly equal to a constant
limit but to an enlarged or reduced one by adding to the constraint a positive variable,
weighted in the objective function. In this way, the designer can strengthen or relax the
constraints by increasing or decreasing the associated weights.

minimize
z

Hn

∑
i=1

(
W(j( p̃(i)))η

(i) + RχF(j( p̃(i)))δ
(i) + · · ·

· · ·+ RχR(j( p̃(i)))λ
(i) + Rγ(j( p̃(i)))ρ

(i)
)

(9)

In Equation (9), η(i), δ(i), λ(i) and ρ(i) are the slack variables and W(j( p̃(i))), RχF(j( p̃(i))),
RχR(j( p̃(i))), Rγ(j( p̃(i))) are the weights, respectively. In this work, by associating the weights

to the nodes of the mid-line, (j( p̃(i))), it is possible to impose to the solver not only the
ability to vary the constraints but also to decide whether one point of the racetrack is more
important than another in terms of limit variations available, as a human driver can do.

3.3. Linear and Quadratic Constraints

To ensure optimized solutions compatible with vehicle dynamics and track limits, the
vehicle accelerations and positions are limited by constraint Equations (4), which can be
divided into three categories:

• Racetrack limitations, (4a);
• g-g limitations, (4b);
• jerk limitations, (4c).

3.3.1. Racetrack Limitations

In order to constrain the optimizer to provide output car positions within the path
area, the optimization was solved by using the SCP approach as [17] suggested. Thus,
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the constraint is not the entire racetrack area, which involves a non-convex problem, but
smaller racetrack sections where the problem is convex and so solvable. Therefore, it
was decided to sample the middle line with points 1 m apart, TMid(j), and to make these
correspond to those intercepted on the inner and outer edge by the normal vector to the
middle line and named, respectively, with TIN(j) and TOUT(j) in Figure 3. Then, it was
possible to constrain the output states of the solver, p(i), within the path area, using the
following equations:

(
p(i) − TOut(j( p̃(i))

)T(−nj( p̃(i))

)
− η(i) = 0 ∀i ∈ {1, · · · , Hn}(

p(i) − T In(j( p̃(i))

)T(
nj( p̃(i))

)
− η(i) = 0 ∀i ∈ {1, · · · , Hn}

η(i) ≥ 0 ∀i ∈ {1, · · · , Hn}

(10)

where p(i) is the position state vector found by the optimization in the current optimization
step; TOut(j( p̃(i)) and TIn(j( p̃(i)) are the limits given by the outer and inner edge referred to

the solution found in the previous iteration step, p̃(i); nj( p̃(i)) is the normal direction to the
mid-line, which allows the distance between the two points to be projected in the normal
direction; and η(i) is the slack variable, which, being constrained in the Bound Constraints
Equation (5g) as positive, forces the position of the vehicle to be less than zero making
the racetrack constraints more or less rigid depending on the weight assigned to it in the
Objective Function (2). Therefore, it is possible to vary the weight of the slack variable in a
differentiated way according to the position of the car in the track, being able, for example,
to soften it in the presence of a curb by allowing the car to go out of the limits of the track
where possible to improve performance.

Figure 3. Representation of the racetrack linear approximation.

3.3.2. GG Limitations

In order to represent the exchange of forces occurring at the point of contact between
wheel and road, it was decided to not implement a tire model but to bound the car’s
acceleration inside the GG diagram, measured at the center of gravity under steady-state
conditions, such as [7,18,19].

The papers [20–22] show that the acceleration constraints area has the shape of two
semi-ellipses: one stands for the forward acceleration, shown by the blue line in Figure 4a,
and the other stands for backward acceleration, shown by the red line in Figure 4a.
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(a) (b)

Figure 4. Single GG diagram of the vehicle and its change with the vehicle speed. (a) Approx-
imation method for the g-g diagram: two half ellipses for tire limits and a line for engine limit.
(b) Autonomous driving car GG-V diagram, evaluated through simulation tests.

Empirically defining the maximum acceleration values, AγMax(vt), AχbackwardMax(vt)

and Aχ f orwardMax(vt), the semi-axes of the ellipses are defined and so, the tire, aerodynamic
and vehicle system limits are taken into account. Therefore, if the blue and red lines in
Figure 4a show the limits just mentioned, the horizontal orange line shows the maximum
performance that the car’s engine can achieve in forward acceleration. In addition, these
limits change with the vehicle speed because of the drag and engine influence [23,24]; thus,
in Figure 4b, different GG diagrams were implemented in the function of the car speed
obtaining the car GG-V diagram.

However, to better represent the vehicle dynamic and improve the performance, the
idea was to implement the GG-V as quadratic constrains and not linearize its curves as is
usually done, while maintaining the sample time under the specification of 0.1 s. However,
due to the ability of the LP to handle only one convex quadratic constraint for each variable,
a mixed approach was implemented: a conical constraint to reproduce the bigger, lower
region associated with the vehicle braking capabilities exactly, and linear constraints to
approximate the upper region, which is associated with the vehicle forward acceleration
capabilities, being tested empirically, resulting in this region being well-described by
the three orange dotted lines shown in Figure 4a. Therefore, the lower GG constraints
are implemented as a negative semi-ellipse with the semi-axes values equal to the car’s
maximum deceleration. This inequality constraint is shown in the vehicle coordinate
system by Equation (11) and in the global coordinate system by Equation (12).

(
Aχbackward

AχbackwardMax(vt)
)2 + (

Aγ

AγMax(vt)
)2 − c2 ≤ 0 (11)

a2
x(

v2
x

v2
t

A2
γMax +

v2
y

v2
t

A2
χbackwardMax) + a2

y(
v2

y

v2
t

A2
γMax +

v2
x

v2
t

A2
χbackwardMax)+

+axay(
vxvy

v2
t

(A2
γMax − A2

χbackwardMax))− A2
χbackwardMax A2

γMaxc2 ≤ 0 (12)

Instead, the upper GG constraints are represented as a set of lines tangent at the
positive semi-ellipse. These lines are calculated by finding the tangents at the ellipse in
points described by different angles, θ, thanks to Equation (13) in the coordinate vehicle
system and Equation (14) in the global coordinates system.

(
Aχ f orward

Aχ f orwardMax(vt)
)cosθ + (

Aγ

AγMax(vt)
)sinθ − c ≤ 0 (13)
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ax(
vx

vt
AγMaxcosθ − vy

vt
Aχ f orwardMaxsinθ) + ay(

vy

vt
AγMaxcosθ+

+
vx

vt
Aχ f orwardMaxsinθ)− Aχ f orwardMax AγMaxc ≤ 0 (14)

In all the equations shown, the ratio between the longitudinal speed component, vx,

and speed vector, vt =
√

v2
x + v2

y, is the cosine of the yaw angle ψ; and the ratio between

the lateral speed component, vy, and speed vector, vt =
√

v2
x + v2

y, is the sine of the yaw

angle ψ. Both of these ratios are used to rotate the input vector u = [ax, ay] in the global
coordinate system and group the constraints in Equation (4b).

The variable c is a scalar coefficient that can expand or narrow the boundary of the
GG diagram and change the tire performances representing degraded contact conditions
due, for example, to rain or tire wear. c could be scaled in a global manner for all of the
track or could be varied online in local sections being related to the position of the vehicle
on the racetrack.

3.3.3. Jerk Limitations

Since the vehicle is modeled as a point mass, sudden variations in acceleration,
u = [ax, ay], can lead to the generation of an angular trajectory that does not represent a real
trajectory of a racing car, which actually tends to be smooth. Usually, to avoid this problem,
the quadratic variation of the accelerations is implemented as a term of the Objective
Function to minimize it. In this study, to maintain the Objective Function as linear, the Jerk
Limitations are implemented as constraint equations that require the jerks to be equal to
positive slack variables. Therefore, the slack variables are inserted in the cost function as a
linear term and a certain weight is assigned to them according to the point on the track
where the car is located. In this way, the optimizer is able to determine the accelerations
variation necessary to increase performance and maintain a smooth trajectory, and the
designer can choose which direction of acceleration to favor in relation to where the car
is located on the track, e.g., in a straight line the lateral acceleration can be forced to vary
more slowly, favoring a faster variation of the longitudinal accelerations.

In Equation (4c), the strategy is shown, where
[
δ(i), λ(i), ρ(i), ρ(i)

]
, are the slack vari-

ables used to soften the zero hard limit given to the input vector variation,
[
u(i−1), u(i)

]
,

rotated in the global coordinate system by
[ ˜Rrot(i−1,i)

]
. In addition, it was chosen to im-

plement different slack variables for different acceleration vectors diversifying the jerk
of the various dynamic system: δ for forward longitudinal acceleration, λ for backward
longitudinal acceleration, and ρ for lateral acceleration.

3.4. Bound Constraints

As usual, the optimization variables must be limited to effectively guide the solver in
the optimization phases. This allows a faster search for the correct solution and reduces the
possibility of facing the infeasible problem that results in a reduction in the optimization
time. For this reason, the following trust regions were added to the solver: Equation (5a,b),
which limit the positions; Equation (5c,d), which limit the speeds; Equation (5e,f), which
limit the accelerations; and Equation (5g), which imposes a slack variable that is greater
than zero.

4. Path Tracking

Regarding the path tracking, an optimum control was chosen to be implemented by
decoupling the longitudinal and lateral vehicle dynamics and ensuring a low computational
cost. The developed LQR has a sample time of 0.001 s to define the car input with a certain
continuity as a driver will do. In this way, the path planning is embedded with a path
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tracking to compose the trajectory tracking with a dynamic vehicle model and a reduced
time step.

4.1. Vehicle Model

To ensure a linear model to the LQR, the longitudinal and lateral vehicle dynamic are
decoupled and modeled separately, obtaining a model where the longitudinal part defines
the inputs pedals throttle and brake percentage, and the lateral part defines the steering
wheel angle signal input.

4.1.1. Longitudinal Model

About the longitudinal model, it is supposed to have the single track vehicle model,
shown in Figure 5, in which the longitudinal acceleration of the vehicle is set equal to the
sum of the longitudinal tire forces:

ax =
4

∑
i=1

Fxi (15)

Figure 5. Single track vehicle model.

Considering the total longitudinal force that the car has to have as a percentage of the
maximum tracking force that the engine and braking system can express, the longitudinal
vehicle model could be implemented as:

ẍ =
CFmax

m
(16)

where ẍ is the vehicle longitudinal acceleration; C is the throttle or brake pedal percentage
in the range [0–100](%); Fmax is the maximum force that the engine and brake system can
give; and m is the vehicle mass.

4.1.2. Lateral Model

Regarding the lateral model, the single track vehicle model shown in Figure 5 was
used, considering the lateral and yaw dynamic balance given by [19], as follows:

v̇ = − (Cy f + Cyr)

mu
v + (−u +

Cy f a − Cyrb
mu

)r +
Cy f

m
δ f (17)

ṙ = − (Cy f a − Cyrb)
Ju

v +
(Cy f a2 + Cyrb2)

Ju
r +

Cy f a
J

δ f (18)

where v and r are, respectively, the lateral speed component and yaw rate; Cy f and Cyr are
the cornering stiffness tire parameters; u is the longitudinal speed component; a and b are,
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respectively, the front and rear wheelbase of the vehicle; m, J and R are the mass, vertical
moment of inertia and wheel radius of the car.

4.2. LQR

Considering the longitudinal and lateral vehicle dynamics shown in the previous
subsection, a LQR can be implemented by tracking the longitudinal and lateral vehicle
speed and position found by the trajectory planning. In fact, the optimized longitudinal
vehicle speed can be considered as the target speed that the vehicle has to have and
subtracted from the actual longitudinal vehicle speed obtaining:

ėx = ẋ − ẋt =
dex

dt
(19)

ëx = ẍ − ẍt =
(C − Ct)Fmax

m
(20)

where Fmax and m are constant variable and (C − Ct) is the throttle pedal percentage if the
speed error, ėx, is positive and the brake pedal percentage if it is negative, saturated from 0
to 100%.

Instead, to follow the lateral dynamics suggested by the path planning, the yaw and
lateral vehicle position and speed are tracked, considering the errors between the actual
vehicle values and the reference values exiting the trajectory planning. Thus, replacing
the Equations (17) and (18) in (21) and considering the longitudinal vehicle speed, u, as a
constant variable, the following was obtained:

ėy = ẏ − ẏt = v + uψ − vt − uψt ëy = (v̇ − v̇t) + u(r − rt) (21)

ëy = − (Cy f + Cyr)

mu
ėy +

(Cy f + Cyr)

m
eψ +

(Cy f a − Cyrb)
mu

˙eψ +
Cy f

m
(δ f − δ f t) (22)

˙eψ = ψ̇ − ψ̇t = r − rt (23)

ëψ = − (Cy f a − Cyrb)
Ju

ėy +
(Cy f a − Cyrb)

J
eψ +

(Cy f a2 + Cyrb2)

Ju
˙eψ +

Cy f a
J

(δ f − δ f t) (24)

Therefore, the dynamic state space has the following representation:

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ėx
ëx
ėy
ëy
˙eψ

ëψ

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

= A

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

ex
ėx
ey
ėy
eψ

˙eψ

⎫⎪⎪⎪⎪⎪⎪⎬
⎪⎪⎪⎪⎪⎪⎭

+ B
[
(C − Ct)
(δ f − δ f t)

]
(25)

where the errors of longitudinal, lateral and yaw position and rate are the LQR states,
X = [ex; ėx; ey; ėy; eψ; ėψ], which must be minimized by defining the car input U = [(C −
Ct); (δ f − δ f t)] as follows:

U = −KX (26)

Here, K is the gains matrix calculated by solving the following offline optimization :

minimize ∑ XTQX + UT RU (27)

where the state and the input vectors are appropriately weighted by the matrices Q and R.
However, the state space formulation shown in Equation (25) does not ensure that

the tracking errors converge to zero, even though the matrix (Ax − BK) is asymptotically
stable [25]. This is due to the omission of the term steady state:
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B2ψ̇ss (28)

To ensure zero steady state errors, a feed-forward term is added to the state feed-
back assuming that the steering controller is obtained by state feed-back plus a feed-
forward term:

δ = −Kx + δ f f (29)

where δ f f is:

δ f f =
mu2

RL
[

b
Cy f

− a
Cyr

+
a

Cyr
k3] +

L
R
− b

R
k3 (30)

where m, L, a, b are, respectively, the mass, the total wheelbase, the front and rear wheelbase
of the car; R, Cy f , Cyr are the radius, the front and rear stiffness of the wheel; and k3 is the
third component of the matrix gain K calculated with Equation (27).

In addition, to compensate for the delay that the feed-back control produces in the
actuation of the longitudinal input, a feed-forward term is added to the longitudinal
feed-back state defining the acceleration and brake pedal control as:

C = −Kx + K f f Axt (31)

where K f f is the feed-forward gain found by a tuning process, and Axt is the longitudinal
acceleration target output from the path planning layer.

5. Experimental Results and Discussion

Two sessions of tests were carried out to validate the architecture proposed:

• Comparison with an offline motion planning;
• Comparison with a driver.

The first test session involved the comparison of the developed autonomous control
architecture with an offline optimization algorithm developed by VI-Grade CRT. The
intention of this comparison was to validate the optimization algorithm developed with a
state-of-the- art algorithm and to show how having an online optimization of the trajectory
could improve the performance. The test is composed of two phase: the first one involved
co-simulation between the trajectory tracking developed in Matlab-Simulink and the car
model of the dynamic simulation software CRT; and the second one involved the minimum
curvature optimization of Calabogie racetrack and the execution of the max-performance
event explained in more detail in the next subsection.

The simulations were carried out using a laptop PC with the characteristics, Hardware
1, given in Table 2 by setting the optimization as in Table 3.

The second test session had the intent of showing the real-time functionality of the
entire structure by exploiting the static simulator shown in Figure 6a and located at Mec-
canica 42 s.r.l. In this way, the model developed in the Matlab-Simulink environment
needed to be compiled in C in the simulator’s hardware provided by VI-Grade, and a test
model has to be built where the systems communication is simulated as would be in the car.
The results obtained are then compared with the performance of a driver obtained at the
same simulator to verify that the model-simplified but constraint-enhancing representation
of dynamics achieves performance comparable to that of a professional driver, as per the
intention of the paper.
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(a) Car simulator.

(b) Calabogie racetrack.

Figure 6. Tests set-up.

The hardware characteristics and computational performance of the simulator are
shown in Table 2 under the name Hardware 2.

In Table 2, it can be seen that the path planning computational time that resulted for
both the hardware implementations is below the required specification of 0.1 s.

Table 2. Hardware specifications.

Hardware 1 Hardware 2

Operating System Windows 10 Linux
CPU i7-7700 HQ Xeon E5-2667 v3
RAM 16 GB 32 GB
n◦ Cpu cores used 1 8
Single core frequency 2.6 to 3.5 GHz 3.2 GHz
Max computational time 0.07 s 0.06 s
Mean computational time 0.05 s 0.05 s
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Table 3. Optimization algorithm settings.

Parameter Value Units

Prediction horizon length 120 step
n◦ optimization per step 1
mid-line discretization 1 m

5.1. Comparison with Offline Motion Planning

These tests have involved the comparison of the architecture proposed with the max-
performance event simulation of CRT suite. The max-performance simulation is used to
define the dynamic speed limit profile on a given racetrack [26]. This offline simulation
uses an iterative process where a specific static solver computes a velocity profile and then
a dynamic solver verifies if the computed speed profile is feasible. Basically, the vehicle
model used for static prediction has no suspensions and inherits all properties from the
full CRT model. The effect of aero forces is considered and the effect of suspension jounce
is taken into account by the presence of ride height maps, which link the dependency of
ride heights to the vehicle velocity. The trajectory chosen to perform the max-performance
event is that of minimum curvature of the Calabogie racetrack shown in Figure 6b. In
the literature, this trajectory is often used as a reference, and it has been found that it is
a trajectory that allows getting very close to the minimum lap time on a racetrack. For
these tests, the simulation road is considered flat, neglecting the dynamics effects that the
racetrack slopes and banks have on the performance.

In Figure 7, the car’s longitudinal and lateral accelerations as a function of speed,
GG-V, achieved by the car model controlled by the algorithm proposed and by the max-
performance event are shown. In the same figures, the GG-V constraints implemented
in the path planning are shown. By Figure 7b, it is possible to see that the constraints
assumed in the trajectory tracking are representative of the car, and by Figure 7a, it is
possible to see that the car controlled by the algorithm developed is able to keep the car
inside the constraints imposed, even if with respect to the max-performance results, it
goes through the transients more instead of staying within the limits of grip. This may
be due to the inputs given to the vehicle being noisier than those of the offline control, as
shown in Figure 8. Here, the engine torque, the chamber brake pressures and the steering
wheel angle are almost similar in quantities with differences due to the different trajectory
made, even if there is a visible difference in the amplitude and timing between the two
configurations, i.e., the algorithm performed higher and delayed brake pressures with
respect to the max-performance event. This is reflected in the speeds achieved by the car,
which are almost similar, but the algorithm’s one brakes later, maintaining the high speed
for more time than the max-performance speed, resulting in a reduction of lap time, as
shown in Table 4.
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(a) Algorithm GG-V.

(b) Max-performance GG-V.

Figure 7. Acceleration performance comparison.
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Figure 8. Comparison of the input given to the vehicle and the output longitudinal speed between
the algorithm proposed and the max-performance event.

5.2. Comparison with Driver

This second session of tests involved the comparison of the performance achieved
by a professional driver and the trajectory tracking proposed. To perform these tests, the
algorithm was compiled for use in the real-time simulator environment, and the road used
is no longer flat but includes the actual lateral banks and longitudinal slopes of the road.
For this reason, the longitudinal and lateral acceleration components due to the pitch and
roll body movements and road inclination were added in the acceleration constraints of the
path planning knowing the inclination of the road while the car is moving on the track and
the pitch and roll of the car due to the brake, acceleration and steering states calculated as
proportional to the difference between the front/right and rear/left normal wheel forces.

Looking at Figure 9, where the GGs obtained by the vehicle driven by the driver
and by the algorithm are shown, it can be seen that the algorithm is able to respect the
acceleration constraints imposed, by guaranteeing the limits of the engine and the tires and
replicating the results obtained by the driver.

In terms of performance, the results show that the algorithm developed is able to
match the ones of the professional driver, although simplifications have been made to the
vehicle model to keep the computational cost down, in fact, speed and input curves have
the same trend and peak values, as shown in Figure 10. The lap times shown in Table 4
confirm that the trajectory tracking developed is able to replace the results of a human
driver, and that the system integration performs well.
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(a) Algorithm GG-V.

(b) Driver GG-V.

Figure 9. Accelerations performance comparison.

Table 4. Lap time performances.

Lap Time (s)

Algorithm 151.0
Test 1 Max-performance 151.9

Algorithm 150.7
Test 2 Driver 150.5

345



Energies 2021, 14, 6008

Figure 10. Comparison of the input given to the vehicle and the output longitudinal speed between
the algorithm proposed and the driver.

5.3. Trajectory Comparison

In Figure 11, the trajectories made by the algorithm developed, max-performance
event and driver are compared, highlighting the curves where the different strategies are
more visible and impact the performance. In zoom 1, it is possible to see that the trajectory
of least curvature achieved by the offline optimization exits the curve keeping the car on
the outer side of the track, whereas the proposed path planning drives the car to the inner
side of the track to anticipate and prepare the car for the following curve, as the driver
does, too. In this track section, the max normal distance between the trajectory made by the
algorithm with respect to the one made by the max-performance event is 5.86 m; whereas,
the one made by the driver can be considered equal to the algorithm one. In zoom 2, the
different approaches are more visible and impact more on the performance: the trajectory
of least curvature maintains the inner side, whereas the algorithm developed goes to the
outer side, achieving a max normal distance of 8.00 m; this behavior was proved by driver
tests, which improves the performance of the car and reduces the lap time, even if the
driver made a trajectory 3.20 m closer than the algorithm. However, in zoom 3, if at the
beginning of the curves, the max-performance optimization maintains the car on the outer
side, and the driver and online algorithm choose the narrowest trajectory, achieving a
max normal distance of 5.60 m, and at the end of the curves, the algorithm follows the
max-performance, enlarging the trajectory later of almost 6.00 m with respect to the driver
losing longitudinal speed.
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Figure 11. Comparison of the trajectory made by the algorithm proposed and the driver.

6. Conclusions

In this paper, we developed an autonomous racing car trajectory tracker that was able
to update the optimized trajectory online to reduce the time lap as well as control the car,
and we validated this by comparing it with the performance of offline path planning and a
human driver.

The intention of the paper was to ensure the online functionality of an autonomous
controller to match the decisions of a human driver instead of optimizing the trajectory
offline considering a possible development for an urban area.

This aim was achieved by dividing the path planning algorithm from the trajectory
control one and building a hierarchical control architecture, where the vehicle model
complexity increased and the sample time decreased, i.e., the path planning uses a point
mass vehicle model with a sample time of 0.1 s, and the path tracking uses a single-
track vehicle model with a sample time of 0.001 s. To ensure a correct communication
between the two systems and the car, the computational time of the trajectory optimization
was chosen to be below 0.1 s: the division between the path planning and path tracking
and the implementation of LP instead of QP ensured the respect of these constraints, as
shown in Table 2. Furthermore, to increase the path planning representation of the vehicle
dynamic, the GG-V constraints were implemented as a quadratic ellipse, and the weights
and the constraints of the optimization could be changed as a function of the track sections,
adapting the car to the characteristics and conditions of the track. The comparisons made
with a state-of-the-art offline path-planner validated the optimizer developed and the
better performance achieved in terms of lap time, reducing it by almost a second.

The comparison made with a professional driver can prove that even if the au-
tonomous architecture developed uses a simplified vehicle model to reduce the com-
putational cost, the car is able to replicate its performance, matching the lap time.

In the future the Anti-Lock Brake System developed and published in [27] will be
added to the control architecture to ensure an improvement in stability performance.
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Abbreviations

The following abbreviations are used in this manuscript:

LP Linear Programming
LQR Linear Quadratic Regulator
QP Quadratic Programming
MPC Model Predictive Control
SCP Sequential Convex Programming
DoF Degrees of Freedom
PID Proportional-Integral-Derivative
CRT Car-Real-Time
UKF Unscented Kalman Filter
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Abstract: Considering rising pollution as well as fuel expenses, it has now become critical to transition
to a sustainable method of transportation. As a result, automakers have begun to spend on research
and development in the electric vehicle (EV) industry. The amount of EVs has expanded rapidly in
recent years. This is owing to new improved technology, particularly in electric motor engineering,
as well as government initiatives to limit the level of environmental impact produced by combustion
engines. Because EVs are powered by electricity, implementing their charging stations presents
certain complications. In this paper, we have discussed the different types of EVs, such as BEVs,
FCEVs, HEVs, PHEVs, and REHEVs. Even though the capacity of many of these electric car models
has been substantially enhanced within the past few years, some challenges remain as a selection
barrier for several customers. Considering these challenges, we have also implemented a fuzzy
AHP-TOPSIS-based unified model to evaluate the different types of EVs. The study’s technical
importance is the identification of various evaluation factors, implementation of a unified model
for measuring performance, and computation using the fuzzy MCDM technique. The outcomes of
the unified model approach also were validated. We concluded that FCEVs are excellent for long
journeys, and have the resources to cause minimal disruption.

Keywords: electric vehicles; renewable energy; fuzzy comprehensive evaluation; usage analysis;
fuzzy logic

1. Introduction

Currently, the world is facing environmental degradation and an energy crisis as
carbon emissions increase rapidly. A dramatic shift from internal combustion engine
vehicles (ICEVs) to electric vehicles (EVs) can be observed in the automotive sector. Because
petroleum is the principal fuel utilized in ICE vehicles, which are a significant contributor to
the overall environmental catastrophe, EVs are the perfect alternatives [1,2]. An EV is one
that runs on electricity rather than an internal combustion engine, which produces energy
by consuming a mixture of oil and gases. As a result, EVs are seen as a potential alternative
to current-generation cars to counter increasing pollution, environmental degradation,
natural resource depletion, etc. [3]. Although there has been a very long period of the
notion of electric vehicles, they have attracted significant interest in the last decade in
the face of increasing carbon emissions and the other repercussions of fuel vehicles in
the ecosystem.

As environmental issues continuously increase, governments across the globe have
implemented numerous carbon dioxide and nitrogen oxide emission limits. From those
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perspectives, EVs, primarily based on electricity, would be able to soon replace traditional
internal combustion engine vehicles, utilizing state-of-the-art electronic power systems,
engine motors, electricity-generation systems, production of sustainable energy, as well as
smart grids. EVs may be split into hybrid EVs (HEVs), plug-in HEVs (PHEVs), and EVs,
based on the current design of the power generation and the system content. Industrialized
nations have aggressively established numerous economic considerations in recent times in
order to further support electrical engineering firms and research initiatives. Indeed, in the
past 10 years, the power electronics industry and its infrastructure have grown rapidly [4,5].
Vehicles generate much carbon pollution that enters our natural surroundings, exposing us
to pollution and global warming. An electric vehicle is a big step towards improving the
quality of the environment effectively. EVs receive their energy from their rechargeable
batteries. These batteries not only control the vehicles, but they are also utilized to power
the lights and wipers. The batteries of electric automobiles have higher fuel economy
and have lower fuel costs than a conventional petrol car. It is the same kind of battery
that is commonly required when a gasoline engine is running. The advantages of electric
vehicles are clear. With the development of new technology that promises to decrease
the charging durations in minutes, increase the range, and achieve efficient security and
technology, there has never been a greater moment to move to an EV. Figure 1 shows the
several benefits of using EVs.

Figure 1. Several benefits of electric vehicles.

Consumers anticipate additional technological advancements and the introduction
of new variants. Consumer behavior in the electric vehicle market is shifting from early
buyers and technophile buyers to widespread adoption. Substantial advancements in
technology, as well as a greater range of electric vehicle models on the market, have
influenced consumer purchasing preferences. Automobiles will remain as a primary factor
in energy requirements. China, India, and the Middle East are increasingly placing so many
new automobiles on the road that the usage of oil for transportation fuel will continue
to expand, and by 2035, it will require 12% more barrels compared to 2016. However,
after 2025, there will still be a serious challenge for electric vehicles. Market shares are
expanding tremendously above forecasts, with battery advancements boosting quicker
than anticipated. In the present basic case, we perceive that the accumulation of EVs will be
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almost 100 million by 2035, with a daily fuel demand of approximately one to two million
barrels per day. Figure 2 shows the intense growth in the electric vehicle market as per the
report [6] published by Wood Meckenzie.

Figure 2. The dramatic growth in the electric vehicle market.

The emergence of the EV industry triggered a global economic transformation. There-
fore, evaluation of different EVs’ effectiveness is a significant and challenging task. There
seems to be no ideal strategy for EV evaluation. Even a well-planned evaluation method
may encounter difficulties. To meet this objective, multicriteria decision-making (MCDM)
approaches are used in conjunction with the fuzzy set concept to establish a unified model
for the effectiveness assessment of different EVs, given that each EV can have its own set of
mechanisms and quality to evaluate. Furthermore, a lack of resource availability causes
decision makers to make judgments under high ambiguity, resulting in unanticipated out-
comes. As a result, dealing with ambiguous and contradictory information necessitates the
use of a fuzzy-based unified model for collecting and organizing technical and analytical
data. In this paper, we used a fuzzy-based unified model approach for evaluating the
effectiveness of different EVs.

This research work is presented in different sections. Section 2 deliberates several
similar existing pieces of literature. An overview of the different types of electric vehicles is
discussed in Section 3, and Section 4 presents the method and results of this study. Section 5
recapitulates and concludes the research work.

2. Related Works

Wang et al. [7] presented an assessment of trust for the heterogeneous network of
vehicles in sustainable development with electric vehicles. The benefits of low energy usage
and high assessment precision were derived from the transport trust assessment compared
to the standard trust evaluation process. Hashemnia and Asaei [8] analyzed various electric
motors and compared the advantages of each motor with that which is more appropriate
for EV deployments. The five basic types of electric engines were explored, including
DC, induction, permanent synchronous magnet, switching reluctance, and brushless DC
motors. In their study, they found that the induction motor technology had progressed
more than the others, and that brushless DC and permanent magnet motors were much
more appropriate than others for electric vehicles.

Prud’homme and Koning [9] presented a methodology in the form of a computerized
model. It analyzed the expenses and efficiency of an electric vehicle in relation to a fuel-
powered vehicle. This was a comparable assessment. It compared an electric automobile
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with a conventional car that provides approximately the same kind of service over a similar
time. This was done from three main perspectives: customer costs, societal costs, and
environmental impacts.

Iclodean et al. [10] demonstrated the flexibility of an electric car using four distinct
battery types: lithium-ion (Li-ion), molten salt (Na-NiCl2), nickel metal hydride (Ni-MH),
all with a similar reserve capacity of electrical power. The originality of this research
was the application in a real-time computerized simulation of four different rechargeable
batteries for EVs in a similar model, in order to assess the autonomy and effectiveness of
these rechargeable batteries in the driving process.

Oh [11] discussed and determined which drivetrain arrangement was the best to
use in a commercially obtainable test motor as a train for hybrid vehicles. The engine
feature could be simulated, as well as the actual characteristics evaluated when used in
the car for a distinct driving and operating condition. Qiu and Wang [12] carried out
extensive research on the structure and operation of the electrically powered regenerative
braking component of EVs. The contribution process and assessment methods provided by
regenerative braking were addressed and assessed by the circulation of energy to enhance
the energy effectiveness of EVs. They presented a methodology for the calculation of
the renewable frequency contribution. Furthermore, a novel regenerative braking control
approach was presented, termed the “Serial 2 control technique.” In addition, as a contrast
control approach, two control techniques were provided, namely the “parallel control
strategy” and the “serial one control strategy”.

Pfeiffer et al. [13] discussed the alternative time delay estimation (TDE) techniques.
All options were evaluated by means of real data with EV energy trains. They focused not
only on the correctness of the TDE, but also on computing performance to facilitate the
operation of vehicle electronic control units (ECUs). Even modest noise, as well as offsets,
were found in the measuring data in the recommended linear regression (LR) methodology,
which were not suited for our purposes. The variance minimization (VM) technique is a
good option. After the initial execution, it is not only noise-proof, but also very effective.

Song [14] presented an integrated framework to assess the consequences of various
solutions for power management. Three energy management strategy (EMS) considerations
were included in their suggested strategy. The first was the durability of the fuel cell. Fuel-
saving was the second priority for assessing fuel efficiency, and was dependent on a
dynamic algorithm created for optimal worldwide driving distances. The synthesis of
weighted fuel-cell durability was the third priority for the EMS.

Wang et al. [15] presented an assessment indicator system for use patterns focused
on data of the battery electric vehicle (BEV) to examine the use of car-sharing vehicles
and private vehicles, in order to analyze their usability patterns. The assessment indicator
system was built on the state transition strategy and defined the three-dimensional use
pattern for BEVs. The time and space components of travels defined the time as and space
properties of the pattern of use. The decisive dimension represented a decision-making
pattern based on a perceptual psychological model as a reason for the state transformation
at the microlevel.

Zhang et al. [16] investigated the requirements for charging stations while considering
the plug-in electric vehicle (PEV) operational cost, as well as BEV feasibility. The area
of research and PEV specifications were determined depending on the early cars used
in the evolving trade market in California. An appropriate charging strategy based on
24 h travel trends was suggested to minimize operating costs. The findings demonstrated
that the charging timelines were the main tool in minimizing PEV operating costs, while
more charging locations offered to decrease advantages for plug-in hybrid electric vehicles
(PHEVs).

This paper is unique in various ways [17–25]. First, in contrast to many other studies,
our paper focuses on the expert-centric hierarchical structure for multicriteria decision
making in the evaluation of different EVs. Second, this work presents a straightforward
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fuzzy-based unified methodology in the form of a computational model. This model
helped to compare the efficiency of EVs to that of other types.

3. Different Types of Electric Vehicles

It is a very interesting opportunity to go shopping for cars, especially for people
attempting to improve the ecosystem. The EV industry is changing fast, and one would
then probably buy one of those five kinds of electrical vehicles (EVs) if they reached the
conclusion that they wanted to buy or rent a car that is better for the atmosphere.

3.1. Battery Electric Vehicles (BEVs)

BEV denotes a battery electric vehicle that is operated by a battery-powered full
electric engine. These are also called pure electric vehicles (PEVs) because they use only
electricity as the primary source. The battery in these vehicles must be charged at regular
intervals, often by connecting them to a charging station. One of the most significant
barriers to BEV acceptance is “range anxiety” [26–33], which occurs when owners are
concerned about being stuck in the middle of the highway with a completely depleted
battery [17,18]. BEVs are capable of transforming about 80% of the power stored in the
batteries into action. Teslas (all variants), the Nissan Leaf, and the Volkswagen e-Golf are a
few examples of BEVs. Figure 3 shows the architectural diagram of battery electric vehicles.

 
Figure 3. Architectural diagram of battery electric vehicles (BEV).

3.2. Fuel-Cell Electric Vehicles (FCEVs)

Fuel-cell electric vehicles (FCEVs) are different from other EVs. Fuel-cell EVs are
powered by a fuel cell of hydrogen, and do not generate harmful emissions, only water
vapor and warm air. In FCEVs, chemical power is transformed into electrical energy in the
fuel cell; however, the hydrogen fuel is kept in a storage tank, therefore energy density and
range are less likely to be an issue [19]. Like BEVs, FCEVs also primarily feature an electric
motor, but employ a different storage and electricity supply technology. The propulsion
battery in FCEVs is mostly substituted by the hydrogen tank, as well as by the chemical
reaction, in which a number of fuel cells transform hydrogen into electricity as well as
water vapor. The Toyota Mirai, Honda Clarity, and Hyundai Nexo are some examples of
FCEVs. Figure 4 shows the architectural diagram of fuel-cell electric vehicles.
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Figure 4. Architectural diagram of fuel-cell electric vehicles (FCEVs).

3.3. Hybrid Electric Vehicles (HEVs)

Hybrid electric vehicles are the most common type of EV. HEVs include a compact
rechargeable battery that is not charged by plugging in, but instead by an inner combustion
electric motor and/or the braking mechanism. The HEV is a multienergy system; unlike
traditional vehicles that can only generate power, HEV batteries can both generate and
absorb electricity. HEVs can already meet the needs of customers and therefore their
numbers will increase at a quicker rate in the future. The key difficulty with HEVs is
determining how to optimize the many sources of energy in order to achieve the optimum
fuel economy or lowest pollution at the lowest cost [20]. There are various types of hybrids;
however, on average, most are really battery-assisted automobiles instead of automobiles
that are entirely powered by batteries. The Toyota Prius was first released in Japan in the
late 1990s, and it made its way to the United States in 2001. Figure 5 shows the architectural
diagram of hybrid electric vehicles.

 

Figure 5. Architectural diagram of hybrid electric vehicles (HEVs).

3.4. Plug-In Hybrid Electric Vehicles (PHEVs)

Plug-in hybrid EVs (PHEVs) have relatively smaller rechargeable batteries than those
of BEVs. The idea behind plug-in hybrids is to make short journeys powered by battery
capacity. PHEVs are now becoming increasingly common. PHEVs are charged by either
plugging into such an electric connection, or by using onboard energy generation. These
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vehicles have a limited selection in electric-only mode, and can operate at maximum
throttle. PHEVs provide important fuel versatility. Although PHEVs contain a larger
battery and a more robust motor compared to HEVs, the overall variety is still quite
limited [21]. A plug-in hybrid, from a technical perspective, is basically a large hybrid
with extra technology. The main distinction between a full hybrid and a plug-in hybrid
(PHEV) is that the full hybrid EV battery is charged entirely by using internal combustion,
whereas the plug-in hybrid’s expanded traction battery is also charged by using a charging
station. This means that these plug-in hybrids can only go about 100 km on battery without
any internal combustion engine ignition. In particular for tiny towns and short round-trip
commutes, this is a significant advantage. This version also permits the lowest potential
CO2 emissions between different hybrid systems. The Chevy Volt, Hyundai Ioniq PH EV,
and VW Golf GTE are some examples of PHEVs. Figure 6 shows the architectural diagram
of plug-in hybrid electric vehicles.

 

Figure 6. Architectural diagram of plug-in hybrid electric vehicles (PHEVs).

3.5. Range Extender Hybrid Electric Vehicles (REHEVs)

Range extender hybrid EVs are much like hybrid plug-in EVs; however, they are
distinct in technology. REHEVs are most often regarded as PHEVs; however, REHEVs
are often more powerful than PHEVs. The Chevy Volt is the most excellent example of a
REHEV. This is arguably the appropriate choice for those who have experience in the EV
market because it has a high all-battery portfolio and is driven by a combustion engine
with which people are familiar. Figure 7 shows the architectural diagram of range extender
hybrid electric vehicles.
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Figure 7. Architectural diagram of range extender hybrid electric vehicles (REHEVs).

4. Methods and Results

4.1. Hierarchical Design for the Evaluation of Different EVs

Electric vehicles are a revolutionary innovation that has yet to reach consumers outside
of the “innovator” and “early adopter” groups in most regions [33]. Promoting a different
and innovative technology creates hurdles, and the appropriate strategy may be quite
beneficial in improving widespread approval. Under the challenges of energy efficiency
and atmospheric pollution, several nations should reform their current energy utilization
structure in order to minimize fuel energy demand and CO2 emissions. Acceptance of EVs
has the potential to decrease reliance on foreign oil energy while also addressing specific
environmental pollution issues. When compared to a regular gas-powered automobile,
EVs have a significantly higher purchase price, lower availability of charging facilities,
and a longer charging time, making people reluctant to acquire an EV. In this paper, we
used a fuzzy AHP-TOPSIS-based unified technique to evaluate the different types of EV
alternatives such as BEVs, FCEVs, HEVs, PHEVs, and REHEVs, which are represented as
T1, T2, T3, T4, and T5, respectively.

As shown in Figure 8, the four significant criteria at level one and corresponding sub-
criteria at level two in the present method that contributed to the evaluation of different
EVs were clearly recognized and constructed based on a survey of the literature, as well as
input from several automobile specialists. The primary factors at level one that can have a
substantial impact on EVs performance were divided into five categories; i.e., regulatory,
technical, business, and design, denoted by S1, S2, S3, and S4, respectively. The regulatory
level included three subfactors; i.e., government policies, traffic policies, and internal
policies, denoted by S11, S12, and S13, respectively. Further, the technical level included
four significant subfactors; i.e., efficiency, coverage, environmental, and safety, denoted
by S21, S22, S23, and S24, respectively. Furthermore, the business level included three
subfactors; i.e., consumer satisfaction, servicing, and investment, denoted by S31, S32, and
S33, respectively. Lastly, the design level included three subfactors; i.e., battery, recyclable,
and compatibility, denoted by S41, S42, and S43, respectively. Figure 8 illustrates the
hierarchical structure used for the multicriteria decision making in this research. This
hierarchical structure assisted in evaluating the performance of five alternatives.
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Figure 8. The hierarchy structure for the evaluation of different EVs.

4.2. Fuzzy AHP-TOPSIS Methodology

The analytic hierarchy process (AHP) was introduced by Saaty in 1990 [22]. Both
numerical and subjective aspects were taken into account in the decision-making procedure.
Given that AHP uses a discreet scale of 1 to 9, this technique is usually criticized because
it does not include uncertainty during the decision-making procedure. The fuzzy-AHP
approach has also been utilized in other disciplines to tackle multicriteria challenges.
This method was used by Haq and Kannan [23] to choose the best supplier in a delivery
chain. This was utilized by Huang et al. [24] for R&D shortlisting. For the selection of
the most appropriate method of bridge building, Pan [25] employed this technique. For a
staff-selection process, Güngör et al. [26] used this methodology. The fuzzy set theory, as
developed by Zadeh, is a generalized variant of the classical set theory. It is an affiliate and
assigns a grade of 1 to 10. In this paper, different types of EVs were classified using TOPSIS
on the basis of characteristics [27].

In order to deal with uncertain numerical values in reality, Zadeh [34] invented fuzzy
numbers. A fuzzy number is an amount for which a single-valued figure is not accurate,
but imprecise. Classification of fuzzy numbers is a significant decision-making technique.
Fuzzy decisions represent the effectiveness of different alternative models in the modeling
of real-world situations by using fuzzy variables. Generally, a fuzzy-based approach is any
system in which the variables vary over fuzzy values rather than real figures. These fuzzy
values could reflect linguistic terms like “very small”, “moderate”, and so on, depending
on how they are perceived in a specific scenario [35]. The defuzzification process is the
technique of extracting a single value using the aggregated outcome of fuzzy numbers.
This is used to convert the findings of fuzzy rules into a crisp output. In another word,
defuzzification is accomplished through the use of a decision-making mechanism that
determines the best crisp output from a fuzzy set.
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A number of fuzzy criteria are used for a finite series of alternatives; i.e., the values
of the alternatives are fuzzy figures. An additional process maps each m-tuple of fuzzy
values into one fuzzy value, which is the alternative as per the entire set of criteria.

Let A =
{

Ai
i = 1, . . . , n

}
be a finite group of possibilities for decision making, and let

K =
{Kj

j = 1, . . . , m
}

be a finite group of fuzzy criteria, through which activity is regarded
to be desirable. The estimates of the alternatives are fuzzy values. It must decide on this
set of alternatives as a ranking challenge or decision problem. It is a two-stage technique:

(i) Compliance with all criteria aggregating judgments (fuzzy-numbers);
(ii) Ranking alternative decision making in relation to aggregating judgments.
In this research, two alternatives, the negative ideal solution (d−i) and positive ideal

solution (d+i) were investigated. Further closeness coefficients (CCi) were calculated.
We denoted CC−i as the degree of satisfaction in the i-th alternative and CC+i as the
degree of gap in the i-th alternative. From a fuzzy collection of possible choices, we
could evaluate which, as well as how, gaps must be closed in order to achieve ambitious
goals and attain the ultimate findings. Closeness coefficients were used to rate all of the
alternatives. Furthermore, CCi demonstrated the alternative closest to d+i and farthest
from d−i. TOPSIS was determined by the choice of the ultimate solution or EVs that
went beyond the perfect negative solution and were nearest to the ideal solution for the
positive. The positive and the negative ideal solutions correspondingly had the highest
advantages and lowest advantages. The final evaluations of the EVs were based on relative
proximity to the optimal solution [28]. Figure 9 shows the integrated fuzzy AHP-TOPSIS
methodology for the evaluation of different EVs.

 

Figure 9. The fuzzy AHP TOPSIS methodology for the evaluation of different EVs.
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4.3. Statistical Results

This integrated fuzzy AHP-TOPSIS methodology was used to evaluate the perfor-
mance of different EVs. To acquire accurate information and insights, the investigators
used comparative opinions of 75 automobile specialists from varied organization and
scholarly backgrounds. It has been previously discussed that analyzing the performance of
various EVs is extremely difficult in terms of competitive efficacy. The EVs were selected
by using predetermined qualitative and quantitative assessment criteria during the process
of different EVs’ evaluation; however, the criteria demonstrated the requirement of the
judgment, so herein unpredictability and fuzziness were included in the statistical and
observational data evaluated by the decision makers with specific intelligence. A total of
75 automobile specialists, DM (k = 1, 2, 3,..., 75), were involved in analyzing the optimum
available decision in linguistic variables. These 75 decision makers comprised 20 academics
with 15 years of expertise, 20 researchers with 7 years of vehicle research experience, and
35 professionals from various automobile firms with 15 years of experience. The weights
of the local criterion and subcriteria were derived using pairwise comparative matrices.

The aggregated fuzzify pairwise comparison matrix at Level 1 was formed, and can be
seen in Table 1. The fuzzy-aggregated pairwise comparison matrix at Level 2 for regulatory,
technical, business, and design is presented in Tables 2–5. For each second-layer aspect, the
global weights were deliberate. These are tabulated in Tables 6–10. Further, Table 11 shows
the overall weights and rankings of the methods. Table 12 presents the subjective cognition
results for evaluators in linguistic terms. Table 13 shows the normalized fuzzy-decision
matrix. Table 14 shows the weighted normalized fuzzy-decision matrix. In addition, with
the support of the hierarchical structure, Table 15 and Figure 10 show the complete and
final relative closeness of the alternatives.

Table 1. The aggregated fuzzify pairwise comparison matrix at Level 1.

S1 S2 S3 S4

S1 1.000000, 1.000000, 1.000000 1.750254, 2.345258, 3.036563 1.485854, 1.956375, 2.526873 1.129628, 1.555351, 1.989625

S2 - 1.000000, 1.000000, 1.000000 0.576528, 0.786562, 1.168524 0.565263, 0.728568, 0.969954

S3 - - 1.000000, 1.000000, 1.000000 0.628656, 0.816575, 1.075846

S4 - - - 1.000000, 1.000000, 1.000000

Table 2. The fuzzy-aggregated pairwise comparison matrix at Level 2 for regulatory.

S11 S12 S13

S11 1.000000, 1.000000, 1.000000 0.237552, 0.287963, 0.367526 0.342154, 0.447785, 0.824763

S12 - 1.000000, 1.000000, 1.000000 0.661454, 1.172563, 1.693686

S13 - - 1.000000, 1.000000, 1.000000

Table 3. The fuzzy-aggregated pairwise comparison matrix at Level 2 for technical.

S21 S22 S23 S24

S21 1.000000, 1.000000, 1.000000 0.694154, 0.895356, 1.112485 0.234596, 0.287864, 0.364168 0.711256, 0.954163, 1.351257

S22 - 1.000000, 1.000000, 1.000000 0.493154, 0.642362, 1.241435 0.271354, 0.351565, 0.521635

S23 - - 1.000000, 1.000000, 1.000000 1.085484, 1.329762, 1.558235

S24 - - - 1.000000, 1.000000, 1.000000
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Table 4. The fuzzy-aggregated pairwise comparison matrix at Level 2 for business.

S31 S32 S33

S31 1.000000, 1.000000, 1.000000 0.665365, 1.172384, 1.697465 1.157663, 1.447254, 1.704365

S32 - 1.000000, 1.000000, 1.000000 1.007762, 1.524765, 1.934368

S33 - - 1.000000, 1.000000, 1.000000

Table 5. The fuzzy-aggregated pairwise comparison matrix at Level 2 for design.

F41 F42 F43

S41 1.000000, 1.000000, 1.000000 1.197856, 1.588385, 2.156465 0.491541, 0.642285, 1.009958

S42 - 1.000000, 1.000000, 1.000000 0.224165, 0.295684, 0.427969

S43 - - 1.000000, 1.000000, 1.000000

Table 6. The defuzzified pairwise comparison matrix.

S1 S2 S3 S4 Weights

S1 1.000000 2.372530 1.981590 1.556640 0.392511

S2 0.421550 1.000000 0.824630 0.744770 0.152321

S3 0.504560 1.213520 1.000000 0.835090 0.202531

S4 0.642650 1.342880 1.203550 1.000000 0.252637

CR = 0.000602.

Table 7. The aggregated pairwise comparison matrix at Level 2 for regulatory.

S11 S12 S13 Weights

S11 1.000000 1.173540 0.494564 0.275854

S12 0.852550 1.000000 1.172547 0.328627

S13 2.024340 0.853545 1.000000 0.395519

CR = 0.0488003.

Table 8. The aggregated pairwise comparison matrix at Level 2 for technical.

S21 S22 S23 S24 Weights

S21 1.000000 0.892654 1.173554 0.994547 0.246313

S22 1.121242 1.000000 0.691526 0.372546 0.182575

S23 0.852562 1.447256 1.000000 1.298541 0.272112

S24 1.006624 2.688354 0.770435 1.000000 0.299000

CR = 0.034904.

Table 9. The aggregated pairwise comparison matrix at Level 2 for business.

S31 S32 S33 Weights

S31 1.000000 1.172541 1.363652 0.382000

S32 0.853345 1.000000 1.491224 0.353026

S33 0.733754 0.670725 1.000000 0.255047

CR = 0.002506.
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Table 10. The aggregated pairwise comparison matrix at Level 2 for design.

S41 S42 S43 Weights

S41 1.000000 1.633244 0.691844 0.3259211

S42 0.612477 1.000000 0.303457 0.2731254

S43 1.447247 3.300347 1.000000 0.3112540

CR = 0.0052045.

Table 11. The overall weights and rankings of methods.

Level 1 Methods
Local Weights of

Level 1
Level 2 Methods

Local Weights of
Level 2

Overall Weights Overall Ranks

S1 0.392511
S11 0.275854 0.108276 3
S12 0.328627 0.128990 2
S13 0.395519 0.155246 1

S2 0.152321

S21 0.246313 0.037519 12
S22 0.182575 0.027810 13
S23 0.272112 0.041448 11
S24 0.299000 0.045544 10

S3 0.202531
S31 0.382000 0.077367 6
S32 0.353026 0.071500 7
S33 0.255047 0.051655 9

S4 0.252637
S41 0.325921 0.082340 4
S42 0.273125 0.069000 8
S43 0.311254 0.078634 5

Table 12. The subjective cognition results for evaluators in linguistic terms.

T1 T2 T3 T4 T5

S11 5.3600, 7.3006, 8.7300 5.5500, 7.5500, 8.9100 0.6400, 2.2700, 4.2700 5.3600, 7.3600, 8.7300 4.1800, 6.0900, 7.6400

S12 3.7300, 5.5500, 7.2700 4.4500, 6.4500, 8.1800 1.6400, 3.5500, 5.5500 3.5500, 5.5500, 7.3600 5.0000, 7.0000, 8.4500

S13 2.3600, 4.2700, 6.2700 5.3600, 7.3006, 8.7300 5.5500, 7.5500, 8.9100 0.6400, 2.2700, 4.2700 5.3600, 7.3600, 8.7300

S21 4.8200, 6.8200, 8.5500 3.7300, 5.5500, 7.2700 4.4500, 6.4500, 8.1800 1.6400, 3.5500, 5.5500 3.5500, 5.5500, 7.3600

S22 5.5500, 7.5005, 9.2700 2.3600, 4.2700, 6.2700 2.4500, 4.2700, 6.2700 1.3600, 3.3600, 5.3600 4.4500, 6.4500, 8.1800

S23 4.2700, 6.2700, 8.1800 4.8200, 6.8200, 8.5500 4.6400, 6.6400, 8.5500 0.8200, 2.6400, 4.6400 4.4500, 6.4500, 8.2700

S24 5.3600, 7.3006, 8.7300 5.5500, 7.5500, 8.9100 0.6400, 2.2700, 4.2700 5.3600, 7.3600, 8.7300 5.7300, 7.7300, 9.2700

S31 3.7300, 5.5500, 7.2700 5.3600, 7.3006, 8.7300 5.5500, 7.5500, 8.9100 0.6400, 2.2700, 4.2700 5.3600, 7.3600, 8.7300

S32 2.3600, 4.2700, 6.2700 3.7300, 5.5500, 7.2700 4.4500, 6.4500, 8.1800 1.6400, 3.5500, 5.5500 3.5500, 5.5500, 7.3600

S33 5.3600, 7.3006, 8.7300 5.5500, 7.5500, 8.9100 0.6400, 2.2700, 4.2700 5.3600, 7.3600, 8.7300 4.4500, 6.4500, 8.1800

S41 3.7300, 5.5500, 7.2700 4.4500, 6.4500, 8.1800 1.6400, 3.5500, 5.5500 3.5500, 5.5500, 7.3600 4.4500, 6.4500, 8.2700

S42 2.3600, 4.2700, 6.2700 2.4500, 4.2700, 6.2700 1.3600, 3.3600, 5.3600 4.4500, 6.4500, 8.1800 5.7300, 7.7300, 9.2700

S43 4.8200, 6.8200, 8.5500 4.6400, 6.6400, 8.5500 0.8200, 2.6400, 4.6400 4.4500, 6.4500, 8.2700 5.1800, 7.1800, 8.8200

363



Energies 2021, 14, 6120

Table 13. The normalized fuzzy-decision matrix.

T1 T2 T3 T4 T5

S11 0.3800, 0.6000, 0.8000 0.5400, 0.7500, 0.9200 0.5200, 0.7400, 0.9300 0.4200, 0.6900, 0.9900 0.5200, 0.7400, 0.9400

S12 0.5200, 0.7400, 0.9400 0.3800, 0.6000, 0.8000 0.5400, 0.7500, 0.9200 0.5200, 0.7400, 0.9300 0.4200, 0.6900, 0.9900

S13 0.3800, 0.6000, 0.8000 0.5200, 0.7400, 0.9400 0.5400, 0.7500, 0.9200 0.5200, 0.7400, 0.9200 0.2000, 0.4700, 0.7700

S21 0.3800, 0.6000, 0.8000 0.5400, 0.7500, 0.9200 0.5200, 0.7400, 0.9300 0.4200, 0.6900, 0.9900 0.5400, 0.7500, 0.9400

S22 0.5200, 0.7400, 0.9400 0.3800, 0.6000, 0.8000 0.5400, 0.7500, 0.9200 0.5200, 0.7400, 0.9300 0.4200, 0.6900, 0.9900

S23 0.3800, 0.6000, 0.8000 0.5200, 0.7400, 0.9400 0.5400, 0.7500, 0.9200 0.5200, 0.7400, 0.9200 0.2000, 0.4700, 0.7700

S24 0.3800, 0.6000, 0.8000 0.5400, 0.7500, 0.9200 0.5200, 0.7400, 0.9300 0.4200, 0.6900, 0.9900 0.5400, 0.7500, 0.9400

S31 0.5200, 0.7400, 0.9400 0.3800, 0.6000, 0.8000 0.5400, 0.7500, 0.9200 0.5200, 0.7400, 0.9300 0.4200, 0.6900, 0.9900

S32 0.3800, 0.6000, 0.8000 0.5200, 0.7400, 0.9400 0.5400, 0.7500, 0.9200 0.5200, 0.7400, 0.9200 0.2000, 0.4700, 0.7700

S33 0.3800, 0.6000, 0.8000 0.5400, 0.7500, 0.9200 0.5200, 0.7400, 0.9300 0.4200, 0.6900, 0.9900 0.5400, 0.7500, 0.9400

S41 0.5200, 0.7400, 0.9400 0.5400, 0.7500, 0.9200 0.3800, 0.6000, 0.8000 0.5400, 0.7500, 0.9200 0.5200, 0.7400, 0.9300

S42 0.3800, 0.6000, 0.8000 0.3500, 0.5800, 0.8100 0.5200, 0.7400, 0.9400 0.5400, 0.7500, 0.9200 0.5200, 0.7400, 0.9200

S43 0.5200, 0.7400, 0.9200 0.4600, 0.6700, 0.8600 0.3800, 0.6000, 0.8000 0.3500, 0.5800, 0.8100 0.4200, 0.6900, 0.9900

Table 14. The weighted normalized fuzzy-decision matrix.

T1 T2 T3 T4 T5

S11 0.00000, 0.00200, 0.00900 0.00200, 0.00700, 0.02200 0.00200, 0.00700, 0.02400 0.00100, 0.00500, 0.01800 0.00300, 0.01100, 0.03600

S12 0.00300, 0.01200, 0.04100 0.00000, 0.00200, 0.00900 0.00200, 0.00700, 0.02200 0.00200, 0.00700, 0.02400 0.00100, 0.00500, 0.01800

S13 0.00300, 0.01200, 0.04200 0.00300, 0.01200, 0.04100 0.00300, 0.01200, 0.04100 0.00500, 0.01600, 0.04800 0.00500, 0.01600, 0.04900

S21 0.00000, 0.00200, 0.00900 0.00200, 0.00700, 0.02200 0.00200, 0.00700, 0.02400 0.00100, 0.00500, 0.01800 0.00200, 0.00900, 0.03800

S22 0.00300, 0.01200, 0.04100 0.00000, 0.00200, 0.00900 0.00200, 0.00700, 0.02200 0.00200, 0.00700, 0.02400 0.00100, 0.00500, 0.01800

S23 0.00300, 0.01200, 0.04200 0.00300, 0.01200, 0.04100 0.00300, 0.01200, 0.04100 0.00500, 0.01600, 0.04800 0.00500, 0.01600, 0.04900

S24 0.00000, 0.00200, 0.00900 0.00000, 0.00200, 0.00900 0.00200, 0.00700, 0.02200 0.00200, 0.00700, 0.02400 0.00100, 0.00500, 0.01800

S31 0.00300, 0.01200, 0.04100 0.00300, 0.01200, 0.04100 0.00300, 0.01200, 0.04100 0.00500, 0.01600, 0.04800 0.00500, 0.01600, 0.04900

S32 0.00000, 0.00200, 0.00900 0.00000, 0.00200, 0.00900 0.00200, 0.00700, 0.02200 0.00200, 0.00700, 0.02400 0.00100, 0.00500, 0.01800

S33 0.00300, 0.01200, 0.04100 0.00300, 0.01200, 0.04100 0.00300, 0.01200, 0.04100 0.00500, 0.01600, 0.04800 0.00500, 0.01600, 0.04900

S41 0.00000, 0.00200, 0.00900 0.00200, 0.00700, 0.02200 0.00200, 0.00700, 0.02400 0.00100, 0.00500, 0.01800 0.00200, 0.00900, 0.03800

S42 0.00300, 0.01200, 0.04100 0.00300, 0.01200, 0.04100 0.00500, 0.01600, 0.04800 0.00500, 0.01600, 0.04900 0.00100, 0.00500, 0.01800

S43 0.00300, 0.01200, 0.04200 0.00300, 0.01200, 0.04200 0.00200, 0.01000, 0.03700 0.00200, 0.00900, 0.03800 0.00100, 0.00500, 0.01800

Table 15. The closeness coefficients for the aspired level among the different alternatives.

Alternatives d+i d−i Gap Degree of CC+i Satisfaction Degree of CC−i

Alternative 1 T1 0.0451540 0.0545250 0.6125450 0.38712741

Alternative 2 T2 0.0564570 0.0365260 0.3562560 0.64714356

Alternative 3 T3 0.0464570 0.0548740 0.5698570 0.44421424

Alternative 4 T4 0.0451270 0.0452450 0.5754820 0.43471445

Alternative 5 T5 0.0346570 0.0215470 0.5535680 0.45485126
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Figure 10. A graphical representation of the satisfaction degree of CC−i.

In this context, an evaluation of different electric vehicle alternatives was conducted
for the inclusion of fuzzy AHP in the fuzzy TOPSIS; i.e., two major MCDM techniques.
Although the proportional relevance of each aspect to the other can be expressed, the
intricacies of subjective judgments in the description of the challenge were taken into
consideration by fuzzy numbers. Ultimately, the suggested model was tested using a
statistical method showing how the highest efficient electric vehicle type was chosen. The
satisfaction degree (CC−i) of different alternatives was estimated as 0.38712741, 0.64714356,
0.44421424, 0.43471445, and 0.45485126 for T1, T2, T3, T4, and T5, respectively. As per the
findings shown in Figure 10, the second alternative (T2) was highly effective and proficient
among several other EV alternatives.

4.4. Comparison with the Classical AHP-TOPSIS Method

Whenever similar statistics are handled with different approaches, it produces con-
tradictory interpretations [29]. Researchers have employed one or more techniques to
check the correctness of anticipated methodology findings [30]. Therefore, in this study, we
employed the classical AHP-TOPSIS approach [31] to estimate the findings using another
approach and to check the effectiveness of consequences using fuzzy AHP-TOPSIS. The
procedure of accumulating and projecting relevant information in classical AHP-TOPSIS
is analogous to analyzing fuzzy AHP-TOPSIS without fuzzification. As a result, data
were used in their actual numerical format to evaluate the different EV performances
using traditional AHP-TOPSIS. Table 16 and Figure 11 show the differences in outcomes
between fuzzy and classical AHP-TOPSIS. The findings produced using the traditional
approach had a strong association with the ones produced using the fuzzy methodology.
The outcomes of the comparative analysis were not as varied and distinct from one another;
however, the precision of the findings varied. The correctness of the fuzzy-based method-
ology was higher and more accurate than that of the conventional methodology, as it was a
more powerful approach over the classical AHP-TOPSIS. The fuzzy-based AHP-TOPSIS
offered the capability of providing fuzzy set numbers for different parameters during the
evaluation process.
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Table 16. Comparison of the AHP-TOPSIS techniques.

Methods/Alternatives T1 T2 T3 T4 T5

Fuzzy AHP-TOPSIS 0.38712741 0.64714356 0.44421424 0.43471445 0.45485126
Classical AHP-TOPSIS 0.38547400 0.64528700 0.44542700 0.43654800 0.46358700

 

Figure 11. A graphical representation of the comparison of the AHP-TOPSIS techniques.

4.5. Sensitivity Analysis

The sensitivity evaluation was accomplished by altering the variables that influenced
the report’s correctness. During this statistical study, the sensitivity of the generated
weights (variables) was assessed [32]. Following this, 13 variables were used throughout
the analysis to evaluate sensitivity with the use of 13 experiments. The rate of satisfaction
(CC−i) was calculated for each trial by taking into account weight alterations within each
variable, whereas the weights of some other full variables were maintained constant by inte-
grating the fuzzy AHP-TOPSIS methodology. The actual weights obtained in this research
work are shown in the first row of Table 17. Alternative-2 (T2) had a significant satisfaction
degree (CCi), as per the research findings. Thirteen experiments were performed, ranging
from Experiment 1 to Experiment 13. In these 13 experiments, the obtained conclusions
revealed that alternative-2 (T2) still had a higher satisfaction degree (CCi). Alternative-1
(T1) also was the lowest-weighted alternative in every trial. The variability in outcome
suggested that alternative rankings were sensitive to weights. Table 17 and Figure 12 show
the projected consequences.
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Table 17. The sensitivity analysis.

Experiments Weights/Alternatives T1 T2 T3 T4 T5

Experiment-0 Original Weights

Sa
ti

sf
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eg

re
e

(C
C
−i

)

0.38712741 0.64714356 0.44421424 0.43471445 0.45485126

Experiment-1 S11 0.43576400 0.60004500 0.48962700 0.47718100 0.49393900

Experiment-2 S12 0.47776400 0.71004500 0.52912700 0.52018000 0.53493900

Experiment-3 S13 0.32806400 0.55804500 0.39112700 0.34048200 0.38563900

Experiment-4 S21 0.35976400 0.54044500 0.42412700 0.37798000 0.41803900

Experiment-5 S22 0.32916400 0.55554500 0.39612700 0.36368000 0.38383900

Experiment-6 S23 0.36076400 0.59104500 0.42712700 0.39817800 0.41783900

Experiment-7 S24 0.32916400 0.55554500 0.39612700 0.36368000 0.38383900

Experiment-8 S31 0.32916400 0.55554500 0.39612700 0.36368000 0.38383900

Experiment-9 S32 0.44446400 0.67604500 0.49912700 0.48167900 0.49743900

Experiment-10 S33 0.36076400 0.59104500 0.42712700 0.39817800 0.41783900

Experiment-11 S41 0.32916400 0.55554500 0.39612700 0.36368000 0.38383900

Experiment-12 S42 0.32176400 0.56004500 0.38362700 0.36018000 0.38293900

Experiment-13 S43 0.47816400 0.72654500 0.54062700 0.52768100 0.54343900

 

Figure 12. A graphical representation of the sensitivity analysis.

5. Conclusions

Although technological increases in worldwide transportation and society have en-
hanced life on this planet, they also have resulted in massive environmental devastation.
As a result, people are paying close attention to the environment and its long-term sustain-
ability. Renewable-power vehicles are one contributor to global challenges. BEVs have
a reasonable consumption and good power generation, as long as the overall weight is
not excessive. The vehicle weight depends on the number and capacity of the batteries
installed. As a result, light BEVs that travel short distances have the highest efficiencies.
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FCEV automobiles can store a greater amount of energy in comparison to their vehicle
weight, and fuel-cell recharging can be done more speedily. FCEVs are thus ideal for long-
distance travel and resources to create little interruption. The prospect of transportation
will play a significant role in energy in systems centered on the interchange of modes
of transportation, a future in which battery electric vehicles, as well as fuel-cell electric
vehicles, will be supportive instead of combative.
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26. Güngör, Z.; Serhadlıoğlu, G.; Kesen, S.E. A fuzzy AHP approach to personnel selection problem. Appl. Soft Comput. 2009, 9,

641–646. [CrossRef]
27. Alosaimi, W.; Ansari, T.J.; Alharbi, A.; Alyami, H.; Seh, A.; Pandey, A.; Agrawal, A.; Khan, R. Evaluating the Impact of Different

Symmetrical Models of Ambient Assisted Living Systems. Symmetry 2021, 13, 450. [CrossRef]
28. Ansari, T.J.; Al-Zahrani, F.A.; Pandey, D.; Agrawal, A. A fuzzy TOPSIS based analysis toward selection of effective security

requirements engineering approach for trustworthy healthcare software development. BMC Med. Inform. Decis. Mak. 2020, 20,
1–13. [CrossRef]

29. Kumar, R.; Alenezi, M.; Ansari, M.T.J.; Gupta, B.; Agrawal, A.; Khan, R. Evaluating the Impact of Malware Analysis Techniques
for Securing Web Applications through a Decision-Making Framework under Fuzzy Environment. Int. J. Intell. Eng. Syst. 2020,
13, 94–109. [CrossRef]

30. Attaallah, A.; Ahmad, M.; Ansari, T.J.; Pandey, A.K.; Kumar, R.; Khan, R.A. Device Security Assessment of Internet of Healthcare
Things. Intell. Autom. Soft Comput. 2021, 27, 593–603. [CrossRef]

31. Kumar, R.; Ansari, M.T.J.; Baz, A.; Alhakami, H.; Agrawal, A.; Khan, R.A. A Multi-Perspective Benchmarking Framework for
Estimating Usable-Security of Hospital Management System Software Based on Fuzzy Logic, ANP and TOPSIS Methods. KSII
Trans. Internet Inf. Syst. 2021, 15, 240–263.

32. Zarour, M.; Ansari, T.J.; Alenezi, M.; Sarkar, A.K.; Faizan, M.; Agrawal, A.; Kumar, R.; Khan, R.A. Evaluating the Impact of
Blockchain Models for Secure and Trustworthy Electronic Healthcare Records. IEEE Access 2020, 8, 157959–157973. [CrossRef]

33. Viola, F. Electric Vehicles and Psychology. Sustainability 2021, 13, 719. [CrossRef]
34. Zadeh, L.A. Fuzzy sets as a basis for a theory of possibility. Fuzzy Sets Syst. 1978, 1, 3–28. [CrossRef]
35. Klir, G.J. From Classical Mathematics to Fuzzy Mathematics: Emergence of a New Paradigm for Theoretical Science. In Fuzzy

Logic in Chemistry; Elsevier: Amsterdam, The Netherlands, 1997; pp. 31–63.

369





energies

Article

Quasi-Static Research of ATV/UTV Non-Pneumatic Tires
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Abstract: The non-pneumatic tire (NPT) is a type of wheel whichdevelopment is related to the
beginning of automotive development. The non-pneumatic tire (NPT) is a type of tire that does not
contain compressed gases or fluid to provide directional control and traction. Nowadays, this type of
wheel is more and more often used in special purpose vehicles, e.g., in military vehicles and working
machines. The main feature of the non-pneumatic tire is a flexible support structure (including
the part of the wheel between the tread and the rim). This paper presents the results of research
aimed at determining the influence of the geometry of the NPT’s (intended for All-Terrain Vehicle–
ATV/Utility Task Vehicle–UTV) load-bearing structure on its quasi-static directional characteristics.
The experimental tests included the determination of the radial stiffness of research objects on a
non-deformable flat surface and on a single obstacle, as well as the determination of the degree of
deformation for the elastic structure and belt. The significant influence of the elastic structure’s shape
and the elastomer, as the material forming the NPT, on its radial stiffness was revealed.

Keywords: non-pneumatic tire; airless tire; radial stiffness; spoke deformation

1. Introduction

The non-pneumatic tire’s (NPT) characteristic feature is the transfer of directional
forces of the vehicle to the ground without the need to keep gas or fluid inside under a
certain pressure [1]. The obvious advantage of NPT is its resistance to going flat, which is
typical for pneumatic tires and often leads to the accelerated necessity of their replacement
and their troublesome utilization. [2].

Most current NPTs consist of the following main elements [3–6]: the rim, the support-
ing structure, and the tread. The NPT tread and rim perform the same functions as they do
in a standard pneumatic tire. The supporting structure consists of a shear beam (band) and
a flexible structure. The main task of the NPT shear beam is to copy the compressed air
properties of a pneumatic tire [3]. In papers modelling the NPT, the shear beam is made
of layers of inextensible material between which a core is located [7]. An elastomer (solid
core) or a specific structure with a defined geometry can be used as the core. The type
of core applied will have an impact on the forming of unit pressures. The solid core is
characterized by a more even distribution of pressure in the contact area, while the defined
geometry causes their accumulation at the points of core connection with the tread [8].

The task of flexible structure is to connect the wheel rim with the tread (being one
part with the shear beam). The flexible structure can be made as single spokes [3,9] or with
a cellular structure, e.g., hexagonal structure [10]. The transfer of normal and tangential
forces (longitudinal and lateral) of the NPT in the contact area with the ground is carried
out mainly by selecting the geometry of the wheel structure and the materials that form it
(mainly elastomers). The type of applied structure determines the load transfer mechanism
and affects the value of the displacements of the wheel center in relation to its outer shell
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under the action of the load with normal and tangential force. For example, loading with a
normal force on an NPT with single spokes will cause them to buckle in the part located
under the wheel axle and stress the spokes above the axle. This NPT design leads to
the main part of the load being transferred by the spokes above the wheel axis [3], and
the increase in the spoke curvature results in greater vertical displacements of the wheel
center [11,12]. On the other hand, when the flexible NPT load-bearing structure has a
cellular structure, the greater load is transferred to the lower part of the wheel [13].

Quasi-static research allows for the assessment of basic tire properties and precise
observation of the NPT supporting structure deformation. Radial characteristics, i.e., the
dependence of the radial load as a function of deflection, which provides information about
the stiffness of the tire and, as a result, determines the smoothness of driving, derives from
the cooperation of the wheel with the road surface, rolling resistance, and the state of load
transferred to elements of the vehicle suspension [14,15].

The research presented in this paper is aimed at analyzing the deformation state of an
NPT’s supporting structure (with different designs and shapes) as a function of the radial
load. The conducted research were aimed at comparing the elastic properties (in the radial
direction) of NPTs with pneumatic tires. At this stage of the research, attention was focused
on the comparison of the radial stiffness characteristics, which essentially determine the
level of dynamic loads transferred in the ground–wheel–body system of the vehicle. The
obtained research results will be used for simulation tests of a multi-body vehicle model.

The “objects, conditions and methodology of research” presents basic information
about the tires selected for research. The tires (pneumatic and NPTs) are called research
objects later in this article. The method of load selection and the type of ground, which are
the test conditions, was presented. The methodology of determining the midline for the
hysteresis loop is described, which was recorded during tests. The areas of the tire selected
for static tests are presented.

The results of quasi-static tests aimed at determining the radial elasticity are presented
in “results”. The characteristics of the center line of the test objects were compared for a
specific load range (three different normal loads) and different surfaces (flat rigid surface,
single triangular obstacle). The analysis of the radial stiffness of the wheel as a function of
the load is presented.

In the “discussion”, the test results are analyzed and the deformation of the elastic
structure under the wheel axis is compared. The areas of further research are presented.

2. Objects, Conditions and Methodology of Research

Two NPTs and one pneumatic tire for all-terrain vehicles (ATV) or utility terrain
vehicles (UTV) were selected for the research:

• NPT_1 (non-pneumatic tire nr 1)—the flexible part of the support structure consists of
24 pairs of spokes;

• NPT_2 (non-pneumatic tire nr 2)—equipped with a cellular (hexagonal) flexible cell
as a part of the supporting structure;

• PT (pneumatic tire)—diagonal tire with six ply carcass.

Basic information about the research objects is presented in Table 1. The choice of
test conditions was guided by the destination use of the wheels and the range of normal
load variability resulting there from FZ. The range of the research was established on the
basis of observation of changes in normal reactions under the wheels in the tests of an ATV
vehicle weighing 460 kg. These tests were carried out in the variant vehicle without and
with an additional load of approx. 103 kg, on horizontal ground and on inclined ground
at an angle of 15◦. On the basis of these measurements, the following test conditions
were established: 1000 N, 2000 N, and 3000 N, with two operational inflation pressures of
300 kPa and 400 kPa selected for the PT.
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Table 1. Basic information of research objects [16–19].

Research Object
Manufacturer’s

Designation
Overall

Diameter (mm)
Width (mm)

Maximum
Speed (km/h)

NPT_1 26x9N14 NHS 660.4 228.6 80.5

NPT_2 NPT 26X8.00-14
NHS 673.1 203.2 40.2 1

PT AT 26x8-14 660.4 203.2 140.0
1 manufacturer’s guidelines for recommended maximum wheel speed.

The determination of the radial characteristics was carried out for two variants of non-
deformable surfaces: flat and with a triangular obstacle. The dimensions of the selected
obstacle (Figure 1) reflect the rough road with single roughness (small terrain obstacles).

 

Figure 1. Triangular obstacle used in the wheel radial characterization research.

Determination of the radial stiffness characteristics included simultaneous registration
of the normal load acting in the wheel axis and the deflection of the structure of the test
object. In accordance with the adopted methodology, the load was increased to a value of
125% of the adopted normal load range and then unloaded. The own methodology [20]
was used during the tests, which was developed on the basis of domestic and foreign
standards for static tire research and on the basis of many years of authors’ experience,
also in cooperation with tire manufacturers. An example of the radial characteristic along
with the direction of load changes is shown in Figure 2, where FZ refers to normal load
and zW refers to vertical displacement of the wheel axis. On the basis of the obtained
hysteresis loop, the course of the midline was determined, which was described by a
fifth-order polynomial. Then, based on the course of the tangent to the center line at the
point corresponding to 25%, 50%, 75%, and 100% of the assumed normal load, the value of
the radial stiffness coefficient was calculated (Figure 2) [21]

kZ = tgαX (1)

where:

• kZ—radial stiffness coefficient,
• αX—the angle between the tangent line to the centerline and a horizontal line with the

common point of intersection corresponding to the specified load.

Quasi-static wheels tests were carried out on the universal station for tire research
shown in the Figure 3 (a detailed description of the station’s capabilities is presented in [22]).
Strain gauges placed under the measuring trolley platform are used to measure normal
force. The accuracy of the normal force measurement is +/− 1N. An LVDT sensor with an
accuracy of +/− 0.1 mm is used to measure the vertical displacement of the wheel axis.
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Figure 2. Graphical representation of the course of the center line (dashed line) and determination of
the value of the radial stiffness coefficient (tan of the angle α) on the basis of the measured radial
stiffness characteristic (solid line).

  
(a) (b) 

Figure 3. Universal station for tire research. (a) general view, (b) NPT_1 during research.

Before starting the research, four evenly distributed points were selected around
the perimeter of each object (which were the centers of contact of the test objects with
the ground) positioned directly under the wheel axis and, additionally, at the top of the
obstacle. Choosing the above-mentioned points, different arrangements of the spokes/cell
arms of the elastic part of the NPT and projections of the tread pattern with respect to the
center of contact with the ground were taken into account (Figure 4). The research under
given conditions was repeated four times at each of these points.

Apart from measuring the normal force and vertical displacement of the wheel axis,
the deformation of the elastic structure and shear beam were also recorded. Reference
points were deposited on the mentioned elements (Figures 4 and 5). These points were
used in the analysis of the video material using the TEMA Automotive software. After the
video image was calibrated, the positions of the reference points before loading and for
the maximum value of the applied normal load were determined. An example of the use
of TEMA Automotive software is shown in Figure 5 (the right figure shows the points for
displacement analysis).
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Figure 4. Cross-sections of the research objects in which the measurements of the radial characteristic
were carried out (from the top in the lines NPT_1, NPT_2, and PT, respectively).

Figure 5. Summary of NPT_1 wheel images unloaded and loaded (image on the left), and preparation
of reference points for the displacements analysis in the TEMA Automotive software (image on
the right).

Unfortunately, due to the limitations of the universal station, the deformation analysis
of the NPT’s elastic structure covered the NPT’s part between their axis and contact area.

3. Results

Figure 6 shows the hysteresis loop obtained in the research. The results for a normal
load of 1000 N, 2000 N, and 3000 N were shown by continuous, dashed, and dotted lines,
respectively. Different color lines were used on the same figure to distinguish the type of
ground (flat, triangular obstacle). Moreover, in order to facilitate the analysis and improve
readability, results were included in the same range of changes in the vertical displacement
of the wheel axis and normal operating force.
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(a) NPT_1 (b) NPT_2 

 
(c) PT (300 kPa) (d) PT (400 kPa) 

Figure 6. Radial characteristic of research object on flat surface and triangular obstacle.

The first stage of analysis included determining the center lines and determining the
stiffness coefficient of the research object depending on the adopted range of vertical load.
The results are shown in Figure 7, and the estimated numerical values of the radial stiffness
coefficients are summarized in Tables 2 and 3 (for a flat surface and a triangular obstacle,
respectively) and in Figure 8 (maintaining the method of markings in Figure 6).

   
(a) flat surface (1000 N) (b) flat surface (2000 N) (c) flat surface (3000 N) 

Figure 7. Cont.
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(d) triangular obstacle (1000 N)  (e) triangular obstacle (2000 N) (f) triangular obstacle (3000 N) 

Figure 7. Radial stiffness characteristics of research objects.

Table 2. Values of research objects radial stiffness on the flat surface.

Normal Load
[N]

Radial Stiffness [N/m]

NPT_1 NPT_2 PT (300 kPa) PT (400 kPa)

1000

25% 174,020 ± 7931 263,300 ± 10,695 130,349 ± 4688 142,043 ± 7133
50% 201,423 ± 8331 316,383 ± 6578 168,680 ± 6823 160,095 ± 2574
75% 198,265 ± 1615 345,044 ± 7132 196,030 ± 8950 188,368 ± 7584
100% 191,715 ± 7190 359,262 ± 11,025 226,086 ± 7589 229,055 ± 12,808

2000

25% 163,057 ± 443 227,906 ± 5721 150,828 ± 1443 164,374 ± 4341
50% 155,139 ± 204 270,951 ± 3921 196,501 ± 1392 216,262 ± 5222
75% 148,790 ± 585 294,827 ± 5247 232,173 ± 2119 262,497 ± 3834
100% 167,393 ±779 327,271 ± 5197 262,113 ± 4491 297,057 ± 6691

3000

25% 152,467 ± 2396 197,401 ± 4735 177,592 ± 2141 188,518 ± 8556
50% 137,698 ± 921 219,405 ± 4601 215,389 ± 1339 239,282 ± 8387
75% 139,993 ± 2570 225,558 ± 2562 240,071 ± 3890 275,726 ± 6260
100% 179,758 ± 2990 246,176 ± 7376 266,583 ± 4918 312,840 ± 1349

Table 3. Values of research objects radial stiffness on the triangular obstacle.

Normal load
[N]

Radial Stiffness [N/m]

NPT_1 NPT_2 PT (300 kPa) PT (400 kPa)

1000

25% 93,326 ± 4474 73,212 ± 2644 62,836 ± 1409 65,545 ± 1593
50% 91,481 ± 2039 98,165 ± 4029 81,851 ± 510 85,582 ± 902
75% 111,877 ± 2801 148,508 ± 4109 98,898 ± 835 108,407 ± 1491
100% 136,669 ± 3306 199,816 ± 9375 112,608 ± 2927 132,467 ± 4103

2000

25% 85,490 ± 3816 92,798 ± 3733 77,080 ± 253 85,426 ± 796
50% 102,796 ± 1363 124,472 ± 4960 96,945 ± 903 113,298 ± 369
75% 107,363 ± 987 145,738 ± 6690 103,057 ± 1313 125,631 ± 1781

100% 111,697 ± 1863 169,508 ± 3907 116,728 ± 1072 140,195 ± 848

3000

25% 92,915 ± 2061 100,941 ± 3931 88,268 ± 1568 101,523 ± 623
50% 98,760 ± 1196 105,916 ± 4786 110,533 ± 2477 126,068 ± 271
75% 98,535 ± 494 121,795 ± 5610 145,009 ± 8305 147,586 ± 2164

100% 113,349 ± 1250 153,718 ± 3901 199,243 ± 9681 194,120 ± 3578
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(a) NPT_1 (b) NPT_2 

 

 

 
(c) PT (300 kPa) (d) PT (400 kPa) 

Figure 8. Comparison of research objects radial stiffness on a flat surface and a triangular obstacle.

Figures 9 and 10 show the deformation of the elastic structure and shear beam of the
NPTs. The dots correspond to the points marked on the observed parts of the research
objects, and the colors distinguish different features: a rigid rim (red line), supporting
structure (blue line—no load, yellow line—under load), and shear beam (gray line—no
load, green line—under load). The displacements are given in the X–Y coordinates, and
the non-deformable rim of the NPTs was taken as the reference line.

  
(a) flat ground—1000 N (b) flat ground—2000 N (c) flat ground—3000 N 

Figure 9. Cont.
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(d) triangular obstacle—1000 N (e) triangular obstacle—2000 N (f) triangular obstacle—3000 N

Figure 9. Deformation of the NPT_1 elastic structure between the wheel axis and different type of surface.

   
(a) flat ground—1000 N (b) flat ground—3000 N (c) flat ground—3000 N 

   
(d) triangular obstacle—1000 N (e) triangular obstacle—2000 N (f) triangular obstacle—3000 N 

 
Figure 10. Deformation of the NPT_2 elastic structure between the wheel axis and different type of surface.
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4. Discussion

Due to a different load transfer mechanism and differences in structure, the obtained
results were analyzed in terms of similarities and differences.

The course of the radial elasticity characteristics of the tested wheels, shown in
Figure 6, is similar. For each of the values of the assumed normal loads, the range of
the corresponding vertical displacements of the wheel axis is similar. The influence of a
triangular obstacle always increases the vertical deformation of wheels.

On a flat surface, the pneumatic tire, regardless of the inflation pressure value, showed
similar hysteresis loop of the radial characteristics. For a load of 1000 N, this may be due to
the fact that, for such a low load, the deformation element is the tread blocks. A similar
phenomenon was observed for the NPT_1 and NPT_2, where similar hysteresis loops were
obtained. For a load of 2000 N, the course of the NPT_1 hysteresis loop is similar to a
pneumatic tire with an inflation pressure of 400 kPa (at load equal to 3000 N, the similarity
was for the NPT_2 hysteresis loop).

It can also be seen that with increasing load, the hysteresis loop course recorded for
the pneumatic tire coincide, while those determined for NPT are of a different character.
As the maximum load of NPTs increased during the research, more sloping hysteresis
loops were obtained. This phenomenon is intensified for both NPTs in the case of their
interaction with the triangular obstacle and corresponds to the process of reducing rubber
stresses under the influence of increasing deformation in subsequent measurement cycles.

The recorded hysteresis loops did not change their course until the load was increased
to the next range. After the load change, the course was again fixed in the new position.
This is due to the Mullins effect, which causes a change in mechanical properties under the
influence of deformation and is characteristic of rubber and rubber-like materials [23–26].
This indicates that the differences in the determined hysteresis loop courses, apart from
the design factor resulting from the structure of the elastic structure, are also influenced by
the material (elastomer) from which it was made. This material is definitely significantly
different in both considered NPTs.

Other differences are also visible. On flat ground and on the triangular obstacle, a
pneumatic tire has a progressive characteristic (Figure 8c,d). Under the influence of a
normal load of 1000 N, the highest values of the wheel axle displacement were recorded for
the pneumatic tire compared to other test objects in this research set. In the case of NPTs,
smaller displacements may be related to the resistance of the load-bearing structure to its
deformation. Under the influence of the applied load of 2000 N and 3000 N for NPT_1 on
a flat surface, the largest displacements among all research objects were recorded, which
is confirmed by the stiffness comparison with Figure 8. Regardless of the ground type,
NPT_1 is characterized by small variability of the radial stiffness value (except for the first
set of loading Figure 8a). This may be related to the smooth “switching on” of consecutive
spokes located above the axle to load carrying.

On flat ground, NPT_2 is characterized by significantly higher stiffness compared to
other test objects (Figure 8b). This may be related to a different load transfer mechanism and
the resistance of the supporting structure located between the axle and the ground surface,
as well as the composite material (elastomer) applied. This is confirmed by the largest
differences in the stiffness values for individual load sets, where a significant decrease in
the NPT_2 stiffness was observed during increased load range (on both types of ground).

An important reason for the differences in the course of the radial stiffness as a function
of the deflection of the NPTs is the design of their supporting (flexible) structure. A detailed
analysis of the deformation of its spokes (Figure 9) under the NPT_1 axis indicates that
they buckle. This type of deformation is not accidental and results mainly from the spoke
curvature determined at the modeling stage. It is also worth noting that the first two points
at each end of the spoke move mainly in the vertical plane, i.e., they do not change their
position in relation to rigid rim and stiff shear beam.

Figure 10 shows the behavior of the NPT_2 supporting structure on flat ground (a, b,
c) and against a triangular obstacle (d, e, f). The structure between the wheel axis and the
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ground carries loads that cause compression of its components. This is especially noticeable
on the shorter section of hexagonal cells (along the Y = 0 coordinate). As a result, NPT_2
experiences less deformation on flat ground and a triangular obstacle compared to NPT_1.
This property affects the size of the hysteresis loop and the radial stiffness of NPT. It was
noticed that, as in the case of NPT_1, the arms of the NPT_2 hexagonal cells in the part of
contact with the rim and the band are also only slightly deformed.

During analysis, attention was also paid to the energy values (hysteresis loop area),
which is dissipated at the deformation of the research objects. However, no results were
obtained that could be unequivocally associated with the structure of the NPTs support
structure and compared with a pneumatic tire. An obstacle for this analysis is that there are
a large number of factors that may co-determine the amount of hysteresis loop; these will
be taken into account during further wheel tests. For example, a pneumatic tire has large,
sparsely spaced tread blocks that can affect the determined amount of energy losses; high
hysteresis losses with loads of up to 1000 N are primarily related to the internal friction
of the compressed tread blocks. NPT_2 energy dissipation is probably mainly related to
the shaping of the elastic structure and deformation of the part of the wheel located under
the axis of its rotation, i.e., tread, shear beam, and spokes. The smallest energy losses were
determined for NPT_1, whose spokes in the lower part were buckled (which practically
did not affect the energy losses) and the stress in the upper part [3,12]. Lower values of
hysteresis losses were also recorded in the research with an obstacle, which may be due to
the fact that the research objects interacted only with the top of the obstacle, the remaining
part of the tread area of the pneumatic tire, or the band of the NPTs that had no contact
with the ground.

The conducted research and analysis and the revealed doubts have shown how
complex NPTs are. The above will be used to formulate the scope of further work aimed at
identifying NPTS properties, including:

1. determining the causes of such a different course of changes in the radial stiffness of
these NPTs by extending the observation of deformations of the elastic structure by
the area above the wheel axis and making an attempt to identify the details of the
elastic and supporting structure and the materials from which they are made;

2. carrying out research while wheels are rolling, with simultaneous observation of
temperature distribution and measurement of rolling resistance coefficient and forces
occurring in the contact area;

3. checking the influence of the supporting structure on other parameters of the tire,
such as longitudinal, lateral, and cornering stiffness;

4. assessing inclination tire angle dependency on the hysteresis behavior and the tem-
perature influence on the overall NPTS dynamic behavior.

All the above-mentioned actions will provide greater credibility in reporting the
properties of the NPTs and can be used, for example, in modeling the motion of the vehicle,
including its energy consumption.

The authors of this work are currently conducting research in the scopes indicated
above. Their results will be presented in subsequent publications.
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Abstract: The subject of this article is the design of a nonstandard steering system in cars. The applied
methodology takes into account universal design, ensuring the greatest possible adaptation of the
steering system to potential users, and at the same time, thanks to the specific nature of the designed
steering device, it also assumes a special approach allowing for individual adjustment of the steering
system to the needs and limitations of drivers with lower-limb disabilities. It is implemented through
the “custom design” methodology. This article presents the impact of the design features of the
multifunction steering wheel on the correctness of driving, as well as the level of load on selected
muscles of the upper limbs responsible for operating the steering wheel. The tests were carried out
on a dynamic simulator of a motor vehicle using the electromyography (EMG) technique, which
enables the measurement of muscle load. A systemic approach to training and verifying the skills of
drivers using new HMI solutions is proposed.

Keywords: vehicle safety; driving simulator tests; steering system; EMG; universal design; cus-
tom design

1. Introduction

The driver-operated steering system is the basic equipment of the modern car and
will remain so for a long time, despite the introduction of autonomous vehicle technology.
According to the SAE classification (level of steering automation [1]), from L1 to L3 or
even partially L4, the steering system will remain an element used by drivers. Persons
with reduced mobility require a special adjustment of this system to the individual char-
acteristics of their disability. This adjustment often requires additional, very expensive
mechanical systems, thus cannot be considered for mass production. In addition, adjusting
the parameters of the steering system to the individual characteristics of a fully able-bodied
driver in modern cars is very limited and comes down to the tilt of the steering wheel
or, by adjusting the seat, to changing the driver’s distance from the steering wheel. The
approach presented by the authors is based on universal design but complemented with
additional individual adjustment of the steering system to specific users. The definition of
“universal design” is included in the Convention on the Rights of Persons with Disabili-
ties [2]: “Universal design” means the design of products, environments, programs, and
services to be usable by all people, to the greatest extent possible, without the need for
adaptation or specialized design. “Universal design” shall not exclude assistive devices for
particular groups of persons with disabilities where this is needed. This additional help is
implemented using the “custom design” methodology. If something is custom designed,
it is made according to someone’s special requirements. This approach also applies to
people with special needs who, depending on their limitations, have individual needs,
the fulfilment of which ensures their greater independence and the ability to function
in society.

A detailed analysis of the division into a group of able-bodied and disabled people
does not give a clear answer as to the border between these groups. This border is blurred.
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Do we, for example, include the elderly with a number of age-related ailments in the
group of disabled or nondisabled people? Failure to answer this question requires a special
approach to the design of control devices used in vehicles. Speaking about universal design
of the steering system, the authors require one basic condition to be met at the beginning,
namely equipping the vehicle with a “steer by wire” system, i.e., the one that does not
have a mechanical position between the steering wheel and the steering system [3]. The
“steer by wire” technology was initially introduced in aviation (in particular when piloting
large passenger jets), due to the high physical effort required from pilots using classic
solutions of control devices. In the automotive industry, according to the authors, it is an
indispensable solution in the universal design methodology. The elements of the steering
system that should be subject to universal design and elements that should be additionally
adapted to the individual characteristics of the driver with the use of “custom design”
are defined below. They are divided into parametric and structural factors. In addition
to classic adjustments (e.g., tilting the steering wheel, adjusting the driver’s position in
relation to the steering system by changing the position of the seat), the following can
be mentioned:

(a) Parametric factors

• Gear ratio of the steering system:

i =
α angle o f the steering wheel

β steering angle o f the car wheels
(1)

• The resistance of the steering element (steering wheel or, e.g., joystick lever)
during the maneuver (so-called “force feedback” [4]).

• The parameters of the damping filter, e.g., vibrations of the driver’s hands.
• Geometric dimensions of the steering element.

(b) Structural factors

• Constructional solution for the steering system (steering wheel, multifunction
steering wheel, joystick, sensor) for cooperation with bionic systems (e.g., bionic
prosthesis after limb amputation).

The abovementioned systems must be consistent in the IT sense, e.g., integrated in the
CAN bus. The steering system control calculations in the “steer by wire” technology should
be performed by the host computer. The cost of adjusting the parametric and structural
factors is relatively low. The question arises of how to verify the correct functioning of
individual factors, and how to take into account the preferences of drivers. Correctness
is understood as safety and comfort (as defined by drivers) in performing individual
maneuvers. In the article, the authors do not analyze the problem of the reliability of
operation of individual systems. It is a separate problem playing an important role in the
“steer by wire” solutions, in particular in the automotive industry [5]. A separate problem,
discussed in the article, is the training of drivers and verification of their skills. The article
proposes a methodology for evaluating the functionality of new solutions consisting, inter
alia, in:

• Use of dynamic vehicle simulators for conducting research.
• Analysis of the correctness of performing maneuvers.
• Performing an EMG measurement (surface electromyography) to analyze muscle

activity and possible fatigue).
• Drivers’ surveys.

The implementation of automated driving as well as of new interface solutions requires
adequate training and, before that, an appropriate choice adequate to the driver’s needs.
A consequence of the changes in interface design will be the need for a selection and
certification procedure for new equipment. The increasing level of automation in transport
also foresees additional training for drivers to verify their, sometimes completely new,
skills necessary when using nonstandard solutions. The authors propose their vision of
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a procedure for implementing new steering system designs, which defines the necessary
conditions that must be met before a given solution is implemented in individual vehicles.

2. Materials and Methods

The main aim of the experiment was an attempt to introduce correctness measures for
maneuvers performed with the use of a multifunction steering wheel and to propose an
evaluation of the biomechanical factors of the driver through the use of the electromyogra-
phy (EMG) [6] measurement. The tests were carried out in a dynamic physical simulator
by Aerospace Industries (Figure 1). Partial results of these studies have been published in
previous papers [7–9].

Figure 1. Car driving simulator of ETC PZL Aerospace Industries. Source: ETC PZL [10].

The description of the experiment conducted by the authors includes:

• Research sample.
• Research object.
• Research methodology.
• Assessment of the functionality of the steering wheel.

2.1. Research Sample

At this stage of the research, the group of participants in the experiment was limited
to able-bodied drivers. The participation of disabled drivers required the adaptation of
the dynamic simulator to enable the driver’s cabin on a wheelchair to enter and exit the
simulator. The study of this group of people is planned in the next stage. The research
group consisted of 30 men aged 20–23. All drivers had a driving license. The second
important limitation was the assumed number of test runs. Each driver performed two
road tests, driving the vehicle using three steering wheels consecutively. In each test, the
driver made three runs: with the classic steering system, and the ECO steering wheel with
two gear ratios. In order to simplify the descriptions, in the tests in question, the following
symbols were introduced: NOR (max rotation ±720◦) standard steering wheel, ECO 180
steering wheel, for which the max rotation was ± 180◦, and ECO 120, for which the max
rotation was ±120◦. The maximum turn of each steering wheel corresponded to a steering
angle of the front wheels of ±35◦. The participants of the experiment did not constitute a
representative sample for adult Polish citizens. It was a rather simple sample. With such
a small sample, striving for a high “representativeness” of the sample would be even a
methodological error. The dispersion of the results would probably render the obtained
results worthless (they would be characterized by a very large dispersion).

2.2. Research Object

The tests were carried out in a simulator but were related to a specific vehicle solution.
The mentioned solution is an “eco-car” developed under the [11] project (this car is shown
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in Figure 2a). The design of the vehicle was based on the principles of universal design, i.e.,
it was assumed that it will be an electric vehicle intended for rental by drivers of various
abilities, including drivers using active (hand-powered) wheelchairs. The implementation
of the universal design postulated required the design of a number of solutions ensuring
the required functionality of the eco-car, such as:

• Lowered car floor/air suspension.
• Front seat folding and sliding system.
• Active wheelchair fixing system in the case of a driver with reduced mobility.
• Handles facilitating entry of the wheelchair from the side.
• Fold-out side steps to facilitate the entry of the wheelchair.
• Driver interface–remote control + touch screen + multifunction steering wheel.
• Adjustable control panel/with steering wheel and driver interface/–horizontal and

vertical adjustment.

Figure 2. (a) Eco-car created within the [11] project, (b) multifunctional steering wheel the car is
equipped with, (c) tested steering wheel installed in the simulator.

The car tested in the simulator was equipped with a designed multifunction steering
wheel (see Figure 2b) to test its functionality. The versatility of the multifunctional steering
wheel consists of the fact that, although it is aimed to be used by people with limited or
complete lack of lower mobility, it does not exclude the possibility of steering the vehicle
by able-bodied people. The tested eco-steering prototype is characterized by the fact
that the main steering activities are performed only through the upper limbs, which is
possible thanks to the steer-by-wire system of the designed eco-car. Two additional rings
(hereinafter the “O-rings”) that the steering wheel is equipped with are used for braking
(smaller ring) and acceleration/maintaining a constant speed (larger ring). The orange
color of both O-rings allows for their faster identification during use. In the case of this
solution, the angle of rotation of the steering wheel was limited. People with paresis of
the lower limbs often also have manual limitations of the upper limbs, in particular the
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hands, so in their case, limiting the range of steering wheel rotation may facilitate steering.
Taking this into account, the steering gear ratio has been programmatically limited to a
rotation angle of 180 or 120 degrees per full turn of the car’s front wheels. In addition to
O-rings, the steering wheel is equipped with function buttons located on its rim, which are
operated without taking hands off the steering wheel. The vehicle with the said steering
wheel was recreated in a dynamic simulator of motor vehicles.

2.3. Research Methodology
2.3.1. Simulator Research

The simulator tests concerned the analysis of two cases: the “route” type ride, shown
in Figure 3a [7], and the “slalom” type ride, shown in Figure 3b [8].

Figure 3. (a) “Route” type adapted from [7], (b) “slalom” type adapted from [8].

The “route” type ride consisted of straight sections connected by a circular curve
(Figure 3a). The recording of the experiment began after reaching the speed of 50 km/h.
In the second straight section, the driver had to maneuver around the obstacle (typical
for the “moose” test). The “slalom” ride required a simultaneous change in speed and
direction of driving, as shown in Figure 3b. In the first case, the driver’s task was to
follow the centerline of the lane; in the second, to follow the reference space-time line, i.e.,
the driver had to change speed in line with the reference space–time line (this required
intensive use of acceleration and braking O-rings). Each of the tested drivers performed
four runs: one training run and three runs with a steering wheel of the NOR type (the
gear ratio in a typical car: two and a half turns of the steering wheel correspond to a turn
of the wheels by approx. ±35 degrees), one with an ECO 180 steering wheel (the ratio
of 180 degrees of the steering wheel rotation corresponds to approx. ±35 degrees of the
wheels rotation), and the ECO 120 steering wheel (the ratio of 120 degrees of steering wheel
rotation–approx. ±35 degrees of the wheels’ rotation). The influence of the gear ratio on
the “driving accuracy” was analyzed. The simulator screen is shown in Figure 4.
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Figure 4. Simulator screen image: reference trajectory.

Defining the driving evaluation criteria was essential. Three criteria (measures) were used
here: the first: the technical one, the second: the biomedical nature one based on the EMG
measurement, and the third: based on the assessment of the experiment participants’ survey.

The measurements for a maneuver’s correctness were:

• Mean square deviations from the lane centerline (in relation to time or distance)

RMS1 =

(
1
T

∫ T

0
s2(t)dt

)1/2

or RMS2 =

(
1
Λ

∫ Λ

0
s2(λ)dλ

)1/2

(2)

where T is the duration of the experiment, 5000 (s); Λ is route length; s is deviation from
the lane centerline measured along the normal to the curve.

• Mean square deviations of the speed from the reference speed

RMS =

(
1
T

∫ T

0
deltaV2(t)dt

)
1/2 (3)

where T is the duration of the experiment, 5000 (s); deltaV is deviation from the set speed.
The EMG analysis procedure was based on the signal obtained as a result of the

applied surface electromyography.

2.3.2. Upper Limb Muscle Load Tests (EMG)

Noraxon [12] apparatus was used to measure the electromyography signal. The EMG
signal was recorded with the use of surface electrodes. This signal, which gives a picture
of muscle activity, is strongly dependent on internal (individual factors) and external [13]
factors. So, it is not a signal with constant parameters (such as body temperature). Internal
factors include conduction velocity of muscle fibers, thickness of the subcutaneous layer
(fat content), and the proportions of a specific type of muscle fibers. External factors are
related to the type of measuring electrodes used and the electrical resistance between
the electrode and the skin. Moreover, the EMG signal depends on the geometric factors
influencing the change in the length of the muscle (here: resulting from the change of body
position and the technique of driving on the tested device). Among the factors influencing
the EMG signal, the physical activity of the tested persons should also be specified. The
analysis of the results of the experimental tests was carried out based on the most frequently
used parameters of the EMG signal. These parameters are determined with respect to
time (RMS amplitude) and frequency (MPF average frequency, determined following the
Fourier transform).

The first type of analysis was used in the study because the EMG signal amplitude is
an important indicator of muscle activity. The analysis of the EMG signal amplitude can be
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performed based on the root mean square (RMS) amplitude. The method of determining
the RMS parameter is described in Relation (4). The RMS parameter is determined from
signal fragments (so-called windows) of a specific length.

RMS =

√√√√√ n
∑

i=1
X2

i

n
(4)

where n is the number of samples to be analyzed (window length); Xi is the value of the
i-th sample.

The basic parameters of the experiment are defined below.

• Duration of the experiment: about 5000 (s).
• Sampling frequency: 1500 (Hz) (more than twice the Nyquist frequency).
• Transfer frequency of Noraxon apparatus equipped with an anti-aliasing filter: it is in

the range of 10–500 (Hz).
• Duration of the experiment was divided into one-second time intervals, i.e., 1500 sam-

ples were obtained for one interval.
• In order to avoid errors, e.g., spectrum blur, the Hanning window was used for

each interval.

The division into time intervals significantly influences the conditions of the analysis.
In general, an EMG signal is not a stationary signal. It may show changes over the course of
the experiment (e.g., a downward trend which is a measure of fatigue). It is assumed that
the signal is locally stationary in the analyzed time intervals. The time intervals “overlap”,
which means that the obtained parameters (in this case, RMS) in adjacent intervals are
strongly correlated with each other.

The subject of the analysis was six muscles from Table 1. The selection of muscles was
made based on the literature analysis [14–21] as well as consultations with a physiotherapist [21].

Figure 5 shows the visualization of the muscles selected for the study.

Figure 5. Visualization of the examined muscles/own work based on anatomical atlases.
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Table 1. Analyzed muscles.

Muscles
Reference Level (μV) (the Highest

RMS Value with a Time Window of
500 (ms))/Xmax/

1. 1st palmar interossei (“interosseous”), MIE 1491

2. Anterior part of the deltoid muscle (deltoideus),
NARA 867

3. Pectoralis major, PIER 271

4. Surface finger flexor/flexor digitorum
superficialis (“finger extensor”), PROS 806

5. Wrist elbow flexor/flexor carpi ulnaris (“ulnaris
flexor”), ULNA 308

6. Radial wrist flexor/flexor carpi radialis (“finger
flexor”)/flexor carpi radialis, ZGIN 756

EMG signals were measured using surface electrodes placed on the right limb of each
participant, as shown in Figure 6. The signals were recorded while performing the assumed
rides (“route”, “slalom”).

Figure 6. Location of electrodes for surface EMG measurement used in the experiment.

The obtained “raw” EMG results needed to be normalized. The most common method,
known as MVC normalization, refers to the maximum voluntary contraction (Xmax; shown
in Table 1) prior to starting the test measurements. Typically, MVC contractions are
performed against static resistance. Ordinary (untrained) participants in the experiment
may have difficulty reaching the MVC level as they are not used to such an effort. For
patients who cannot, and should not, perform MVC due to damaged muscle structures,

390



Energies 2021, 14, 6740

other methods of processing and analysis should be considered. Ultimately, the subject of
the analysis in the experiment was the signal determined by the formula:

Xa =
Xmeasured − Xminimum
Xmaximum − Xminimum

(5)

where: Xminimum represents EMG signal emitted at no load.

2.3.3. Evaluation of the Steering Wheel’s Functionality

At this stage of research, it was necessary to consider how to verify the functionality
of the universal steering wheel. In this case, the functionality of the steering wheel is
understood as its influence on driving correctness and level of muscle load. This problem
should be worked out using methods of statistical analysis based on the methods of
experimental research. The properties of correctness of driving with a standard steering
wheel with pedals were adopted as a reference level of the functionality. It was so because
this type of steering wheel is a long-time, well-established solution. However, it needs
to be remembered that the standard steering wheel does not make it possible to drive a
vehicle for people with disabilities of the lower limbs. Thus, it will not find its application
in the eco-car. Thus, the aim was to find an answer to the question of whether the newly
designed ECO steering wheels (intended for use in the eco-car) are better or worse than the
standard steering wheel, in terms of the analyzed test drive quality indicators. In order to
achieve this goal, the following evaluation algorithm was adopted:

• Rides with the use of the defined types of steering wheels create the category of a
priori event type (events determined before the measurement).

• The ride quality indicators characterizing the ride quality and muscle fatigue are
dependent random events (events obtained from the experiment).

• The working hypothesis is the null hypothesis on the lack of dependence of the
ride quality on the steering wheel type and the alternative hypothesis that such a
relationship exists.

• Applying the confirmatory—confirming procedure to confirm the credibility of the
null hypothesis (at the assumed level of significance) or the confirmatory—rejecting
procedure to establish the credibility of the alternative hypothesis (at the assumed
test power).

• Post hoc analysis (after the fact) to determine the value of the registered dependence
(if any).

This algorithm, sketched very generally, required the use of a variety of statistical tests
such as, for example, the Shapiro–Wilk test for normality, the Friedman’s test of concor-
dance (substitute for the ANOVA test for nonparametric hypotheses), and the Wilcoxon
test for the relationship of paired observations. In the case of variables dependence con-
firmation, a simple post hoc analysis was performed, consisting of the classification of
differences in the quality indicators of paired observations.

3. The Results of the Experiment

The following graphs show the results for one tested driver. As mentioned earlier, the
sample included similar people, of similar age, skills, and one gender. This was reflected
in relatively small differences in the obtained results, at the level of 10%. The presented
results for a specific driver are therefore representative for the entire analyzed sample.

The h parameter is the RMS value calculated for time intervals (not for the entire
duration of the experiment T). The physical interpretation of the h parameter is shown in
Figure 7. Figures 8–10 show the course of the h parameter as a function of time for different
types of steering wheels and the “route” type ride.
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Figure 7. Interpretation of the h parameter. The parameter is measured in the radial direction to the
reference trajectory and concerns the geometric center of the vehicle.

Figure 8. Values of the h parameter for the “route” type ride: (a) NOR steering wheel: red, (b) ECO
180 steering wheel: green, (c) ECO 120 steering wheel: blue.

Figure 9. Values of the h parameter for the “slalom” ride: (a) NOR steering wheel: red, (b) ECO 180
steering wheel: green, (c) ECO 120 steering wheel: blue.
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Figure 10. Graphs of deviations of the driving speed from the set value for three steering wheels and
two types of rides: “route” and “slalom”. The graphs are color-coded: red: NOR steering wheel,
green: ECO 180 steering wheel, blue: ECO 120 steering wheel.

3.1. Analysis of the Correctness of Performing Maneuvers

The necessary condition for the ride to be considered correct (along with the maneu-
vers that everyone had to perform) is that the car does not leave the lane boundaries (one
lane), and in the case of the moose test (“slalom” type ride), it does not leave the road (two
lanes). This condition was met by all participants of the experiment. Then, the subject of
detailed analysis was to determine the h deviation from the reference line.

The subject of comparative analyses in the group unit is the parameters of the characteristics
of the runs made for three types of steering wheels: NOR, ECO 180, and ECO 120.

The charts relating to the “route” type ride show no particular differences. However,
driving with a standard ratio steering wheel gives the smoothest ride. More sensitive
steering wheels (ECO 180 and ECO 120) show a much greater “yawing” effect. The driver
has more difficulty keeping the rectilinear motion. This effect is very clear and as expected.
A similar effect also occurs during the “slalom” test ride. This situation is even more
surprising since for more sensitive steering wheels it is reasonable to expect an increase in
precision of performing a turning maneuver. However, also in this case, a deterioration of
the values of the quality indicators describing the ability to follow the reference trajectory
was observed. This effect may be related to the acquired habits of drivers resulting from
the practice of driving cars with the standard steering wheel. It is difficult for the driver to
adapt the correct angle of steering wheel rotation to the roadway’s turn (curve) and speed
of the car. This effect might not have been observed if drivers had received additional
training with more responsive steering wheels. Figure 10 shows the course of the deviation
of the speed from the set speed (changed while driving) for the “slalom” ride. For the
“route” type ride, the entire ride was performed at a constant speed of V = 50 km/h. For
the “slalom” ride, the driver had to follow the speed value displayed on the screen, varying
in the range of 20–50 km/h.

While analyzing the obtained experimental waveforms of the lateral deviation from
the track axis and deviations from the required driving speed of one of the drivers, a
preliminary assessment was made. However, an unequivocal answer can only be obtained
from the results of statistical analyses of experimental studies with the use of appropriate
confirmatory—confirming or confirmatory—rejecting procedures described in our algo-
rithm. So, having conducted the said analyses, it was found that eco steering wheels in
the “route” test have poorer quality indicators than the standard steering wheel: they
increase the yawing effect, the effect of uneven driving speed, and the effect of lateral
distance from the designated drive line. However, no case of falling out of the permitted
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lane was registered for any of the steering wheels. Figure 11 shows the results of post hoc
analysis for the value of the lateral deviation from the designated drive line. The differences
in the number of paired observations are presented. The results are marked as follows:
N: observations assigned to the standard steering wheel, 120: observations assigned to
the ECO 120 steering wheel, 180: observations assigned to the ECO 180 steering wheel,
1: difference class N-120, 2: difference class N-180, 3: difference class 120–180. Dark bars
indicate a positive result, and lighter ones a negative result. Since the higher value of the
indicator constituting the observations determines the deterioration of the ride quality, the
obtained result confirms a significantly lower functionality of the ECO steering wheels as
compared to the standard steering wheel (for the indicator in question).

Figure 11. Graph of the number of observation classes for paired values of the effective transverse
distance from the designated route line.

In the case of the “slalom” test, no statistically significant differences were found
between the distributions of random variables of the paired observations. This result
means that there is no reason to reject the hypothesis that the steering wheel functionality
is identical.

3.2. Analysis of the Results Obtained from EMG Measurements

As before, the results for one tested driver are presented. Figure 12 shows the graphs
of the EMG RMS signal for the NOR steering wheel, Figure 13 for the ECO 120 steering
wheel, and Figure 14 for the ECO 180.

In the case of the standard NOR steering wheel, the most active muscles are PROS
and ZGIN, i.e., the extensor and flexor of the fingers. Their activity is related to gripping
the steering wheel.

The results presented in Figures 12–14 show, first of all, differences in the muscle load
for particular types of steering wheels. For the standard steering wheel, for example, a
smaller load on the first interosseous muscle can be observed, as compared to other types
of steering wheels. In the case of ECO 120, we observe a statistically reliable increased
activity of the flexor muscle of the fingers (in relation to the standard steering wheel). The
greatest load on the wrist flexor is for the ECO 120 steering wheel, which is probably due
to the so-called phenomenon of “yawing”, i.e., the need to correct the vehicle movement
due to excessive sensitivity of the steering system. A similar conclusion can be drawn
for the pectoralis major muscle. The described conclusions were repeatable for approx.
80% of the analyzed sample of drivers. In the case of 20%, there were differences, which,
however, did not have a constant trend. No physical fatigue of the muscles was observed
in any of the cases, which would be reflected in the RMS signal trend. Perhaps it was also
due to the relatively short duration of the experiment. The subjective assessment of the
comfort of using a given type of steering wheel was assessed with the use of questionnaire
surveys. The participants of the experiment had to indicate which steering wheel suited
them best. The results were quite interesting: 57% of the participants indicated a steering
wheel with a standard gear ratio, 23% a steering wheel with an ECO 120 gear ratio, and
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20% a steering wheel with an ECO 180 gear ratio. In the case of people with disabilities,
other results can be expected due to the frequent correlations between the impairment of
the lower locomotor system and the partial impairment of the upper locomotor system,
which prevent the use of a standard steering wheel (with pedals). Different preferences of
the respondents in the choice of steering wheel prove that there is a need to adjust steering
wheel parameters to the individual expectations of drivers.

Figure 12. Graphs of the EMG RMS signal for the NOR steering wheel: (a) “route” type ride, (b) “slalom”
type ride. The order of the graphs corresponds to the following muscles: MIE: “interosseous”, PIER:
“pectoralis”, NARA: “deltoideus”, PROS: “extensor”, ULNA: “ulnaris”, ZGIN: “flexor”.

Figure 13. Graphs of the EMG RMS signal for the ECO180 steering wheel: (a) “route” type
ride, (b) “slalom” type ride. The order of the graphs corresponds to the following muscles:
MIE: “interosseous”, PIER: “pectoralis”, NARA: “deltoideus”, PROS: “extensor”, ULNA: “ulnaris”,
ZGIN: “flexor”.
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Figure 14. Graphs of the EMG RMS signal for the ECO120 steering wheel: (a) “route” type
ride, (b) “slalom” type ride. The order of the graphs corresponds to the following muscles:
MIE: “interosseous”, PIER: “pectoralis”, NARA: “deltoideus”, PROS: “extensor”, ULNA: “ulnaris”,
ZGIN: “flexor”.

However, a complete answer to the question about the possible change in muscle
loads during the use of different types of steering wheels can only be obtained from a
statistical analysis. In this case, its limitations should be described. First of all, the number
of drivers for whom EMG tests were performed is much smaller than the number of drivers
who performed simulator rides. This fact translates into a significant reduction in the test
power in the case of the application of the confirmatory—rejecting procedure. In addition,
the rides made were short (a few minutes), which turned out to be too short for the rides
to generate significant muscle fatigue. For this reason, the collected data turned out to be
insufficient to perform a full analysis. Only in the case of the study of the differences in
the EMG RMS trend of the pectoral muscle (pectoralis) was there a statistically reliable
result, confirming greater muscle effort when driving the car with ECO steering wheels.
This situation is illustrated in Figure 15.

Figure 15. Number of observation classes of paired EMG RMS trend values of the pectoral muscle in
the “route” test.
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4. Critical Analysis of the Results

Based on the results of the experiment, it was possible to demonstrate that in terms
of quality indicators, such as the criterion of deviation from the route line and “yawing”,
ECO steering wheels are less functional both in the “route” and “slalom” test. It was also
possible to demonstrate (however, for only one muscle group) that the use of this steering
wheel causes greater muscle fatigue. The authors of the experiment are aware of the need
to conduct research that will enable them to broaden their knowledge on this subject, i.e.:

1. The ECO steering wheel is intended to be used by both able-bodied and disabled
people. For this reason, its design differs from the standard solutions of the normal
steering wheel. On the other hand, the research was carried out on a group of able-
bodied drivers accustomed to using standard steering wheels. It should be repeated
in the group of drivers with reduced mobility.

2. In addition, it should also be verified whether prior training could improve the
experiment results for ECO steering wheels.

3. If the functionality of ECO steering wheels was to be compared with other solutions
(e.g., joystick) in the future, it would be worth knowing which of the factors (removing
the pedals or reducing the sensitivity of the steering gear system (gear ratio)) has a
greater impact on reducing its functionality in relation to the normal steering wheel.
However, the search for answers to the last question would require a significant
extension of the scope of research by two new types of steering wheels: 1) normal
gear without pedals, and 2) pedals and reduced gear ratio.

5. Nonstandard Steering System Designs and Related Certification and Driving
License Examination Issues

Universal design and “custom design” necessarily require a re-evaluation of many
issues related to the certification of new solutions and obtaining driving licenses. The
problem becomes particularly complex when we consider that there is a breakthrough
in road vehicle technology. It is primarily about introducing vehicles with various levels
of automation (according to the SAE classification), including vehicles at various levels
of autonomy. According to the authors, the issues analyzed in this paper can be of great
help here. Below is an outline of the solutions based on three-layer diagrams. The basic
assumptions for their creation can be formulated in the following points:

• New solutions, in a technical sense, should be subject to detailed reliability testing, e.g.,
steer by wire systems or technical solutions, such as a multifunction steering wheel.

• The proposal of new solutions should be subject to preliminary tests mainly through
testing in dynamic simulators or biomechanical tests with the use of EMG, and in
natural conditions on roads or closed tracks, to determine, inter alia, the scope of
changes in the “feedback force” and gear ratios in the steering system.

• Trainings and examinations for persons with reduced mobility should, in some cases,
be carried out in dynamic simulators.

Custom steering system designs increase the number of active users by adapting
interface devices to the needs and limitations of drivers who are not fully able-bodied.
This is possible if the vehicle is equipped with additional systems, such as drive by wire.
The purpose of integrated design is, on the one hand, to provide a custom solution that is
so intuitive and simple that it can be used by people with different constraints, while at
the same time, there is some scope for individual customization. However, this requires
close cooperation of designers with the vehicle end users in the design process. The next
necessary stage is training with the use of the proposed interface solutions. Each driver
would be given a diagram that defines the driver’s rights. It would also be the same as the
exam that was conducted. An example diagram is shown in Figure 16.
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Figure 16. The concept of three-layer diagrams defining the driving license for a road vehicle.

Layer I in the case given in Figure 16 concerns the SAE classification. It can be seen
how important it is to adopt the same (common on a global scale) classification. The
work carried out, for example, under the UNECE World Forum for Harmonization of
Vehicle Regulations (WP.29) on the regulation and harmonization of road regulations
is of paramount importance here. Layer II, which will be developed along with the
enhancement of new techniques, should include, among others, the type of steering system
and additional equipment required. For example, in the case of steering the vehicle with
brain waves, it is necessary to equip the cabin with screens that separate the driver’s
cabin from external electromagnetic interference. Layer III, on the other hand, contains a
description of the disability. This list can be expanded and supervised by legal regulations.
Figure 16 illustrates the following case:

The diagram concerns a person with a disability of the lower limbs (layer III). The
driver can use a multifunction steering wheel or joystick. Additionally, the vehicle must be
equipped with a drive by wire system. The driver is authorized to drive automation level
2, 3, or 4 according to the SAE classification. Level 5 means complete autonomy and will
not have an interface (steering wheel) that would allow the driver to interfere with driving
the car. The vehicle can only accept the trip’s destination.

The above proposal should be considered as initially outlined. A number of additional
problems should be taken into account when introducing it, e.g., how to eliminate the
impact of the so-called simulator disease for research carried out on dynamic car simulators.

6. Conclusions

Providing people with various motor or sensory limitations with the possibility to
drive vehicles will allow them to be more active in their social life and more independent.
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The current practice consists of adapting the vehicle to the needs of a given person, using
solutions available on the market that best suit the driver with a given disability. Neverthe-
less, the choice of the device does not always allow for efficient and easy steering. There is a
need to search for solutions that are universal on the one hand and, on the other hand, still
have a certain range of possibilities for individual adjustment. As part of the Eco-Mobility
project, when designing a universal eco-car, it was equipped with a multifunctional steering
wheel, which was anthropometrically verified, i.e., dimensioned to 95% of users. Only in
experimental tests in a car simulator was it possible to evaluate the functionality of the new
solution. The research was carried out on a sample of 30 men who did not have any motor
limitations and who use standard steering wheels on a daily basis. The planned further
tests will concern people using active wheelchairs, but as mentioned, it will require radical
changes to the simulator’s cabin in order to locate the wheelchair in it. Healthy drivers
have specific driving habits and the short time spent on familiarizing themselves with the
new steering wheel was not enough for them to feel its “sensitivity/responsiveness”. In the
case of people with disabilities of the lower limbs, there are usually also motor limitations
of the upper limbs and, above all, the fingers. A smaller range of rotation of the ECO
steering wheel and, at the same time, less movement of the limbs, in their case, may be an
advantage and a positive feature of this solution.

The analysis of the test results showed the influence of the multifunction steering
wheel parameters on the quality of maneuvers and the load on the driver’s muscles. The
obtained values of the adopted indicators confirmed a significantly lower functionality
of ECO steering wheels in relation to the standard steering wheel in the “route” test. In
the case of the “slalom” test, no statistically significant differences were found between
the distributions of random variables of the paired observations. It can be assumed that
the proposed solution of the multifunction steering wheel was not suited to the group
of able-bodied drivers. Therefore, it seems that the thesis about the necessity to adapt
the steering system to the individual characteristics of the driver is correct, in particular
when it concerns people with reduced mobility. It can be obtained by integrating universal
design and “custom design”. This direction in the design process seems to be the only
right one, as drivers with disabilities cannot use the standard steering system in most cases.
On the other hand, the proposed solutions, apart from their reliability and safety, should
minimize the stigmatization of users, i.e., they should be intended for all drivers with the
possibility of minor improvements in special cases.

The development of the automotive industry, including the introduction of drive by
wire technology, and the progressive automation of vehicles (partial autonomy) create
completely new perspectives. In this case, the problem is also testing new solutions and
granting permits to drive vehicles (in particular in relation to people with reduced mobility).
Therefore, measures are taken to develop new rules for training drivers depending on the
level of automation in the driven car. The three-layer diagrams proposed by the authors
seem to be one of the interesting proposals defining the configuration of the steering system
and the required skills obtained, for example, during training courses allowing driving at a
specific level of automation and with an adapted steering system.
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Abstract: All over the world, the vehicles introduced now into the market are usually provided
with EDRs (Event Data Recorders), intended to measure and record the parameters that characterise
the vehicle motion in the pre-, during-, and post-accident phases. The EDRs are to facilitate the
description and reconstruction of possible road accidents. They are patterned on aircraft “black
boxes” (flight recorders). Many of them have simplified design, disregarding three (of six) vector
components that describe the motion of the vehicle body solid. In the paper presented, the authors
used simulation models built by themselves to represent motor vehicle dynamics and the reconstruc-
tion of vehicle trajectory and velocities based on records obtained from two EDR types: “aircraft”
one (EDR1) and “simplified” one (EDR2). Using a simulation method, they examined the impact
of the said simplifications mentioned above on the quality of reconstruction of vehicle motion for
four typical manoeuvres in road traffic. The calculation results obtained for input data adopted to
rep-resent a medium-class passenger car have shown that the simplifications may cause considerable
reconstruction errors. This particularly applies to the manoeuvres where significant changes took
place in the roll and pitch angles of the vehicle body solid (to which the EDR was fixed) or where the
changes were characterised by absence of symmetry in the parameters that describe the manoeuvre
and by the constant sign of the vehicle body roll angles.

Keywords: EDR; accident reconstruction; vehicle dynamics; vehicle motion reconstruction; road accidents

1. Introduction

For more than 20 years, devices resembling aircraft’s “black boxes” and generally
referred to as EDRs (Event Data Recorders) have been in use in motor transport. They are
intended to record the parameters that describe vehicle motion, driver’s activities, state of
vehicle’s systems, and sometimes current environmental conditions. The objective is to
provide data concerning the course of road accidents (incidents), including the data useful
for accident reconstruction.

Their scope of operation may be different, although some minimum requirements
for the devices of this class have been set down by various normative documents and
legal instruments. In this area, a fundamental role is played by a document issued under
the auspices of NHTSA in the USA as early as 2006 [1], where the requirements for such
devices have been laid down. In that document, the term EDR has been defined as follows:
“( . . . ) a device or function in a vehicle that records the vehicle’s dynamic time-series data during the
time period just prior to a crash event ( . . . ) or during a crash event ( . . . )”. Although without
obligatorily requiring, that extensive document recommends vehicles to be equipped with
such devices. In 2012, the NHTSA proposed a regulation [2], according to which EDRs
should be installed in light-duty vehicles from 2014 on; however, it withdrew it in 2019 [3]
with justifying that by the fact that an overwhelming majority of vehicles are already
provided with EDRs meeting the requirements of [1]. In Europe, the legal regulations
concerning this issue are just being implemented. Pursuant to Regulation (EU) 2019/2144
of the European Parliament [4], new vehicles will have to be equipped with EDR (from
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mid-2022 on). It should also be remembered that now EDRs are already installed in almost
all new vehicles (in 2017, 99.6 % of all the light-duty motor vehicles newly manufactured
in the USA were provided with EDRs, according to the document [3] mentioned above).

As already mentioned, the EDRs record the parameters that describe vehicle motion,
driver’s operations on vehicle controls, state of vehicle’s systems, and sometimes current
ambient conditions in the pre-, during- and post-collision phase. As regards vehicle
motion, the basic signals recorded are those representing vehicle acceleration components,
rotational speeds of vehicle wheels, data defining the angular position of the vehicle body
(angles or components of the angular velocity of the vehicle body solid). The knowledge of
these quantities, both in a direct and an appropriately processed form, makes it possible
to obtain information about the dynamics and kinematics of motor vehicle motion in
specific phases of the accident situation. The authors were mainly interested in the vehicle
motion phase, which may be understood as the potential pre-accident situation. The main
objective of the study was to estimate the possible accuracy of reconstruction of the time-
series data that are important from the point of view of the analysis of motion, i.e., time
histories of vehicle velocity and trajectory. The analysis has been carried out by taking into
consideration the typical existing EDR solutions as regards the number of the parameters
recorded that describe the motion of the vehicle body solid and the typical elements of
vehicle manoeuvres (braking, lane-change, entering a turn, motion along a curve). The
tests were carried out for a typical medium-class compact passenger car.

Many titles can be found in the literature that addresses the issues related to the
accuracy of using EDR records. Most of them show a high usefulness of such solutions for
accident analysis and present examples of their applications; see, e.g., [5–8].

There are also a few publications directly dealing with the accuracy of determining
the parameters that describe the vehicle motion, but they mainly concern the strict collision
phase and the determining of the vehicle velocity immediately before and after the collision
or the vehicle velocity change during the collision, denoted by ΔV. As examples of such
publications, [9–16] may be mentioned. A review of the materials showing the errors that
occur when the pre- and post-impact velocities and ΔV are determined has been provided
in [17], indicating the possible reasons for the inconsistencies having occurred.

Legal and technical issues related to using the EDRs have been discussed in [18] in
the context of continuously rising vehicle autonomisation levels.

Also noteworthy are the publications describing research works in which the be-
haviour of drivers or the functioning of vehicle safety systems was assessed based on the
EDR records of actual events. As an example, an attempt was made in the work reported
in [19] to estimate the effectiveness of the operation of LDW (Lane Departure Warning) and
LDP (Lane Departure Prevention) systems. A method of analysing the left-turn crashes
with taking into account driver’s actions and based on EDR records of such incidents (as
an input database) has been presented in [20]. In [21], EDR records of intersection crashes
were used to propose an IADAS (Intersection Advanced Driver Assistance System).

There are only a few publications dealing with the vehicle motion in the pre-accident
phase, i.e., in the phase when a hazardous situation is just arising. In [20], a trajectory
approximation was used for the purposes of space-time analysis of a left-turn crash based
on EDR records. EDR records of angular speeds of vehicle wheels, used as a basis for
estimating the vehicle speed, have been analysed in [22]. The possibility of using this
signal as a reliable source of information about the vehicle speed during braking has been
highlighted. The research work was carried out for a vehicle provided with an air braking
system. In [23], the velocity values obtained from EDR records were compared with the
vehicle velocity measured by a self-contained device (V-Box). The velocity values obtained
from CAN (EDR) were found to be in good conformity with the reference velocity. Similar
conclusions can be found in [24]. In [25], the authors compare the EDR records with the
V-box records during movement with rotation on a low friction road surface.

As regards the all-embracing analysis of vehicle motion based on EDR records of
the motion dynamics, the [26] paper may be highlighted, where 3D transformations and
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integration of the accelerations recorded have been discussed as a method of obtaining
information about the time histories of vehicle velocities and trajectory. Such a possibility
has been shown, with potential difficulties having been emphasised. This possibility
confirms to some extent the conclusions formulated by the authors of this paper in [27,28].
This paper presents the methods of determining the vehicle velocities and trajectory from
EDR records on the one hand and, on the other hand, computational examples showing
how some simplifications in EDRs’ design can affect the accuracy of the time curves being
reconstructed. In these terms, the research works reported here are a direct continuation
of those described previously in [27–30], but updated mathematical models of the test
specimens adopted have been used in this case.

The fact that EDRs of various types are commonly used in present-day motor vehicles
and the possibility of using their records for the reconstruction of vehicle motion and, on
the other hand, scanty literature addressing these issues fully justify the undertaking of
research in this field.

2. Materials and Methods

In the research presented, simulation calculational methods were used, where an
experimentally verified model of motor vehicle dynamics and models of EDR records and
of record processing algorithms were employed. A block diagram of the method has been
shown in Figure 1. In the method adopted, the motion simulation results are taken as
accurate (reference) values, and EDR records are simulated on these grounds (EDR model).
Based on these records, time histories of the parameters describing the vehicle motion
(velocity, position) are reconstructed with data processing algorithms (denoted by DPM,
i.e., Data Processing Methods) being used. The difference between the reconstructed and
accurate values is a measure of the reconstruction error. Individual elements of the method
(vehicle dynamics model, EDR records model, and EDR record processing method, i.e.,
DPM) will be presented in subsequent subsections).

Figure 1. Method of estimating the accuracy of reconstruction of vehicle motion, based on EDR records (a, V, ω, r,
Λ—component vectors of: acceleration, velocity, angular velocity, position, angles, respectively).

2.1. Vehicle Dynamics Model

The tests were carried out for a KIA Ceed SW motor car, provided with a McPherson
strut front suspension system with an antiroll bar. The suspension system (together with
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steering system components) is fastened to a subframe, which in turn is fixed to the car
body solid. The left and right rear wheel suspension systems are independent of each
other (apart from being coupled together by an antiroll bar). Each of them consists of a
spring element (helical spring), shock absorber, two transverse arms, trailing arm, and
lateral control rod. On both sides, the wheel suspension systems are fixed in a part to a
steel drawpiece, which plays the role of a subframe.

A simulation model of this vehicle has been presented in publications [31–33] (Figure 2).
It consists of 9 mass elements: vehicle body solid (treated as a rigid body), 4 material particles
O1, O2, O3, and O4, where the vehicle’s “unsprung masses” have been concentrated (including
road wheels in their translational motion), and 4 solids representing the rotating road wheels
(exclusively in their rotational motion).

Figure 2. Physical model of a two-axle motor vehicle with independent front and rear wheel
suspension systems, together with the coordinate systems adopted.

The following coordinate systems have been adopted:

- Oxyz—an inertial system, fixed to the road, with the Ox and Oy axes being horizontal
and the vertical axis Oz pointing upwards;

- OCxCyCzC—a moving non-inertial system, with its axes being respectively parallel to
axes Ox, Oy, and Oz and with its origin situated at the centre of mass of the vehicle
body solid Oc;

- moving coordinate systems fixed to the rigid bodies of the model, i.e., body solid
(OCξCηCζC) and four road wheels (O1ξ1η1ζ1, O2ξ2η2ζ2, O3ξ3η3ζ3, O4ξ4η4ζ4);

- Auxiliary systems, facilitating the defining of transformation matrices.

To describe the translational motion of the solids and material particles of the model,
the positions of the centres of mass (OC, O1, O2, O3, O4) of the said solids are used.

The axes Oiξi, Oiηi, Oiζi (i = C, 1, 2, 3, 4) are treated as the principal central axes of
inertia of the corresponding rigid bodies.

The rotation of the vehicle body solid about the fixed point OC has been described
with the use of “aircraft angles”, also referred to as “quasi-Euler angles” [34–38]:

- Yaw angle ψC (rotation about the OCζC axis);
- Pitch angle ϕC (rotation about the OCηC axis);
- Roll angle ϑC (rotation about the OCξC axis).

The sequence of rotations has been adopted as identical to their listing order. The axes of
individual rotations are treated as the principal central axes of inertia of the vehicle body solid.
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The equations of motion have been derived with Lagrange equations of the sec-
ond kind having been used. Prior to this, the following 14 generalised coordinates
were adopted:

• q1 = xOC, q2 = yOC, q3 = zOC—coordinates defining the position of the centre of mass
of the vehicle body solid (OC) in the inertial reference system Oxyz;

• q4 = ψC, q5 = ϕC, q6 = ϑC—coordinates describing the rotation of the vehicle body
solid about its centre of mass OC; these are the quasi-Euler (aircraft) angles, i.e., yaw
angle, pitch angle, and roll angle, respectively;

• q7 = ζCO1, q8 = ζCO2, q9 = ζCO3, q10 = ζCO4—coordinates describing the motion of
points O1, O2, O3, O4 relative to the vehicle body solid in the direction of axis OCζC
of the OCξCηCζC coordinate system; to these points, the “unsprung masses” of the
suspension system are reduced;

• q11 = φ1, q12 = φ2, q13 = φ3, q14 = φ4—angles of rotation of road wheels (front left and
right and rear left and right wheel, respectively).

In the model, the steering system flexibility and directional stability of road wheels
have been taken into account. The tyre-road contact forces and moments have been
described with the HSRI-UMTRI model [39,40] having been used, extended by adding the
IPG-Tire model of transient states of tyres [41] in the form as adopted in paper [37].

The model has been experimentally verified as satisfactorily applicable to typical
vehicle motion tests recommended by ISO or ECE, including the calculational part of the
steady-state circular driving tests (ISO 4138, [42]), tests with step input applied to the
steering wheel (ISO 7401, [43]), straight-line braking tests (UN ECE Regulation No 13, [44]),
with the ABS being inactive.

2.2. Model of EDR Records

The EDR design solutions that can be met in reality differ from each other in the number
of the recorded components of the vectors that define the vehicle position. In these terms,
two characteristic EDR types have been distinguished (Figure 3). The devices of the first
type (denoted herein by EDR1) are similar (within the scope as considered here) to flight
recorders: they record three acceleration components, i.e., longitudinal one aw, lateral one ap,
and “vertical” one aζ, and three angles, i.e., yaw angle ψC, pitch angle ϕC, and roll angle ϑC,
or the corresponding angular velocities. The devices of the second type (denoted herein by
EDR2) can be frequently met in motor vehicles and are a simplified version in comparison
with the aircraft solution. The vehicle motion is treated as a two-dimensional one, with the
parameters recorded being two acceleration components, i.e., longitudinal one aw and lateral
one ap, and one angle, i.e., yaw angle ψC, or its time derivative, i.e., yaw velocity.

Figure 3. Two EDR types: (a) EDR1 (6 parameters); (b) EDR2 (3 parameters).

The assumptions adopted in the mathematical model of acceleration sensors’ readings
and the angular quantities have been described in dissertation [45] (and in [27] as well).
An updated description can be found in [29,30]. Here, the main features of the description
and fragments of its formal mathematical approach have been presented. The kinematic
relations have been formulated by taking, as a basis, the model of kinematics shown in
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Figure 4. The vehicle motion is treated as a composition of translational motion of the
centre OC of vehicle mass and of the rotation of vehicle body solid around point OC. Thus,
6 degrees of freedom of the vehicle body solid (3 translations and 3 rotations) are taken
into account. One more reference system has also been added to the coordinate systems
mentioned above (see Section 2.1):

Figure 4. Model if the kinematics of motion of a vehicle provided with an EDR, where the set of
sensors is placed at point P; notation: r—position; V—velocity; a—acceleration in translational
motion; ω—angular velocity; ε—angular acceleration.

PξPηPζP—a moving one, fixed to the EDR; the PξP, PηP, PζP axes define the directions
of operation of the sensors of longitudinal and lateral acceleration and the yaw angle.

The vector symbols have the following meanings:
rC ≡ xC = [xC, yC, yC]

T—Position of OC in the inertial system Oxyz;
rP ≡ xP = [xP, yP, yP]

T—Position of point P in the inertial system Oxyz;
ρ ≡ ρ = [ξCP, ηCP, ζCP]

T—Position of point P in the OCξCηCζC system;

ω ≡ ω =
[ .
ψC,

.
φC,

.
ϑC

]T
—Angular velocity;

ε ≡ ε =
[ ..
ψC,

..
φC,

..
ϑC

]T
—Angular acceleration;

VC ≡ .
xC =

[ .
xC,

.
yC,

.
zC
]T—Velocity of point OC;

aC ≡ ..
xC =

[ ..
xC,

..
yC,

..
zC
]T—Acceleration of point OC;

aP ≡ ..
xP =

[ ..
xP,

..
yP,

..
zP
]T—Acceleration of point P.

The kinematics of point P relative to the inertial system Oxyz is described as follows
in matrix notation (point P is motionless in relation to the vehicle):

position : xP = xC + A · ρ (1)

velocity :
.
xP =

.
xC +

.
A · ρ (2)

acceleration :
..
xP =

..
xC +

..
A · ρ (3)

where the matrix of rotation A (from the OCξCηCζC system to the Oxyz system) has the form (4):

A =

⎡
⎣ cos ψC · cos φC cos ψC · sin φC · sin ϑC − sin ψC · cos ϑC cos ψC · sin φC · cos ϑC + sin ψC · sin ϑC

sin ψC · cos φC sin ψC · sin φC · sin ϑC + cos ψC · cos ϑC sin ψC · sin φC · cos ϑC − cos ψC · sin ϑC
− sin φC cos φC · sin ϑC cos φC · cos ϑC

⎤
⎦ (4)

The positions of the sensors and their axes are defined by the positions of point P
and coordinate axes of the PξPηPζP system. The position of this system relative to the
OCξCηCζC one is defined by its translation by vector ρ and by its rotation described by
matrix C (see (5)). The rotations have been adopted in a way similar to that adopted
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previously, but in reverse order: ϑE (rotation about the longitudinal axis ξP), φE (rotation
about the lateral axis ηP), and ψE (rotation about the “vertical” axis ζP)—see Figure 5b.
Such a sequence of rotations is convenient because of the easy levelling of the sensor axes
(oriented in relation to the vehicle).

C =

⎡
⎣ cos ψE · cos φE − sinψE · cos φE sin φE

cos ψE · sin φE · sin ϑE + sin ψE · cos ϑE − sinψE · sin φE · sin ϑE + cos ψE · cos ϑE − cosφE · sin ϑE
− cosψE · sin φE · cos ϑE + sin ψE · sin ϑE sin ψE · sin φE · cos ϑE + cos ψE · sin ϑE cos φE · cos ϑE

⎤
⎦ (5)

Figure 5. Angular situation of the coordinate systems: (a) OCξCηCζC in relation to Oxyz; (b) PξPηPζP in relation
to OCξCηCζC.

The basic component of the EDR model is the model of acceleration records. In this
model, a system of transducer axes perpendicular to each other has been adopted, with
the transducers being situated, as previously mentioned, freely in relation to the vehicle
body. The fact has been taken into account that the acceleration transducers measure not
only the real component of the acceleration of the EDR fixing point but also the pertinent
components of the gravitational acceleration. Being inertia sensors, they measure a value
proportional to the sum of the inertial and gravity force components acting along the sensor
axis. The component resulting from the gravity force may be treated as the indication error.

Assuming a general formula for the sensor readings in the form (6):

ac =
[

ac
w, ac

p, ac
z

]T
(6)

We may write that vector ac is equal to:

ac = aPc − gc (7)

where:
aPc =

[
aPξP , aPηP , aPζP

]T
= C−1 · aP = C−1 · A−1 · ..

xP (8)

gc =
[
gξP , gηP , gζP

]T
= C−1 · gξ = C−1 · A−1 · g (9)

and g = [0, 0, −g]T—gravitational acceleration vector (g = 9.81 m/s2).
Vectors aPc and gc represent the acceleration of point P and gravitational acceleration,

expressed in the reference system PξPηPζP (in the OCξCηCζC system attached to the vehicle,
the same acceleration vectors are denoted by aP and gξ , respectively). The acceleration
sensors’ readings have been graphically illustrated in Figure 6 (where the EDR2 unit has
been used as an example for simplification).
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Figure 6. Graphic interpretation of the longitudinal and lateral acceleration readings (aw
c and ap

c,
respectively).

In the description presented, the sensors have been assumed to be free of intrinsic
errors. A model applicable to the readings describing angular position (angles or angular
velocities) has been developed as well. Its formal description can be found in [27,45].

2.3. Reconstruction of Motion (DPM Model)

The reconstruction of motion consists of appropriate (for the specific recorder con-
figuration, e.g., EDR1 or EDR2) processing of the recorder’s output signals. A schematic
diagram of the data processing procedure has been shown in Figure 7. The procedure is
based on the integration of acceleration records transformed to the inertial system attached
to the road. The numerical integration ([46,47]) is carried out from a definite final instant
corresponding to a known vehicle position and velocity (e.g., post-accident vehicle position
specified by witnesses). If possible, transducer readings are adjusted by adding the values
of gravitational acceleration components (Δac = −gc, see Equation (7)). The results of
successive quadrature operations define, as appropriate, the velocities and positions of
point P of fixing the EDR, expressed in the inertial system Oxyz. Afterwards, they can be
transformed in order to obtain time histories of the velocities and trajectories of any point
in the vehicle body.

Figure 7. Schematic diagram of the processing of data recorded by the EDR: ax, Vx, rx,—vectors
of acceleration, velocity, and position, respectively, in the inertial reference system Oxyz; Vk, rk—
velocity and position at the final instant; “P” in the subscript indicates the values for point P of fixing
the EDR; ψC

c, ϕC
c, ϑC

c—values of angles ψC, ϕC, ϑC, determined from EDR records.

Figure 7 shows a schematic diagram of the processing of data produced by a recorder of
angle values. In such a case, the angular velocities are obtained by numerical differentiation
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of the angles. If, on the contrary, angular velocities are recorded then the angle values are
obtained by differentiation of time histories of the velocities.

3. Results

The calculations were carried out for data of a medium-class compact passenger car
KIA Ceed SW, i.e., mass 1870 kg, wheelbase 2.65 m, and distance between the centre of
vehicle mass and the front axle 1134 m, with simulating vehicle motion on dry, level, and
ideally even road surface with good tyre-road adhesion (equivalent to asphalt concrete). A
specific vehicle motion (manoeuvre) was forced by applying control signals representing
time histories of the steering wheel angle and brake pedal effort (in the case of braking).
For “constant sped” curvilinear motion tests, a driver model (driving torque controller)
was activated to maintain constant vehicle speed.

Four typical vehicle motion cases were examined:

• Straight-line braking;
• Lane-change manoeuvre;
• Entering into a turn;
• Driving in a roundabout (circular motion).

In each of the cases, various intensities of the manoeuvres (measured by the level of
longitudinal or lateral acceleration) were applied.

Both EDR types mentioned in Section 2.2 were taken into consideration: EDR1
(6 parameters of the motion) and EDR2 (3 parameters of the motion). For the analy-
sis, an option was adopted where angles (instead of angular velocities) were used to define
the angular position of the vehicle body solid. Moreover, to avoid the introduction of
additional disturbing factors that might affect the calculation results, an assumption was
made that the EDR sensors were placed at the centre of vehicle mass (see Figure 4, P = OC)
and the motion of the centre of the vehicle mass was analysed (see Figure 1, R = P = OC). In
addition to the above, an assumption was also made that the sensors had been calibrated
for the vehicle standing on a horizontal road and loaded as in the tests. The frequency of
recording the parameters under analysis was assumed as 20 Hz.

3.1. Straight-Line Braking

Figures 8 and 9 show the analysis results obtained for the case of braking the vehicle
from an initial speed of 90 km/h with a deceleration of about 6 m/s2 (this is approximately
equal to the absolute value of the longitudinal acceleration of the centre of the vehicle
mass). The vehicle braking was caused by applying a force to the brake pedal, where the
driver reaction time and the reaction of braking system components were reflected in the
time history of the brake pedal force. Figure 8a shows the actual (simulated, considered as
“accurate”) value of longitudinal acceleration aPξ and the value recorded by the EDR (aw

c).
The difference between them (denoted by ϕaw

c) resulted from variations in the pitch angle
φ1 (see Figure 8b).

Figure 9 shows the reconstruction results obtained by using recorders of both types
(EDR1 and EDR2). The time histories of vehicle velocity and position were reconstructed
“backwards”, i.e., from the known final vehicle position and velocity to the initial instant of
the simulation of the vehicle motion. The data presented in Figure 9a,b concern vehicle
velocity and position, respectively. The differences that can be seen at the beginning of the
velocity and position curves illustrate the reconstruction errors, i.e., errors of determining
the initial velocity (ΔV0) and distance travelled (ΔS).
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Figure 8. Straight-line braking. Initial vehicle velocity 90 km/h, deceleration level 6 m/s2. Time histories of: (a) longitudinal
acceleration (accurate values and EDR sensor indications); (b) car body pitch and roll angles (accurate values).

Figure 9. Straight-line braking. Initial vehicle velocity 90 km/h, deceleration level 6 m/s2. Reconstruction of time histories
of: (a) vehicle velocity; (b) distance travelled by the vehicle. Reconstruction based on EDR1 and EDR2 records.

Very good conformity can be seen between the reconstructed and accurate values for
the EDR1 device. This is thanks to the fact that in this case, the accelerometer indication
error Δaw

c is automatically corrected in the EDR1 calculation algorithm, because the vehicle
pitch angle, which causes this error, is known and, in consequence, the value of this error
can be determined. In the case of the EDR2 device, the pitch angle is not known and the
acceleration signals being integrated are burdened with the error arising from that. In
the case under consideration, this translates into an overestimation of the values of initial
velocity and distance travelled by the vehicle.

Analysis results were obtained for more cases, differing from each other in the pre-set
initial vehicle velocity (50, 90, and 140 km/h) and braking intensity (deceleration level
of about 2, 4, 6, and 8 m/s2) have been summarised in Table 1. Additionally, the errors
in estimating the initial velocity and stopping distance of the vehicle have been directly
shown in the absolute and relative form in Figures 10 and 11.
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Table 1. Straight-line braking. Summary of the accurate and reconstructed values of initial velocity and stopping distance
of the vehicle for different preset levels of the initial velocity (50, 90, and 140 km/h) and braking intensity (deceleration
level of about 8, 6, 4, and 2 m/s2).

Initial Velocity V0

[km/h]
Deceleration
Level [m/s2]

Initial Velocity V0 [m/s] Stopping Distance Sz [m]

Reference EDR1 EDR2 Reference EDR1 EDR2

50

8

13.871

13.869 14.235 25.691 25.686 26.384
6 13.869 14.208 29.325 29.32 30.053
4 13.871 14.163 36.512 36.512 37.289
2 13.872 14.037 56.581 56.581 57.242

90

8

24.957

24.959 25.646 62.098 62.1 63.868
6 24.951 25.591 73.367 73.36 75.295
4 24.955 25.489 94.944 94.942 97.016
2 24.955 25.248 171.381 171.384 173.411

140

8

38.797

38.795 39.855 129.788 129.787 133.499
6 38.8 39.767 155.278 155.281 159.313
4 38.799 39.587 200.958 200.965 205.152
2 38.803 39.234 370.088 370.113 374.406

Figure 10. Straight-line braking. Errors of the reconstruction of the initial velocity of the vehicle motion: (a) in the absolute
form; (b) in the relative form.

Figure 11. Straight-line braking. Errors of the reconstruction of the vehicle stopping distance: (a) in the absolute form; (b) in
the relative form.

In the case of EDR1, the errors are practically negligible (they arise from different
integration frequencies in the vehicle motion simulation process and during the recon-
struction of vehicle motion parameters). For the initial velocity and EDR2 records, growth
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in the relative and absolute errors with increasing braking intensity can be seen. Such
an effect may be explained by the fact that an increase in braking deceleration values
results in a growth in the pitch angle and, in consequence, in the longitudinal acceleration
estimation error, which translates into bigger errors of the integration output signals. A
somewhat different situation takes place for stopping distance errors. In this case, the
absolute errors do not depend so visibly on deceleration values and a relatively more
significant role is played by the initial velocity value. However, the situation becomes
similar to that observed for velocity errors already when relative errors of estimating the
distance travelled are concerned: higher braking intensity results in bigger, in percentage
terms, relative errors of estimating the braking distance.

Nevertheless, it should also be emphasised that, from the practical point of view, the
reconstruction errors in the case of EDR2, although being bigger, are still not very serious
(they did not exceed 3 % in the tests under consideration). This is significantly influenced
by the general inertial characteristics of the vehicle body and by the design and stiffness of
the vehicle suspension system, which translate into relatively small changes in the pitch
angle of the vehicle during the braking manoeuvre. In similar research works described
in [27,28], the errors in estimating the initial vehicle velocity and stopping distance were
bigger (even twice). Those results were obtained for another passenger car, which was also
more susceptible to vehicle body pitch and roll.

3.2. Vehicle Lane-Change Maneuvre

In this test, the vehicle is to perform a manoeuvre similar to the lane-change one.
The test manoeuvre was forced by applying a control signal representing the steering
wheel angle in the form of one period of sinusoidal input (with reference to the Sinusoidal
Input test according to ISO 7401) with a reaction time of 1 s. The sinusoid parameters
(period and amplitude) were selected individually for a specific vehicle test velocity (50, 90,
140 km/h) so that the vehicle virtually changed a lane about 3.5 m wide (i.e., the centre of
vehicle mass, often referred to as centre of gravity—C.G., changed its lateral position by
about 3.5 m) and for a chosen intensity of the manoeuvre (low, medium, or high, with the
manoeuvre intensity being defined by the level of the maximum lateral C.G. acceleration).
The total manoeuvre observation time was 5 s. Figures 12 and 13 show the results obtained
for the vehicle moving with an initial velocity of 90 km/h and performing the manoeuvre
with an intensity defined as “medium” (with the maximum lateral acceleration level of
about 5 m/s2). Similarly, as in the case of braking, Figure 12a shows the actual (accurate)
value of the lateral acceleration aPη and the value recorded by the EDR ap

c. The difference
between these two values (denoted by Δap

c) mainly results from changes in the roll angle
ϑC and, to a lower degree, from changes in the pitch angle ϕC, shown in Figure 12b.

Figure 12. Lane-change manoeuvre, “medium” intensity level. Initial vehicle velocity 90 km/h. Time histories of: (a) lateral
acceleration (accurate value and EDR sensor indication); (b) car body pitch and roll angles (accurate).
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Figure 13. Lane-change manoeuvre, “medium” intensity level. Initial vehicle velocity 90 km/h. Reconstruction of:
(a) vehicle velocity; (b) vehicle body C.G. trajectory. Reconstruction based on EDR1 and EDR2 records.

Figure 13 shows the results of reconstruction of a 5 s time period of the vehicle motion,
obtained by using recorders of both types (EDR1 and EDR2). As previously, the time
histories of vehicle velocity and position were reconstructed “backwards”, i.e., from the
known final vehicle position and velocity to the initial instant of the simulation of the
vehicle motion. The data presented in Figure 13a,b concern vehicle velocity and C.G.
trajectory, respectively. The differences that can be seen at the beginning of the velocity
and position curves illustrate the reconstruction errors, i.e., errors of determining the initial
velocity (ΔV0) and distance travelled (ΔS).

Similarly, as in the case of braking, very good conformity can be seen between the
reconstructed and accurate values for the EDR1 device. The reason for this fact is identical.
The accelerometer indication errors are automatically corrected because the vehicle pitch
and roll angles are known. In the case of the EDR2 device, the said angles are not known,
and the acceleration signals being integrated are burdened with the errors arising from
that. In the case under consideration, this translates into an overestimation of the values of
the lateral vehicle displacement and a velocity estimation error.

Analysis results obtained for more cases, differing from each other in the pre-set initial
vehicle velocity (50, 90, and 140 km/h) and manoeuvre intensity (three lateral acceleration
levels: about 2.4–2.5, 5.0–5.4, and 7.1–8.2 m/s2), only for the EDR2 device, in this case,
have been summarised in Table 2. Additionally, the errors of estimating the initial velocity
and distance travelled by the vehicle during the manoeuvre have been directly shown in
the absolute and relative form in Figure 14. In quantitative terms, these errors may be
considered quite small (tenths of percentage units), the reasons for which may be sought,
as previously, in small changes in the roll angle (in this case) and in the resulting small
errors of estimating the lateral acceleration. However, the trend of these errors rising with
the intensity of this manoeuvre can be noticed here as well.
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Table 2. Lane-change manoeuvre. Summary of the simulated (accurate) and reconstructed values of initial vehicle velocity,
initial position estimation error, and distance travelled by the vehicle for different preset levels of the initial velocity (50, 90,
and 140 km/h) and manoeuvre intensity (low, medium, high). Manoeuvre observation time: 5 s.

Preset Initial
Velocity V0 [km/h]

Intensity
(apmax [m/s2])

Initial Velocity
V0 [m/s]

Initial Position Error,
EDR2 [m]

Distance Traveled
S [m]

Reference EDR2 Δx Δy Reference EDR2

50 Low (2,4) 13.884 13.886 −0.0092 −0.1519 69.25 69.28
Medium (5,4) 13.908 −0.0364 −0.1694 69.3 69.37

High (8,2) 13.916 −0.0468 −0.2932 69.39 69.49

90 Low (2,4) 24.999 24.973 0.0883 −0.1458 124.56 124.49
Medium (5,0) 25.004 −0.0072 −0.1597 124.49 124.51

High (7,4) 25.017 −0.0371 −0.2323 124.24 124.31

140 Low (2,5) 38.971 38.942 −0.1508 −0.1554 174.96 175.12
Medium (5,3) 38.963 −0.1884 −0.1692 174.71 174.91

High (7,1) 38.991 −0.2427 −0.3774 173.82 174.08

Figure 14. Lane-change manoeuvre. Errors of the reconstruction of the initial vehicle velocity and of the distance travelled
by the vehicle: (a) in the absolute form; (b) in the relative form. Reconstruction based on EDR2 records.

3.3. Entering a Turn

The test consists in dynamic making the vehicle under test follow a curve. Such
a manoeuvre was forced by applying a control signal representing a constant steering
wheel angle preceded by a linear angle raising period (with reference to the Step Input test
according to ISO 7401), where the steering wheel angle values were selected individually
for a specific vehicle test velocity (50, 90, 140 km/h) so that the vehicle performed the
manoeuvre with various intensities defined by the maximum lateral C.G. acceleration level
in the steady phase of the motion (2, 4, 6, 8 m/s2). The angle-raising time was so adopted
that the steering wheel rising-rate fell within the limits stipulated by the said ISO standard.
The total manoeuvre observation time was 5 s. In this case, only the results obtained by
using the EDR2 recorder have been presented (for the EDR1 device, the reconstruction
results were practically identical with the accurate data). The reconstruction results have
been presented in Figures 15–18, in the form as before, for two options of the manoeuvre,
i.e., for initial velocities of 50 km/h and 140 km/h, and for the maximum lateral acceleration
level of about 8 m/s2.
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Figure 15. Entering a turn, intensity level 8 m/s2. Initial vehicle velocity 50 km/h. Time histories of: (a) lateral acceleration
(accurate values and EDR2 sensor indications); (b) car body pitch and roll angles (accurate values).

Figure 16. Entering a turn, intensity level 8 m/s2. Initial vehicle velocity 50 km/h. Reconstruction of: (a) vehicle velocity;
(b) vehicle C.G. trajectory; reconstruction based on EDR2 records.

Figure 17. Entering a turn, intensity level 8 m/s2. Initial vehicle velocity 140 km/h. Time histories of: (a) lateral acceleration
(accurate values and EDR2 sensor indications); (b) Car body pitch and roll angle values (accurate).
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Figure 18. Entering a turn, intensity level 8 m/s2. Initial vehicle velocity 140 km/h. Reconstruction of: (a) vehicle velocity;
(b) vehicle C.G. trajectory; reconstruction based on EDR2 records.

Results of all the tests carried out with entering a turn have been presented in Table 3.
For better illustration of the differences obtained, the errors of estimating the initial velocity
and distance travelled by the vehicle during the manoeuvre have been directly shown in
the absolute and relative form in Figure 19; Figure 20 presents the initial positions of the
centre of vehicle mass (C.G.), reconstructed with EDR2 records being used.

Table 3. Entering a turn. Entering a turn. Summary of the simulated (accurate) and reconstructed values of initial vehicle
velocity, errors of estimating the initial vehicle position, and distance travelled by the vehicle for different pre-set levels of
the initial velocity (50, 90, and 140 km/h) and manoeuvre intensity (2, 4, 6, 8 m/s2). Manoeuvre observation time: 5 s.

Preset Initial Velocity
V0 [km/h]

Intensity (ap [m/s2])

Initial Velocity
V0 [m/s]

Initial Position Error,
EDR2 [m]

Distance Traveled
S [m]

Reference EDR2 Δx Δy Reference EDR2

50 2 13.935 14.097 −0.5100 0.9233 69.37 69.66
4 14.545 −1.8910 1.1858 69.5 70.73
6 14.944 −3.0435 0.3791 69.61 71.82
8 15.517 −4.6145 −0.9273 69.49 73.26

90 2 25.009 25.091 −0.2672 1.0112 124.75 124.89
4 25.427 −1.3101 1.9083 124.62 125.45
6 25.824 −2.5380 2.1633 124.34 125.98
8 26.368 −4.2219 2.6445 123.88 126.56

140 2 37.068 37.210 −0.3776 1.1077 169.73 170.01
4 37.475 −1.2059 2.1086 170.35 171.18
6 37.804 −2.2332 2.6795 170,00 171.5
8 38.265 −3.6725 3.6388 167.12 169.52
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Figure 19. Entering a turn. Errors of the reconstruction of the initial vehicle velocity and of the distance travelled by the
vehicle: (a) in the absolute form; (b) in the relative form. Reconstruction based on EDR2 records.

Figure 20. Entering a turn. Initial positions of the centre of vehicle mass (C.G.), reconstructed with
EDR2 records being used.

When analysing the results obtained for this manoeuvre, it should be noted that the
reconstruction errors are here markedly bigger than those occurring in the case of the
lane-change manoeuvre. For the motion, parameters range under consideration, the errors
of estimating the initial velocity or distance travelled by the vehicle reach from a few to
even more than ten percent (Figure 19). The initial vehicle position obtained from the recon-
struction may differ from the actual (accurate) one by a few meters (Figure 20). Noteworthy
is the fact that the manoeuvre observation time was identical for both manoeuvre types
(5 s). The reasons for such an effect may be sought in the fact that, similarly as it is in the
case of braking and longitudinal deceleration, no reversal of the sign of vehicle acceleration
and its error takes place (Figures 15 and 17), contrary to the situation that takes place
during the lane-change manoeuvre, where the errors of the reconstruction (acceleration
quadrature operations) generated in one phase of the manoeuvre are partly compensated
by the reconstruction errors generated in the other manoeuvre phase.

Another factor worth consideration is the impact of manoeuvre intensity. Here,
similarly as in other manoeuvres, the errors increase with rising manoeuvre intensity; this
may be directly associated with an increase in the errors of the EDR acceleration records
due to growing vehicle body pitch and roll angles.

The last regularity that can be noticed is a decrease in error values with increasing
vehicle velocity, which distinguishes this manoeuvre from a similar case (in terms of
absence of reversal of the acceleration sign), i.e., from the straight-line braking. To explain
this finding, it is worth noticing that, apart from the initial phase of the manoeuvre, the
vehicle motion under analysis is similar to the steady-state motion along a circle. Therefore,
it is worth paying attention to another variable that characterises the vehicle motion, i.e.,
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the yaw angle. Figure 21 presents the data collected that show the “angular distance”
travelled by the vehicle in every case. When comparing the data plotted in this graph with
the reconstruction errors presented previously in Figure 19, their qualitative convergence
can be noticed: the higher the velocity, the smaller the change in the yaw angle in the
manoeuvre under consideration. Based on the said qualitative convergence, a hypothesis
may be formulated that the value of errors, especially the errors of the vehicle trajectory, are
affected by the “angular distance” travelled by the vehicle. This aspect will be presented in
broader terms in the next example, where the steady-state circular motion will be analysed.

Figure 21. Entering a turn. Range of changes in the vehicle yaw angle during the manoeuvre.

3.4. Driving in a Roundabout (Circular Motion)

In such a test, the vehicle is driven with a constant speed along a curvilinear path close
to a circle (to some extent, the test conditions are close to those of the ISO 4148 test [42]).
The manoeuvre is forced by applying a constant non-zero steering wheel angle. The test
parameters (vehicle speed, steering wheel angle) were so selected that, on the one hand,
the vehicle moved with a prescribed lateral acceleration (2, 4, or 6 m/s2) and, on the other
hand, the vehicle path was in accordance with the roundabouts that can be met in real
roads [48] (and simultaneously the actual radius of the vehicle path was in conformity
with the recommendations of the said ISO 4138 standard). Actually, the vehicle path radius
was set at about 30 m, and the values of the vehicle speed on the virtual traffic circle were
about 30, 40, and 50 km/h. The manoeuvre was considered as completed when the vehicle
travelled a “full circle”, i.e., the vehicle yaw angle changed by 2π in the simulation.

This time, the trajectories reconstructed (“backwards” from the final vehicle position)
have been presented as the first thing (see Figure 22). Figure 23 shows a reconstruction
of the time history of the vehicle speed (“backwards” from the final instant). The direct
causes of the visible differences between the accurate and reconstructed vehicle trajectories
and speed vs. time curves mainly lie in errors of the EDR2 acceleration records (differences
between the accurate and recorded acceleration values) shown in Figure 24.

At first, the differences between the accurate and reconstructed curves can be found to
be similar to each other in qualitative terms: the differences increased in the first phase of
the manoeuvre and decreased afterwards. This resulted in very good conformity between
the accurate and reconstructed value of the vehicle speed and in quite good conformity
between the accurate and reconstructed initial vehicle position (the vehicle C.G. coincided
with the accurate trajectory). Here, reference may be made to the hypothesis proposed in
the previous subsection about the dependence of errors on the “angular distance” travelled
by the vehicle and, in consequence, about the “periodicity” of the errors. Therefore, the
vehicle speed and position errors have been presented in Figure 25 not in the time domain
but as functions of changes in the angular position (yaw angle) within the range from
the final position (for which the change is equal to zero) to the initial position (where the
change is equal to −2π). Additionally, the estimated values of the vehicle body C.G. path
radius and the vehicle yaw velocity have been presented in Figure 26.
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Figure 22. Driving in a roundabout, R = 30 m. Reconstruction of vehicle body C.G. trajectory based on EDR2 records.
Lateral acceleration level: (a) 2 m/s2; (b) 4 m/s2; (c) 6 m/s2. “•”—start of the reconstruction (end of the motion under
analysis); “�”—end of the reconstruction (reconstructed initial position); grey dotted lines represent edges of the roundabout
carriageway 6 m wide.

Figure 23. Driving in a roundabout, R = 30 m. Reconstruction of vehicle C.G. speed based on EDR2
records for three lateral acceleration levels: 2 m/s2; 4 m/s2; 6 m/s2.

Figure 24. Driving in a roundabout, R = 30 m. Comparison between time histories of accurate values and EDR2 sensor
readings of: (a) lateral acceleration; (b) longitudinal acceleration.
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Figure 25. Driving in a roundabout, R = 30 m. Errors of: (a) vehicle body C.G. speed; (b) vehicle body C.G. distance
travelled as a function of changes in the vehicle yaw angle (zero—vehicle final position, −2π—vehicle initial position).

Figure 26. Driving in a roundabout, R = 30 m. (a) Estimated radius of the vehicle body C.G. trajectory; (b) Yaw velocity as a
function of changes in the vehicle yaw angle (zero—vehicle final position, −2π—vehicle initial position).

It can be seen that on the interval from zero to −π, the speed reconstruction error
is increasing; in consequence, the rate of growth in the error of estimating the distance
travelled is increasing as well. On the interval where the vehicle has already “turned back”,
i.e., from −π to −2π, the speed reconstruction error is decreasing to values close to zero;
the distance error is still increasing, but the growth rate is decreasing. Since the vehicle yaw
velocity is approximately constant (Figure 26b), the changes in the reconstructed vehicle
speed value translate into changes in the reconstructed trajectory radius value (Figure 26a),
i.e., growth in the radius on the yaw angle range from 0 to −π and decline on the range
from −π to −2π.

Noteworthy is also the fact that the reconstruction errors are also affected by the error
in estimating the longitudinal acceleration (Figure 24b). In the example presented, this
can be seen, e.g., in Figures 25b and 26a, when the cases with 4 m/s2 and 6 m/s2 are
compared with each other. For the manoeuvre with 6 m/s2, the longitudinal acceleration
level, in terms of its absolute value, is lower than that for the manoeuvre with 4 m/s2

(see Figure 24b). This has contributed to the fact that in spite of a higher level of lateral
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acceleration, the errors in estimating the distance travelled are here somewhat lower (see
Figure 25b). Similarly, the radius of the reconstructed trajectory is also somewhat smaller
(see Figure 26a).

It may be assumed that during the next circling, this situation may repeat itself again
and again. To illustrate this effect, Figure 27 presents the vehicle trajectory and speed
curves for the simulation of driving in a runabout with a speed of about 50 km/h (lateral
acceleration level of 6 m/s2) for an “angular distance” exceeding the value of 2π as shown
previously (the yaw angle was now 3.02 rad at the initial instant and 14.03 rad at the final
instant, i.e., it changed by 11.01 rad ∼= 3.5π). The vehicle speed error “oscillates” with
a period of 2π, the distance error is increasing cycle after cycle, and the reconstructed
trajectory “shifts” by a certain distance with every cycle.

Figure 27. Driving in a roundabout, R = 30 m. Lateral acceleration level 6 m/s2 (vehicle speed ca. 50 km/h). Reconstruction
based on EDR2 records of: (a) vehicle body C.G. trajectory; (b) vehicle body C.G. speed and error of the distance travelled.
“•”—start of the reconstruction (end of the motion under analysis); “�”—end of the reconstruction (reconstructed initial
position); grey dotted lines represent edges of the roundabout carriageway 6 m wide.

In the context of the above findings, therefore, attention should be paid to the fact
that at the reconstruction of manoeuvres like the one discussed here (or the entering a
turn, as discussed previously), a factor of considerable importance for the magnitude of
errors in the event reconstruction based on records obtained by using EDR2-like devices is
a change in the yaw angle during the manoeuvre. Depending on the scope of the change,
the errors may be small or very big. For the vehicle trajectory, the positions determined by
reconstruction may so differ from the actual ones that correct interpretation of the situation
under analysis would become impossible (errors would be of the order of several meters,
such that the vehicle position thus determined would be situated e.g., outside of the road
area or of any realistic vehicle trajectory).

4. Discussion

The results obtained have been discussed in detail immediately after their presentation.
To synthesise the findings in the context of the accuracy of the reconstruction of vehicle
motion, the following may be stated.

- In the case of the EDR1-type devices (recording 6 vector components that describe the
vehicle motion), the reconstruction results are practically identical with the reference
(accurate) data.
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- In the case of the EDR2-type devices, the velocities and trajectories may both slightly
and significantly differ from the accurate data.

- The qualitative nature of the accident reconstruction errors depends, inter alia, on the
vehicle motion type. In the case of straight-line braking, errors arise in determining
the initial vehicle velocity and the distance travelled; when curvilinear motion is
analysed, deviations from the accurate vehicle trajectory mainly occur.

- In quantitative terms, the errors may be influenced by the intensity of the manoeuvre.
In general, the higher intensity is connected with larger reconstruction errors (arising
from stronger angular movements of the vehicle body and, in consequence, from
bigger errors in the accelerations recorded).

- Another factor that has an impact on the accuracy achieved is the period of time (or
the length of the distance travelled) for which the vehicle motion is reconstructed.
For short-duration manoeuvres (lasting less than 5 s), good accuracy can be achieved,
even if the EDR2 devices are used (with reservations formulated in other conclusions).
However, the errors increase with the increasing length of the period for which the
motion is reconstructed. Attention should also be paid to the effects reported for the
case of circular motion, i.e., a kind of cyclicity of the reconstruction errors.

- A quantitative influence on the accuracy may be exerted by the design and operational
features of the vehicle. This concerns the properties that have a considerable impact
on the angular movements of the vehicle body solid. The features of particular
importance may be suspension system characteristics (e.g., suspension system design,
spacing, and stiffness of springs, dry friction, etc.).

To some extent, especially as regards the quantitative findings, the results presented
confirm the conclusions expressed in [27–29] as well as in [26]. The directions of further
research on the accuracy of reconstruction of vehicle motion based on records obtained from
EDR-type devices, concerning such issues as the impacts of current load and design features
of the vehicle, accuracy of the measuring and recording apparatus, angular positioning of
EDR sensors, or EDR configuration (e.g., recording of angular velocities instead of angles,
recording frequency), can also be formulated.

5. Conclusions

The large-scale introduction of automotive “black boxes” into service will potentially
bring many benefits. It will increase the resource of information about the course of
an accident and will provide knowledge of the parameters of vehicle motion. Other
advantages may consist in preventive influence on the driver, who will be less prone to
risky behaviours in road traffic. The EDR solutions offered now in the automotive market
are often a simplified version of the solutions having been used in aviation for many years.
In the EDRs offered in the market, apart from those intended for research applications, the
vehicle motion is generally treated as two-dimensional (as it is in the EDR2).

In the research carried out, the interest was focused on the concept of the EDR,
without addressing the problems related to the measuring and recording apparatus (such
as intrinsic sensor errors or errors arising in the recording process). The calculations
carried out have shown that the said simplifications may result in significant errors in
the reconstruction of vehicle motion, sometimes totally disqualifying the reconstruction
results. This mainly applies to the reconstruction of vehicle trajectory; nevertheless, a result
significantly differing from the actual value is also possible when the vehicle velocity is
reconstructed. The basic reason for that lies in the fact that the devices of the EDR2 type
do not provide information about some angular movements of the vehicle body solid, i.e.,
the pitch and roll angles. In the case of the EDR1 devices, no considerable reconstruction
errors have been revealed.
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Abstract: This article describes the safety and effectiveness issues related to signal countdown timers
(SCT). These devices are used in many countries around the world. The impact of these devices
on road safety and the effectiveness of traffic lights is presented. During a literature review, more
than 18 aspects of device use were recognized. The research involved measurements carried out at
three intersections in Płock (Poland). The initial and final period of the green signal for vehicles was
analyzed. Headways, incidences of vehicles passing through after the end of the green signal, and
red-light violations were examined. Additionally, a fuel consumption analysis and a case study of a
road crash in Szczecin (Poland) are presented. Problems related to signal countdown timers working
during traffic light failure are described. The research shows different influences of signal countdown
timers at various intersections. It was observed that SCTs increase the number of red-light violations
and during the red-amber signal. On the other hand, the number of entries during the amber signal
with SCTs is lower. A literature review also indicated that the use of SCT causes a reduction of
start-up time (positive impact) and increases vehicle speed (negative impact). The article concludes
that SCTs do not always fulfill their role in improving road safety and control efficiency. Conclusions
can address various stakeholders, including drivers, road authorities, and traffic engineers.

Keywords: signal countdown timer; SCT; GSCT; RSCT; traffic signals; traffic lights; road safety; road
traffic control; traffic engineering; driver behavior

1. Introduction

1.1. Problems of Using Signal Countdown Timers

The first traffic light was installed in 1868 at a road junction in London [1]. It was
based on a gas lamp. Electric traffic lights started to be used in the second decade of the
20th century. The very first, based solely on light signals, was used in 1914 in Cleveland.
Signaling displayed the words “STOP” and “MOVE”. The colors red and green were
used for the first time as signals in 1917 in San Francisco. A third color, amber, was
introduced in 1920 in Detroit, which improved traffic safety. In the first years of their
operation, traffic light solutions were very different but, fortunately, they were unified.
The signals used on roads were defined in international agreements such as the Geneva
Convention on Road Traffic, signed on 19 September 1949 [2]. The convention allowed
two-color signaling (red and green) and specified the meaning of individual signals. Similar
provisions were agreed in the Convention on road signs and signals established at Vienna
on 8 November 1968 [3], and allowed the use of directional signals. Poland signed both of
these conventions. Drivers are obliged by the law to follow the indications of the traffic light.
The rules set out in the above-mentioned international regulations indicate that drivers
are not informed in advance about the signal change. Only a short period, lasting for one
or a maximum of a few seconds during the amber, and red with the amber, signals notify
drivers about the signal to be displayed next. Issues related to road safety at intersections
are a current problem. Research conducted in Poland has investigated issues of road
lighting, in particular pedestrian crossings [4], adaptation of road infrastructure to the
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needs of autonomous vehicles [5], road interchanges [6], safety at pedestrian crossings [7]
and country highways [8]. There are fewer articles regarding traffic signals compared to
other elements of traffic infrastructure, e.g., roadways, junctions, and interchanges. At the
turn of the first and second decades of the 21st century, devices indicating how long a given
signal would be displayed, called Signal Countdown Timers (SCT), began to be used. Their
application took place on many continents, but in Poland, they were used was ahead of
legislative changes (Figure 1). Regulations adapting their application were only introduced
in 2017 [9]. However, there are still many problems with the use of these devices. In
this article, the problem is reviewed from the perspective of research conducted around
the world. Additional research was also carried out by the Road Traffic Control Team at
the Faculty of Transport Warsaw University of Technology. Unexplored and unsolved
problems require further research, which are indicated in the conclusions.

 

Figure 1. Signal Countdown Timer in Nowy Sącz, Poland (2016).

1.2. Literature Review

Issues related to drivers’ reactions to changing signals have been the subject of many
studies since the middle of the 20th century [10,11]. SCTs can be used both for the red
signal (RSCT) and the green signal (GSCT) at crossroads [12]. The purpose of the SCT is to
help the driver decide to stop or drive through at the amber signal and to start the vehicle
column moving more efficiently at the beginning of the green signal. Research also shows
that many drivers cross the traffic lights stopping line while displaying a red signal, which
is called a red-light violation (RLV) [13].

The literature review was divided into main threads related to the behavior of drivers
and pedestrians. Starting from the background of regulations in Poland (Section 1.2.1),
the topic was investigated worldwide. Main problems related to vehicle traffic and SCT
were categorized into subjects of capacity determination (Section 1.2.2), red light viola-
tion (Section 1.2.3), entering on the amber signal (Section 1.2.4), vehicle speed, braking
characteristics, dilemma zone (Section 1.2.5), reaction time (Section 1.2.6), safety statistics
(Section 1.2.7), GHG emissions (Section 1.2.8) and cycling (Section 1.2.9).

Some of the articles on SCT consider devices for pedestrians (in a shortcut later
described as PSCT). The main problems covered by the research were pedestrians pass-
ing on the flashing green (Section 1.2.10), pedestrian red-light violations (Section 1.2.11),
pedestrian speed (Section 1.2.12), and vehicle-pedestrian conflicts (Section 1.2.13).
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1.2.1. Background of Regulations in Poland

The very first article related to the SCT situation in Poland was published in 2013 [14]
before regulations were put in place [9]. Legally, at that time, the RSCT and GSCT were
used, although their technical and functional requirements were not specified, and their use
was not allowed. The article presented many legal and technical problems. It also presents
issues related to road traffic engineering in designing traffic light control algorithms and
signaling operation in the event of an SCT failure. Some of the problems described in this
article have been resolved, while others are still relevant today.

As an extension to previous research, problems related to SCTs used in Poland have
been further investigated [15]. Analyzed issues were divided into technical issues related
to the assembly and supervision of signals, problems in road traffic engineering associated
with the determination of displayed values and the effectiveness of traffic-actuated control,
issues related to road safety, and legal issues. Although the article refers to the period in
which the use of SCTs in Poland were prohibited, many problems had not been solved, nor
been the subject of published research.

Due to enforcement of regulations [9], the use of SCTs in Poland was allowed from
1 July 2017, but the introduced provisions were criticized. One argument was that reg-
ulations omitted devices already installed [16]. However, it should be noted that the
solutions used so far had not met safety requirements, so their locations and dimensions
were not taken into account in the regulations. The limitation of SCTs to fix time control
was criticized, and stricter rules on the location of these devices required.

Another literature review [17] was published after the implementation of regulations
in Poland. Thirty-five bibliographic references were analyzed together with a statement of
general opinion on selected factors. The methodology used for SCT research was described
in another article [18]. The main goal of the research was to determine the impact of
countdown timers on traffic conditions and the level of traffic safety.

1.2.2. Capacity Issues (Headway/Saturation Flow/Capacity/Start-Up Lost Time)

A 2005 study in Kuala Lumpur (Malaysia) [19] concerned the SCT for the green
signal (GSCT). The research covered the period before and after installing the GSCT. The
study indicated that the impact of installing the GSCT was small. Other research carried
out in Kuala Lumpur [20] concerned the influence of SCTs on vehicle capacity at six
intersections. The time intervals between vehicles moving at the start of the queue were
examined (headways). Only passenger vehicles were investigated. Measurements with
heavy vehicles were rejected. The study showed that saturation flow for a junction with an
SCT is greater than for a junction without an SCT.

Issues related to intersection capacity were also examined in the research at intersec-
tions in Bangkok [21]. Start-up delay and headway in the initial period of the green signal
(six vehicles) and the later period were examined. In the case of headway, no differences
were found for the subsequent period.

Similar studies were conducted in India [22] concerning mixed traffic in conditions
of queuing. Two-wheeled vehicles, rickshaws, and buses were distinguished. It was
emphasized that the drivers in India showed a lack of discipline. Video recordings were
analyzed with the use of Matlab. The study showed reduced time intervals at the beginning
and end of the green signal using SCT.

Headway was also analyzed during start-up of a vehicle column at a junction with
an RSCT [23]. The research was conducted in Guangzhou (China). The results showed
a reduction in headway and increased capacity due to the use of RSCT by approx. 5%
at night and approx. 10% during the day, and an even greater reduction in headway
standard deviation.

Similarly, different technical solutions were explored in [24]. The comparison applies
to standard traffic lights, signals with different types of light rules, and numerical SCTs.
The research was conducted in Brazil. The studies showed no statistically significant effect
on the headway of different types of SCT in relation to standard signaling.
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Study [25] investigated the effect of RSCTs on the headway/saturation flow. The
research was conducted with the SCT turned on and off for 24 h and showed that the use of
the RSCT reduced start-up time by 22%. The statistically significant impact concerned only
the first vehicle in the queue, regardless of the period of the day. In some cases, reduction
of start-up delay was even more significant. Use of an RSCT in Bangkok reduced it by
33% [21]. Research was also carried out in New Delhi at three intersections [26] where was
no influence of GSCT on saturation flow, whereas RSCT reduced start-up lost time.

Other research [12] was carried out in Kayseri (Turkey) at the approaches of two
intersections where an SCT was used for the red signal (RSCT) and green signal (GSCT) at
the crossroads. The study determined the start-up time distributions of the first vehicle in
the queue after the green signal was displayed. A statistically significant positive effect on
the start of the queue of vehicles was demonstrated but, simultaneously, an increase in the
number of crossing the intersection before the green signal was noted. In study [27], the
psychological aspect was not considered when analyzing drivers’ behavior during vehicle
start-up, pointing to the possibility of obtaining a start-up delay of 0 s, which contradicts
the conclusions from [12], indicating the random nature of this phenomenon.

Study [28] also concerns starting vehicles at traffic signals. Tests were carried out in
Changchun (China) at six intersections with quite long cycles (100–150 s). The research
concerned an RSCT and covered the first three vehicles in the queue. In the regression
models used for the analysis, nine factors related to the intersection and traffic influencing
start-up delay and headway were considered and showed a reduction in both values after
using the RSCT.

1.2.3. Red Light Violation (RLV)

One of few studies analyzing the long-term impact of GSCT on traffic was conducted
in Singapore [29]. The number of red signal violations was examined before installing
the GSCT and after installation for 1.5, 3, and 7.5 months. The research was conducted
at different times of the day and on different days of the week. In the first two post-
installation periods, RLVs (number of red-light violations) were lower than before the
GSCT was installed. However, after 7.5 months, the number of RLVs returned to the
number before the GSCT installation.

In Kuala Lumpur (Malaysia) study [19], the number of entries on the red signal
was two times smaller when the GSCT was installed. However, the need for further
research before using these devices was indicated. In other research conducted in Kuala
Lumpur [20], the rate of RLVs was higher in the case of using an SCT.

In Bangkok, a survey was conducted with over 300 drivers constantly moving around
the city [30]. An essential factor was that the cycle times used in this city were 120–240 s,
twice as high as the typical values used in Poland. The research showed only a slight
change in saturation flow, while the start-up lost time decreased significantly. For other
vehicles, as in [25], no differences were found. The absence of SCTs increased the number
of vehicles entering during the red signal. The questions in the survey related to reductions
of driver frustration, turning off the engine when parked, and using the waiting time for
the green signal.

A study in Chennai, India [31] examines the effects of the RSCT and GSCT across four
vehicle types. An increase in red signal violations was noticed in the final period, especially
among rickshaw drivers and two-track vehicle drivers. On the other hand, the number of
entries at the beginning of the green signal decreased among all road users. Concerning
headway, the entry time of the first vehicle was significantly reduced, and the differences
were small for subsequent vehicles.

Article [32] presents research carried out at three junctions in New Delhi (India).
Signal programs with cycle lengths of 165–180 s were in place at the intersections. The
number of red-light violations in the final period of a red signal increased. In article [33],
44 bibliographic items regarding SCT research and other solutions influencing red signal
violations are presented. Conclusions concerning the use of SCT are both positive and
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negative. The main difference is in the use of GSCT and RSCT. Research carried out in New
Delhi at three intersections indicated that both types of SCT (GSCT and RSCT) affected
red-light violations [26].

Article [34] concerns a study carried out in Hyderabad, India, at two intersections. The
research included start-up loss time and capacity. Turning off the SCT increased the number
of red-light violations by about 5%. The research revealed higher speeds at intersection
approaches with a working SCT.

The research in [35] was carried out following the methodology described in [18]
and [36] concerning a GSCT. Crossing at the beginning of the red signal at three intersections
was analyzed. A significant effect of GSCT in reducing the number of red-light violations
by buses and trucks was also observed.

Research in Europe conditions is presented in article [37] including SCTs installed at
two intersections in Cotonou, Greece and involved vehicle column start-up and drivers’
behavior at the end of the green signal. The results showed that there were practically no
early starts at intersections without an SCT. When an RSCT was used, the number increases
by approx. 24%. The use of a GSCT also increased the number of vehicles stopping at the
end of the green signal. At the same time, the proportion of vehicles passing on the red
signal decreased, but the proportion accelerating during the amber signal increased.

A study from Ljubljana (Slovenia) [38] covered one intersection. The article presents
the verification of three hypotheses concerning start-up lost time, amber violations, and
red-light violations. A survey among drivers was also conducted. Concerning signal
violations, a greater number of entries during the amber signal occurred with the GSCT
turned off, as did red-light violations. However, with respect to violation of the red-amber
signal (before the green signal), a greater number of cases occurred with the RSCT turned
on. The results showed positive feedback from drivers about the SCT. However, about 30%
of people indicated that SCTs can be distracting.

In Poland, the first research on driving behavior at an SCT was carried out in 2014,
although SCTs were used before 2014 at intersections. Research carried out by the Mu-
nicipal Roads Authority in Grudziądz [39] used a speed camera and a red-light violation
camera and found that the launch of the SCT increased the number of entries on the red
signal, although these offenses were registered and the drivers were punished for them.
Similarly, with the inclusion of an SCT, the proportion of vehicles driving over the speed
limit increased.

1.2.4. Entering on Amber Signal

In a study carried out in Zabrze (Poland) it was observed that disabling the GSCT
increases the number of vehicles entering the intersection during the amber signal and at the
beginning of the red signal [40]. Research in [41] concerned the influence of a pedestrian
SCT (PSCT) on driver’s behavior. It was observed that SCTs increased the number of
vehicles passing through on an amber signal and reduced the number of passages on a red
signal shortly following the amber.

A study in Kayseri (Turkey) [12] observed a reduction in the number of vehicles
entering during the amber signal with a working SCT, except during congestion and with
significant delays at the approach. The authors concluded it was important to consider the
behavior of drivers at the end of the green signal when assessing appropriate times for
each signal phase. The conclusion that the RSCT did not affect traffic safety is contradictory
to the findings of other authors.

A different study dealt with the termination of the green signal [42]. The research
was conducted in Changsha (Hunan Province, China) at four intersections. The signaling
programs had cycles of 100–128 s. Three drivers’ reactions were studied: stopping before
the stop line, passing through on the amber signal, and passing on the red signal. Binary
logistical regression analysis was used. The study showed a greater number of vehicles
passing on the amber and red signals after applying the GSCT.
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The research methodology in [43] is similar to that in [42] and the same research
grounds were used. Logistic regression was used to analyze the data. The probability of
stopping as a function of speed and distance from the stop line was examined. The study
was extended to the analysis of the method of crossing the intersection on the red signal. It
was confirmed that the use of a GSCT increased the number of entries on the amber signal.

As well as GSCTs and RSCTs, there are also displays showing the duration of the
amber signal. A study of these in Harbin, China, is presented in [44]. Such displays reduced
the number of vehicles entering during the second, third, and fourth seconds of the amber
signal. A display with the function of showing the duration of the amber signal did not
change the speed of vehicles, unlike the GSCT, which caused an increase.

1.2.5. Vehicle Speed, Braking Characteristics, and the Dilemma Zone

The issue of traffic safety from the point of view of the mechanics of vehicle movement
when an SCT is turned off is described in [27]. Analyzing mathematical relations, it
was found that the GSCT did not increase the vehicle speed above the minimum. A
psychological factor was not included in the article. Research in [45] showed a reduction in
the speed of vehicles reaching a crossing during the yellow signal. A negative impact on
the speed of vehicles at the approach was found in Kayseri (Turkey) [12]. Vehicle speed at
intersections with a GSCT was also analyzed in New Delhi [46]. The proportion of vehicles
exceeding the speed limit at the intersection entrance was higher (approx. 4% compared
to approx. 13%). On the other hand, the speed of vehicles crossing the intersection with a
GSCT during the amber signal was almost twice as high.

An analysis of an SCT functioning in the Philippines is presented in [47]. As part of
the study, drivers were surveyed in Manila and at intersections in Quezon and Pasig. It
was observed that the use of countdown timers caused no low-speed vehicle passages in
the final period of the amber and green signals, while there were soft brakings and stops of
cars on the amber signal and starts from the stopping line before the green signal. Research
also shows that drivers’ declared and real behavior during the amber and green signals
differed significantly. For example, drivers declared that they decelerated during an amber
signal when they were accelerating or moving at a constant speed.

An analysis covering decisions made by drivers while driving through an intersection
with and without an SCT was conducted in China [48]. A logistic model was used for the
research, taking into account the probabilities of such behaviors as acceleration, braking,
and speed maintenance. Determined from the time displayed on the GSCT, the distance
from the stop line and the vehicle’s speed was assessed. The study showed that at inter-
sections with an SCT, the proportion of stopping or slowing vehicles was greater than at
intersections without an SCT, while the percentage of accelerating vehicles decreased.

Differences in drivers’ behavior at traffic lights with an SCT and a CCTV system in
summer and winter were examined in [49]. The research was conducted in Changchun,
China, at eight intersections where traffic violation cameras were installed. The tests cov-
ered 90 m long sections of intersection approaches. Based on video observations, braking
speeds and decelerations were determined. It was observed that in winter, drivers braked
at a greater distance from an intersection equipped with a GSCT, while at intersections not
equipped with a GSCT, drivers braked when an amber signal was displayed.

GSCT tests were also carried out with the use of a vehicle simulator [50]. The study
included an analysis of drivers’ behavior in the dilemma zone and braking deceleration.
With a GSCT in place, drivers who were in the dilemma zone decided to stop more often,
and at the same time, braking was performed with less deceleration. Research in [25]
also showed a shortening of the dilemma zone. The influence of GSCT on vehicle traffic
parameters used in car-following models (the method used to determine how vehicles
follow one another on a roadway) was also investigated [51]. Numerical simulation
showed that GSCT significantly affected drivers’ behavior before traffic lights and should
be considered during simulations.
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The technique used for measurements has also developed over the years. Article [36]
describes SCT tests performed with the use of UAVs. Video recording from the air has
proven successful and, as a result of the study, a solution was obtained to reduce the start-up
lost time (by 16–39%) and increase the speed of crossing the intersection (by 10–28%).

1.2.6. Reaction Time

Another influence of the SCT is a shortening of the brake perception-reaction time.
This is indicated by research in [52] carried out in Harbin, China, at six intersections with
an amber signal duration of 3 or 4 s and a cycle length of 107–170 s. The presence of a GSCT
significantly reduced the driver’s reaction time to changing signals. The article analyzed
reaction time distribution, and the median reaction time was reduced by 30%.

A broader issue was described in the article [53] concerning various solutions about
the end of the green signal such as a green blinking signal and an RSCT. The article presents
five models concerning the driver’s decision to drive or stop. The analysis concluded that
the driver’s reaction with the application of GSCT was faster than that resulting from the
use of a flashing green signal, and the slowest response occurred in the case of the standard
sequence of signals (green/amber/red).

1.2.7. Safety (Number of Crashes, Vehicle-Vehicle Conflicts)

Safety characteristics of SCTs were investigated in [54] for not only a GSCT and an
RSCT but also CCT a (continuous countdown timer—displaying all signals) The liter-
ature was researched using the PRISMA method and 79 references were analyzed, of
which 14 were thoroughly investigated. It was found that the effect of countdown timers
is dependent on the type of device, and different parameters in different studies indi-
cated improvement or lack thereof. In particular, the impact of SCTs on road safety was
not unequivocal.

Article [55] describes the advantages and disadvantages of SCTs and presents survey
results. The opinions of the Ministry of Infrastructure are also presented, and the cities using
these devices are listed (albeit, in a manner inconsistent with applicable law). Article [56]
covers an analysis of SCTs installed in Toruń (Poland) at four intersections. The number of
crashes on intersections was used as a measure of safety. The test results did not show any
improvement or deterioration in traffic safety.

In other research, standard traffic lights, signals with different types of light rules,
and numerical SCTs were compared. Traffic safety studies were carried out using the
pre and post analysis method. The results show a reduction in the number of crashes by
approximately 35% [24].

Research in Słupsk (Poland) [57] included only questionnaire studies on the opinions
of road users in terms of safety, driving comfort, and driving behavior. However, as noted
in [47], there were significant discrepancies between the survey results, and the article did
not contain a verification.

The values displayed on the SCT impact the driver and can be analyzed in conjunction
with road crashes. This issue is described in article [58], which includes a case study for a
selected intersection in Krakow. However, the article’s conclusions indicate that further
research is needed related to traffic safety with the use of an SCT. Study [59] considers the
time display when modeling traffic with a cellular automaton. The model was implemented
for a two-lane road section.

A detailed analysis of the causes of GSCT-related road incidents is presented in [60].
The research was carried out for five intersections in Delhi (India). The intersections
were characterized by a cycle length of 220–240 s, and characteristics related to red light
violations and conflicts between road users were determined as part of the research. The
use of a GSCT reduced the number of red-light violations and the number of conflicts by
almost half.

The influence of RCST and GCST on road safety in China was also analyzed [61].
In 2000–2007 such devices were installed at 1036 intersections in China. The tests were
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conducted in Taipei in four periods: preinstallation, 1.5 months after installation, and 3 and
4.5 months after installation. The research showed a negative impact of the GCST on the
dilemma zone and traffic safety.

The psychological aspect of using SCT is critical, and can be studied based on statistics
gathered by surveys. One such survey took into account the gender, age, and driving
experience of drivers. It included 32 questions regarding opinions on various SCT solutions,
driver’s behavior, such as engine shutdowns when stopped at traffic lights, and the scope
of the displayed information [62].

Innovative technical solutions in the field of RSCT are presented in [63]. Various
graphic SCT solutions were presented in which the passage of time was displayed as an
LED ruler, a circle segment, and a change in the diameter of the signal. The proposed
solutions were tested on a group of 12 road users and assessed in terms of the perception
of the information provided and assessment of the impression of the device. Doubts as
to the practical application of the solutions were raised, because of difficulties regarding
meeting the requirements of the norm [64].

1.2.8. GHG Emissions

The impact of SCT on greenhouse gas (GHG) emissions was investigated in [65]. The
study was conducted in Haeundae-gu, Korea. As part of the study, a driver behavior model
was developed and 340 trips were made to test the effect of SCT on such behavior. Then,
a model of the Haeundae-gu road network was made in the Vissim program, and based
on the simulation results, the GHG emission from idling vehicles was determined. It was
shown that with the use of an SCT it is possible to significantly reduce greenhouse gas
emissions resulting from a reduction in the number of stops and the possibility of turning
off the engine.

1.2.9. Cycling

A study of the impact of an RSCT on cycle traffic was analyzed in [66]. The study
was conducted in Groningen, the Netherlands. Research showed that cyclists observe
the SCT and adjust their riding style to the displayed value. After using an SCT, a small
number of cyclists approached the intersection during the amber signal, and eye-tracking
studies indicate that they observed the SCT from a distance of about 60–70 m. However,
when standing in front of a signal head, eyesight is more focused on the SCT than on the
signal head.

1.2.10. Pedestrian Passing on Flashing Green

Research [67] conducted in China was also related to pedestrian decision-making
before crossing an intersection. The study was carried out at crossings equipped with
PSCTs. Pedestrians were divided into groups according to their behavior. While the study
did not directly address the impact of PSCTs on road traffic, the methodology could be
used for this purpose.

A study done in Korea concerning numerical and graphical SCTs monitored the
number of pedestrians entering the road during a flashing green signal. A reduction in the
number of pedestrians passing during a flashing green signal was indicated, which is not
allowed in Korea [68].

Extensive PSCT studies have been conducted in Sydney, which concluded that the use
of PSCT did not reduce the number of entries during the “Flashing Don’t Walk” (blinking)
signal and reduced the proportion of late finishers (pedestrians entering the crossing in the
last seconds of the green signal) [69]. Other research based in Sydney [70], indicated an
increase in the proportion of pedestrians entering the crossing during the “Flashing Don’t
Walk” signal after the launch of a PSCT. Similar results were obtained in a study [71], also
carried out in Australia. An increase in the number of entries to the pedestrian crossing
was observed during the “Flashing Don’t Walk” signal.
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A study conducted in the USA [72], indicated that PSCTs increased the number of
pedestrians entering during a “Flashing Don’t Walk” signal. Similar results were described
in research carried out in India [73], indicating an increase in the number of pedestrians
entering the crossing in the final period of the green signal and during the yellow signal.
Research [45] showed a reduction in the proportion of pedestrians reaching a pedestrian
crossing during the “Flashing Don’t Walk” signal and shortening of the dilemma zone.

Research conducted in the United Arab Emirates [74] showed that after using a PSCT,
the number of people crossing according to regulations increased, i.e., crossing at the end
of the “Flashing Don’t Walk” signal. The research also included a survey in which the
majority of respondents supported the use of the PSCT.

In other research, PSCTs were analyzed concerning the time counted down during
green and red signals [75]. The study was conducted at five intersections in Shanghai.
Signal cycle lengths ranged from 128 to 200 s. The use of a PSCT reduced the number of
pedestrians over 50 years old crossing during a flashing green signal. In all age groups, the
number of pedestrians finishing the crossing during the flashing green signal increased. The
reaction time of pedestrians at the beginning of the green signal also decreased, especially
for people aged 50+.

A study in China researching children’s’ behavior showed no influence on the ratio
of entries during the green blinking signal. Still, slightly more children finished crossing
during the blinking green signal. The use of a PSCT did not affect crossings started during
the blinking green signal [76].

A team from the Silesian University of Technology in Poland researched PSCTs [40].
The research was carried out in Zabrze. With the PSCT turned off, the proportion of
pedestrians entering the crossing was greater during the flashing green signal (allowed in
Poland) and at the beginning of the red signal.

1.2.11. Pedestrian Red-Light Violations

Research held in China [77], investigated the behavior of pedestrians, dividing them
into four groups. The results showed a statistically significant increase in the proportion
of pedestrians obeying signaling when a PSCT was used. Children’s behavior related to
PSCT is described in article [76]. The PSCT counts down the duration of the green flashing
signal and the duration of the red signal. The research was conducted in Jinan (China) at
two intersections. During the study, it was found that at an intersection equipped with a
PSCT, the proportion of children entering during the red signal was greater.

Other studies conducted in Europe (Greece, Thessaloniki) [78] indicate numerous
incorrect crossings of pedestrians regardless of various factors. The proportion of pedes-
trians crossing during the red signal in this study are greater than those presented in
other articles.

PSCT research was also conducted on two intersections in New Delhi [79]. The use of
a PSCT significantly increased the number of pedestrians crossing during the red signal.
At crossings without a PSCT, the proportion of people crossing during the green signal was
higher, while after installing a PSCT, the percentage of people crossing during the amber
signal also increased. The use of a PSCT did not affect the waiting time of pedestrians
before the crossing or times of arrival at the pedestrian crossing.

In Poland, the inclusion of a PSCT reduced the number of entrances at the beginning
of the red signal but resulted in pedestrians to intrude on the crossing at the end of the red
signal [40].

1.2.12. Pedestrian Speed

A study prepared in Sydney indicates that the speed of pedestrians passing through
the crossing increases with a PSCT in place [69]. During the “Flashing Don’t Walk” signal,
pedestrians move at a higher speed than when the PSCT is off. Nevertheless, pedestrians
positively assessed the use of PSCT in the survey [70]. Similar results were obtained in
a study [71], also carried out in Australia. An increase in the speed of pedestrians at
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the crossing in the final period of the green signal was observed [71]. In Shanghai, the
speed of pedestrians who started crossing on the green signal after 5 s increased [75]. An
increase was also observed in the research described in [45]. In research conducted in New
Delhi [79], no influence of PSCT on the speed of pedestrians crossing the road was found.

1.2.13. Pedestrian Safety (Vehicle-Pedestrian Conflicts)

A study in Sydney indicated that it is not possible to unequivocally assess the impact
of a PSCT on the number of pedestrian-vehicle conflicts [69]. Studies conducted in Canada
do not show a statistically significant influence of PSCT on the number of pedestrian-
vehicle collisions [80].

The safety aspects of PSCTs studied at 106 intersections with traffic lights in North
Carolina, USA [81]. There was a statistically insignificant reduction in the number of road
incidents with pedestrians after installing PSCTs. In contrast, the total number of road
incidents decreased in a statistically significant manner.

PSCTs were also researched in a study related to road traffic accidents of older peo-
ple [82]. The research was conducted at 190 intersections, and included the analysis of road
incidents before and after installing a PSCT. A radius of 250 ft from the intersection was
assumed as the intersection area. The study showed a reduction in the total number of
incidents injuries after installing the PSCT.

However, when PSCTs were used in India [73] and China [76], the number of pedestrian-
to-vehicle conflicts was more significant. Canadian studies [83] showed that PSCTs in-
creased the number of all crashes with pedestrians by 7.5%. There was no significant
influence on the number of crashes with injuries or fatalities.

Research was also conducted in the USA on the use of pedestrian buttons at intersec-
tions with a PSCT [84], which showed the use of pedestrian buttons reduced the number of
traffic incidents with pedestrians. The use of a PSCT alone, without buttons for pedestrians,
did not bring about any effect on improved safety.

The behavior of pedestrians using crossings with pedestrian islands in Belgrade
(Serbia) has been investigated [85]. A PSCT had a positive effect on reducing the number
of pedestrians entering the first pedestrian crossing, but did not affect pedestrians leaving
the second crossing.

Study [86] shows that the use of a PSCT had a statistically significant effect on the
number of rear collisions and the number of incidents involving pedestrians. The analysis
of PSCT assembly costs and road incident costs shows that the use of PSCT is economi-
cally justified.

1.2.14. Literature Review Summary

The above literature analysis shows that there are significantly different results con-
cerning the effects of STCs. Table 1 presents the essential information about each of
the studies.

A ‘+’ sign indicates a positive impact on road traffic (understood as improvement
of safety, improvement of indicators related to safety, or improvement of measures of
effectiveness). For example, this symbol denotes a decrease in headway or an increase in
saturation flow. The symbol ‘−’ indicates a negative impact on road traffic, while symbol
0 shows no significant effect. In the “others” column, L stands for literature analysis and
research methodology development, S survey research, T theoretical analysis, M modeling
or data collection for modeling, C comparison SCT with similar devices.
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Table 1. Summary of research results on SCT (set chronologically and divided into SCT for drivers and pedestrians).
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[80] 0 0

[77] − −
[73] − −
[76] 0 − 0 +

[45] + +

[40] − + 0
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[74] − S

[83] −
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[86] +
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[67] L
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437



Energies 2021, 14, 7081

Table 1. Cont.
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[59] M
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Based on the number of articles, a rating was calculated considering publications with
a positive impact of an SCT on a given factor with a weight of ‘+1’ and a negative impact
with a weight of ‘−1’. On this basis, it can be concluded that in terms of positive effects
(rating 4–11) of the use of SCT, the most frequently mentioned are:

• reduction of start-up lost time,
• reduced red light violations at the onset of the red signal,
• decreased headway/increase saturation flow or capacity.

The factors assessed negatively (score from −3 to −9) in order of the most frequently
mentioned:

• increased red light violations before the onset of the green signal,
• increased vehicle speed,
• increased incidences of pedestrians crossing on a flashing green (or amber or Flashing

Don’t Walk) signal,
• increased pedestrian red-light violations.

The remaining factors were examined in individual studies. The results were inconsis-
tent, or no significant influence of SCT was demonstrated.

Due to the often-divergent results, research gaps remain. Most of the research was
conducted in large urban centers. It is therefore important to conduct research in smaller
cities and outside the cities. There are visible differences in drivers’ behavior between
individual countries, related to, for example, cultural norms. Research carried out in
Poland is sparse, so it is advisable to conduct research to a greater extent. It is interesting
to consider whether the results obtained mainly in Asia, America, and Australia will be
similar in Poland. There are no studies related to traffic safety during failures in the use of
SCTs or the traffic light system.

1.3. Article Content

The article is structured as follows. Section 1 presents an in-depth literature review
and analysis of the research carried out so far. Section 2 presents the research methodology
of the conducted research. Section 3 presents the results of the field research. The latter
part of the article (Section 4) discusses the results in relation to the literature analysis and
previous research. Unexplored issues related to the functioning of SCTs are indicated.
Selected case studies associated with SCTs are also presented. The aim of the paper is
to conduct a comprehensive analysis of the literature, to conduct field research carried
out covering many criteria, and to identify previously unexplored issues related to SCTs
that have not been described in previous publications. The article is summarized in the
conclusions presented in Section 5.

2. Methods

2.1. Place and Method of Conducting Research

Field measurements were carried out to experimentally evaluate the impact of count-
down timers on the movement of vehicles. The research aimed to assess the validity of the
use of countdown timers and their impact on the driver’s decision to brake and start the
vehicle. The research included making direct observations of traffic at the approaches of
selected intersections. The study was conducted in Płock, Poland (Masovian Voivodeship).
Płock is a county city with a population of approximately 120,000. Traffic lights are installed
at 57 intersections; 32 are equipped with SCTs and 11 with PSCTs. An SCT for vehicles
performs the functions of an RSCT and GSCT.

The following factors were taken into account when selecting the study site:

• the presence of queues of vehicles at the approaches,
• fixed-time control,
• presence of an SCT for vehicles,
• the possibility of installing the camera in a way that allows observation of the approach

and indications of signaling devices and SCT.
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Because of the above requirements, three intersections were selected:

1. The intersection of F. Kobylińskiego Avenue with I. Łukasiewicza Street;
2. The intersection of I. Łukasiewicza Street with Miodowa and Tysiąclecia Streets;
3. The intersection of F. Kobylińskiego Avenue with Bielska and Jachowicza Streets.

Later in the study, intersections were marked with the numbers mentioned above.
The location of intersections on the Płock map is shown in Figure 2.

 

Figure 2. Location of measurement objects in the city of Płock. (Background map © OpenStreetMap contributors, [87]).

All intersections have four approaches, with traffic lights operating in a fixed-time
mode. There are pedestrian crossings at each of the intersections at all legs. Moreover,
during the morning and afternoon rush hours, queues of vehicles of an appropriate length
form at intersections.

At each of the intersections equipped with an SCT, measurement points were selected
to observe the approach. The measurements were made using an image recording method.
Vehicles crossing the stop line at the selected approach were recorded [88,89]. A Sony
camera was used, which was placed on a tripod at a convenient observation point. The
camera was set in a place that did not attract the attention of drivers, and as little visible
to the drivers as possible. The field of view for the camera used for the measurements
was 155 degrees and included the stop line, a distance of about 10 m in front of the stop
line, and signals. The focal length of the camera was f = 29.8–298.0 mm (16:9). Films were
recorded in HD quality. Time was superimposed on the image with an accuracy of 0.1 s.
Vehicles on all lanes were visible.

Based on previous measurements of vehicle traffic, the duration of the morning and
afternoon peaks was determined: morning peak hours 6:45 a.m. to 8:45 a.m. and afternoon
peak hours 2:45 p.m. to 4:45 p.m. The research was carried out in both rush-hour peaks and
the off-peak period (11:30–13:30). Traffic at junction No. 1 was monitored in the morning
rush hour, in the off-peak period at junction No. 2, and in the afternoon rush-hour at
junction No. 3. A total of 12 h of recordings were made and were used in full to compile
the results.
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During the measurements, the weather conditions were very good (sunny, rainless).
Due to administrative procedures related to obtaining appropriate approvals, measure-
ments were taken on 19 July and 20 July 2017. This is the period of the summer holidays.
The test results were analyzed manually using a method of observation and analysis of the
obtained video material.

Unfortunately, the traffic volumes and lengths of queues during the holiday season
(the Road Administration agreed to such date of the study) were not high. Therefore, only
six vehicles from the queue were registered for intersection No. 2, data for eight vehicles
were recorded for intersection No. 1, and for intersection No. 3 observations only nine
vehicles were included.

Courtesy of the Płock City Hall, the research was conducted in the same conditions
with the SCT turned on and off. This made it possible to compare the behavior of drivers
in the following days. Both drivers’ behavior at the green timer (GSCT) and the red timer
(RSCT) were tested. The research focused on the following three issues:

• respect for the red signal by drivers,
• headway during vehicle column start-up,
• time of entering the intersection after the end of the green signal.

Apart from speed, which could not be measured by the adopted method, these are the
most frequently studied factors related to the functioning of a GSCT.

2.2. Characteristics of Intersections

At intersection No. 1, measurements were made at the eastern approach. There is
one 3.25 m wide lane for straight ahead, a left-turn lane, and a right-turn lane. The traffic
organization at intersection No. 1 is shown in Figure 3.

 

Figure 3. Traffic organization at intersection No. 1. (Background map Head Office of Geodesy and Cartography).

During measurements at the intersection, signaling programs with a cycle duration of
100 s (06:30–08:00) and 95 s (08:00–08:30) operated. The green signals had a time of 36 s and
32 s, respectively.

At intersection No. 2, measurements were also carried out at the eastern approach.
There are no marked lanes at the approach, and its width is 5.8 m. The traffic organization
at intersection No. 2 during the measurements is shown in Figure 4. Currently, the traffic
organization has been changed.
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Figure 4. Traffic organization at intersection No. 2. (Background map Head Office of Geodesy and Cartography).

A signaling program with a cycle duration of 90 s was in operation during measure-
ments at the intersection. The green signal duration was 30 s.

At intersection No. 3, measurements were made at the western approach. There are
two 3 m wide lanes for straight-ahead driving. Besides, there is a left-turn and right-turn
lane. The traffic organization at intersection No. 3 is shown in Figure 5.

 

Figure 5. Traffic organization at intersection No. 3. (Background map Head Office of Geodesy and Cartography).
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During the measurements at the intersection, signaling programs with a cycle duration
of 100 s (06:30–08:00) and 95 s (08:00–08:30) operated. The green signals had a duration of
35 s and 26 s, respectively.

Table 2 shows the results of traffic measurements at the intersections. The number of
vehicles other than passenger cars was minimum. During the research, the influence of the
type of vehicles on the results was not considered. Vehicles other than passenger cars were
not analyzed.

Table 2. The volume of vehicles on intersections during the measurement period (2 h).

Intersection Vehicle
Volume (per 2 h)

GSCT Off GSCT On

1

Passenger cars 707 507
Trucks 12 6
Buses 10 5

Two-wheelers 5 4

PCE 753 531

2

Passenger cars 272 366
Trucks 2 4
Buses 9 11

Two-wheelers 3 2

PCE 297 399

3

Passenger cars 564 507
Trucks 9 8
Buses 5 3

Two-wheelers 4 8

PCE 593 532

2.3. Data Analysis

After the recordings were made, the material was divided according to the SCT
function (on or off). Then, the recordings were prepared for analysis. The analysis was
performed separately for each of the recorded parameters:

• respect for the red signal by drivers,
• headway during vehicle column start-up,
• times of entering the intersection after the end of the green signal.

Statistical data analysis was performed using the R system [90,91]. The charts were
prepared using the ggplot2 package [92,93]. The methodological steps of data analysis are
shown in Figure 6.
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Figure 6. Flowchart of data analysis.

2.4. Other Methods Used for SCT Research

The following simplified formula is used in traffic modeling computer programs such
as Synchro [94] and Transyt to analyze fuel consumption:

F = TotalTravel·k1 + TotalDelay·k2 + Stops·k3 (1)

where: k1 = 0.075283 − 0.0015892·Speed + 0.000015066·Speed2, k2 = 0.7329, k3 =
0.0000061411·Speed2, F = fuel consumed in gallons, Speed = cruise speed in mph, TotalTravel
= vehicle miles traveled, TotalDelay = total signal delay in hours, Stops = total stops in
vehicles per hour. Measurements in metric units were converted to imperial units. Based
on fuel consumption, it was also possible to estimate the emission of pollutants CO, NOx,
and VOC.

Parameters such as Delay and Stops are strictly related to the way traffic lights func-
tion [95]. An analysis of the SCT literature showed that they may have a potential impact
on factors influencing fuel consumption (Table 1):

• headway/saturation flow,
• vehicle speed,
• start-up lost time.

An analysis of the research subject matter showed that many of the problems related
to SCTs have not yet been investigated. Many road authorities are not aware of the risks
associated with the use of SCTs.

The use of SCT in traffic-actuated control reduces the effectiveness of traffic control.
The use of long countdown times makes it impossible to shorten this time at any time and
speed up the passage a road user. However, it could be possible for traffic reasons, for
example, when the vehicle stream has ended at one of the approaches. A display of the
phase duration is only possible with fixed-time control. This solution was adopted in [9].
However, there are known cases of disabling traffic-actuated control and working in the
fixed-time control mode because of an SCT installation. Such a situation should be assessed
unfavorably due to control efficiency in off-peak hours. Although some studies indicate
a slight improvement in control efficiency locally by reduction of headway [20,22,23,28],
and globally [65], there are no comparative studies between fixed-time control with SCT
vs. actuated control. It is particularly interesting how the change of control would affect
efficiency in a period of lower traffic and using algorithms with priority for public transport.
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The use of such algorithms allows shorter travel times, but also benefits in terms of energy
consumption [96]. Problems with displayed time values may also occur with fixed-time
signaling due to offsets changing during the exchange of signaling plans on coordinated
arterial roads. The use of SCT requires developing special control programs and extension
of the time of offsets. It is also impossible to display the values on the SCT in the case of
control algorithms allowing for the extension of a certain phase without time limits (until a
notification occurs). An example of such signaling is the all-red algorithm and the “return
of green signal to the main road”.

Efficiency of control, depending on the SCT solution used, can be tested using simula-
tion methods. It is possible to analyze the countdown of all signals, only selected ones, or
to limit the countdown period. Such methods make it possible to determine the number of
implementations of a given phase and its duration depending on road conditions. This
allows assessing the impact of additional control limits on measures of effectiveness.

Additionally, ref. [3] specified in Art. 23, that “Subject to the provisions of paragraph
12 of this Article, the only lights which may be used as light signals for regulating vehicle
traffic, other than those intended solely for public transport vehicles, are the following
( . . . )”. Use of an SCT is, therefore, contrary to the provisions laid down by the signatories
of this Convention.

The behavior of road users in an SCT failure mode situation is completely unexplored.
Such situations include the shortening of the signal (red or green) in relation to the dis-
played time, as well as lengthening of these signals with respect to the time displayed on
the SCT. A failure mode may also occur in the event of bulb burnout or other failures of the
traffic control system. In this case, the signaling is switched to a flashing amber signal. This
seems to be the most dangerous situation when using a GSCT. The driver assumes they
will pass the intersection on a green signal, while due to a signal failure, they must give
way to pedestrians or vehicles. The behavior of other road users must also be considered,
such as braking, or an attempt to drive through the intersection during a signal failure.
Traffic lights are derived from the signals used on railways, where the priority is traffic
safety in the event of a failure [97]. Similarly, in the case of road traffic, the introduction
of a new solution in traffic control should be preceded by detailed tests of traffic lights in
failure mode situations.

The behavior of drivers causing crashes, or forcing other road users to avoid collisions,
is very rare, since this is possible only through monitoring systems. It is necessary to
record SCT indications, signals of traffic lights, and vehicle traffic. Such recordings can be
analyzed as a case study. The number of crashes on a single intersection is usually low,
which does not allow for statistical analysis. A case study of a road incident is presented in
this article.

Scientists must consider that the benefits of an SCT can be assessed in different ways,
e.g., by extending the red and amber signal to 2 s. Such a signal was used in Poland in
the years 1990–1994 [98]. Similarly, the amber signal could also be extended. In the years
1990–2003, the amber signal in Poland had a duration depending on road speed. In the
case of the green signal for trams, this can be extended if there is a tram in the dilemma
zone. Such a solution is used in Warsaw, e.g., at the intersection of Marymoncka and
Zabłocińska streets.

3. Results

3.1. Respect for the Red Signal by Drivers

During the measurements, the number of vehicles crossing the intersection was
determined. Then, the number of vehicles passing during individual signals was monitored
and broken down into:

• green signal—correct behavior,
• amber signal—the passage is allowed, if the vehicle is close to the stop line, it is

beneficial to reduce the number of crossings on this signal,
• red signal (entries after the amber signal)—incorrect behavior,
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• red signal with amber (entries before the green signal)—wrong behavior.

The proportion of particular behaviors were determined in relation to the number of
all crossings through the intersection. The results are presented in Figure 7. The results are
divided into individual intersections and the SCT status (On/Off). It should be noted that
for the turned-off SCTs, not a single red-amber signal entry was recorded. For intersections
No. 1 and No. 2, the proportion of entries on the green signal decreased after switching on
the SCT, while for intersection No. 3, it increased. However, the proportion of entries both
on red and red with amber signals increased for this intersection. At all intersections, the
percentage of entries during the amber signal decreased.

Figure 7. Percentage of vehicle entries on each signal.

3.2. Headway

Based on video recordings, the times of entry of subsequent vehicles from the queue
were marked. The time of entry of the first vehicle was determined from the time of
displaying the green signal to crossing the stop line. The mean values of the headway are
presented in Figure 8.

In the chart, the number of the intersection is highlighted by color, and the RSCT status
is marked with a symbol. The vehicle number in the queue is shown on the horizontal axis.
Additionally, the following ranges are presented using background color:

• red background—minimum and maximum values from the measurements presented
in the literature with the RSCT disabled;

• blue background—minimum and maximum values from the measurements presented
in the literature with the RSCT enabled;

• yellow background—80% confidence interval (0.1 quantile–0.9 quantile) from the
studies for intersections in Poland presented in [99].
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Figure 8. Headways between vehicles during queue start (description of filled areas given in text).

3.3. Amber Light Running

For vehicles entering the intersection after the end of the green signal, the time from
the end of the green signal was recorded. The results were broken down into intersections
and GSCT status. The distribution of entry times is presented in Figure 9.

Figure 9. Boxplots of the time of entry after the end of the green signal.
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Additionally, for the entire population of registered entries after the end of the red
signal, a histogram of the entry time measured from the end of the green signal was
developed, as shown in Figure 10. Both graphs show the moment of the signal change to
red. The red color refers to the situation with the GSCT turned off, and blue color with the
GSCT turned on.

Figure 10. Histogram of entry times after the end of the green signal (data from all intersections).

3.4. Fuel Consumption Analysis

For fuel consumption analysis, a simplified model of intersection No. 3 in the Synchro
7 program was prepared [94] (Figure 11).

With the use of this model, calculations of the efficiency indicators related to fuel
consumption were made:

• headway/saturation flow;
• total delay;
• stops;
• average speed;
• consumed fuel;

Results of the analysis are presented in Section 4.5 (Discussion section).
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Figure 11. Model of intersection No. 3 in Synchro 7 and SimTraffic.

3.5. Case Study of a Road Crash on an Intersection with SCT

Some of the SCTs installed at intersections in Poland work independently of other
devices of this type and are not connected to the signal controller. The SCT analyzes the
displayed signals from the signal cable, calculates the signals’ duration, and then displays
the values in the next cycle on this basis. This device is only intended for fixed-time control.
The principle of operation of such a device results in displaying erroneous indications in
the event of a change in the duration of signals. Such changes take place, for example, when
the signaling program is changed. A case study of a road crash with such a mechanism in
Szczecin (Poland) is presented below. The event took place in 2016 at the intersection of
Niepodległości Avenue and Żołnierza Polskiego Square. SCTs with an RSCT function and
a GSCT were installed on both intersection approaches, located on mast arms to the right
of the signals.

Before the event, approach A SCT had counted green, and approach B SCT had
counted red (Figure 12a). After reaching the duration of the green signal, as in the previous
cycle, the GSCT at approach A was off, while the green signal continued, most likely due
to a change in the signaling program. At approach B, there was a countdown for the RSCT.
There was little traffic at approach A (Figure 12b).

After counting down the RSCT time at approach B, the vehicles started to move even
though the signal heads were showing a red signal (Figure 12c). This could be caused
by too early a start, when the RSCT was displaying, for example, 1 s to display a green
signal, or the situation described in [66], indicating that more drivers, before starting, were
watching the RSCT than the actual signal head. As a consequence of such driver behavior
and the way the SCT functioned at the intersection, a road accident occurred between the
vehicle marked with a red arrow and the vehicle marked with a green arrow (Figure 12d).
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(c) (d) 

Figure 12. Sequence of events related to the crash: (a) GSCT and RSCT at intersection approaches; (b) extinction of GSCT at
approach A; (c) extinction of RSCT at approach B, early start of vehicles at approach B; (d) road accident. (Background map
Main Office of Geodesy and Cartography).

4. Discussion

4.1. Influence of SCT on Driver’s Behavior

If the SCT is installed and working at the intersection, the driver has more information
about the working of traffic lights. The hypothesis is that SCTs influence the behavior of
drivers. Devices have been installed in Płock since 2011 (six years before conducting the
study). This means that the drivers moving around the city already had learned the daily
rules by which these devices operate. The SCT in Płock turned off 5 s before the beginning
of the red signal. The day-to-day tests increased the value of the obtained data under
similar road conditions.

4.2. Red Light Violation

The first issue examined was the proportion of vehicles crossing during a signal
other than green (Figure 6). After switching on the SCT at intersections 1 and 2, the
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number of vehicles crossing on other signals than green increased. On the other hand, at
junction 3, the opposite situation was observed. When analyzing this situation in more
detail, it was noticed that in all cases, after switching on the GSCT, the number of vehicles
entering an intersection on the amber signal decreased. This is consistent with other
research [12,38,44,47]. The results of the research on the red and amber signal are similarly
confirmed by previous studies [26,30,31,37–40,47]. An increase in the number of entries
during the red and amber signals was also observed in Płock. No such cases were observed
with the RSCT turned off, but they occurred at each intersection with the RSCT turned
on. The increased proportion of crossing on the green signal at intersection No. 3 can be
explained by the large proportion of entries on the amber signal with the GSCT turned off.
The improvement of the results at intersection No. 3 is mainly due to the reduction of a
large number of entries during the amber signal.

4.3. Headways

In the case of headways measurements (Figure 8), the following phenomena were
observed:

1. The recorded headways were quite high in comparison to other studies. For all inter-
sections, they were around the maximum values recorded in other studies for RSCT
off, and above the values recorded in other studies for RSCT turned on [12,14,68].

2. The headway values were exceptionally high for intersection No. 2. In other studies,
conducted at Polish intersections, they did not fall within the 80% confidence interval
(0.1 quantile–0.9 quantile) [99].

3. At intersections No. 1 and No. 2, no significant changes in headway were observed
whether the RSCT was turned on or off.

4. A reduction in headway and, consequently, an increase in saturation flow and capacity
was observed only at intersection No. 2.

Exceptionally high headway values for junction No. 2 were most likely because
there were no marked lanes at the 5.8 m wide approach, which increases the headway
and significantly impacts capacity; this was taken into account in the capacity calculation
methods [95]. Headways for subsequent vehicles decreased according to a similar pattern
at other intersections, but these were much higher values than those recorded at different
intersections. Intersection No. 2 is also located outside of the network of national and
provincial roads.

The headway values at intersections No. 1 and No. 3 were also high compared to
foreign surveys [12,14,68], and higher than the values recorded during other surveys carried
out in Warsaw (the capital of Poland). They are above the median for studies conducted in
Polish cities, similar to the results obtained at rural intersections [99]. A possible reason
is the size of the city of Płock and the length of the trip related to it. Studies conducted
outside Poland were often conducted in metropolises with a population of millions, such
as Bangkok [30], Shanghai [21], Kuala Lumpur [19,20], Kayseri [12], Sydney [69], and New
Dehli [46], but Płock has only 120,000 inhabitants and is a county city.

Improvement of traffic conditions after the use of RSCT was observed only at intersec-
tion No. 3. This is consistent with the results of studies presented in the literature (11 cases
of no effect [19,21,24–26,30–32,34,38,61] and four cases of improvement [20,22,23,28]). Im-
provement was observed only at the largest of the examined intersections.

4.4. Entering after the Green Signal

The boxplot analysis (Figure 9) with the green signal entry times indicates that the
median time decreased after the application of a GSCT (intersection No. 1 and No. 2) or
remained the same (intersection No. 3). For intersections No. 1 and No. 3, the maximum
values of these times increased, which is an unfavorable situation. The speed of the vehicles
was not recorded in our study, but this situation may be related to an increase in speed at
the inlets equipped with GSCTs, which was observed in previous research: [12,37,44,46,48].
For intersection No. 2, the number of registered entries after the green signal was only two,
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which does not allow statistical analysis. At that intersection, there was the lowest traffic
volume among the examined intersections.

The chi-square (Pearson) test for compliance with a normal distribution was performed
for the data. The test results for individual populations are presented in Table 3.

Table 3. Pearson test of compliance of travel times after the green signal.

Intersection
p-Value

GSCT On GSCT Off

1 0.0006666 0.0316
2 <2.2 × 10−16 0.9098
3 0.002506 0.00177

p-Value < 0.05 indicates that the population is likely not normally distributed. For
this reason, the comparison of the distribution of entry times was carried out using the
nonparametric Wilcoxon-Mann-Whitney test. The results are presented in Table 4.

Table 4. Pearson test of compliance of the travel times after the green signal with the GSCT on (ton)
and off (toff).

Intersection
p-Value/Alternative Hypothesis

ton �= toff ton < toff ton > toff

1 0.3567 0.8289 0.1784
2 0.5297 0.7712 0.2648
3 0.8024 0.4012 0.6013

All data 0.4013 0.8003 0.2006

The test results show no indication of a shift between the distributions of entry with
GSCT on and GSCT off. However, there is a noticeable shift in the modal value of the
distribution to the right for the situation with the SCT off (Figure 10).

4.5. Change in Fuel Consumption during Use of SCT

The effect of saturation flow on the road capacity, and consequent fuel consumption,
was direct. Studies in 11 cases indicated that the use of SCT does not affect saturation
flow. Research made by the Faculty of Transport at Warsaw University of Technology
indicated that such an impact only occurs in Płock at one intersection out of three. Only
four studies [20,22,23,28] showed an improvement in capacity. Typical initial saturation
flow values, depending on the capacity calculation method, were 1700–1900 veh./h. In
the research, the speed of vehicles was measured at intersections or directly before them.
However, the average speed over a longer distance and maintaining a constant speed
significantly impacts fuel consumption. Therefore, it is not possible to conclude the effect
of the SCT on fuel consumption based on these measurements.

On the other hand, start-up lost time applies only to the first vehicle in the queue.
The effect on increasing the capacity and, consequently, on fuel consumption is smaller
the longer the time of the green signal. For intersection No. 3, an analysis of the impact
of the headway change on indicators related to fuel consumption was carried out. The
analysis included vehicles in the 4th–9th position in the queue due to the large variation
in the headway in the initial period of the green signal. Stabilization of saturation flow
during start-up of the vehicle column is a typical phenomenon. For the situation with SCT
turned off, the mean headway was 2.24 s, and with the SCT turned on was 2.04 s. This
corresponds to a saturation flow 1607 veh./h and 1764 veh./h (for one lane), respectively.
However, these are the actual values of saturation flow, considering inter alia, lane width,
heavy vehicle occurrence, approach inclination and lane position. For analytical needs, the
change of the starting saturation flow in the range of 1600–2000 veh./h was modeled. For
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such data, selected measures of effectiveness were calculated using the Synchro program.
The results are presented in Table 5.

Table 5. Fuel consumption at the intersection depending on the output saturation flow.

Saturation Flow
veh./h

Headway
s

Total Delay/Vehicle
s/veh.

Stops
Average Speed

km/h
Fuel Consumed

L

1600 2.25 40 2536 22 299
1650 2.18 38 2523 23 294
1700 2.12 37 2505 23 290
1750 2.06 36 2489 24 286
1800 2.00 35 2470 24 283
1850 1.95 33 2457 24 280
1900 1.89 33 2442 25 278
1950 1.85 32 2430 25 275
2000 1.80 31 2416 25 273

The results presented in the table refer to the fuel consumption of all vehicles in the
model within the intersection with inflow sections. The results are the sum of all four
approaches, not only for the SCT test approach. They show that reducing the headway (and
consequently increasing the saturation flow) has a beneficial effect on fuel consumption.
However, this effect was observed only at one of the three examined intersections. Similarly,
headway variability occurs between different surveys, as shown in Figure 8.

4.6. Threats Resulting from Improper Operation of the SCT: A Case Study

A published regulation [9] introduced safety requirements for SCT use including
device operation supervision and switching off signaling in a failure mode. Switching off
the SCT should take place within 0.3 s from the occurrence of a failure mode situation.
However, the lack of a displayed value on the SCT, also in a failure mode, may contribute
to the occurrence of a road accident. It should be considered whether it is not justified to
switch the signaling to the warning operation mode (amber flashing signal) in the case of
SCT failure and then start the signaling with the SCT turned off.

Since the introduction of the regulations stated in [9], the number of SCTs installed
in Poland has decreased, as the offered products did not meet the new requirements.
SCT supervision within standards [100,101] compliant with national requirements is quite
complex. This requires designing the device and communication with the controller
from scratch.

5. Conclusions

Based on the conducted research, it is impossible to state unequivocally that the use
of SCTs is beneficial for road traffic safety and efficiency. It has been observed that SCTs
increase the number of red-light violations (crossing after the end of the amber signal) and
on the red-amber signal. This is a negative situation and is confirmed by other studies. On
the other hand, the number of crossings on the amber signal with SCTs is lower, which is
also consistent with the conclusions of other studies. The modal value of the distribution
of vehicle entry times after the end of the green signal with the GSCT turned on is shifted
to the left, but the tests performed do not indicate that the shift of the entire distribution is
statistically significant. The study results show that the impact of SCTs on the effectiveness
of traffic control depends on the geometry of the intersection. The literature review also
indicates that the use of SCTs results in reduction of start-up lost time (positive impact) and
increases vehicle speed (negative impact). Just as the effect of using an SCT on efficiency
varies, the effect on fuel consumption can vary. If the MOEs improve in a given situation,
it is also possible to observe a reduction in fuel consumption. It should be noted that
assistive steering devices are positively assessed, but confidence in them varies from
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country to country [102]. In the event of their use, particular attention should be paid to
the intelligibility of the messages conveyed.

The limitations of the study are the short measurement period and the date of research
(during holidays), due to the consent of the road administration to turn off the SCT. Other
limitations include conducting the study in a medium-sized city on roads with an urban
traffic and a small number of heavy goods vehicles. Further tests on approaches with long
queues are advisable to ensure more significant measurements. Research should also be
carried out in larger cities and on rural roads, especially national roads.

The conclusions of the article can be addressed to various stakeholders. It is important
for drivers to be aware that they should always follow the indications of the signal heads,
not the SCT. There are known situations where the indications of these two devices are
divergent, which can cause road crashes. Road authorities and local authorities need
to point out that the use of SCTs does not always bring the expected effect. For road
traffic engineers, it is important to know the impact of SCT on traffic safety and control
effectiveness. This allows assessment of the SCT impact on traffic and making a rational
decision whether or not to use an SCT. Research shows that an SCT does not always fulfill
its role in improving road safety and control efficiency.

Other unexplored problems are associated with SCT use related to drivers’ behavior
on intersections with traffic lights functioning in a failure mode. The case study shows that
such a situation may be an indirect cause or a factor contributing to a road accident. For
ethical reasons, these issues must be investigated safely. This is not possible in regular road
traffic. Such situations can only be tested with a vehicle simulator.
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Abstract: Vehicle speeds have a direct relationship with the severity of road crashes and may
influence their probability of occurrence. Solar-powered active road studs have been shown to have a
positive effect on driver confidence, but their impact on vehicle speed in conjunction with other road
features is little understood. This study aims to address this gap in knowledge through a case study
of a 20 km section of a strategic major road featuring a variety of highway infrastructure features.
Before-and-after surveys were undertaken at 21 locations along the route using manual radar speed
measurement. Analysis of nearly 10,000 speed measurements showed no statistically significant
change in mean speeds following the implementation of the road studs. Linear regression models are
proposed for two different posted speed limits, associating road features with expected vehicle speed.
The models suggest that vehicle speeds are chiefly influenced by merges, curves, gradients, and
ambient light conditions. The findings of this study should provide confidence that active road studs
may be implemented without a negative impact on speed-related safety. The work also provides
further expansion of the evidence base describing the effect of highway infrastructure features on
vehicle speeds.

Keywords: active road studs; highway infrastructure; vehicle speeds; road safety; road features

1. Introduction

Road traffic crashes are the eighth leading cause of death globally with an estimated
1.35 million killed and 50 million injured each year [1]. Speed management has a long
association with road safety and is enshrined within contemporary international road
safety strategies such as the safe systems approach [2,3]. Such strategies are founded upon
the basis that the consequences of crashes at higher speeds are a simple matter of physics:
the greater the change in velocity, the greater the energy dissipation and, subsequently, the
higher the severity of injury [4]. On this basis, understanding the relationships between
drivers, vehicles, road infrastructure, and speed continues to be an important goal of road
safety research.

Early case-control studies in speed research suggested that the greater the differential
in the speed of a vehicle from the average of all the traffic, the higher the risk of a crash [5,6].
Self-reporting studies have also found that drivers found to be travelling faster are more
likely to have a history of crashes [7]. More recent research has tended to look at the road
level (including segments, sections, intersections, and corridors), rather than individual
driver level, not least because of the difficulties of categorically associating speed as a
causation factor in individual crashes [8]. The question then becomes one of how the
frequency and severity of the crashes vary with mean speed, to which the answer has been
extensively explored; before-and-after studies of measures, such as changes in the posted
speed limit, traffic calming interventions, or increased enforcement have resulted in linear,
power, and asymptotic relationships associating higher mean speeds with increased crash
rates [9–14]. Therefore, from the point of view of the road designer, road features that result
in unintended increases in mean speed are unlikely to be desirable.
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In several countries across the world, reflective road studs are used as a measure to
assist drivers in low light by highlighting road features, such as lanes, carriageway edges,
curvature, and junctions. They rely on the reflection of the vehicle’s headlight beam back
to the driver to provide a preview of oncoming features. However, such a system is limited
in range by the power of the vehicle headlights and can be further affected by weather
and the physical condition of the studs themselves. Active Road Studs (also known as
Internally Illuminated Raised Pavement Markers) are a recent development which seeks to
address such issues. The studs feature high-powered LEDs which significantly increase the
preview time of the road ahead and have been suggested as being of assistance to drivers
in several road scenarios [15,16]. They have also been shown to have a positive impact on
driver confidence [17]. However, if increased confidence were to result in a corresponding
increase in speed, this could potentially compromise any road safety gains made. On this
basis, the effect of active road studs on vehicle speeds in the context of other road features
is of particular interest.

The relationship between active road studs and speed has been the subject of several
simulator studies exploring the behaviour of drivers with and without their implemen-
tation. One such study investigated thirty-six participants split evenly across three age
groups over a 37 km generic, rural, single carriageway route, with matching sections of
no studs, passive (i.e., traditional reflective) studs, and active studs [18]. The simulation
showed statistically significant increases in mean speed along the route between the no-
stud and the passive- or active-stud sections. However, no statistically significant difference
was found between passive and active road studs. Looking at corners alone, the same
results were found for right-hand curves. For left-hand curves, an increase was found
in mean speed for the youngest and oldest driver groups. Drivers were also found to
brake more strongly for both studded conditions on corners, but there was no significant
difference in braking between active and passive studs.

A later simulator study compared the speed of drivers on a route with no studs,
active studs on curves, and full road lighting on curves [19]. In this case, the studs were
activated by an approaching vehicle and switched off once the vehicle had passed. The
distance between studs was also varied; larger distances between studs were applied on
the approach, with smaller distances on the curve itself. Twenty participants drove the
route, comprising sixteen straight and sixteen curved sections. On the straight sections,
higher mean speeds were recorded with both the stud and the lighting treatment when
compared with the unlit route; however, no significant difference was found between the
mean speeds of the studded and lit conditions. Overall, faster speeds were found on the
approach to curves than within them. Noting that this study was based on right-hand
driving, in right-hand curves no differences between the three speeds were found. For
left-hand curves, the speed on the approaches was higher with the lighting than with the
studs or no treatment.

Regarding the speed effects of active road studs in real-world applications, a before-
and-after video study of an undefined length of road was undertaken between two bends
in Victoria, Australia [20,21]. The reductions in mean speed before and after installation in
each direction were found to be 1.2 km/h (0.7 mph) and 3.1 km/h (1.9 mph), respectively.
However, the change was only statistically significant in the latter case, and the methods
of control for other confounding factors were not detailed. A review of the literature,
practitioner feedback, and manufacturers undertaken in the United States included speed
effects on highway junctions and links in its scope [22]. Whilst the reporting of reduced
speed was suggested as a possible outcome in the review, it notes that the data were limited
and could not be considered conclusive.

The research to date on the relationship between active road studs and speed is limited
to simulator-based studies or very small field installations. Furthermore, the focus of the
existing work has been on plain tangent and curve sections and has not covered potential
mean-speed changes at other road features, such as junction approaches, merges, and dual
carriageway sections. The present work attempts to address this gap in knowledge. On
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this basis, the aim of this research was to measure the choice of speed by drivers, using
real-world rural junctions and links and to determine whether changes in the speed of
vehicles may be associated with the installation of active road studs when compared to
other road features. Building on the findings of previous studies, the stated hypothesis is
that the implementation of active road studs results in no change in speed when compared
to their traditional reflective equivalent and that other road features are associated with
differences in mean speed. The objectives were to:

• quantify the speed choice of drivers on typical rural-road infrastructure;
• survey and record factors in the road environment that may affect speed choice,

including active road studs;
• identify and assess the effect of such factors against actual vehicle speeds; and
• identify the response to such factors over a longer time frame.

The work described here forms part of a larger study investigating the effects of
active road studs on driver behaviour, such as lane discipline, gap acceptance, and driver
confidence. The focus in this element is the effect of active road studs on vehicle speeds.
Section 2 describes the materials and methods adopted, including the background to the
case study chosen, the procedure used for obtaining the speed and infrastructure data, and
the statistical methods used for the analysis. Section 3 states the results of the route and
individual site surveys and the development of the linear regression model. The findings
are discussed in the context of the existing literature in Section 4, with conclusions and
implications for practitioners identified in Section 5.

2. Materials and Methods

2.1. Case Study Background

The A1 trunk road (a route of national strategic importance) runs between Edinburgh
and London in the UK. The road is constructed to dual carriageway or motorway standard
for most of its length, but the section straddling the border between Scotland and England
is more mixed in its composition. It also carries a lower volume of traffic than other parts
of the route. Although complying with modern alignment standards due to extensive
upgrading in the latter half of the 20th century, it mainly consists of single carriageway,
with a posted speed limit of 60 mph (97 km/h). Short sections of 2 + 1 carriageway and
higher speed 70 mph (113 km/h) dual carriageway are provided at intervals to provide
overtaking opportunities. The speed limits for heavy goods vehicles (HGVs) are 20 mph
lower than the posted limit at 40 mph (64 km/h) and 50 mph (80 km/h) for the single and
dual carriageway sections, respectively. The route is particularly rural in nature, carrying
national strategic traffic along with linking local towns and villages. During the hours of
darkness, there is very little ambient light due to its location away from major population
centres. Street lighting is provided at certain points, but the route is predominantly unlit.

The case study for this research is a 20 km section of the A1 in Scotland immediately
north of its border with England. The route here has a modest crash rate relative to other
Scottish trunk roads; this has been associated with fixed-enforcement-camera treatment [23].
Nevertheless, local communities have continued to raise safety concerns, prompting a
review by the national roads authority. The review found that the legibility of the route
during hours of darkness, particularly around junctions, could be problematic. An im-
provement scheme was proposed [24] comprising the installation of 4200 solar-powered
active road studs to highlight the approaches to nine junctions and two intermediate car-
riageway sections. The active road studs were effectively a like-for-like replacement of
the reflective road studs which were already in situ. In accordance with the UK traffic
sign regulations, white, red, amber, and green studs were used to indicate the centreline,
nearside and offside edge lines, and the merge/diverge sections, respectively. Examples
of typical active road stud installations implemented as part of the scheme are shown in
Figure 1.
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(a) (b) 

  
(c) (d) 

Figure 1. Example active stud installations: (a) dual to single carriageway merge; (b) single carriage-
way curve; (c) single carriageway junction; (d) dual carriageway junction.

2.2. Methodological Considerations

Two methods were considered for the measurement of speeds on the treated section of
the route. The first option was the use of automatic traffic counters. Such counters have the
benefit of being able to record a large amount of data over a continuous period, resulting
in a large sample size and coverage of a range of conditions. With careful installation, they
can be installed relatively inconspicuously to avoid any potential influence on the results.
However, as an observer is not usually continuously present, confounding factors, such as
incidents and inclement weather conditions, can mean collected speed data may not be
fully representative. The accuracy of the automatic traffic counters can also be affected by
irregular vehicle trajectories, detector spacing, scanning time, and multiple vehicles in the
detection zone [25,26]. The traffic counters also record the speeds of all vehicles passing,
irrespective of flow density. As a result, individual recorded speeds may be affected due to
the presence of other vehicles and may not reflect a true speed choice by the drivers.

The alternative method considered for measuring speeds was a manual radar survey.
Such surveys are labour-intensive and are more limited in the choice of location due to the
need for the observer to remain inconspicuous whilst not compromising the safety of the
survey staff or other road users. They can also be prone to human error or bias, particularly
where the observer is inexperienced. However, manual speed surveys allow for a truer
representation of free mean speeds to be recorded as the observer can exercise judgement
regarding whether speeds are likely to be by choice; for example, this can be achieved
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by recording speeds only where a certain headway between vehicles is exceeded and by
the monitoring of other factors, such as the illumination of brake lights. Other benefits of
the continuous presence of an observer include the monitoring of weather conditions and
the accounting for any unusual incidents during the survey period. On this basis and in
the interests of potentially greater precision, the manual radar survey was selected as the
preferred method for this work.

2.3. Manual Radar Survey Procedure

Manual survey locations were established on each approach to the treated junctions
and mid-link on the curve and merge sections. A pre-survey reconnaissance visit was
undertaken to determine the exact location of each site in order to consider the health and
safety of the enumerator, the covertness of the survey, and the potential accuracy of the
recording. Specific concerns at each location included the angle of the radar beam, the
depth of field, the field of view to the traffic flow, and the presence of objects which may
have resulted in unwanted radar reflection. In total, 21 sites were established. Prior to each
survey being undertaken, weather forecasts and traffic-incident information were checked
and rescheduled if conditions were considered sub-optimal. This ensured that weather
and unexpected traffic conditions were controlled for all surveys being undertaken during
‘neutral’ conditions, i.e., good visibility, no precipitation, light or no winds, generally dry
road surfaces, and normal traffic flows. A typical radar survey arrangement is shown
in Figure 2.

 

Figure 2. Typical radar speed survey arrangement.

To provide an adequate sample size, the surveys were carried out for a minimum of
one hour at each location, or longer if a minimum threshold of sixty vehicles had not been
reached. Only vehicles subject to free flow conditions were recorded, defined as where a
headway of greater than three seconds existed, as used in other similar studies (e.g., [7].
Wherever practicable, every vehicle travelling in such conditions was recorded. The speeds
were recorded directly into a spreadsheet during the survey itself, with cosine corrections
applied if local factors required a larger angle of measurement. Each site was surveyed
once during the hours of daylight and once during the hours of darkness. The exercise was
repeated three times over a 30-month period: before installation of the active road studs,
six months after installation, and two years after installation. The surveys were undertaken
in November or February to ensure that sunset times and ambient lighting conditions were
controlled to be as similar as possible.
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2.4. Additional Data Sources

To investigate other road factors that may influence speed, a combination of Ord-
nance Survey (UK national mapping agency) vector data, and visual observation of the
infrastructure was used. The mapping data was used to derive the vertical and horizontal
alignment of the route along with the carriageway widths at each speed-survey location.
The gradients on the approach to the survey sites were derived from the vertical alignment
profile and presented as a percentage; uphill gradients were recorded as positive and
downhill gradients as negative, respectively. Curvature values were taken initially as an
absolute centreline radius in metres; these were subsequently recoded into three binary
variables corresponding with the desirable minimum, one-step, and two-step relaxation
design values from the UK highway design manual [27]. Any radii exceeding 2880 m were
considered tangent sections. The carriageway widths were measured at either end of the
zone covered by the radar gun; these values were then averaged and divided by two to
provide an effective carriageway half-width for the survey location.

Visual inspection at each survey site provided the posted speed limit (PSL), the
presence of street lighting, the presence of 2 + 1 carriageway configuration, the locations of
junctions or merges, and other features which may affect speed choice. Binary variables
were created to represent each feature accordingly. Two further variables were created
with respect to the presence of enforcement cameras; one represented the distance since
the last camera with the direction of flow, the other the distance since the last camera
passed facing either direction. A variable was also coded representing the length of the
active road stud installation on the approach to the survey site. Each speed case recorded
during the surveys was appended with the previously described variables corresponding
to the survey site in question; binary variables were also included for whether the case
had been recorded during daylight or darkness and whether it was before or after the
implementation of the active road studs.

2.5. Statistical Analysis

Quantitative statistical analysis of the speed data was undertaken using the Statistical
Package for the Social Sciences (SPSS) v26 (IBM). For the each of the datasets, from before,
after, and two years after, descriptive statistics were produced. Z-scores were calculated
and used to check for outlying cases of more than three standard deviations from the mean.
Levene’s test was used to test for equality of variance, and differences in mean were tested
for using Welch’s t-test. The null hypothesis was examined using a two-tailed test with a
level of confidence (α) of 0.05.

At an infrastructure level, descriptive statistics were produced for the 15 variables
of interest. Pearson’s correlation coefficient was used to assess the association between
road-environment factors and speed. Checks were made on the speed-data variables prior
to the calculation of the correlation coefficients to determine the suitability of each variable
for testing. All variables under test were at the interval or nominal level. Values of between
0.5 and 1 were taken as a high correlation, 0.3 to 0.49 as medium, and 0.1 to 0.29 as small.

Linear regression models were created for the dependent variable of speed and the
independent variables of road and environmental features. For model estimation, the
Ordinary Least Squares (OLS) approach was used [28]. Two models were created, one for
sections of road with a 60 mph posted speed limit, the other for the remaining sections with
a 70 mph limit. The stepwise regression function in SPSS was used to create the models.
Prior to the process commencing, checks for normality and tests of collinearity were used
from the output of the correlation testing previously described. No variable was excluded
from the initial list of independent variables. Exclusion of variables was undertaken on a
stepwise basis, with p-values of 0.05 used for entry and 0.10 used for exclusion.

466



Energies 2021, 14, 7209

3. Results

3.1. Descriptive Statistics

A sample size of 9135 speed cases was achieved across the survey periods of before,
after, and two years after, with similar proportions recorded under each scenario. The
recordings were found to approximate a normal distribution with no significant skewness
or kurtosis by visual check. There was some evidence to suggest that the distributions
could be slightly bimodal, which is likely to be due to the different speed limits between
cars and heavy goods vehicles. However, as individual vehicle-type data had not been
collected during the speed surveys, it was not possible to refine the data any further. On
this basis, the datasets were retained for further analysis unchanged. The descriptive
statistics for the total number of cases under the three scenarios are shown in Table 1.

Table 1. Descriptive statistics by scenario and light conditions for route.

Scenario n Min Speed
(mph)

Max Speed
(mph)

Mean Speed (mph) Standard Deviation
(mph)Value Standard Error

Before Treatment 3297 27 97 56.89 0.155 8.902
Light 1779 29 90 56.51 0.207 8.748
Dark 1518 27 97 57.35 0.233 9.062

After Treatment 3032 28 104 56.53 0.153 8.405
Light 1597 28 95 56.01 0.201 8.035
Dark 1435 34 104 57.11 0.231 8.764

Two Years After 2856 35 92 56.01 0.150 8.020
Light 1577 35 86 55.76 0.194 7.687
Dark 1279 35 92 56.33 0.235 8.404

3.2. Change in Route Mean and Mean Excess Speed

The significance testing for the changes in the global mean speed along the route is
shown in Table 2 for the 60 mph and 70 mph posted speed limits, respectively. The F and
t values for Levene’s test for equality of variance and Welch’s test for equality of means
are shown, respectively, along with the associated probability (p) values and the degrees
of freedom (df). For the 60 mph posted speed limit sections, the changes in the calculated

overall mean speed (Δ
−
v) after the implementation of the active road studs were negligible.

During the hours of darkness in both scenarios, the mean speeds were reduced compared
with the situation before installation. In the hours of daylight, a negligible reduction was
recorded six months after installation, followed by a small increase after two years. No
scenario was recorded with a significance level less than 0.05; therefore, in terms of the
global mean speeds of the route, the null hypothesis cannot be rejected for the 60 mph
posted speed limit sites.

For the speed distributions at the 70 mph posted speed limit sites, a reduction in mean
speed of 1 mph overall was apparent six months after the treatment, or 1.5 mph during the
hours of darkness. This reduced in magnitude slightly after two years, but a decrease was
still apparent. In the former case, the results were recorded at a significance level of less
than 0.05, and the null hypothesis may be rejected. Furthermore, a statistically significant
change in variance could be observed during the six months after the treatment in all
lighting conditions, although this was no longer the case two years after implementation.

The significance testing for changes in mean excess speeds (i.e., speeds greater than
the posted limit) is shown in Table 3 for the 60 mph and 70 mph posted speed limit sections,
respectively. The changes in the mean excess speed after the implementation of the active
road studs were generally negligible. The differences in any change in mean excess speed
between light and dark conditions were found to be broadly similar in both magnitude and
direction in each scenario. Only the change in mean excess speed in the 60 mph scenario
after two years approached significance; for the other scenarios, the null hypothesis cannot
be rejected.
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Table 2. Change in mean speed by posted speed limit.

PSL Scenario
Equality of

Variance
Equality of Means

F p t df p Δ
−
v

(mph)

60 mph After Treatment 0.252 0.616 0.543 4139 0.587 −0.117
Light 4.669 0.031 a 0.247 1894 0.349 −0.071
Dark 2.183 0.140 0.454 1880 0.650 −0.149

Two Years After 9.281 0.002 a 0.353 4301 0.724 −0.072
Light 13.394 0.000 a −0.615 2302 0.539 0.167
Dark 0.307 0.579 1.033 1965 0.302 −0.318

70 mph After Treatment 10.289 0.001 a 2.808 2137 0.005 a −1.094
Light 6.656 0.010 a 1.628 1130 0.104 −0.839
Dark 4.639 0.031 a 2.576 971 0.010 a −1.527

Two Years After 1.333 0.248 1.581 1634 0.114 −0.695
Light 1.845 0.175 0.622 892 0.534 −0.351
Dark 0.114 0.736 1.684 742 0.093 −1.163

a Denotes significant result (p < 0.05).

Table 3. Change in mean excess speed by posted speed limit.

PSL Scenario Equality of Means

t df p Δ
−
v

(mph)

60 mph After Treatment 0.618 481 0.536 −0.228
Light 1.396 219 0.164 −0.583
Dark 0.059 261 0.953 −0.033

Two Years After 1.983 474 0.048 a −0.650
Light 1.523 234 0.132 −0.619
Dark 1.184 239 0.237 −0.062

70 mph After Treatment 1.700 314 0.090 −0.938
Light 1.048 124 0.297 −0.708
Dark 1.604 181 0.111 −1.357

Two Years After 0.713 267 0.476 −0.396
Light 1.038 140 0.301 −0.624
Dark 0.220 132 0.826 −0.200

a Denotes significant result (p < 0.05).

3.3. Change in Mean Speed by Site

Changes in the local mean speed on an individual site basis along the route were
assessed; the results of the analysis are shown in Table 4. The results suggest that the
null hypothesis cannot be rejected at most sites. Five sites showed statistically significant
changes in mean speeds immediately after treatment, increasing to nine sites after two
years. The changes were mixed in direction and magnitude. Immediately after the stud
installation, a decrease in mean speeds was seen at four sites and an increase at one. Two
years after the installations, six sites had decreased in mean speed and three had increased.
The largest statistically significant decrease in mean speed was 3.5 mph and the largest
increase was 4.6 mph.
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Table 4. Change in local mean speed by site.

Six Months after Treatment Two Years after Treatment

Site
Reference

t df p Δ
−
v

(mph)
t df p Δ

−
v

(mph)

1 −3.143 245 0.002 a 2.309 −6.901 310 0.000 a 4.633
2 1.022 193 0.308 −0.837 −1.400 218 0.163 0.981
3 2.106 223 0.036 a −1.503 1.551 271 0.122 −0.992
4 −0.277 233 0.782 0.253 −0.925 298 0.356 0.718
5 4.487 465 0.000 a −3.496 2.033 297 0.043 a −1.917
6 2.086 399 0.038 a −2.105 1.399 336 0.163 −1.514
7 −1.111 332 0.267 1.069 −0.696 281 0.487 0.734
8 −0.257 255 0.798 0.210 −0.570 280 0.569 0.448
9 0.658 210 0.511 −0.561 2.357 216 0.019 a −1.939
10 −0.232 196 0.817 0.225 1.018 230 0.310 −0.909
11 0.372 214 0.710 −0.361 3.894 210 0.000 a −3.441
12 −1.838 231 0.067 1.610 −3.000 231 0.003 a 2.552
13 −1.547 237 0.123 1.340 −5.322 209 0.000 a 3.975
14 −1.556 273 0.121 1.467 −1.261 232 0.209 1.207
15 0.324 232 0.746 −0.251 0.175 217 0.861 −0.128
16 2.034 285 0.043 a −1.493 3.626 308 0.000 a −2.711
17 1.804 279 0.072 −1.165 4.480 277 0.000 a −2.611
18 0.177 258 0.859 −0.132 2.066 257 0.040 a −1.679
19 −0.986 261 0.325 0.695 −1.718 247 0.087 1.121
20 0.148 444 0.882 −0.119 0.128 315 0.898 −0.115
21 −0.426 469 0.670 0.323 0.026 372 0.979 −0.022

a Denotes significant result (p < 0.05).

3.4. Infrastructure Survey

The results of the infrastructure survey of the 21 speed-survey sites are shown in
Table 5. The table shows a reasonable mix of physical characteristics across the survey sites.
During the initial analysis runs, the results from sites 3 and 4 were found to be inconsistent
with the other sites. From a legal perspective, these two sites are technically 70 mph dual
carriageways. However, whilst the road is physically divided by a central reserve, only
single lanes exist in either direction due to pavement hatching markings. The site is located
at the transition between the true single carriageway and the dual carriageway sections.
Upon inspection, the speeds recorded at this site appeared to be closer to the speeds
commensurate with a single carriageway. On this basis, for the purposes of subsequent
analysis, the site was recategorized as a 60 mph single carriageway, which was considered
to be more representative.

Descriptive statistics for the physical infrastructure recoded into binary variables,
along with the retained continuous variables are shown in Table 6. The results presented
are disaggregated into the two posted speed limits with the three survey periods (before,
six months after, and two years after) combined. The mean and standard deviation of the
speed varies across the two scenarios, but the same statistics for the physical characteristics
remain broadly the same. The similarity of the sample size at each individual site is
incorporated within the survey design and suggests no single site was overrepresented.
Entries have been omitted where the variable is constant under certain circumstances. Each
of the 60 mph sites featured a junction, and there were no 70 mph survey sites featuring
a desirable minimum radius curve, street lighting, or a merge. The 2 + 1 carriageway is
only applicable to 60 mph roads so does not feature as a variable in the 70 mph model. The
darkness indicator is only applicable to the ‘all conditions’ dataset, as it takes a constant 0
or 1 value in the light-only or dark-only models.
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Table 5. Speed survey site characteristics.

Site
PSL

(mph)
Carriageway

Type
Street

Lighting
Junction
Present

Merge
Present

Distance Since Last
Camera (km) Treated

Approach
Length (km)

Immediate
Approach
Gradient

Average
Half-Width

(m)

Curve
Radius
(m) bWith

Flow
Any

Direction

1 60 Single No Yes No 1.062 1.062 0.329 −0.22% 4.975 600
2 60 Single No Yes No 9.798 1.853 0.634 0.85% 4.975 300
3 60 a Single a Yes Yes No 4.768 4.659 0.282 −0.95% 6.525 1400
4 60 a Single a Yes Yes Yes 6.424 4.200 2.403 0.95% 6.975 600
5 70 Dual No No No 5.316 3.092 1.295 −1.00% 8.3 700
6 70 Dual No Yes No 7.040 2.387 2.554 0.00% 8.3 700
7 70 Dual No Yes No 4.101 1.877 0.080 0.00% 8.8 1000
8 60 Single No Yes No 0.802 0.802 0.199 −0.63% 5.75 1600
9 60 Single No Yes No 1.289 0.935 0.621 0.77% 5.025 400

10 60 Single No Yes No 3.696 1.472 3.093 −0.26% 4.4 Tangent
11 60 Single No Yes No 1.633 1.633 4.017 −0.51% 4.4 1700
12 60 Single No Yes No 5.746 0.282 2.044 −3.07% 5 Tangent
13 60 Single No Yes No 3.807 0.324 2.060 2.50% 5.8 Tangent
14 60 Single No Yes No 6.352 0.324 2.650 −2.50% 5.75 Tangent
15 60 2 + 1 No Yes No 3.261 0.870 1.514 −4.10% 5.5 1700
16 60 2 + 1 Yes Yes Yes 7.591 1.563 3.889 0.90% 5.55 300
17 60 Single Yes Yes No 1.993 1.993 0.246 −0.34% 5.25 2000
18 60 Single No Yes No 10.048 0.111 0.412 −3.57% 4.825 1200
19 60 Single No Yes No 0.111 0.111 0.114 3.65% 5.225 Tangent
20 70 Dual No Yes No 11.719 0.137 0.896 3.50% 7.3 Tangent
21 70 Dual No Yes No 5.675 5.675 0.184 2.00% 7.3 800

a Site featured central reserve but single running lanes—assigned as single carriageway with 60 mph PSL. b Radii greater than 2880 m were
assigned as tangents.

Table 6. Variable descriptive statistics.

60 mph PSL
n = 6299

70 mph PSL
n = 2886

Variable Description Mean Standard Deviation Mean Standard Deviation

1. Measured speed (mph) 53.93 6.795 62.11 9.064
2. Darkness indicator (1 if dark; 0 otherwise) 0.46 0.498 0.47 0.499
3. Active Road Stud indicator (1 if present; 0 otherwise) 0.65 0.477 0.62 0.486
4. 2 + 1 carriageway indicator (1 if present; 0 otherwise) 0.14 0.350 — —
5. Street lighting indicator (1 if present; 0 otherwise) 0.29 0.455 — —
6. Junction indicator (1 if present; 0 otherwise) — — 0.79 0.408
7. Merge indicator (1 if present; 0 otherwise) 0.15 0.357 — —
8. Average approach gradient (%; up gradient +ve; down gradient −ve) −0.384 2.010 0.966 1.653
9. Average half-width (metres) 5.419 0.681 7.949 0.591
10. Desirable minimum curve indicator (1 if present; 0 otherwise) 0.39 0.488 — —
11. One-step relaxation curve indicator (1 if present; 0 otherwise) 0.14 0.350 0.38 0.487
12. Two-step relaxation curve indicator (1 if present; 0 otherwise) 0.18 0.384 0.41 0.491
13. Distance since enforcement camera (with flow) (km) 4.274 3.029 6.873 2.644
14. Distance since enforcement camera (any direction) (km) 1.455 1.346 2.717 1.873
15. Length of treated approach (km) 1.510 1.335 1.012 0.881

3.5. Correlation Analysis

The Pearson’s product-moment correlation coefficients between variables are shown
in Tables 7 and 8 for the 60 mph PSL and 70 mph PSL datasets, respectively. In the 60 mph
dataset, small positive correlations between measured speed, the presence of a desirable
minimum curve (r = 0.11, n = 6299, p < 0.01), and the distance since the last enforcement
camera in any direction (r = 0.18, n = 6299, p < 0.01) were found. In the 70 mph dataset,
small positive correlations between measured speed, the presence of a two-step relaxation
curve (r = 0.16, n = 2886, p < 0.01), and the length of treated approach (r = 0.18, n = 2886,
p < 0.01) were found. A small negative correlation was found between the measured speed
and the presence of a two-step relaxation curve (r = −0.11, n = 6299, p < 0.01) in the 60 mph
dataset. In the 70 mph dataset, a small negative correlation was found between measured
speed and the presence of a one-step relaxation curve (r = −0.13, n = 2886, p < 0.01)
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Table 7. Correlation of measured speed with road factors (60 mph PSL).

Variable 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 —
2 0.05 a —
3 −0.01 −0.02 —
4 0.02 0.00 0.04 a —
5 0.07 a 0.00 −0.02 0.22 —
6 — — — — — —
7 0.08 a 0.00 −0.02 0.44 a 0.65 a — —
8 −0.09 a 0.00 0.00 −0.19 a 0.17 a — 0.29 a —
9 0.07 a −0.01 −0.07 a 0.06 0.61 a — 0.51 a 0.14 a —

10 0.11 a 0.01 0.00 0.06 a 0.12 a — −0.34 a −0.51 a 0.00 —
11 0.09 a 0.00 −0.04 a −0.17 a 0.20 a — 0.42 a 0.18 a 0.35 a −0.33 a —
12 −0.11 a 0.00 0.04 a 0.38 a 0.14 a — 0.36 a 0.32 a −0.13 a −0.38 a −0.19 a —
13 0.02 b 0.00 0.00 0.18 a 0.20 a — 0.38 a −0.28 a 0.15 a −0.14 a −0.06 a 0.33 a —
14 0.18 a 0.02 −0.05 a −0.07 a 0.77 a — 0.44 a 0.13 a 0.64 a 0.15 a 0.37 a 0.01 0.14 a —
15 0.07 a 0.01 0.02 0.39 a 0.12 a — 0.52 a −0.01 −0.05 a −0.31 a −0.04 a 0.18 a 0.27 a 0.04 a —

n = 6299; — variable constant for all surveyed sites; a 0.99 level of confidence; b 0.95 level of confidence.

Table 8. Correlation of measured speed with road factors (70 mph PSL).

Variable 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15

1 —
2 0.05 a —
3 −0.05 a 0.04 a —
4 — — — —
5 — — — — —
6 −0.03 0.00 0.02 — — —
7 — — — — — — —
8 −0.09 a 0.04 b 0.03 — — 0.62 a — —
9 0.08 a −0.05 a −0.02 — — −0.31 a — −0.86 a —
10 — — — — — — — — — —
11 −0.13 a 0.04 b 0.02 — — 0.41 a — 0.09 a −0.03 a — —
12 0.16 a −0.05 a −0.04 b — — −0.63 a — −0.74 a 0.49 — −0.65 a —
13 0.02 0.00 0.01 — — 0.31 a — 0.76 a −0.62 a — −0.56 a −0.23 a —
14 −0.06 a 0.03 b 0.00 — — −0.10 a — −0.21 a −0.17 a — 0.58 a 0.02 −0.64 a —
15 0.18 a −0.07 a −0.03 — — −0.17 a — −0.35 a 0.26 a — −0.78 a 0.83 a 0.21 a −0.26 a —

n = 2886; — variable constant for all surveyed sites; a 0.99 level of confidence; b 0.95 level of confidence.

In terms of the other variable pairs, in the 60 mph PSL dataset, only one pair was
found with r > 0.7. In the 70 mph PSL data set, four variable pairs were found with r > 0.7.
On this basis, there was little evidence of multi-collinearity; hence, the full variable datasets
were taken forward for further linear regression analysis.

3.6. Linear Regression Analysis

The linear regression models are shown in Table 9 for the 60 mph PSL and the 70 mph
PSL datasets. In the 60 mph PSL model, the largest positive increase in speed was found
to be associated with the presence of merges, with a 9.3 mph increase suggested. Other
variables contributing to increased speeds included the presence of darkness, the presence
of 2 + 1 carriageway, and the increasing distance from the last enforcement camera. De-
creased speeds in the model were associated with the presence of street lighting, uphill
gradients, and the presence of curves with radii smaller than the desirable minima. No
dual carriageway sites featuring street lighting, a merge, or a curve of desirable minimum
radius were part of the installations monitored. The statistically significant explanatory
variables are therefore fewer in the 70 mph PSL model. The presence of darkness and the
increasing half-width were associated with increases in speed. In terms of the active road
studs, their specific presence was found to reduce speeds, whereas increases in the length
of installation were found to increase speeds.
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Table 9. Linear Regression Model.

Regression Coefficients

Variable Description
60 mph PSL

n = 6299
70 mph PSL

n = 2886

1. Constant 65.089 a 55.348 a

2. Darkness indicator (1 if dark; 0 otherwise) 0.593 a 1.238 a

3. Active Road Stud indicator (1 if present; 0 otherwise) — −0.877 b

4. 2 + 1 carriageway indicator (1 if present; 0 otherwise) 0.982 a —
5. Street lighting indicator (1 if present; 0 otherwise) −6.166 a —
6. Junction indicator (1 if present; 0 otherwise) — —
7. Merge indicator (1 if present; 0 otherwise) 9.320 a —
8. Average approach gradient (%; up gradient +ve; down gradient −ve) −0.285 a —
9. Average half-width (metres) −2.277 a 0.614 b

10. Desirable minimum curve indicator (1 if present; 0 otherwise) — —
11. One-step relaxation curve indicator (1 if present; 0 otherwise) −3.455 a —
12. Two-step relaxation curve indicator (1 if present; 0 otherwise) −4.352 a —
13. Distance since enforcement camera (with flow) (km) −0.103 b —
14. Distance since enforcement camera (any direction) (km) 2.640 a —
15. Length of treated approach (km) −0.703 a 1.819 a

— statistically insignificant variable (not included for estimation in model specification); a 0.99 level of confidence; b 0.95 level of confidence.

4. Discussion

Although the causal relationship between speed and the probability of a crash remains
subject to debate, greater severities of injury can be expected at higher speeds [4]. As a
result, practical interventions which may result in increases in speed should be viewed with
a degree of concern. Even measures which are intended to improve the safety of the driver–
vehicle–road system may result in undesirable risk compensation by drivers and have a
net opposite effect. For example, this phenomenon has been associated with interventions
such as seat belts, anti-lock brakes, and the implementation of street lighting [29–31]. In
the specific case of solar-powered road studs, if increases in driver confidence [17] were to
translate to a corresponding increase in mean speed, this could result in increased crash
rates [9–14]. The relationship between active road studs, other road features, and speed is
therefore of considerable interest.

This research found that in the 60 mph PSL sections when the route was taken as
a whole, only very negligible reductions in mean speed were recorded, none of which
approached significance. Essentially, from this it would appear that mean speed appears
to be unaffected by a change from passive to active road studs on such roads, a result
which reflects that found in the previously described simulator study [18]. No simulator
study has looked at a 70 mph dual carriageway route, and hence, the results found in this
respect are believed to be new. In this case, a statistically significant reduction in mean
speed of 1.5 mph was found during the hours of darkness six months after the treatment.
Some reduction in this figure occurred after two years, and it was no longer significant at
the chosen alpha of 0.05 (although notably it still was at α = 0.10). Decreases in variance
suggest that speeds become slightly more homogeneous, and large fluctuations are less
evident, which is a positive outcome when the safety effects of speed differentials are
considered [5,6].

In terms of speeding drivers, the improved visibility from active road studs does not
appear to change the mean excess speed in either the 60 mph or 70 mph PSL sections.
Other research has suggested that reflective delineation helps drivers’ speed awareness
at night [32]. Given the additional information provided by the active studs, it seems
probable that speeding drivers are doing so consciously with full knowledge of their actual
speed. Whilst addressing speeding drivers may be an emotive issue with members of the
public, failure to do so does not necessarily mean that safety benefits will not be achieved.
Although, as discussed previously, the link between speed and individual crashes is a
matter of debate, the link between mean speed and crash rate seems much clearer [8]. For
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example, application of the power model [11] would suggest the reduction in mean speed
during darkness measured here could reduce the number of fatal crashes by up to 10%.

Whilst significant global mean speed changes were restricted only to the 70 mph
PSL sections of the route, mean speed changes at selected individual sites across both
speed limits were found. No site could realistically be considered the same; each had
its own geometric and topographic characteristics. In many cases, the implications of
such characteristics are intuitive. For example, it would be reasonable to expect drivers
to traverse curves of one- and two-step design relaxations at a slower speed in general
than those of a desirable minimum radius, if only in the interests of occupant comfort. On
this basis, it would appear that any relationship between mean speed and road features
is a complex one, where the active road stud may be a contributory variable in certain
circumstances. The subsequent regression analysis undertaken provides some insight into
how the active road stud, along with other variables, may be associated with mean speed.

In the 60 mph PSL regression model, the greatest effect on speed was the presence
of a merge. This could be a result of drivers travelling faster than usual to complete
passing manoeuvres before the end of overtaking lanes. Whilst this result was statistically
significant, it is noted that only two merge sites existed in the dataset, one of which
was on a single carriageway divided by a central reserve, which is a relatively unusual
arrangement. On this basis, it is suggested that other factors may contribute to this increase.
Variables contributing to reductions in speed, particularly those related to gradients and
curves, would seem intuitive; it seems quite possible that the speed of the vehicles may
be affected by increased engine strain on the gradients and the discomfort and lower
visibility experienced on the sharper curves. Where street lighting is not present, the
increase in speed in the hours of darkness found in this study is consistent with other
research findings [29,33].

In terms of the active road studs, the presence of the studs was found to be insignificant
in the 60 mph PSL model. However, the length of a treated approach variable was retained.
The decrease in mean speed associated with an increased length of stud treatment is a
potentially interesting finding. However, it is noteworthy that the studs were installed
only on the approaches to junctions, with the length of installation being proportionate
to the importance of the junction itself. On this basis, it could be that drivers may, at least
partially, have already adjusted their speed in anticipation of the conditions ahead, and the
association with stud treatment length was merely coincident. Given that all the 60 mph
PSL sites were at junctions, unfortunately it was not possible to control for this possible
effect with the data gathered.

In the 70 mph PSL model, again the presence of darkness was associated with higher
speeds, more so in fact than the former. Significantly, the presence of the active road stud
appeared to influence speed, with a reduction of 1 to 1.5 mph being implied. In the case of
the length of the stud installation, the opposite to the 60 mph PSL model occurs; in this
scenario, speeds increase as the length of treated approach increases. It is known that the
dual carriageway sections of this road are mostly used to provide overtaking opportunities.
On this basis, it may be that longer sections of dual carriageway are more attractive for
overtaking and therefore result in higher speeds, which could explain this apparent pattern.

The other variable of significance in the 70 mph PSL model was road half-width.
In this case, increases in half-width appeared to result in increased speeds. It has been
suggested that the additional steering workload, along with a better perception of speed, is
associated with slower speeds in narrower lane widths [34,35]. Such association could be
expected during hours of daylight but less so during hours of darkness, where a driver’s
field of view and depth of field are restricted by the capability of the vehicle headlights. It
could be that the presence of active road studs might enhance a driver’s awareness and
perception of speed, leading to this association.

Some limitations in the present work are acknowledged. Most of the survey sites were
located on the approach to junctions as they were the focus of the original installation. It
could be that drivers already moderate their speed when in such circumstances, in which
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case any change in mean speed may be suppressed. The work here was also entirely
random in its sampling, and specific vehicle types were not recorded. Whilst this means
the results are likely to be valid for typical traffic composition, the effects may be different
between vehicle categories. This study also controlled for weather, with all the results
obtained during benign conditions. One aspect in which active road studs are thought to
be of particular benefit is during times of poor visibility. On this basis, their effect on mean
speeds under such conditions could be worthy of further investigation.

5. Conclusions

The aim of this research was to measure the choice of speed by drivers, using real-
world rural junctions and links and to determine whether changes in the speed of vehicles
may be associated with the installation of active road studs. The null hypothesis stated
that drivers do not change their speed in the presence of active road studs, and there is no
difference in mean speeds before and after installation. Based on these findings, looking at
the entire route, a universal rejection of the null hypothesis across all tests is not possible;
there is no consistent correlation between mean speed and the presence of the active road
studs at all sites. However, there appears to be some specific situations in which the null
hypothesis could be rejected. Most notably, on the 70 mph PSL dual carriageway sections,
the presence of studs may contribute to mean speed reduction as part of a wider group
of variables.

The results of this work are likely to be of interest to road safety engineers, specifically
as the improved visibility resulting from the installation of active road studs appears
unlikely to result in any corresponding increase in the mean speed of vehicles. This is a
positive finding, as it means that any other safety benefits found, such as improved driver
confidence or better lane discipline, would not be offset by the risk of greater crash severity
through increased speed. On higher-speed dual carriageway sections, the presence of the
stud may even result in a reduction in mean vehicle speeds. In road safety terms, this
could mean that the severity of crashes may be decreased in the presence of the stud. This
would appear to be a particularly positive outcome, given that these are the highest speed
sections—and therefore potentially the highest crash severity—on the road network.
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Abstract: A bus seat needs to be designed ergonomically for better seating comfort. The present
study is intended to develop a cost-effective ergonomic bus seat design based on seat comfort
and safety demands. As part of the proposed seat design procedure, seating comfort analysis,
identifying preferred design features, and developing a seat design are included. An analysis of
the bus seat back and seat pan profiles was conducted. Based on the results of the comfort analysis,
the authors identified the preferred design features of bus seats during the design identification
process. An improved bus seat prototype was developed based on selected design features in the
design development stage. Seating comfort analyses were used to compare the achieved seat with
the reference seat. The seat design developed in the present study may be applicable for various
types of bus public transport.

Keywords: public transport; bus seat; seating comfort analysis; FEM model; structural safety assess-
ment; ergonomics

1. Introduction

Seating comfort is one of the most important indicators of automotive seat perfor-
mance [1–3]. Around the world, there have been many studies on seating comfort, in-
cluding car seats, truck seats [4], and bus and train seats [5]. A seat that is comfortable in
static conditions may have poor dynamic characteristics that make it uncomfortable on
the road. The profile of a bus seat needs to be designed ergonomically for various body
sizes of passengers. Most automotive seats are not designed according to anthropometry,
neither are the automakers willing to invest resources in designing components appeasing
human ergonomics [6].

Nowadays, urban space, especially in large cities, faces several challenges resulting
from the permanently increasing number of inhabitants. One of the urgent issues to be
solved is a safe, comfortable, and quick way of commuting for the residents of urban
agglomerations. However, along with overloaded and rapidly expanding urban space,
along with modernization of the existing road infrastructure, the growth of traffic level is
also significant [7–11].

A natural way of solving such a challenge is to develop collective transport and
encourage the still undecided citizens to use it. Residents choosing the mode of transport
in urban agglomerations analyze various factors, among which the largest impact on their
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decisions are safety and comfort (which affect visual, thermal, acoustic, and vibration
aspects) [12]. Research studies have already shown that passenger comfort is a key factor
in the choice of the means of transport, and its improvement may attract more users of
urban transport [13–17]. Following investments in the safety and comfort of collective
transport, the quality of life in contemporary cities may be improved. On the other hand,
increased road safety could be achieved in many other ways, too (Figure 1). Passenger
protection while travelling is one of them, i.e., the design of safe and comfortable seats
along with safety belts. A seat’s dimensions must be designed to suit the anthropometry of
passengers when designing ergonomic seats. Optimum passenger seat design according
to passenger anthropometry can decrease fatigue and discomfort during long periods of
sitting [18]. The passengers of the vehicle must be comfortable, as the discomfort can result
in fatigue, which can lead to a condition of body imbalance, since the passenger seat used
does not usually correspond with the wearer’s anthropometry (non-ergonomic). When
it comes to the passenger seat design sector, an ergonomic factor and aspect will ensure
greater comfort and less fatigue for passengers [19]. According to The Harvard School of
Public Health, ergonomics is the science, art, and application of technology that aims to
harmonize or balance between all facilities used at work and rest with human abilities and
limitations so that the overall quality of life can be increased [20].

Figure 1. Examples of ways to improve road safety.

A literature review on the comfort of bus driver seats indicates several medical
problems resulting from their long-term use [21–23]. Bus drivers are struggling with such
problems as sleepiness, cramps, muscle fatigue, difficult circulation, spine pain, depression,
stiffness, pain, numbness in the spine, and other musculoskeletal problems that may
become chronic [24–30]. For that reason, to reduce these medical problems resulting from a
malformed bus seat, further research should be carried out on the existing bus seat profile.
Bearing that that in mind the authors tried to fill the knowledge gap by fully understanding
the mechanisms of stress and strength distribution for a specific seat construction design,
the present research focuses on specific solid plastic frame construction, which has not been
fully studied in the available scientific literature. The study concerns bus seats occupied
by an adult (50 years old) and a young (10 years old) passenger, concerning different seat
solid plastic frame mounting scenarios.

A comparative analysis of existing bus seat profiles and their evaluation may be
presented in the following aspects: (i) comfort evaluation and (ii) ergonomic evaluation.
In the comfort evaluation part, 48 participants evaluated seven parts (headrest, upper-
back support, lumbar support, seatback bolster, hip support, thigh support, and seat
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pan bolster) [25]. There are 12 components of the bus seat that directly affect passenger
comfort, including seatbelts, armrests, recliners, headrests, dorsal support, lumbar support,
side back support, seatback overall support, hip support, thigh support, and seat pan
overall support. In addition, 17 ergonomic evaluation measures (such as reachability,
controllability, tactile sensation, grip sensation, adjustability, size appropriateness, shape
appropriateness, cushioning, and overall comfort) were selected to be assessed based on
literature reviews [31–33].

In addition to comfort, safety is an essential requirement. The subject of traffic safety
has been investigated by many researchers in the context of cars, buses, and coaches [34,35].
Rupp et al. [36] found that the fracture tolerance of the femur is 7.59 kN. In the US, the
National Highway Traffic Safety Administration (NHTSA) specified a maximum femur
load of 10 kN for a male dummy of the 50th percentile [37]. Leg femurs on both sides
experienced 5.2 kN loads. Although within the safe limit, this model predicted a high
pelvis load. Due to the dummy posture, the knees are the main point of contact between
the seat back and the femurs. The pelvis injury tolerance was determined based on peak
pelvis acceleration according to Haffner [38]. Using 130 g of acceleration on the pelvis, he
proposed that the occupant’s pelvis can suffer serious injury. When the setback impact
occurs, the model predicted a peak acceleration of 33 g for the pelvis [39]. There was a
similar interval between the peak acceleration of the pelvis and the peak load of the femur.
However, it is below the safe threshold of injury for the pelvis acceleration level. Mertz
and Patrick [40] conducted a study showing showed that the human chest is capable of
bearing a distributed load of 49 g. This value should not exceed 60 g, according to the
FMVSS 208 test.

The development of the Bus Safety Standards (BSS) in different countries included
seat testing, both in computer simulations and sledge testing (which replicates the collision
forces in a repeatable way, but for testing just the seat in isolation and not the entire vehicle).
This testing compared traditional low-back seats against medium (taller) back seats and
high (for example coach style) back seats. In rear-facing seats, the BSS encourage high
back seats. The additional weight of the different seats makes them difficult to implement
throughout the entire bus. European Union Transport Politics aims to emphasize the
importance of using public transport rather than private transport while focusing on the
safety of the passengers and reducing pollution [41,42]. The World Health Organization
(WHO) acknowledges this fact in its annual report on global road safety, where they
advocate for better public transport that is safe, accessible, and affordable because it is vital
to increase safety in urban areas where traffic has become more crowded [43–45].

For the purpose of the present research, the comfort and safety of solid plastic frame
seat performance were evaluated based on stress deformation and kinematic behavior. The
seats’ frame structure and the material used in the modeling and analyses are considered
not to be fully investigated in the available literature, making the research performance the
biggest motivation.

2. Materials and Methods

Seating comfort analysis can be performed using vibration evaluation, electromyo-
graphy, electroencephalography, oxygen saturation, posture-image analysis, spinal load-
ing, computer-aided engineering (CAE), pressure, temperature and humidity monitoring,
etc. [46–48].

The experimental, purpose-built physical model of the bus that had a front seat
and two rows of seats is presented in Figure 2. The model concerned a dummy hybrid
representing a 50-year-old man (M50) and a dummy representing a 10-year-old child (P10).
The position of the dummies, the seats, and the safety belts were adopted based on the
assumed real event scenario. All the characteristic dimensions could be followed in detail
in Table 1.
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Figure 2. Dimensions describing the dummy position concerning the seat and safety belt location:
(a) front view M50, (b) front view P10, (c) side view (modified after [49]).

Table 1. Distances describing the position of the dummies.

Specimen
Front View Side View

Symbol Distance (mm) Symbol Distance (mm)

M50 dummy HG 100 HGT 220
HBPW 225 HGP 350
HBR 50 HT 430
HRR 205 HB 490
HRO 40 HK 100
HBO 85 HS 295–300
HKR 175
HSR 245
HSO 155

P10 dummy PG 90–100 PGT 0
PBPW 330 PGP 515
PBR 330 PT 540–545
PRR 70 PB 575–580
PRO 282 PK 255
PBO 105 PS 40
PKR 150
PSR 85
PSO 250

The Mathematical Dynamics Models for Applications (MADYMO) software program
uses the method of multibody system dynamics for the formulation of a numerical model.
Here, a chain of rigid bodies is linked together using kinematic pairs to copy or model
an object. Several physical variables determine the bodies as well as the kinematic joints,
which make it possible to solve the equations governing movement. There are three
parameters used to describe rigid bodies: mass, moment of inertia, and center of gravity.
The kinematic pairs defined specify the bodies that are joined with each kinematic pair. In
addition, the coordinate location of those bodies is determined as well.
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A general equation, Equation (1), is used to describe the relationship between the
position of a local coordinate system and the global coordinate system, where Xi is the
matrix of the coordinates of the position vector, ri is the matrix of the coordinates of the
vector joining the beginnings of both coordinate systems, Ai is the matrix of direction
cosines, and xi is the matrix of the coordinates of the vector of local displacement of the
coordinate system.

Xi = ri + Aixi (1)

The numerical model for the solution to the general equation of motion Equation (2)
uses a modified single-phase Euler’s method with a constant time step ts:

M
..
x + C

.
x + Kxt = Pt (2)

where M—mass matrix; C—matrix defining the damping of the system; K—rigidity matrix;
xt—displacement; Pt—matrix defining external loads applied to the system. This matrix is
usually adopted in the form of the so-called proportional damping (depending on K and
M matrices).

There are 3 types of mechanical models, in which fuzzy models and neural networks
are not used because of their non-linearity. Unfortunately, due to the nature of the exper-
iment, the ramification cannot be used to achieve the desired damping force in an open
control system. In this case, the Bouc–Wen model was used. As described by Spencer
et al. [50], the model is commonly used to elaborate the MR damper hysteretic character-
istics. In the present experimental study, the controlled MR damper has high vibration
restitution when compared with the passive MR damper. A controlled MR damper presents
the better performance by 24% of road-holding vehicles when compared with fully active
and 22% on an ideal semi-active suspension system [51].

The hysteretic behavior of the MR damper was depicted with the help of the Bouc–
Wen model [50]. A scheme of the mechanical diagram of the MR damper is shown in
Figure 3. The dampers can be used as comfort and noise protection elements, too [41–54].
Figure 3 presents the general view of the soundproof partition of the bus motor. The cross-
section shows the bus septum, where 1—engine compartment, 2—passenger compartment,
3—DVA, 4—internal part of the partition. The partition has an elastic fastening, which is
the external part of the sound absorber of reinforcing elements. A damper on the driver’s
seat is a required feature. However, transport comfort can be increased by fitting dampers
to the passenger seats as well.

Figure 3. Mechanical model of MR damper (a), and general appearance of a bus soundproofing
system (b).

From the empirical point of view, the mechanical model is governed by the following
equations

.
y =

1
c0 + c1

[
αz + k0(x − y) + c0

.
x
]

(3)
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.
z = −γ

∣∣ .
x − .

y‖z
∣∣n−1z − μ(

.
x − .

y)|z|n + A(
.
x − .

y) (4)

fMR = c1
.
y + k1(x − x0). (5)

Based on dimensional differences, 12 bus seats were classified based on their features
for the purpose of the study. Accordingly, lumbar supports were classified in reference to
dimensional differences between extracted centerline and seat pan lines measured for the
measured bus seat profiles. This means that the lumbar was shaped for ≥25 mm (mean) or
flattened to achieve the lumbar shape of <25 mm on the center line, and the designed side
lumbar support was shaped for ≥45 mm or flattened to achieve the side lumbar support
shape <45 mm than the side lumbar support on the seat pan lines (Figure 4) [48].

Figure 4. Critical cross-sections and outlines of a bus seat profile.

3. Results and Discussion

Unlike nowadays, in the past, the seat designs were made mostly of the tubular profile.
However, stamped designs of passenger bus seats still need further experimental analyses.
In this case, a stamped construction with a thickness of 2 mm, made of Steel 20, was used
in the 3D modeling (Figure 5). The software allowing stress distribution evaluation was
the one presenting the traditional approach for solving and presenting the distribution of
internal stresses in various structures. Dynamic analysis was conducted to determine the
stress deformation and kinematic behavior of the mechanism with consideration of the
elastic–plastic behavior of individual parts of the mechanism.

Figure 5. Seat model made of pressed sheet: (a) solid model; (b) Finite Element Method (FEM) model.

While building the model, the first step was to reduce weight, which weakens the
supporting frame, and to increase its compliance, the model seat was cut out. The cut-out
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is very important for obtaining the necessary movements at checkpoints following the
requirements of static tests proposed by the Economic Commission for Europe of the
United Nations Regulation No. 80 [55].

The loading height H1 of load P1 was 781 mm concerning the base surface, and the
loading height H2 of load P2 was 533 mm, respectively. The values of loads P1 and P2
applied to the back seat were parallel to the horizontal plane and the longitudinal axis of
the bus and could be calculated as follows in Equations (6) and (7):

P1 =
1000
H1

± 50 =
1000
0.781

+ 50 = 1330N (6)

P2 =
2000
H2

± 100 =
2000
0.533

+ 100 = 3852N (7)

A further performance of the research on the seat frame conforming to the require-
ments of UNECE Regulation No. 80 [55] is the analysis of the structure strength presented
in the form of a solid-state model (solid model). This would ensure higher accuracy of the
calculation and would allow taking into account the plastic deformations (allowing physi-
cal non-linearity). The main advantage of the solid model is the possibility of transition
from the nodal connections of the rods to the actual volumetric connections of pipes and
other elements of the design corresponding to the actual scenario. In contrast to the beam
performance, the solid-state model is much more complex in terms of its construction and
analysis, because the model needs to be split into sets of sizes and configurations.

The study of three variants of the seats loaded with the following scenarios was carried
out: with a stand (Figure 6a), with a side fixing console (Figure 6b), and with an additional
handrail, which was attached to the roof frame (Figure 6c).

Figure 6. Three-dimensional model of a seat with a stand (a), a side control fixing (b), and a handrail attached to the roof
frame (c).

The first example (Figure 6a) consists of a vertical rack, which was made of a 2 mm
thick profile and with a hole in the center to save material; however, it was not reducing the
structure’s stiffness. The bottom of the rack is welded to a 3 mm thick plate with two holes
of 10 mm in diameter, under a bolted connection. In the model, the welded connection of
the plate is simulated, which acts as the flange fastening the base to the wheel arches of the
bus and the rack’s frame (Figure 6a).

The second scenario (Figure 6b) is relevant for low-entry and low-floor vehicles,
allowing efficient bus floor maintenance. Its base is not fixed to the racks on the floor but is
firmly tied to the side of the bus through two supporting circular pipes of 20 × 2 mm in
size (Figure 6b). These pipes are welded to a steel plate (265 × 50 × 3 mm in size) with two
holes for a bolted connection of 10 mm. The flanges are attached to the side of the seat at a
height of 200 mm.
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Starting from the fact that the second scenario (Figure 6b) is characterized by higher
optimization potential, in comparison with the classical variant (Figure 6a) with a stable
floor mount, which has a much smaller distance between the mount supports, and therefore
a significantly greater moment of action from the forces, it is advisable to strengthen it
by the introducing an additional rail attached to the roof frame (Figure 6c). It is worth
noting that it is often possible to find a construction variant with a handrail attached to the
frame of one of the seats. Thus, as a result of loads following UNECE Regulation No. 80,
different values of displacement and absorbed energy are obtained for the back and the
right-sided seats.

In general, each node has 6 degrees of free space (three linear movements and three
angles of rotation), but for a particular task, certain degrees of free space may not be
possible. For instance, in the solving process of deforming a flat five-point fastening of the
base of the seat loaded by plane forces, the basic functions describing the displacement of
the peak plane can be omitted, since their value is zero.

The description type includes here the topology of an element (flat triangle, flat
quadrilateral, a polygon with curved sides, bulk element-tetrahedron, hexagon, etc.). For
such shapes, the basic functions (a quadrilateral with 6 degrees of free space in the node,
quadrilateral with 2 degrees of free space in the node, etc.) and formulas for calculating
elastic energy are used. The solution of a set of equations of FEM (finite elements method)
by the prediction of displacement will be the components of nodal displacements of the
discrete design of a passenger seat.

In general, the base model with a stand consists of 19 constituent elements. Its weight
is 15.1 kg. The number of finite elements of the FEM model approaches 40,000 and the
number of nodes is 85,376. The results of the calculations indicate that despite being
identical to one another, the left and right seats are divided into different amounts of
finite elements (FE): the left consists of 16,160 elements joined by 33,265 nodes and the
right consists of 16,189 items with 33,309 nodes. Similar conditions can be observed for
absolutely identical M8 bolts fastening the base. There may be several explanations: firstly,
the Ansys Workbench algorithm generates a grid every time individually (adapting to the
set conditions of the calculation), and may start, for example, not from the seat mounting
area, but its upper part, showing signs of an artificial neural network. Secondly, the base to
which the seat is fixed is not symmetrical (different degrees of detail in its various areas).

The model of the seat with a console mount consists of 19 constituent elements and is
heavier by 0.6 kg. The number of end-points of the FEM model increases to 42,699, and the
number of the corresponding nodes is almost 5000 units.

All elements that are part of the seat model have nonlinear characteristics of the
material, including its physical nonlinearity (Nonlinear Effects = Yes). For example, one of
the M8 bolts consists of 198 elements and 408 knots, and the corresponding nut consists of
66 elements and 473 knots. The contact sensitivity parameter that is automatically set in
the Ansys Workbench environment is 3.4712 mm (Tolerance Value). In general, the model
is more complex, concerning the rack sample, and it requires a more detailed breakdown of
key elements: the degree of detail in the partition is determined by the Relevance parameter,
which is assumed to be 0.35 for the model under study (as part of the Ansys Workbench
software functionality, the maximum value for Relevance is −100). Compared with the first
scenario (Figure 5a) and despite the absence of a rack mount to the floor, the overall height
of the model (Length Y) increased from 791.09 to 1184 mm. The difference in overall height
is due to the presence of a high rail, which is fixed to the system of railings on the roof of
the cabin. Compared with the second scenario (Figure 5b), the number of FEs increased by
7%, and the number of nodes increased by 7.5%, respectively.

The weight of the model with a handrail is 16.6 kg, and the number of constituent
elements of assembly increased not as much. Data on the FEM-wire rail were as follows:
the number of FE railings is 3792, and the number of nodes is 7426. Its dimensional height
was 971.5 mm, and the weight of the whole model was 0.9 kg.
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During the computer simulation of seat frame tests, the behavior of the component
elements with the corresponding steel–steel friction pairs has also been determined. For
steel–steel pairs, the coefficient of friction is set to 0.2, which corresponds to the typical
value in rest. In addition to the bolted joints, all contact pairs have a friction coefficient of
0.2. The hard type bonded (motionless) joint provides a bolted connection (for example,
Bonded—M8 bolt to bolt connection).

It should be noted that the statement about the direct correlation of the growth of
relevance to the accuracy of the calculation is false. In the split configuration on the FE,
the Relevance Center parameter is set to Fine, which means an improved detail of the
element at the curves of the model and complex transitions (bolted connections, etc.). The
minimum value of the edge length of the finite element was 5,8838e−004 mm.

Firstly, the stress values of the base model with the rack were analyzed. The maximum
value reached was 431.74 MPa. The rack was fixed using the bolted connection at the left
bracket, which was mounted along with the movement of the seat to the base in its front
part. At the same time, the maximum stress value of mounting bolts was 199.43 MPa. In
the place where the seat frame was fixed with a bolted connection, the stress value was
240 MPa. The constituent elements reached maximum stresses at different times, which is
presented in Figure 7.

Figure 7. Tension diagrams depending on load steps: (a) nut; (b) bolt.

When considering the stress–strain state of the design at the stage of full absorption of
the impact energy presented in Figure 7, the maximum stress value, equal to 374.74 MPa,
is recorded in the frame of the right-hand drive of the bus in the area of the seat bend.
This is as expected due to the greatest bending moments passing through this area. The
stress values in the rack vary from 5 MPa in the flange with an increase of 45 MPa in the
bolted joints and up to 270 MPa in the rack (Figure 8). Structurally, the seat leg is a welded
structure consisting of a pressed sheet with a thickness of 2 mm and a flat flange fastened
to the floor with a thickness of 3 mm.

Together with the base of the seat (welded square tube frame), the rack and flange
mounted to the bracket of the seat arch forms a single inseparable structure. The structure
demonstrated a maximum stress value of 339.81 MPa, which is fixed in the right seat
mount bracket.
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Figure 8. Strength map of the rack.

The variant of the seat base, designed for the installation in low-entry buses, has
a one-way mount attached to the bus sidewall, and therefore, in theory, it has a lower
equilibrium than the previous design. The maximum value of stresses recorded during
the loading process was 434.33 MPa. It corresponds to the contact area of the anterior nut
with the left seat frame. Such conditions and detection of the maximum stress design fully
correspond with the previous case. In both cases, the nut will withstand the force reactions
transmitted from the bolt while maintaining the design integrity. The maximum stress
value is 390.02 MPa, which is 3–5% more compared to the previous version. This value
corresponds to the area of the left-hand drive of the seated bus, which is the opposite of
the seat with a stand (the right seat was more loaded).

In a reverse case, the value of the maximum stress occurs at the base of the seat, with
305.81 MPa versus 339.81 MPa for the rack variant. Although the area where the extremum
of stress is fixed coincides with the same seat mount bracket. Thus, the bracket is in lower
load conditions as part of the console construction. Even though the absolute value of
stresses is lower in the console variant, the average value of stresses is 30–35% higher when
referring to 270–300 MPa for pipe profiles (25 × 2 mm) against 220–250 MPa for a variant
providing a stable mounting.

In general, the console structure in terms of stresses has a sufficient margin of safety,
but a significant part of the constituent elements is outside the yield strength of the material
(Steel 20–250 MPa). This is because the seat performs the bearing function, which may
result in increased displacement under regular loads following UNECE Regulation No. 80.

For the third variant of the base with a console fastening and additional armor with
a stress map, a decrease by 5% in the value of stresses was noticed. The maximum
value corresponds to the area of the left seat bend. In general, the relative equilibrium of
the construction of the seat together with an additional handrail may be estimated: the
oscillation of the voltage value is at 30–40% between the model components, meaning there
are no overloaded elements or those with an excess safety margin.

Although the seat base showed a maximum stress value of 5 MPa more than in two
other cases, the average value of stresses in round profiles, 20 × 2 mm in size, at 15–20% is
lower due to stress redistribution. A significant contribution to stress redistribution has a
vertical additional handrail, absorbing a significant part of the energy when struck. The
voltage map of this handhold shows the effectiveness of its work: the maximum stress
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value was 266.77 MPa. As expected, this value is fixed in the area of the seat mounting to
its base.

4. Conclusions

Bearing in mind that there is a number of factors influencing the general performance
of bus seats, the present paper aimed to focus on an aspect considered crucial in urban
public transportation, which is safety and comfort. The comfort analyses were performed
using purpose-built models on seat profiles occupied by an adult (M50) and a young (M10)
passenger. The safety analyses were based on analyzing the frame strength and stress
distribution for three variants of seat mounts: a seat with a stand, a side control seat fixing,
and a seat-supporting handrail attached to the roof frame.

All considered models were solid-based and created using computer-aided design
and a computer-aided engineering software environment; then, they were imported into
the software package for Finite Element Method analysis. In general, the base model with
a stand consists of 19 constituent elements. The number of finite elements of the Finite
Element Method model approached 40,000, and the number of nodes exceeded 80,000.

The simulation of different scenarios for seat loading complies with Economic Com-
mission for Europe of the United Nations Regulation No. 80 [54]. The common seat frame
types with various mounting types used in standard or low floor buses were tested, giving
a promising correlation between the simulation and test results according to the Economic
Commission for Europe of the United Nations Regulation No. 80. For different seat
mounting scenarios, the achieved maximum stresses were 431.74 MPa for a base model,
374.74 MPa at the stage of full absorption of the impact energy, and 339.8 MPa for the rack
and flange mounted to the bracket of the seat arch. For the variant of the seat base, which
was designed for installation in low-floor buses, the maximum value of stresses recorded
during the loading process was 434.33 MPa.

The present study is a primary investigation focusing on particular events concerning
two passengers with assumed seating locations and coordinates. The study should be
further developed to evaluate seating comfort and safety for all passengers located at
different seating spots. Bearing in mind that the results of the present study could be
applied in urban public transportation only, the outcomes would allow understanding how
to improve the comfort zone preventing potential physical discomfort or injuries.
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Abstract: The article presents an analysis of the impact of a malfunction resulting from excessive
clearance on the rocker arm pin of the front suspension on the vehicle’s steerability. The first part of
the article presents an analysis of the influence of the clearance on the rocker arm pin on the geometry
of the suspension and steering system. The occurrence of forces acting on the rocker arm pin in
various phases of the vehicle motion was analyzed. To assess the vehicle’s steering, the vehicle’s
response time to sudden steering wheel movement was used. The vehicle’s response time to sudden
movement of the steering wheel was used to assess the vehicle’s steerability. The second part presents
the results of bench tests and traction tests of a vehicle equipped with a specially made measuring
rocker arm with the possibility of simulating a clearance. The tests were carried out on a class B
passenger car in selected road tests. The results of measurements obtained for the roadworthy vehicle
and the vehicle with the rocker arm with clearance were compared. The influence of the clearance
on the rocker arm pin on the change of vehicle steerability in steady and dynamically changing
conditions was analyzed. The test results show the effect of clearance on vehicle steering and on
the vehicle steerability. The study tried to determine to what extent the clearance on the rocker arm
affects the vehicle’s steerability and thus the safety in road traffic.

Keywords: clearance on the rocker arm pin; vehicle steerability; steerability tests; road safety

1. Introduction

The steerability of the vehicle determines the ease and certainty with which the driver
can put the vehicle on the intended trajectory and keep it on this track [1,2]. Increased
clearance in the steering system makes it difficult to maintain the intended direction of
travel. Based on the motion parameters of the car and the characteristics of the steering
system, the driver anticipates the vehicle’s behavior and adjusts the angle and speed of the
steering wheel rotation during turning maneuvers and while maintaining a straight-line
direction of travel. The effects of the driver’s actions are the longitudinal, lateral, and
inclination movement of the vehicle. The flexibility and clearance in the steering system
affect the “confidence” of driving the car, and thus the steering.

Wear of the steering elements and steering linkage components causes an increase in
clearance in the steering system, which makes it difficult to maintain the desired direction
of travel and increases the “inaccuracy” of steering the vehicle’s direction of movement.

The element susceptible to wear and damage is the ball pin of the rocker arm. Wear is
caused by friction in the joint during its rotation resulting from the vertical movement of
the suspension and the turning of the wheels. Its accelerated wear may occur when driving
on uneven surfaces, in an environment with high dustiness or saltiness, or as a result of
damage to the seal, which protects against the ingress of dirt and water into the ball joint.
Often, damage to the seal can be caused mechanically, for example by a stone impact while
driving. If the rubber cover of a joint is damaged, water and debris will rapidly degrade
the joint, causing loss of grease and corrosion of the metal components. Sudden damage to
the rocker arm pin may also occur while driving over large unevenness. In this situation,
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the ball pin may even slip out of the socket and the vehicle may lose its steerability. In
addition, the operating parameters such as incorrect suspension geometry and unbalanced
wheels also affect accelerated wear or damage to the pin [3,4].

The clearance in the ball joint can cause misalignment, uneven tire wear, sometimes
the pulling of the steering wheel to one side, and/or suspension noise. The permissible
wear of the connector depends on the application of the vehicle. In the old literature, there
is information stating that the clearance in the ball joint cannot exceed 1 mm, but today
car manufacturers say that ball joints used in car suspensions should not have a noticeable
clearance. The only way to check if a joint is worn is to refer to the service specifications of
the vehicles and measure the clearance (both axial and sideways). Load-carrying ball joints
wear out the fastest. In double-wishbone suspensions, the lower ball joint carries the load
and is more prone to wear.

In suspensions where the spring is mounted on the upper control arm, the upper ball
joint carries the load and is more susceptible to accelerated wear. The lower ball joint in
this type of suspension is unloaded, so any clearance indicates that it should be replaced.

In the case of a MacPherson strut suspension, the strut carries the load and the lower
ball joint is unloaded.

The clearance in the joint is created as a result of wear of the mating surfaces, and the
spring washer causes the clearance to be canceled in the axial direction. Side clearances are
not canceled. The systems used to reduce side slip of the tire [5] in the event of clearance
in the ball joint will cause instability of this system’s operation, causing the occurrence of
oscillations.

During the tests, efforts were made to determine the conditions necessary to reset the
clearance on the rocker arm pin, describe the impact of the clearance on the direction of
vehicle movement, and assess the deterioration of the steerability.

2. Factors Influencing the Dynamic Characteristics of Car Control

The vehicle control is influenced by factors depending on the vehicle structure, in-
cluding its steering system, the tires and their load, the side inclination of the vehicle, and
traffic conditions: the quality of the surface and the value of the tire adhesion coefficient.
They are generally defined by the concept of dynamic vehicle control characteristics. This
characteristic is influenced, among other things, by:

• steering angles,
• tire sideslip angles,
• clearance in the steering system.

The driver decides the value of the steering angles by turning the steering wheel.
However, a vehicle’s path is also influenced by factors depending on the design and motion
parameters of the vehicle and the forces transmitted between the tires and the road. As
outlined above, the factors that affect the trajectory are steering wheel rotation angle,
tire and suspension characteristics, vehicle stiffness and damping, steering component
compliance and damping, wheel alignment geometry, mass distribution and vehicle mass
moments of inertia, rolling resistance, and the conditions of grip as well as the dynamics of
the turning maneuver [6–9].

The steering angles result from the angle of rotation of the steering wheels, the gear
ratio and characteristics of the steering system, its flexibility and damping. They have a
fundamental effect on the vehicle’s path.

The factors influencing the tire sideslip angles are related to the parameters resulting
from the vehicle structure and the variables determining its motion. These factors can be
grouped as follows:

• The tire: its stiffness, profile height, and tread condition. They mainly affect the tire
deflection and its cooperation with the road, and they depend on the pressure force
acting on the wheel and its inclination angle [10,11].

• Suspension: vertical and tilting stiffness of the suspension, flexibility of suspension
components, and damping. Suspension stiffness affects the vehicle tilt angles in
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relation to the longitudinal (X) and transverse (Y) axes as well as the forces acting on
the wheel axles. The compliance of the metal–rubber suspension elements is selected
during the construction of the vehicle in order to reduce understeer and oversteer of
the vehicle. The torsional flexibility of the car body was neglected due to its small,
compared to suspensions, impact on the vehicle path [5,7,8,12].

• Vehicle: location of the center of mass, mass moments of inertia with respect to the
vehicle axis [13–15].

• Conditions of cooperation between the tire and the road: conditions of adhesion
between the tire and the road resulting from the type of surface, its condition (dry or
wet), longitudinal and transverse slip of the wheel, or rolling resistance. They directly
affect the tire sideslip angles [5,13].

• Car motion parameters: steering wheel rotation angle (steered wheels turning angles),
travel speed, and longitudinal and lateral acceleration. These are the quantities that
characterize the motion and steering of the vehicle [13,16].

• Car traffic conditions: surface quality and longitudinal and side inclination of the road.

All of the above-mentioned factors affect the vehicle’s trajectory. The steering angles
are also affected by clearance in the steering system. The occurrence of clearance affects the
direction of movement of the vehicle.

3. Assessment of the Vehicle’s Steerability

So far, no methodology for assessing vehicle steerability with analytical methods has
been developed. Most often, subjective evaluations based on the opinion of the driver
are used to determine the vehicle’s steerability. A number of studies and attempts to
find a method for determining controllability have been carried out. In most cases, they
consisted in conducting experimental tests of the vehicle movement and then the following
parameters were analyzed: the vehicle path, deviation from the optimal track, or the
biological response of the driver in the form of heart rate, sweating, or other parameters
related to the size of the driver’s work was measured. In the described research, attempts
were made to change the characteristics of the vehicle’s movement and examined the
biological response, and on this basis, the conditions in which the vehicle is easier to
control were distinguished. Based on the research, the influence of selected parameters on
the vehicle’s steerability was determined [16].

Hofmann et al. [17] investigated the vehicle response time tr to the yaw rate and the
deviation from the optimal vehicle trajectory, and on this basis assessed the relationship
between the track error level and the time tr. The response time tr is the vehicle’s yaw rate
response to the control pulse.

Based on the research, the most favorable vehicle response time to tr_opt = 0.2 s was
determined (Figure 1). This means that the vehicle is more difficult to steer with longer
vehicle response times.

The response time tr of the vehicle was considered to be an important factor in
determining the steerability of the vehicle [16–18]. It depends on cornering stiffness of tires,
the weight of the vehicle, and the speed of its movement:

tr =
mV

2
(

K f + Kr

) ·
(

k2

l f lr

)
≈ mV

2
(

K f + Kr

) (1)

where: m—vehicle weight, V—driving velocity, k—vehicles radius of inertia, lf—distance
of the center of gravity from the front axle, lr—distance of the center of gravity from the
rear axle, Kf—cornering stiffness of the front axle tires, and Kr—cornering stiffness of the
rear axle tires.
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Figure 1. Assessment of vehicle steerability depending on the vehicle response time [16,17].

Similarly, the influence of the response time on the lateral acceleration ay and the
vehicle sideslip angle β was analyzed.

Weir et al. [19], based on their own and other authors’ research, determined the ranges
in which it is considered that the vehicle is characterized by good steerability, and the
drivers were divided into two groups: medium-skilled and high-skilled drivers. These
ranges partially overlap, and this area was considered optimal. At the end of the article
was shown the vehicle response times to the steering wheel turn.

The relations presented above were used by the authors to evaluate the behavior of
the vehicle with increased clearance on the rocker arm pin.

4. Assessment of the Influence of Clearance in the Suspension Arm Pin on the
Vehicle Control

Driving the wheels in the correct position during the turning maneuver requires the
use of a rotary connection of the rocker arm with the steering knuckle. In McPherson
suspensions, the steering knuckle is connected to the control arm by means of a ball joint
mounted to the control arm. The articulation wears out with use of the vehicle. The
resulting clearance is manifested by the knocking of the suspension and deterioration of
the driving quality. The occurrence of clearance on the rocker arm pin causes that during
vehicle movement, depending on the maneuvers performed: acceleration, braking, or
turning, and when driving on a road with a side slope or on a bumpy road, the clearance
will be reset depending on the direction of the side force acting. A clearance of ~1 mm
causes the steering angle to change by about 0.7◦ (which corresponds to the steering wheel
turning angle by ~11◦). In addition, the action of a force with changing direction generates
the formation of dynamic forces acting on the pin and accelerates its degradation. In
extreme cases, the ball joint may burst.

It was assumed that the clearance on the rocker arm of a size greater than 1 mm causes
noise and deterioration of the steering so noticeable that it is usually removed during repair.
For this reason, a 1 mm clearance was used during the tests.

5. Analysis of the Distribution of Forces Acting on the Pin of the Suspension Rocker
Type McPherson

In the case of a McPherson type suspension, the virtual axle of the steering knuckle is
tilted from the vertical. The position of this axis is determined by the inclination angle σ
and the caster angle τ of the kingpin. The loading force acting on the suspension causes
the spring to deflect and the pressure force at the contact between the wheel and the road.
The force component acts on the rocker arm pin and has a direction defined by a straight
line passing through the steering knuckle pin and the axis of mounting the rocker arm in
the body. The direction of the force is towards the outside of the vehicle. The described
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force causes the clearance on the pin to be reset towards the outside of the vehicle. The
amount of lateral force is also influenced by the inclination angle of the rocker arm. In the
case of vehicle movement on a rectilinear path, this force is counterbalanced by the tensile
force of the rocker arm. During turning maneuvers or when driving on an inclined road,
there is a lateral force that will cause, depending on the direction of the vehicle movement,
either the clearance on the rocker arm pin to be cancelled or the rocker arm tensile force to
be increased. Figure 2 shows the distribution of forces loading the wheel.

Figure 2. Forces acting on the rocker arm pin (a), rocker arm pin (b): F—force acting on the bodywork,
Fs—side force, Fz—vertical force.

The transverse component Fs of the force F acting on the bodywork while the vehicle
is in motion causes stretching of the rocker arm (the clearance is reset to the outside of the
vehicle).

While driving, the forces acting on the contact between the wheel and the road will
change the direction of the resultant force acting on the pin. Deleting the clearance will
change the wheel turning angle. Figure 3 shows the lateral forces acting on the contact area
between the wheel and the road, occurring during a turning maneuver.

Figure 3. Forces acting on the rocker arm pin during the turning maneuver: Fx—longitudinal force,
Fy—lateral force, ey—lateral displacement of the center of the tire footprint, s—displacement of the
center of the tire footprint in the longitudinal direction, δ—the steering angle of the wheel.

Figure 4 shows the change in the steering angle caused by the clearance on the rocker
arm pin.
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Figure 4. Change of the steering angle caused by clearance on the rocker arm pin: Δδ—changing the
steering angle of the wheel, γ—steering arm inclination angle.

Figure 5 shows the distribution of forces acting on the rocker arm in straight and
curved motion, during vehicle acceleration and braking (for a positive wheel swing radius).
The reset of the clearance of the rocker arm pin will depend on the direction of the driving
or braking force as well as on the steering angle of the wheel and its direction of rotation.

Figure 5. Forces acting on the rocker arm pin during various cases of vehicle motion (for a positive swing radius):
(a) acceleration, (b) braking, (c) driving along a road curve: Fs—side force, Fy—lateral force, Fy—longitudinal force,
Fs—centrifugal force.

6. Research on the Influence of Play on the Rocker Arm Pin on the Vehicle’s
Steerability Characteristics

The research on the effect of clearance on the rocker arm pin was divided into two
stages. The first was carried out under stationary conditions and the second during road
tests under real load conditions.

A specially prepared measuring rocker was installed in the vehicle, generating clear-
ance, simulating the appearance of a clearance on the pin. In order to achieve a similar
effect as in the case of clearance on the ball bolt, the rocker arm was cut and assembled
in such a way that the part of the rocker arm with the ball joint could slide over the part
of the control arm that is mounted to the car body. The parts of the rocker arm allowed
for the mutual displacement of these elements by 1 mm in the lateral direction. A sensor
Keyence GT is attached to the rocker arm that allows determining the moment of resetting
the clearance—shown in the photo (Figure 6).

The tests were carried out using a vehicle from the B segment (unloaded weight
~1000 kg, wheelbase ~2.3 m). The measuring arm was mounted in the right front suspension
of the car.
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Figure 6. View of the measuring arm.

6.1. Bench Research

The bench tests were carried out in stationary conditions. The vehicle was stationary
on the platform. The load acting on the front suspension was generated by a linkage system
and measured directly at the point where the forces were introduced into the suspension
(Figure 7).

Figure 7. Measurement of the required lateral force to eliminate the rocker arm clearance.

The wheel was placed on a sliding base that allowed it to move freely in the transverse
direction. A lateral force was exerted to the wheel. After overcoming the horizontal
component of the wheel loading force, the rocker arm clearance was reset. The values
of vertical and lateral forces as well as the moment at which the clearance was canceled
(changes in the distance between the rocker arm mounting point and the steering knuckle
pin) were measured and recorded.

The lateral force causing the clearance to be canceled was measured for different
wheel load conditions. The result of the measurements was the characteristic of erasing the
clearance as a function of the wheel load. The diagram of the measuring stand is shown in
Figure 8.
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Figure 8. Characteristics of resetting the rocker arm clearance.

Figure 8 shows the course of the lateral force acting on the contact area between the
tire and the road, required to eliminate the clearance on the rocker arm pin. The obtained
mileage was approximated by a straight line, and the spread of the force values obtained
decreases with increasing load on the suspension.

6.2. Road Tests

The field tests were carried out with the use of the same vehicle (unloaded vehicle
weight ~1000 kg, wheelbase ~2.3 m) [20,21]. To assess the vehicle’s steerability, three road
tests modeled on ISO standards were used:

• the first, during which the vehicle was moving along a circular track at a set speed [9,22].
During this test, the vehicle was driven under steady-state driving speed and steady
steering wheel angle.

• the second, during which the vehicle performed a single lane change maneuver at a
set speed.

• the third, during which the vehicle was suddenly braked on a flat, straight road section.
The vehicle speed at the beginning of braking was ~70 km/h.

The first two tests are characterized by high lateral accelerations, both when driving
on a circular track under steady traffic conditions and when changing lanes. During the
third attempt, the lateral force was practically non-existent.

During the tests, speed and trajectory, longitudinal and lateral accelerations, steering
wheel rotation angle, vehicle body roll and yaw angle, roll and yaw speeds, wheel speeds,
brake pedal force, and pressure in wheel brake circuits were measured.

For this purpose, the vehicle was equipped with measuring devices: Correvit S-CE
(Corrsys, Schwalbach, Germany) measuring head, MSW (Corrsys-Datron) measuring
steering wheel, VBOX3i SL GPS measuring system with inertial module IMU04 (Racelogic,
Buckingham, Great Britain), ADXL203 acceleration sensors (Analog Devices, Norwood,
MA, USA) with a range of 1.7 g, MPX200 pressure sensors (Peltron, Warsaw, Poland),
CL23 brake pedal force sensor (ZEPWN, Warsaw, Poland), incremental encoders with a
resolution of 1024 pulses/rev (HEEDS, China), and CRS03 gyro sensors (Silicon Sensing
Systems Japan, Hyogo, Japan). Measurement data was recorded with a frequency of 100 Hz
in the AD-32 (Grapol Electronic, Warsaw, Poland) [15,20,23] and VBOX Racelogic [24]
measurement systems.

6.3. Measurements and Evaluation of Vehicle Steerability

On the basis of road tests, the described parameters characterizing the vehicle move-
ment were determined. The results for the ride on the circular track, single lane change,
and braking tests on a straight road section are presented below. The tests were carried out
for the following vehicle: roadworthy (the possibility of a clearance in the rocker arm pin is
blocked) and with a testing rocker that simulates a clearance on the pin. The measuring
rocker arm is mounted in the front right wheel suspension.
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6.4. The Ride on the Circular Track Test

During the test, the vehicle was moving along a track with a certain radius at a set
speed.

Due to the fact that the vehicle was driven by the driver, efforts were made to approxi-
mate the traffic parameters assumed for the test. Attempts were made to keep the driving
speed the same for both tests (roadworthy vehicle and with clearance in the rocker arm
pin). The diagram below (Figure 9) shows the vehicle trajectory with a noticeable change
in the trajectory resulting from the erasure of the rocker arm clearance, obtained from the
GPS satellites of the VBOX system.

Figure 9. Change of the trajectory caused by resetting the rocker arm clearance while driving on a
circular track (driving at a speed of ~30 km/h within a radius of ~22 m).

When driving on a circular track, the angle of rotation of the steering wheel is practi-
cally unchanged. Despite the very small difference in the angle of rotation of the steering
wheel, there are slight differences in the values of the yaw angle and lateral acceleration.

6.5. Single Lane Change

During the test, the vehicle performed a lane change maneuver at a set driving speed.
Due to the fact that the vehicle was driven by the driver, efforts were made to approximate
the traffic parameters assumed for the test. Attempts were made to keep the driving speed
the same for both tests (roadworthy vehicle and simulated slack). Figure 10 shows the
vehicle trajectory with a noticeable change in the trajectory resulting from the erasure of
the rocker arm clearance. This trajectory was obtained from the VBOX system.

Figure 10. Change of the trajectory caused by resetting the rocker arm pin clearance (driving at
~40 km/h).

Figure 11 shows the angle of rotation of the steering wheel during a lane change
maneuver at a travel speed of 40 km/h.
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Figure 11. The angle of rotation of the steering wheel during the lane change maneuver (driving at
~40 km/h).

Figure 11 shows the moment of resetting the rocker arm pin clearance. The blue line
shows the steering wheel rotation angle of a roadworthy vehicle, and the red line shows
the vehicle with the increased clearance of the rocker arm pin. Although the angles of
the steering wheel rotation clearly differ, the course of the vehicle motion path is very
similar, and the yaw velocity and lateral acceleration values are similar. At lower speeds,
the clearance effect was less noticeable.

6.6. Braking on a Straight Road Section

During the test, the vehicle was braking from the initial speed of ~70 km/h.
Due to the slight curvature of the track (Figure 12), the vehicle slightly turns to the

right in both cases of braking. The beginning of braking is marked with the blue line.
The clearance was cancelled at the moment of the change from vehicle acceleration to
its braking.

Figure 12. Change of the trajectory caused by resetting the rocker arm clearance during braking (blue
line—braking start).

Figure 13 shows the steering wheel rotation angle during the braking maneuver. In
the initial phase of braking, with a slight movement of the steering wheel, the clearance of
the rocker arm is reset. Increasing the braking intensity changes the direction of the lateral
forces on the wheel, and the clearance is canceled in the opposite direction.

Lateral acceleration in a roadworthy vehicle with increased clearance in the rocker
arm pin is slight and may result from the operation of the ABS system.

The conducted tests were used to determine the influence of the rocker arm pin
clearance on the vehicle’s steerability.
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Figure 13. The angles of rotation of the steering wheel during the braking maneuver (initial speed
~70 km/h).

7. Influence of Rocker Arm Pin Clearance on Vehicle Steerability

Due to the oblique position of the steering knuckle, the clearance cancellation takes
place after the lateral force component required for the clearance cancelled is achieved.
The king-pin inclination angle and the instantaneous wheel load affect the amount of force
necessary to eliminate the clearance. Additionally, the fact of accelerating or braking the
wheel in the suspension with clearance in rocker arm pin will also influence its size.

Based on the analysis of measurement data, it can be concluded that the easiest way
to reset the clearance is as a result of changing the direction of the steering wheel rotation.

On the basis of the research, attempts were made to determine the influence of the
rocker arm pin clearance on the vehicle’s steerability. For this purpose, the above-described
relationships and charts were used. The results of a single lane change maneuver test were
used to present changes in vehicle steerability. The comparison shows that the vehicle
response time to the yaw rate in the case of a roadworthy vehicle is 0.32 s and in the case of
vehicles with a clearance in the rocker arm pin is 0.37 s. Figure 14 shows the response time
of a roadworthy vehicle, during a lane change, marked with a blue point, and a vehicle
with a clearance on the rocker arm pin marked with a red point.

Figure 14. Vehicle steerability depending on yaw speed and vehicle response time [16,17] and
own research.

When assessing the vehicle’s handling, it can be concluded that both measured values
of the vehicle response time are within the acceptable range, while for a vehicle that is
in good working order, the response time is shorter, close to the value recommended for
a driver with average skills. The response time of a vehicle equipped with a rocker arm
simulating the clearance on the rocker arm pin is greater and lies in the field where a skilled
driver will find the vehicle steerable, while for a medium-skilled driver, driving such a
vehicle may be difficult.
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The clearance in the control arm joint causes the vehicle’s response time to the move-
ment of the steering wheel to be extended, which clearly indicates a deterioration of the
vehicle’s maneuverability.

Relating the values of the vehicle response time to Equation (1), it can be assumed that
the clearance in the rocker arm joint causes an effect similar to the reduction of the tire’s
cornering stiffness. In such a case, we can propose a modification of the equation to the
form:

tr ≈ mV

2
(

αK f + Kr

) (2)

The coefficient was introduced in the equation, changing the cornering stiffness of the
front tires α < 1. The size of the coefficient will depend on the amount of clearance. Based
on the research, the value of the coefficient α ∼= 0.7 was established.

The presented analyses show that the increased clearance of the rocker arm pin is
particularly visible when analyzing the direction of vehicle movement. If the steering
wheel rotation angle is kept constant, it causes a change of the direction of travel at the
moments of overcoming road unevenness, and in the case of turning maneuvers, when
changing the direction of the steering wheel rotation, it will cause the necessity to increase
this angle by the amount resulting from the clearance.

8. Conclusions

The effect of the increased rocker arm clearance on the vehicle steerability is presented
above. The control arm with the introduced clearance was mounted in the suspension of
the front right wheel. In the tests that were carried out, the wheel was an outer wheel, i.e.,
a weighted wheel.

Based on the dimensional analysis, it was found that the 1 mm clearance causes the
wheel steering angle δw to change by about 0.7◦, which corresponded to a change of the
steering wheel rotation angle δH by ~11◦ in the tested car. Increasing the clearance value of
the rocker arm pin in will increase the value of this angle.

The tests were carried out in stationary conditions on a test stand and during road
tests of the car. The bench tests made it possible to determine the required lateral force
causing the clearance to be canceled depending on the wheel load (characteristics of erasing
the clearance). This characteristic is approximately linear, the amount of force required to
eliminate the clearance increases with the load on the wheel. The minimum value of the
force required to remove the clearance results from the kingpin inclination angle and the
wheel suspension load.

The road tests were carried out in the conditions of vehicle motion characterized by
high values of lateral acceleration and during the braking process on a rectilinear section of
the road. On the basis of road tests, it was established that obtaining the required lateral
force to eliminate the clearance occurs relatively quickly when the direction of travel is
changed as a result of changing the steering angle of the steered wheels and when the
direction of the drive transmission is changed (acceleration-braking).

The increased clearance of the rocker arm pin, in the case of a lateral force sufficient to
eliminate the clearance, causes the change of the steering angle of the wheel, regardless of
the angle of rotation of the steering wheel. In most cases, resetting the clearance occurs
at the initial moment of turning the steering wheel, but it can also occur when the road is
sloping, negotiating bumps or driving on surfaces with different coefficients of traction
under the wheels of different sides of the vehicle.

The analyses show that the increased clearance of the rocker arm pin, as a rule, causes
a change in the direction of the vehicle movement during various maneuvers. This causes
the feeling of “uncertainty” in steering the vehicle and increasing the vehicle’s response
time to maneuvers. The analyses show that the steering uncertainty is not strongly felt
by the driver, yet it requires the driver to correct the steering wheel angle. There was no
significant influence of the rocker arm play on the vehicle stability. However, increasing
the clearance may make the steering uncertainty more perceptible.
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The measure of vehicle steerability, which appears in most of the works, is the vehicle’s
response time to the movement of the steering wheel. The lateral acceleration ay and the
yaw velocity

.
ψ are taken into account for the analysis. Using this method of assessing

the vehicle steerability, the influence of clearance in the control arm joint on the vehicle
steerability was presented. After introducing a clearance of ~1 mm, the vehicle response
time increased by ~20%.

Based on the research, it was found that, for a driver with medium skills, the increased
clearance of the rocker arm (1 mm) will cause difficulties with steering the vehicle, especially
during sudden steering maneuvers.

The presented analysis shows that the increased clearance of the rocker arm pin affects
the vehicle’s steerability and extends the vehicle’s response time to steering maneuvers,
and this affects road safety.
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1. Pieniążek, W.; Więckowski, D. Badania Kierowalności i Stateczności Pojazdów Samochodowych; Państwowe Wydawnictwo Naukowe:
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6. Andrzejewski, R. Stabilność Ruchu Pojazdów Kołowych; WNT: Warszawa, Poland, 1997; pp. 121–150.
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Abstract: With their advantages of high experimental safety, convenient setting of scenes, and easy
extraction of control parameters, driving simulators play an increasingly important role in scientific
research, such as in road traffic environment safety evaluation and driving behavior characteristics
research. Meanwhile, the demand for the validation of driving simulators is increasing as its
applications are promoted. In order to validate a driving simulator in a complex environment,
curve road conditions with different radii are considered as experimental evaluation scenarios. To
attain this, this paper analyzes the reliability and accuracy of the experimental vehicle speed of a
driving simulator. Then, qualitative and quantitative analysis of the lateral deviation of the vehicle
trajectory is carried out, applying the cosine similarity method. Furthermore, a data-driven method
was adopted which takes the longitudinal displacement, lateral displacement, vehicle speed and
steering wheel angle of the vehicle as inputs and the lateral offset as the output. Thus, a curve
trajectory planning model, a more comprehensive and human-like operation, is established. Based
on directional long short-term memory (Bi–LSTM) and a recurrent neural network (RNN), a multiple
Bi–LSTM (Mul–Bi–LSTM) is proposed. The prediction performance of LSTM, MLP model and
Mul–Bi–LSTM are compared in detail on the validation set and testing set. The results show that the
Mul–Bi–LSTM model can generate a trajectory which is very similar to the driver’s curve driving
and have a preferable generalization performance. Therefore, this method can solve problems which
cannot be realized in real complex scenes in the simulator validation. Selecting the trajectory as the
validation parameter can more comprehensively and intuitively reflect the simulator’s curve driving
state. Using a speed model and trajectory model instead of a real car experiment can improve the
efficiency of simulator validation and lay a foundation for the standardization of simulator validation.

Keywords: vehicle driving simulator; curve driving behavior; validation; multiple bi-directional
long short-term memory (Mul–Bi–LSTM)

1. Introduction

In recent years, with the development of virtual reality technology towards practical
applications, vehicle driving simulators have gradually become an important develop-
ment direction in simulating the “people-vehicle-road-environment” system of road traffic
research [1,2]. A vehicle driving simulator is a typical representative of a human-vehicle-
road-environment simulation system. It exploits electronic computer images, with the
support of electronic control and other technical support, to conduct manned simulation
and research, including vehicle driving behavior, dynamic performance and traffic sys-
tems. The driving simulator has the distinguishing features of high safety, anticipated
reproducibility, strong exploitability and low cost [3–6]. It can provide a safe environment
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for driving research and conveniently formulate a research approach related to driving
behavior strategies. In particular, the experimental conditions feature a wide range and can
be adjusted, and are also easy to change. Furthermore, the experimental data can be pro-
cessed online, and classified and stored by a computer, which provides great convenience
for the consequent statistical analysis [7,8]. Until now, driving simulators have been widely
applied in research on intelligent control of vehicles, road traffic facilities and intelligent
transportation systems [9,10]. They have become an effective auxiliary means and research
tool for studying human efficiency, civil engineering, traffic engineering, psychology and
related fields [11–15]. However, a vehicle driving simulator can only partially simulate
an extremely complex transportation system. Meanwhile, each vehicle driving simulator
experiment [16–18] involves effectiveness of experimental design, the rationality of content
selection and representativeness of the selection of the sample (subjects), as well as the
accuracy of the scene design, all of which may affect the experimental results, and even
make the simulation results inconsistent with real situations. Therefore, how to validate
the performance of a vehicle driving simulator deserves to be further investigated.

Until now, the simulator validation method has changed with the development of
techniques and the extension of its applications. In the initial stage, the validation of
simulators focuses on the physical characteristics of the vehicle. In the intermediate
stage, the validation of simulators focuses on virtual images and vehicle kinematics. At
present, the validation of simulators focuses on the characteristics of human-computer
interaction, which is mainly due to the leading of cutting-edge technologies, such as human-
computer driving intelligent vehicle and advanced driver assistance systems (ADAS).
Bham et al. [7] combined the objective evaluation and subjective evaluation to validate the
driving simulator by comparing the simulation results with the real operation data collected
by the global positioning system (GPS) along the highway and the video records of specific
locations in the specific working area. Meuleners et al. [8] recruited 47 testers to participate
in experiments and suggested they drive along a selected route on the real road and a virtual
road in the driving simulator. Then, the driving simulator was calibrated by evaluating the
behaviors of the driver in observing the left, right, front-viewing behavior, the speed of the
intersection, the speed of following the vehicle and the observance of traffic lights and stop
signs under two conditions. John A. Groeger et al. [19] compared the drivers’ behavior
characteristics of simulator driving and the real car driving under different curvature curves
based on real vehicle experiment and two simulator simulation experiments. Through
the analysis of vehicle speeds, position steering behavior and other parameters on curved
road sections with different radii, the correlation of these parameters between the real
vehicle and the simulator is attained to complete the effectiveness calibration of the driving
simulator. Yanning Zhang et al. [20] calibrated the simulator from the perspective of
absolute and relative validity. The simulator calibration was attained by setting up two
experimental scenarios of free driving and following driving, and using mathematical
statistics, regression methods, Wilcoxon test and non-parametric methods to compare the
test point speed, driving distance, vehicle position, reaction time, risk perception and
other parameters.

In terms of the current driving simulator validation methods, statistical testing is the
main method, especially the Tukey and Anova tests. Speed, vehicle position, acceleration
and deceleration are often considered as the validation parameters. By designing experi-
mental scenes, conducting comparative experiments between vehicle and simulators is the
main way to validate simulators. However, in the simulator validation experiment of road
perception and driving interaction, the representativeness of complex road selection is quite
critical. In addition, it is difficult to achieve the selection of complex roads and guarantee
the safety of the experiment, as well as the efficiency and spread ability of the experiment
being consequently low. According to the analysis of the above methods, considering the
role of the road in the overall traffic, this paper selects the curve road as the criterion to
evaluate the performance of the vehicle driving simulator, as the curve road condition can
preferably evaluate the driving characteristics. In the comparison study of different curve
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radii, vehicle speed and trajectory are two main parameters that can comprehensively
reflect driving characteristics [21,22]. On this account, this article validates the effectiveness
of driving simulators based on speed from reliability and validity aspects, where reliability
is an indicator of the consistency of test results, and validity accounts for the accuracy of
test results [23]. In the curve test, the driver judges and manipulates the vehicle to pass the
curve with different radii at certain speeds, and the speed value of each sampling point on
the curve is equivalent to the test on the driver [24]. After that, the experiment’s quality,
i.e., the reliability of the experimental results, is evaluated. From this point of view, the
reliability and validity theory can be used as a reference [25]. The driving trajectory is the
specific performance of the driver’s strategy and behavior of manipulating the vehicle. The
similarity of the trajectory is an important reference index for investigating the steering
behavior of the driver [26]. When analyzing the position parameters of the vehicle on the
curve, the trajectory similarity model can be used to compare the simulator experiment.
After the validation parameters and validation methods are determined, a method of using
theoretical models instead of real vehicle experiments is proposed for easy acquisition of
calibration data. In summary, this method can solve the problem that real complex scenes
are difficult to realize in the simulator validation. Selecting the trajectory as the valida-
tion parameter can more comprehensively and intuitively reflect the simulator’s curve
driving state. Using speed model and trajectory model instead of real car experiment can
improve the efficiency of simulator validation and lay a foundation for the standardization
of simulator validation [27,28].

Driving simulator technology has the advantage of being able to collaborate with mul-
tiple external vehicles at different speeds. It can also provide complex traffic environments
and extreme test conditions. It further offers the advantage of safe and fast verification of
motion strategies under complex operating conditions. Based on the above advantages, in
recent years some car manufacturers and research institutes have started to experiment
with driving simulators to promote research into automotive intelligence technologies.
In particular, they have played an important role in the development and advancement
of driverless car technology. For example, in January 2017, the US Department of Trans-
portation designated 10 pilot units for testing unmanned vehicle technology, four of which
were research institutes using driving simulators as a means of testing [29]. Therefore, as
the advantages of driving simulators for applications in complex conditions increase, the
need for driving simulator effectiveness under equivalent conditions is also increasing.
The method proposed in this paper addresses the prediction of vehicle trajectories under
extreme curves, small sample size and multi-dimensional metrics conditions. The proposed
validation method addresses the reliability, robustness and generalisation of the simulator
as a vehicle for the above research. The main contributions of this study adding to the
literature are summarized as follows.

(1) A simulator validation method is designed under curved road conditions. By design-
ing an experimental scenario for the simulator and conducting systematic analysis
of the parameters and model measurement of the parameters, a comprehensive
conclusion of simulator validation is attained. The method can effectively remedy
the problem of insufficient research on the validation of simulators under complex
road conditions.

(2) A simulator vehicle curve trajectory planning model is constructed, which leverages
the Bi–LSTM neural network and employs the characteristic parameters of the driving
behavior on the curves as input and the lateral offset of the vehicle trajectory as output.
The model can replace the desired trajectory of a vehicle driving under complex
road conditions, thereby reducing the cost of real vehicle parameter acquisition and
improving the efficiency of simulator validation.

The remainder of this paper is structured as follows. Section 2 details the methods,
and introduces the whole design framework. Section 3 explains the experimental data, and
Section 4 discusses improvement of simulator curve track planning model, followed by the
conclusion drawn in Section 5.
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2. Methods

2.1. The Whole Design Framework

By designing curves with different radii as experimental scenes, selecting the speed
and trajectory as validation indicators, and exploiting the Kronbach’s α reliability, split-half
reliability, r reliability, criterion-related validity and Cohen’s d exponent as the evaluation
criteria [18], this paper completes the validation of the speed indicator of the driving
simulator, and leverages the cosine similarity method to complete the validation of the
driving simulator’s trajectory. After converting the trajectory data into state variables, a
body of sequence data of the driver’s trajectory characteristics can be obtained. Based
on the analysis of experimental data, the establishment of a curve trajectory planning
model, i.e., a multi-bidirectional long-short term memory (Mul–Bi–LSTM) recurrent neural
network (RNN), driven by human-like operation data is proposed [30,31]. Bi–LSTM is
currently widely used in the prediction of sequence data, such as pedestrian trajectory
prediction, intrusion detection, traffic speed prediction and traffic flow prediction [32–34].
Since the vehicle trajectory is sequence data and features a strong regularity, the Bi–LSTM
neural network data-driven method enables to establish a vehicle trajectory planning
model with high performance. The model results manifest that the proposed validation
model can better replace the expected trajectory of a vehicle driving under complex road
conditions and reduce the cost of collection of actual vehicle parameters. The whole design
framework is shown in Figure 1. As can be found, the whole validation is conducted from
the perspectives of speed and trajectory, which are respectively evaluated from reliability,
validity, similarity and trajectory fit. In addition, a data-driven trajectory planning model
is constructed to facility trajectory design.

2.2. Experimental Design

In this paper, the vehicle data are obtained through experiment under different hor-
izontal curves, including longitudinal vehicle speed, longitudinal displacement, lateral
displacement, longitudinal acceleration, vehicle position, accelerator pedal and brake
pedal. The analysis of speed under curves, driving trajectory, theoretical vehicle speed and
expected trajectory approximation are intensively analyzed to study the effectiveness of
driving simulator based on vehicle-road interaction. As Table A1, a total of 27 drivers with
different genders, ages, driving years and driving mileages are selected as the test subjects
in the experiment, and they are numbered 1–27. Among them, all drivers are with corrected
visual acuity of 1.0 and can skillfully complete the driving tasks. The experiment recruited
16 skilled drivers, which were test numbers 1, 2, 3, 4, 5, 7, 10, 11, 13, 15, 16, 17, 18, 19, 21, and
26, including 11 male drivers and 5 female drivers. There are 11 new drivers, and the test
numbers are 6, 8, 9, 12, 14, 20, 22, 23, 24, 25, and 27, including 7 male drivers and 4 female
drivers. Drivers’ age, driving experience, annual vehicle kilometers traveled total mileage,
number and gender all meet the basic conditions of driving simulation experiments [35–37].
The experimental section is set as a two-way highway with no central separation zone
and a length of nineteen kilometers. The design speed is 40 km/h and the lane width is
3.5 m. The experimental road types are composed of straight road sections and different
horizontal curved road sections. The straight-line section is set between each characteristic
road section (different horizontal curved sections), with a length of 700 m, so that the driver
can adjust their speed to enter the next curve with the expectation speed as the entry speed.
The curve consists of a symmetrical basic type and simple type, mainly involving straight
lines, circular curves and transition curves.
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Figure 1. The whole design framework.

The circular curve setting considers the driving characteristics and the design speed
to specify the minimum curve radius. According to Design Specification for Highway Align-
ment [38], the design radii include 55 m, 150 m, 250 m, 350 m, 450 m and 550 m and
the transition curve is set to 35 m, 85 m, 135 m, 185 m, 235 m and 285 m, considering
centrifugal acceleration, driver operation response and reaction time, as well as visual
conditions. Finally, a road design software is employed to devise the curve shape of the
experimental characteristic curve. The virtual road environment scene is built based on
our self-developed software [39]. The driving simulator system consists of two parts: the
cockpit and the console. The cockpit portion was composed of an actual Jetta automobile
equipped with all the necessary sensors and a monitoring system. Three cameras and
one dual voice intercom system were installed in the cockpit, and the facial expressions,
movements of the hands and feet, and sounds were transmitted to the recording system
and the monitor to be stored for further study. Figure 2 shows the KMRTDS driving
simulator and the test while driving. The visual scenario was presented on a large screen,
providing an approximately 150◦ horizontal view [40].

   

Figure 2. The KMRTDS driving simulator and the test while driving.
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2.3. Experimental Data Preprocessing

The driving simulator test can collect corresponding experimental data including
simulation time, vehicle longitudinal acceleration, longitudinal velocity, lateral velocity,
lateral acceleration, displacement, yaw rate, vehicle mileage, steering wheel angle, acceler-
ator, pedal, brake pedal and gear steering. In order to facilitate the analysis of the driver’s
driving behavior in a curved road, it is necessary to preprocess the collected raw driving
data. Since the start and end points of each trajectory data are slightly different, and the
difference in vehicle speed leads to misalignment between the different original trajectory
data. In the data processing, the form pile number is used as the curve landmark, and
the curve landmark is set in each curve. A series of points is marked on the lane dividing
line of the experimental road, and thus the distance between adjacent virtual landmarks
is equal. The virtual landmarks are only used for calculations. Considering the length
of the road and the number of sampling points at the same time, the interval of virtual
landmarks in this paper is 1 m. The sampling interval of the tested driving simulator is
50 Hz (20 ms), and the sampling points will be different according to the speed of the
vehicle. When analyzing the similarity of the vehicle trajectory, the experimental data
should be distinguished according to the speed when entering the corner. As shown in
Figure 3, for ease of calculation, a Cartesian coordinate system needs to be established by
two mutually perpendicular coordinate axes, usually called the x-axis and y-axis, and each
axis points to a specific direction. The middle y-axis is tangent to the lane dividing line,
and the x-axis is perpendicular to the y-axis and points to the inner lane. The intersection
of the two coordinate axes is the origin. The coordinate axes of these two different lines
determine a plane, called xy-plane, i.e., the Cartesian plane. For easier understanding, this
paper quotes the concept of lateral offset, which is the distance between the projection point
of the vehicle center on the xy plane and the form pile number. The specific calculation for
the lateral offset can be formulated as:

DP =

√
(XCAR − XZ)

2 + (YCAR − YZ)
2, (1)

where DP is offset, XCAR is Longitudinal displacement of the vehicle, XZ is longitudinal
displacement of pile number, YCAR is vehicle lateral displacement, and YZ is longitudinal
displacement of pile number.

 

Figure 3. Driving simulation track diagram.

3. Experimental Data Analysis

3.1. Speed Reliability Evaluation of Drivers in Curved Road Tests

This paper randomly selects experimental curves 6 and 9 for specific analysis [37–39].
For curve 6 (R = 150 m), according to the speed value of the vehicle entering the curve,
the drivers are classified at 40 km/h, 50 km/h and 60 km/h, respectively, and there are
seven testers who turn the curve at a speed of 60 km/h, and the driver numbers are 5, 7,
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11, 13, 19, 20 and 23. The testers who pass the curve road with 50 km/h are No. 4, 8, 9, 10,
15, 16, 17, 18, 21, 26 and 27. There are 8 testers, i.e., No. 1, 2, 6, 12, 14, 22, 24 and 25, who
cross the corner with 40 km/h. According to the speed analysis, it can be found that the
drivers who turn at 60 km/h are generally skilled drivers. Only tester 23 is classified as a
new driver but with 4 years of driving experience of 50,000 kms. In this research, this can
be classified as skilled driver. In the 50 km/h cornering vehicle, only testers 8, 9 and 27 are
novice drivers, and in the 40 km/h cornering vehicle, drivers 6, 12, 14, 22, 24 and 25 are
identified as novices. This further manifests as better performance of the skilled drivers
when cornering. The related results are shown in Figure 4. As can be observed, the vehicle
entering a curve with the speed of 50 km/h and 60 km/h exhibits better speed change law,
i.e., first deceleration and the consequent acceleration, and the vehicle entering the curve
with the speed of 40 km/h basically presents the characteristic of gradual acceleration after
entering the curve. This can be explained by the reason that the initial speed of 50 km/h
and 60 km/h is mainly adopted by skilled drivers, and it can also be proved that skilled
drivers possess better turning maneuverability. The novice drivers mainly take the speed
of 40 km/h to cross the curve. Through analyzing the forward movement data, it can be
found that the novice drivers tend to slow down before the curve due to tight cornering,
therefore, the vehicle speed is reduced to the designed speed in the turning phase. Overall,
the skilled drivers show a higher speed when entering curve 6. By contrast, when the
novice drivers enter the curve, the speed trend basically maintains the characteristics of
deceleration first and consequent acceleration.

 
(a) (b) 

Figure 4. Speed analysis under curve 6. (a) Average velocity distribution; (b) Novice and skilled
velocity distribution.

For curve 9 (R = 55 m), the drivers are classified according to the critical turning speeds
of 30 km/h, 40 km/h and 50 km/h. Tester 11, who turns with the speed of 60 km/h, can
be excluded due to higher risk driving; and there are 8 testers, including testers 7, 13, 16,
20, 22, 24, 25 and 26, turning with the speed of 50 km/h. Among them, the testers 20, 22,
24 and 25 are novice drivers. There exist 13 testers, including testers 1, 4, 5, 6, 8, 12, 14, 15,
17, 18, 19, 21 and 23, turning with the speed of 40 km/h, and among them the testers 6, 8,
12, 14, and 23 are novice drivers. Testers 3, 9, 10 and 27 turn with the speed of 30 km/h,
and tester 2 turn with the speed of 20 km/h. Since there is only one case for the tester
with high speed of 60 km/h and low speed of 20 km/h, it is not discussed and instead
considered as abnormal data. As shown in Figure 5, the vehicles entering a curve at the
speed of 40 km/h and 50 km/h exhibit a better speed change law, i.e., first deceleration
and following acceleration. The vehicles entering a turn at the speed of 30 km/h basically
present gradual acceleration after entering the curve. According to the analysis of testers
who use different speeds to enter a curve, there is no specific distribution law between
skilled drivers and novice drivers. Through the analysis of the forward movement data, the
drivers who enter the curve with the speed of 30 km/h tend to slow down before the curve,
and the speed drops to the minimum value at the turning phase. On the whole, the turning
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speed of skilled drivers looks basically the same that of the novice drivers in curve 9, and
the skilled drivers generally maintain the operations of first deceleration and the following
acceleration, while the novice drivers raise more significant deceleration trend.

 
(a) (b) 

Figure 5. Trajectory analysis of curve 9: (a) average velocity distribution; (b) novice and skilled
velociy distribution.

Based on the analysis of the vehicle speed, the reliability coefficients of curves 6 and 9
are further obtained. According to the validation method of the curve reliability, the
Kronbach’s α reliability, split-half reliability and r reliability were selected to evaluate the
simulator speed [25], as shown in the following equations. The Kronbach’s α reliability can
be presented as:

α =
k

k − 1

[
S2

X − ∑ S2
Xi

S2
X

]
=

k
k − 1

[
1 − ∑ S2

Xi

S2
X

]
(2)

where k is the number of form stakes, S2
X is the total variance of the sampled vehicle speed,

and S2
Xi

is the speed variance of the driver at the Xi form stake. The split-half reliability
can be expressed by Spearman-Brown coefficient, as:

rxx =
2 × ∑ X1X2/n−X1X2

Sx1 Sx2

1 + ∑ X1X2/n−X1X2
Sx1 Sx2

=
2
(
∑ X1X2/n − X1X2

)
Sx1 Sx2 +

(
∑ X1X2/n − X1X2

) (3)

where rxx is the reliability coefficient of the simulator curve experiment, X1 is the odd-
numbered pile speed sum of the curve, X2 is the even-numbered pile speed sum of the
curve, X1 is the mean value of the odd-numbered pile speed sum of the curve, X2 is the
mean value of the sum of even-numbered station speeds in the curve, n is the number of
test drivers, SX1 is the standard deviation of the odd-numbered station speed sum and SX2

is the standard deviation of the even-numbered station speed sum. The r reliability [41]
can be formulated, as:

r = 1 −

√
k

k
∑

i=1
Si

2 − S2 × 3.92

√
k − 1(Xmax − Xmin)

(4)

where S2 is the total variance of the sum of speeds in the curve, Si
2 is the variance of

the speed under the i form of stake, k is the number of form of stakes, Xmax and Xmin is
the highest and lowest values of the sum of speeds. In terms of these coefficients, the
result is shown in Table 1. By selecting the experimental data of curves with different
radii and obtaining the reliability coefficient values according to the reliability model, it is
found that 3 types of reliability coefficients for curve 6 meet the experimental reliability
requirements; whereas for the curve 9, the α reliability coefficient and Spearman-Brown
coefficient meet the requirements, but the r reliability coefficient is low. Note that when
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evaluating the reliability of the test, the r coefficient should be generally higher than 0.70,
the other reliability coefficients should be generally higher than 0.80 [41–43]. Therefore, the
data consistency of curve 9 is biased simply from the perspective of r reliability coefficient.
Meanwhile, the reliability coefficients of the data are improved after data cleaning. There-
fore, the difference between testers is a key factor that should be taken into consideration.
Furthermore, through the comparison of reliability coefficients, the reliability of the tested
driving simulator in small-radius turns is low, due to the insufficient follow-up of the
steering scene when testers turn in the simulator. In this context, the testers lack a full
understanding of the lateral scene and cannot accurately complete the driving operation.

Table 1. Reliability coefficient results of curve 6 and cure 9.

Reliability

Curve 6
(Outliers
Included)

(R = 150 m)

Curve 6
(Outliers
Excluded)

(R = 150 m)

Curve 9
(Outliers
Included)
(R = 55 m)

Curve 9
(Outliers
Excluded)
(R = 55 m)

α reliability 0.908 0.932 0.807 0.807
Spearman-Brown

coefficient 0.912 0.982 0.885 0.894

r reliability 0.714 0.844 0.59 0.61
Mean reliability 0.845 0.919 0.761 0.770

3.2. Verification of Driving Speed in Curve Test

Based on the basic information of the experimental road, the operating speed is theoreti-
cally calculated according to the speed prediction model detailed in the specification [44], as:

vmiddle = −244.123 + 0.6vin + 40 ln(Rnow + 500), vin ∈ [30, 120], Rnow ∈ [55, 600] (5)

vout = −183.092 + 0.7vmiddle + 30 ln(R f ront + 500), vmiddle ∈ [30, 120], R f ront ∈ [55, 600] (6)

where vin is the running speed at the entrance of the curve, vmiddle is the running speed
at the midpoint of the curve, vout is the running speed at the exit of the curve, Rnow is the
radius of current curve and R f ront is the radius of the curve to be driven into when the
front is a straight line, R f ront = 600 m . If R f ront > 5Rnow, R f ront is set to 5Rnow.

Through the calculation and comparison of the experimental data, the test values and
predicted values of sampling points are shown in Figure 6. To intuitively analyze the data
sampled from the starting point, midpoint and end point of the curve, the test data of
the simulator is compared with the theoretical calculation value of the speed prediction
model in the design specification, and it can be found that the overall change trend of
speed is consistent, while there exists large speed deviation at the entrance of individual
curves. The results of the simulator experiment are generally higher than the theoretical
values. The points where the simulated value is lower than the theoretical speed appear
in curves 9, 10, 14, and 16. The curve radius query results show that the radius of the
curves 9 and 16 is 55 m, and the radius of the curve 14 is 150 m, demonstrating that the
driver in large-radius curves is more aggressive in the driving simulator; however, the
driver tends to be more cautious in the small-radius sharp curves, which is related to the
lack of effectiveness provided by the simulator to drivers in sharp turns, thus complying
with the conclusion from the reliability evaluation that the driver test performs with low
reliability in small-radius curves.
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Figure 6. Speed comparisons of curve sampling point.

From a quantitative point of view, according to the criterion-related validity theory,
the Pearson correlation method is employed to obtain the validity coefficient of 0.802
between the simulator data and the theoretical data. Based on the obtained correlation
coefficient, the Student’s t testis performed. The Student’s t test is to use the t distribution
theory to infer the probability of the difference, so as to compare whether the difference
between two averages is significant. According to the result of the paired sample test,
when the preset significance level α is 0.05, t is 0.781, and the significance level is 0.438.
Hence, it can be considered that the difference between the two groups of data is not
significant. The comprehensive validity and statistical test prove that the driving simulator
is effective in simulating turning road conditions. Based on the validity analysis, according
to the meta-analysis method, the component difference t is adopted to calculate Cohen’s d
index as:

d =
2t√
d f

(7)

By substituting the test value into (7), we can get d = 0.2. According to the Cohen’s
effect level classification, the effect level is low at this time, this is mainly due to the large
difference in the test value of the small-radius curve based on the subjective analysis of the
test value. By excluding the small-radius curve data for verification, we can get t = 3.659,
df = 47 and d = 1.07, highlighting that the simulator test owns large effect level. Therefore,
it can be explained that the simulator generates a large effect in turning conditions with a
radius of greater than 150 m, but with low effect for small-radius curves. The test simulator
has a high validity coefficient under turning road conditions when the radius of the curve
is greater than 150 m. However, the validity on small radius curves with radius less than
55 m is low and needs to be improved.

3.3. Verification of Vehicle Trajectory in Curve Test

According to the designed experimental scheme, the trajectory data of the vehicle at
the selected curve 6 (R = 150 m) and curve 9 (R = 55 m) is obtained using the typical vehicle
trajectory planning RRT algorithm, and under the same virtual landmark, the lateral offset
of the path planned by RRT algorithm at the curve is gained after transformation. The RRT
algorithm is a growing tree search algorithm based on random sampling, which is widely
used in robot path planning [45]. The experimental vehicle trajectory and RRT predicted
trajectory for curves 6 and 9 are illustrated in Figures 7 and 8, and the trajectory similarity
values are shown in Tables 2–4.
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Figure 7. Curves of RRT lateral offset at different speeds in Turn 6.

Figure 8. Curves of RRT lateral offset at different speeds in Turn 9.

Table 2. Trajectory similarity of different types of drivers.

Cure 6 (60 km/h) Cure 6 (40 km/h) Cure 9 (40 km/h)

Skilled driver 0.9715 - 0.9956
Novice driver - 0.8583 0.9785

-: No comparison possible.

Table 3. Cosine similarity of different vehicle speeds and RRT trajectory adjustment in turn 6.

RRT 60 50 40

RRT - −0.2156 −0.3718 −0.0791
60 - - 0.7909 0.8252
50 - - - 0.6732

Table 4. Cosine similarity of different vehicle speeds and RRT trajectory adjustment in turn 9.

RRT 50 40 30

RRT - −0.539 0.2187 0.0041
50 - - 0.6143 0.5072
40 - - – 0.6475

For curve 6, the vehicle with higher speed leads to larger fluctuation of the lateral
offset and tends to be driven closely to the center line of the lane at the midpoint of the
curve. Thus, the trend of skilled drivers driving in the middle of the road is more obvious.
According to the classification of drivers with different speeds in curve 6, all those who turn
at the speed of 60 km/h are skilled drivers, and those who turn at the speed of 40 km/h
are basically novice drivers and a few cautious skilled drivers. The skilled drivers feature
more advanced driving skills and can judge turns more accurately and turn at the speed
of 60 km/h. The trajectory similarity between the skilled drivers is as high as 0.9715. The
novice drivers perform unskilled and cautious driving behavior and basically control the
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speed at a low level of 40 km/h to pass through the turn. The trajectory similarity between
novice drivers is lower than that of skilled drivers, while the overall similarity also reaches
0.8583. In the driving simulator, the trajectory similarity of vehicles with the speed of
40 km/h and 60 km/h is the largest, reaching 0.8252, proving that novice drivers with
low speed can reach a trajectory similarity to that of skilled drivers with the speed of
60 km/h. In curve 9, the trajectory similarity between the novice and the skilled drivers
who turn at the same speed of 40 km/h reach 0.9785 and 0.9956, respectively, and the
trajectory similarity of the skilled drivers is higher than that of the novice drivers. The
vehicles with the speed of 30 km/h and 40 km/h own the highest trajectory similarity of
0.6475, but from the analysis of the trajectory cosine similarity, the overall trajectory of the
driving simulator in curve 9 fluctuates prominently; meanwhile, the trajectory similarity of
vehicles with different speeds is markedly low. Through comprehensive analysis of the
RRT trajectory calculation process under the designed curve radii, the comparison between
the experimental vehicle trajectory and RRT trajectory, and between the similarity values,
it can be concluded that the path point planned by RRT is quite close to the obstacle, which
is the edge of the road. When planning the curve path, there emerges a phenomenon of
excessive turning. The trajectory predicted by RRT in curve 6 and the trajectory predicted
by the driving simulator are both negative, manifesting that the trajectories of the two
are opposite. The trajectory predicted by RRT in curve 9 and the trajectory predicted
by the driving simulator with the speed of 50 km/h are negative, which proves that the
trajectories of the two vehicles are opposite at this speed, while the vehicle trajectories with
other speeds are consistent, but the similarity is not high.

4. Improvement of Simulator Curve Track Planning Model

Through the analysis of the experimental data, it is concluded that RRT does not
consider the actual driving speed, steering and other vehicle behavior factors in the curve
trajectory planning process. It is necessary to establish a curve trajectory planning model
driven by human-simulating operation data to provide a trajectory calibration reference
for the simulator’s validaton under turning conditions.

4.1. Data-Driven Modeling Method
4.1.1. Long Short-Term Memory Recurrent Neural Network

Since the lateral offset during vehicle driving is time series data, a supervised learning
model can be constructed to predict this variable. The model needs to use time series
data including the longitudinal displacement of the vehicle, the lateral displacement of the
vehicle, the longitudinal speed of the vehicle and the steering wheel angle. The time series
data itself is not only affected by the previous input characteristics, but also by the input
characteristics at previous moment. In view of the above characteristics, this paper adopts
a neural network with time series properties for data fitting and model construction. As
shown in Figure 9, when the recurrent neural network (RNN) processes sequence data,
it searches the data before the current state, saves it in the model and exploits it in the
current network output, making it suitable for predicting the lateral offset of vehicles with
time series. In actual calculations, in order to reduce the complexity of the algorithm and
increase the inference speed of the model, it can be assumed that the current state is related
to the previous states. The RNN will always receive the input xt and loop inside the model.
Each calculation will use the previous calculation information.

 

Figure 9. Schematic diagram of RNN.
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From the perspective of the data set, the sampling frequency of vehicle operation
is relatively high, and the current input of the model has a relationship with the input
within a long period of time. When the RNN model processes long-period data, as the
input pre-time sequence state is too much, the gradient will explode and disappear due
to long-term dependence. Therefore, long short-term memory (LSTM) RNN is adopted
to enhance the model’s ability to learn long-term dependence [46]. Figure 10 presents the
network structure of LSTM, where the cell state Ct represents the memory information of
the model at time t. The forgetting gate ft takes the previous sequence ht−1 and the current
sequence xt as input, and obtains the forgotten and retained part of the data information
through the activation function. The sigmoid function is employed as activation function,
which is close to 0 or 1 within the range of data values. The forgetting gate is described as:

ft = σ(Wf · [ht−1, xt] + b f ) (8)

tanh

tanh

at
Wf Wi W Wo

Ct-1

at-1

Figure 10. LSTM network structure diagram.

The input gate needs to process the input information of the current sequence, and
determine the data to update the model, so as to update the model state. The sigmoid
function is used to determine the information characteristics of the data which are added
to the model, and the new characteristic information is converted into the added data
information using the tanh function, as:

it = σ(Wi · [ht−1, xt] + bi) (9)

Ct = tanh(Wc · [ht−1, xt] + bc) (10)

The update gate updates the cell status with the forget gate and output gate infor-
mation received. The update gate ft ∗ Ct−1 represents the information removed from the
model cell, and it ∗ Ct−1 represents the new data information of the model cell. The update
gate is formulated, as:

Ct = ft ∗ Ct−1 + it ∗ Ct (11)

The output gate applies the sigmoid function to confirm the output content, and the
tanh function to process the model cell content, then the output information is obtained by
multiplying the two parts, as:

Ot = σ(Wo·[ht−1, xt] + bo) (12)

ht = Ot ∗ tanh(Ct) (13)

where the sigmoid function is the logistic function, which is an S-shaped growth curve in
biology. In practice, because of the monotonically increasing feature of the function, it is
often adopted as the activation function of the neural network, which can map the input
variables of the neural network to [0, 1], as:

σ =
1

1 + e−x (14)
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The tanh function is one of the hyperbolic functions. The tanh function overcomes the
central asymmetry of the sigmod function, and its value range is [−1, 1], as:

tanh(x) =
ex − e−x

ex + e−x (15)

The forget gate, update gate and output gate all adopt non-linear activation functions
to enhance the learning ability of the network and enable the model to master high-
dimensional complex data.

4.1.2. Bi–LSTM

The Bi–LSTM is an extension of traditional LSTM, which can improve the performance
of the model to solve the time series regression problem. Based on the characteristics of
the lateral offset, the prediction may need to be jointly determined by several previous
inputs and several subsequent inputs, which will be more accurate. Therefore, the Bi–
LSTM is employed in this study, which uses time series processing for the past and future
bidirectional data, trains the front and back time series data added by the network model,
and leverages forward and backward bidirectional LSTM to model the data. The forward
LSTM model performs forward calculations on the data from 1 to t, saves the forward
output of each sequence data time; and the backward LSTM model performs reverse
calculations on the data from t to 1, and saves the backward output at each sequence
data time. By synthesizing the forward and backward LSTM models to obtain the final
output [47], we can yield:

ht = f (w1xi + w2ht−1) (16)

h′t = f (w3xt + w5h′t+1) (17)

Ot = g(w4ht + w6h′t) (18)

4.1.3. Multilayer Perceptron

MLP, also a member of artificial neural networks, is based on bionics, which proposes
the perception of information from the perspective of human organ perception, and the
acquisition is built as a prototype. It was proposed by Frank Rosenblatt in 1958 [48].

4.1.4. Prediction Results and Model Validation

In order to evaluate the predictive performance of the model, seven error valida-
tion indicators are considered to establish a multi-indicator fusion evaluation plan [49],
including:

(a) Goodness of fit (R2)

R2 =
SSR
SST

=

n
∑

i=1
(ŷi − y)2

n
∑

i=1
(yi − y)2

= 1 − SSE
SST

(19)

(b) Mean of absolute error (Error Mean)

μ =
1
n

n

∑
i=1

(ŷi − yi) (20)

(c) Standard deviation of absolute error (Error Std)

σ =

√
1
n

n

∑
i=1

(ŷi − yi − μ)2 (21)

(d) Mean square error (MSE)

MSE =
1
n

n

∑
i=1

(ŷi − yi)
2 (22)
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(e) Root mean square error (RMSE)

RMSE =

√
1
n

n

∑
i=1

(ŷi − yi)
2 (23)

(f) Normalized root mean square error (NRMSE)

NRMSE =

√
1
n

n
∑

i=1
(ŷi − yi)

2

y
(24)

(g) Rank Correlation

rs = 1 − 6∑ d2
i

n(n2 − 1)
(25)

where R2 is the goodness of fit, yi is the original trajectory data (i = 1, 2, · · · , n), ŷi is the
predicted value, y is the average value, SSR is the regression sum of squares, SST is the
sum of square deviations, and SSE is the residual sum of square. rs is the rank correlation
coefficient, di is the level difference of each pair of samples of the two variables, xi is the
difference between the variable and yi, and n is the sample size.

4.1.5. Model Training

In order to reflect the performance advantages of Bi–LSTM model and avoid pa-
rameter overfitting, the structural performance of Bi–LSTM model is set manually to
make it optimal. Twenty-four sets of crossover experiments in the form of number of
hidden layers × number of traversal rounds × batch size were designed for testing as
shown in Table 5. The model contains four classes of hidden layer structures, with only one
hidden layer in class 1 and a number of hidden layer cells of 100, denoted as h100. Class 2
has two hidden layers, both with a number of neurons of 100, denoted as h100 × h100. The
remaining two classes are denoted as h100 × h100 × h75 and h100 × h100 × h75 × h75.

Table 5. The structure of the cross-experiment.

Hidden Layers Iteration Rounds Lot Size Model Number

h100
100–200, Step length

is 100
32–128,

Step length is 32

1–6
h100 × h100 7–12

h100 × h100 × h75 13–18
h100 × h100 × h75 × h75 19–24

The training process sets the base learning rate β to 0.005 and the dropout value is 0.5.
Using the Adam iterative optimization algorithm [50], the learning rate of each parameter
is dynamically adjusted using first-order moment estimation and second-order moment
estimation of the gradient with the following equations.

mt = λ × mt−1 + (1 − λ)× gt (26)

nt = γ × nt−1 + (1 − γ)× g2
t (27)

m̂t =
mt

1 − λt (28)

n̂t =
nt

1 − γt (29)

θt = θt−1 − m̂t√
n̂t + ε

× β (30)

where gt is the gradient of the time step, mt is the first-order moment estimate of gt, which
is the exponential moving average of gt, nt is the second-order moment estimate of gt, the
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exponential moving average of g2
t , λ and γ is the exponential decay rate, m̂t is the deviation

correction for mt, n̂t is the deviation correction for nt, θt is the parameter vector for time
step t, β is the learning rate, ε is the residual term, the default is taken as 10−8.

After completing 24 sets of training tests, the distribution of L0.05 and MRMSE of the
model is obtained. As the number of hidden layers increases, the L0.05 and MRMSE curves
rise, and L0.05 and MRMSE of the group 4 experiments are at a lower level, i.e., the structural
performance of the group 4 model is optimal. With the same number of hidden layers,
L0.05 and MRMSE show a decreasing trend as the number of traversal rounds increases.
Taking groups 1–6 as an example: the number of traversal rounds is 100 for groups 1–3
(h100 × 100 × 32, h100 × 100 × 64, h100 × 100 × 128) and 200 for groups 4–6 (h100 × 200 × 32,
h100 × 200 × 64, h100 × 200 × 128). The change in the number of traversal rounds shows
a significant decrease in the values of L0.05 and MRMSE. In the case of the same hidden
layer and the same number of traversal rounds, for example, with the increase of batch
size, L0.05, MRMSE also tend to increase. Based on the above analysis, group 4 (with hidden
layer of, lot size of 32 and number of traversal rounds of 200) is finally adopted as the
optimal Bi–LSTM model.

4.2. Model Verification and Testing

In order to compare the prediction performance of LSTM, MLP, and Mul–Bi–LSTM,
28 sets of the same vehicle curve data are used to establish trajectory planning models,
respectively. The input of Mul–Bi–LSTM model is the longitudinal displacement of the
vehicle, the lateral displacement of the vehicle, the longitudinal speed of the vehicle, and
the steering wheel angle and the output is the lateral offset. The input and output of LSTM
and MLP models are all lateral offsets. After data processing, the simulation prediction
result of single variable and Mul–Bi–LSTM input is obtained. Three sets of typical data are
randomly selected for comparative analysis, as shown in Figures 11–13.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 11. Trajectory planning model of sample a: (a) rank correlation of LSTM, (b) rank correlation of MLP, (c) rank
correlation of Mul–Bi–LSTM, (d) R2 of LSTM, (e) R2 of MLP, (f) R2 of Mul–Bi–LSTM.
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(a) (b) (c) 

   
(d) (e) (f) 

Figure 12. Trajectory planning model of sample b: (a) rank correlation of LSTM, (b) rank correlation of MLP, (c) rank
correlation of Mul–Bi–LSTM, (d) R2 of LSTM, (e) R2 of MLP, (f) R2 of Mul–Bi–LSTM.

   
(a) (b) (c) 

   
(d) (e) (f) 

Figure 13. Trajectory planning model of sample c: (a) rank correlation of LSTM, (b) rank correlation of MLP, (c) rank
correlation of Mul–Bi–LSTM, (d) R2 of LSTM, (e) R2 of MLP, (f) R2 of Mul–Bi–LSTM.
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As shown in Table 6, three test samples are randomly selected for model verification.
In terms of Rank Correlation or R2, the prediction results of the Mul–Bi–LSTM trajectory
planning model are generally better than those of LSTM and MLP. To further verify the
applicability of the LSTM model framework between different curves, curves 6, 9 and 13 are
randomly selected for performance validation, and all the sample data are summarized and
analyzed to obtain the planned trajectory of each curve, as shown in Table 7. It can be seen
from Table 7 that in the curve trajectory planning model, the trajectory prediction value of
Mul–Bi–LSTM is larger than that of LSTM. The rank correlation of Mul–Bi–LSTM trajectory
prediction model in curve 6 increases by 1.3%, and R2 increases by 11.65%, compared with
the LSTM model. The Rank correlation of Mul–Bi–LSTM trajectory prediction model in
curve 9 increases by 1.49, and R2 increases by 14.35%, compared with that of LSTM model.
The rank correlation of Mul–Bi–LSTM trajectory prediction model in curve 13 increases
by 1.64%, and R2 increases by 4.85%, compared with that of the LSTM model. Finally,
in order to verify the portability of the LSTM model framework under the full sample
condition, 80% of the samples are drawn as the training set and 20% of the samples are
the test set. Mean square error (MSE), root mean squared error (RMSE) and normalized
root mean squared error (NRMSE) are calculated to evaluate the prediction performance of
the model. The results of each curve trajectory planning are shown in Table 8. It can be
seen from Table 8 that compared with LSTM and MLP, the mean error of Mul–Bi–LSTM
is reduced by 0.00275 and 0.00742, and the error Std is dropped by 0.00282 and 0.02955,
and the MSE is reduced by 0.00356 and 0.00261. The results show that the value predicted
by Mul–Bi–LSTM has a smaller deviation from the true value and is closer to the true
value. Hence, the proposed Mul–Bi–LSTM possesses optimal prediction effect. With the
introduction of human-like driving characteristic variables, the prediction performance of
the model is significantly improved, and the prediction results are more accurate and closer
to the true value, which is because there exists a strong recursive relationship between
the trajectory data. The characteristics of driving variables can better describe and reflect
the characteristics of the lateral offset, while the LSTM model separates the connections
between the data, making its overall prediction performance lower, compared with that of
the Mul–Bi–LSTM model.

Table 6. Comparison of samples.

Rank Correlation R2

Sample LSTM MLP Mul–Bi–LSTM LSTM MLP Mul–Bi–LSTM

Sample a 0.9703 0.9734 0.9842 0.9380 0.9381 0.9637
Sample b 0.9877 0.9941 0.9925 0.9748 0.9926 0.9878
Sample c 0.9851 0.9845 0.9908 0.9664 0.9778 0.9861

Table 7. Sample simulation results.

Rank Correlation R2

LSTM Mul–Bi–LSTM Contradistinction LSTM Mul–Bi–LSTM Contradistinction

Curve 6 0.9018 0.9148 1.3% 0.7294 0.8459 11.65%
Curve 9 0.8897 0.9046 1.49% 0.7216 0.8651 14.35%

Curve 13 0.9669 0.9833 1.64% 0.9192 0.9677 4.85%

Table 8. Comparison of several models.

Error Mean Error Std MSE RMSE NRMSE

LSTM 0.00393 0.05678 0.00416 0.06235 0.03876
MLP 0.00860 0.05396 0.00321 0.05612 0.03513

Mul–Bi–LSTM 0.00118 0.02441 0.00060 0.02441 0.01599
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From the previous results, it is clear that the Mul–Bi–LSTM model performed better
than the MLP and LSTM models in terms of simulator data prediction. To further validate
the adaptability of the Mul–Bi–LSTM model to the simulator data, a K-fold cross-validation
method was used. This method evaluates the effect of the model, with the features that
each sub-sample is involved in training and testing, and can reduce the generalisation
error. K-fold cross-validation method is based on the idea that the data set is divided into
K regions. It selects different regions in turn as the test set. The remaining K-1 regions are
used as the training set, and K times of model validation are performed. The final average
of the accuracy of the K times validation results is taken as an estimate of the accuracy of
the algorithm.The driving simulation result dataset was divided into 2 to 10 folds and the
R2 of each fold was estimated to prevent overfitting, as shown in the Figure 14. It can be
seen that the test results of six-fold cross-validation have the highest R2. Combined with
the results evaluated by the K-fold crossover method, the Bi–LSTM model proposed in this
paper has good stability and generalisability.

R

k
Figure 14. 2 to 10-fold cross validation R2.

5. Conclusions

This paper mainly evaluates the effectiveness of the driving behavior characteristics of
the driver under the curved road conditions in the simulator. The analysis with the speed
under curves and the curve vehicle trajectory are considered as the validation indicators.
The driving simulator and 27 different types of testers are selected to design the curve
experiment with the radii of 55 m, 150 m, 250 m, 350 m, 450 m and 550 m for validation
of the experiment simulator. In the evaluation of vehicle speed, a method for evaluating
vehicle speed consistency based on reliability coefficients is proposed, and the Kronbach’s
α reliability, split-half reliability and r reliability are selected to conduct the reliability
verification of the experimental speed results. Through sampling analysis, it is found that
the overall reliability of the speed simulation for the tested driving simulator is relatively
high, but the reliability of the speed simulation is low when turning in a small-radius curve.
In the evaluation of speed accuracy of simulator curve, the speed values measured by the
speed model at the starting point, midpoint and end point of the curve are adopted as
calibration criteria, and the criterion-related validity, Cohen’s d exponent method is used
for validity analysis. The results reveal that the test simulator perform preferable predictive
efficiency in general.

In the evaluation of the curve trajectory, the concept of lateral offset is proposed as the
virtual coordinate based on the longitudinal and lateral displacement of the vehicle with
the designed road form pile number. The predicted trajectory obtained by the RRT model is
adopted as the evaluation standard of the curve trajectory. In the comparison of indicators,
the method of revised cosine trajectory similarity is selected for analysis. The experimental
results show that the overall reliability of the vehicle turning trajectory is high when the
curve radius is greater than or equal to 150 m in the test simulator, while the reliability of
the vehicle turning trajectory is relatively poor when the curve radius is 55 m. Based on the
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experimental results, in view of the low similarity of the curve trajectory between the RRT
trajectory planning model and the simulator, the idea of using human-simulating operation
data is proposed to establish a more complete human-simulating curve trajectory planning
model by Mul–Bi–LSTM. Firstly, based on the trajectory similarity, it is concluded that
the driver’s curve trajectory presents strong regularity. Secondly, the trajectory planning
performance of LSTM, MLP and Mul–Bi–LSTM models on the verification set and test
set are compared. The results show that the Mul–Bi–LSTM model considering driving
behavior factors can generate the most similar trajectory to the driver, which owns superior
generalization performance. In conclusion, the speed and trajectory as the validation
indicators, based on the velocity model and the Mul–Bi–LSTM trajectory model, can be
used to evaluate the validity of the driving simulator under complex road conditions.

The future works to be investigated will include: (1) refinement of the validation
system of the vehicle driving simulator, and (2) vehicle driving simulator development
for intelligent transportation [51]. The validation of a driving simulator is a multi-level
comprehensive system, which needs to be improved. The indicator system needs to be
further refined, and the validation indicators need to be continuously modified through
actual vehicle experiments. In addition, although the curve trajectory planning model based
on human-simulating operation data driven by the thesis can be applied to emerging fields
such as man-machine and autonomous driving, it is limited by experimental conditions.
The effect in this process needs to be further developed for experimental scenarios and
realization of related tests.
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Appendix A

Table A1. Detailed information of drivers.

No. Sex
Driving

Years/Kilo Miles
Age

Accidents in
Recent Three
Years (Y/N)

Violation in
Recent Three
Years (Y/N)

1 Female 9 years/50–60 35 N N
2 Male 24 years/250 56 N Y
3 Male 9 years/100 38 N Y
4 Male 9 years/100 38 N N
5 Male 10 years/80 43 N Y
6 Male 4 years/30 28 N Y
7 Male 8 years/140 41 Y Y
8 Female 7 years/10 41 N N
9 Female 10 years/50 38 N N

10 Male 24 years/200 46 N Y
11 Female 8 years/70 39 N Y
12 Female 6 years/50 48 N Y
13 Female 12 years/100 39 N Y
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Table A1. Cont.

No. Sex
Driving

Years/Kilo Miles
Age

Accidents in
Recent Three
Years (Y/N)

Violation in
Recent Three
Years (Y/N)

14 Female 5 years/50 32 N N
15 Female 14 years/60 33 N Y
16 Female 14 years/60 38 N Y
17 Male 15 years/150 37 N Y
18 Male 5 years/60 24 N N
19 Male 4 years/100 23 N N
20 Male 3 years/10 23 N N
21 Male 20 years/300 51 N N
22 Male 3 years/50 33 N N
23 Male 4 years/50 23 N Y
24 Male 3 years/20 24 N N
25 Male 3 years/20 24 N N
26 Male 4 years/80 22 N N
27 Male 3 years/20 21 N N
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Abstract: This study presents a calculation of the time required to execute a lane-change manoeuvre.
Compared with other (and older) calculation methods, an analysis was conducted to determine which
approach could yield the most reliable results. This study aimed to present a universal calculation
method for different road surfaces, surface conditions (dry and wet road surface), and vehicle types
(i.e., from small vehicles to SUVs). A total of 108 comparable manoeuvres with modern vehicles were
used as a basis for statistical analysis. A new mathematical constant was found based on a regression
analysis, adjusting one of the older calculation methods (so-called Kovařík equation), providing the
best match between real and calculated manoeuvre duration.

Keywords: lane change; manoeuvre duration; empirical calculation; vehicle stability; lateral acceleration

1. Introduction

A lane-change manoeuvre is part of a day-to-day commute. However, if the manoeu-
vre is part of a crash scenario (either in the form of crash avoidance or if the crash happened
during or before the manoeuvre execution), it is necessary to determine when and where
the manoeuvre began to place it in the crash scenario timeline.

Although the pre-crash analysis could be done using EDR data currently, older vehicle
models usually do not possess these data, which can be problematic considering the average
age of personal vehicles in the Czech Republic exceeds 15 years. Furthermore, vehicle
manufacturers in Europe are not yet required to provide access to EDR data. Therefore,
a calculation of the time needed to execute the avoidance manoeuvre by other methods
is necessary.

Analysis of vehicle lateral movement during lane change, overtaking, or crash avoid-
ance presents a problem in traffic accident reconstruction. The lane-change manoeuvre is
not used as often as braking for crash avoidance [1,2] (the mechanism of the manoeuvre is
more complex compared to braking), and there is usually less evidence left by the vehicle
used to identify the vehicle’s trajectory (such as yaw or skid marks). If a vehicle crash
occurs on a wet road surface, a crash investigator must consider lowered adhesion while
analyzing vehicle dynamics. Lane-change alteration by vehicle’s adaptive cruise control
was explored in [3]. As for the driving conditions, weather is one of the most common
factors changing road surface conditions, especially rain, lowering tyre traction (adhesion)
due to wet road surface [4].

While modern accident reconstruction methods utilize various simulation programs
with integrated mathematical models, there is no guarantee that the result reflects reality.
There are several unknown input parameters (delay of the steering mechanism, steering
speed, driver model, and others). Therefore, using an empirical calculation based on actual
manoeuvre analysis data or the simulation basis seems to be a prudent approach.
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1.1. Current Calculation Methods

Many current calculation methods use simplified calculation models based on New-
ton’s laws of motion or empirical models based on experimental measurements (driving
tests). For lane-change manoeuvre, simple equations analyzing the motion of the material
point can be used. These methods are described, e.g., in [1,2].

The input variables for these methods are the lateral distance, the maximum or
utilized lateral adhesion (or lateral acceleration of the vehicle), and the vehicle speed.
Lateral distance limits the vehicle trajectory, and lateral acceleration (or adhesion) represent
and simplify vehicle (vehicle tyres) interaction with the road surface. Some variables have
the same meaning across the presented formulas but differ slightly (mostly in indexes
used). For unification, the variables in different formulas are defined as follows:

ay utilizable lateral acceleration (m/s2)
ay max maximal lateral acceleration (m/s2)
t manoeuvre time (duration) (s)
v vehicle speed (m/s)
y lateral distance (m)
y max maximal lateral distance (m)
C mathematical constant

Runkel [5] derived a model for a lane-change time based upon an assumption of
constant acceleration inputs, resulting in a curve consisting of two circular arcs. A similar
analysis was published by Jennings [6]. This model, however, does not seem to apply in
noncritical situations.

t = C·
√

y
ay

(1)

Sporrer et al. in their study [7] mention that attempts were made to reflect the steering
motion of a driver, which gave values of K varying from 2.51 to 2.83. Sporrer’s paper then
investigated the steering manoeuvre by way of driving trials. The trials showed that the
manoeuvre was only symmetrical for an abrupt lane change. The results indicated that
the average acceleration would not give a realistic time for the manoeuvre for a routine
lane change.

In [8–10], almost identical Equation (2) is shown to be used for the theoretical cal-
culation of the duration of the vehicle avoidance manoeuvre (tsin), assuming the lateral
acceleration of the vehicle is of sinusoidal shape and one-period duration.

tsin = 2.51·
√

y
ay

(2)

In the case of the actual manoeuvre, the curve of the lateral acceleration does not
correspond fully with one period of the sine function. Therefore, the theoretical assumption
for the deduction of the Equation (2) is not met.

Practical calculation of the manoeuvre duration (trpac) was done using the so-called
Kovařík formula, described in [1] and given as Equation (3). In this formula, the mathemati-
cal constant of 2.51 was recalculated using data from experimental testing, accommodating
other influences (such as delay in the steering mechanism, tyre elasticity, and others) in the
overall manoeuvre duration calculation.

tprac = 3.13·
√

y
ay

(3)

A more recent form of practical calculation is the Weiss formula (Equation (4)), where
K coefficient is expressed as function K (ay, v, y) using Equation (5), with an approximate
value of 2.67, as shown in [9,11].

t ≥ K·
√

y
ay

(4)
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K = 2.2·10−4·a2
Y + 2.6·10−3·aY − 2.1·10−2·y + 2.1·10−4·v + 2.72 (5)

The manoeuvre duration expressed by the Equations (3) and (4) is always considered
to last longer than the calculated theoretical value, which is (among other things) the result
of delays in the steering caused by steering wheel plays and the rigidity of the steering
mechanism and elasticity of tyres.

1.2. Motivation

Most of the investigated calculation methods of lane-change duration are based on
experiments carried out more than ten years ago. In contrast, the newer experiments were
carried out mainly on a dry road surface. Therefore, it is necessary to explore if (and how)
modern vehicle construction, vehicle stability systems, and lowered adhesion conditions
affect these methods and their applicability, i.e., whether it is necessary to change the
approach in the manoeuvre duration calculation or whether the empirical models used
currently are still viable.

1.3. Hypothesis

The duration of the lane-change manoeuvre is conditioned by its intensity, that is, the
intensity of lateral acceleration and the lateral distance. Modern electronic devices allow
precise measuring of parameters relevant for the analyses of lane-change manoeuvres,
that is, speed, time, lateral distance, lateral acceleration, and others. In this way, with an
adequate concept of experimental test track, it is possible to analyze the influence of the
intensity of lateral acceleration and the lateral distance to the time necessary for obstacle
avoidance by lane-change manoeuvre.

The goal of this research is also to obtain the latest and more precise experimentally
gained results of lane-change manoeuvre duration convenient for theoretical clarification
and description of manoeuvre, social relevance, and legal certainty impact of participants
in terms of road accident analysis

2. Methodology

The main idea of this paper is to explore the applicability of current empirical Equa-
tions (1) and (2) used for the manoeuvre duration calculation, and it was necessary to
obtain all the relevant variables used in the calculations (Table 1).

Table 1. Relevant variables of selected empirical formulae.

Calculation Method Essential Input Variables Output Variables

Kovařík Equation (1) y (m); ay max (m/s 2) t (s)
Weiss Equation (2) y (m); ay max (m/s 2); v (m/s) t (s)

For this purpose, four series of driving tests were carried out between the years 2016
and 2020 in various conditions (both dry and wet road surfaces). To repeat the experiment
under the same conditions, the test track for vehicle lane-change manoeuvre was based on
the procedure described in standard ISO 3888-2, Passenger cars—Test track for a severe
lane-change manoeuvre, Part 2 Obstacle avoidance (or its modifications) [12].

In all test series, the drivers were always experienced males, between 30 and 35 years
old, with 10 to 15 years of driving experience. The drivers always had several practice runs
before testing to become better acquainted with both the test track and the tested vehicles
(thus, the influence of the driver on the driving manoeuvre was eliminated).

All relevant data of the lane-change manoeuvre were documented using GPS Data
Logger V-BOX Video HD 2 and Racelogic PERFORMANCEBOX with receiver antennas
placed on the roof, roughly at the center of gravity of each vehicle tested. These instruments
record data at a frequency of 10 Hz, which was proven sufficient in [13] for trajectory
documentation using a similar device (Performance Box Sport).
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The driver’s input was monitored using a VBOX Video HD2 camera located inside
the vehicle. The vehicle position was documented using the same equipment and was
observed by cameras, placed around the test track.

A wide variety of vehicles was used throughout the individual test series, ranging
from the supermini vehicle class to crossover SUV (see Table 2).

Table 2. Tested vehicles.

Test Series Vehicle Year of Manufacture Vehicle Class Surface Conditions

No. 1
Skoda Fabia III 1.4 TDI 2015 Supermini dry

Skoda Superb III 2.0 TDI 2015 Large family car dry

No. 2
Skoda Superb III 1.4 TSI 2016 Large family car wet

Skoda Superb III 1.4 TSI Combi 2016 Large family car wet

No. 3 Skoda Octavia III 1.5 TSI 2018 Small family car wet

No. 4
Skoda Karoq 4 × 4 1.5 TSI 2019 Compact crossover SUV wet

Skoda Kodiaq 2.0 TDI 2019 Crossover SUV wet

The first two test series (2016 and 2017) were carried out following standard ISO 3888-2,
Passenger cars—Test track for a severe lane-change manoeuvre, Part 2 Obstacle avoidance.

The 2016 test series was carried out on a landing strip with a dry asphalt surface, with
temperatures ranging from 14 to 18 ◦C. The 2017 test series was carried out on an area with
an asphalt surface used for truck testing. During the 2017 testing, permanent rain was
present, with temperatures ranging from 7 to 15 ◦C.

The track was modified for the next two test series (2019 and 2020) but still based
on standard ISO 3888-2. The track widths (a and b) remained following the standard; the
length of the track segment used for lane change (S2) was variable and shortened compared
to the ISO standard to lengths of 13.5, 11.0, and 8.5 m, and the offset (p) of the exit gate to
entry gate was variable as well—offsets of 1.5, 2.5, and 3.5 m were used (the diagram of a
modified test track is presented in Figure 1).

Figure 1. Adjusted test track schematics.

In all the test series, the goal was to achieve maximal vehicle speed without stability
loss or exceeding the test track boundaries.

In this study, the driver’s first steering intervention is regarded as the beginning of the
lane-change manoeuvre and reaching maximal lateral distance (at this point, the vehicle
has avoided the obstacle and changed lane at a certain width, taking a position similar
to the initial one), regarded as the end of the manoeuvre, similar to [14] and as seen in
Figure 2.
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Figure 2. Example of determining the beginning and end of the manoeuvre during test series 3: (a) first steering input;
(b) first discernible change of lateral acceleration and vehicle direction; (c) overview of the whole manoeuvre with traffic
cones outlining the track and green dots representing the vehicle path.

3. Lane-Change Manoeuvre Duration Calculation

Based on the methodology chosen for the manoeuvre duration calculation, the analysis
of the Kovařík and Weiss Equations (3) and (4) was carried out. Since both of these
formulas were almost identical (or could be simplified into the same form), analysis of
the mathematical constant C was done by using the data from 108 successfully performed
manoeuvres (out of 193 manoeuvres performed in total).

A linear regression analysis was carried out. The square root value of the ratio of the
maximal lateral distance y max and the maximum lateral acceleration ay max achieved in
the individual driving manoeuvres is plotted directly on the x-axis. The duration of the
manoeuvres was again plotted on the y-axis, see Figure 3.

Based on 108 measurements from all test series and the linear regression (with correla-
tion coefficient of 0.9899), the mathematical constant of the equation was adjusted with a
value of 2.93.

t ≥ 2.93·
√

ymax

ay max
(6)
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Figure 3. Data regression analysis.

4. Results

As the primary motivation of this study is to present lane-change manoeuvre duration
calculation, a comparison was made between actual manoeuvre times (durations), docu-
mented during all the test series, and durations calculated based on the values of maximal
lateral acceleration and lateral distance by using the original Kovařík Equation (3), the
Weiss Equation (4), and the adjusted Kovařík Equation (6). An example of the calculation
of manoeuvre durations using individual equations is provided in Table 3.

Table 3. A sample of actual manoeuvre times and durations, calculated using the formulas presented and data from test
series 3.

Real
Manoeuvre
Time t (s)

Maximal Lateral
Acceleration
ay max (m/s2)

Lateral
Distance
y max (m)

Approach
Speed

v (km/h)

Kovařík
Equation (3)

Weiss
Equation (4)

Adjusted
Kovařík

Equations (6)

1.90 7.95 3.80 54 2.16 1.85 2.03
2.10 6.47 3.50 52 2.30 1.97 2.16
2.00 7.41 3.80 56 2.24 1.92 2.10
1.80 8.83 3.60 61 2.00 1.72 1.87
1.80 10.15 4.20 66 2.01 1.73 1.88
1.90 7.50 3.60 71 2.17 1.86 2.03
2.00 9.12 4.00 71 2.07 1.78 1.94
2.00 6.08 2.50 47 2.01 1.73 1.88
1.70 6.47 2.60 52 1.98 1.71 1.86
1.70 6.38 2.70 57 2.04 1.75 1.91

The manoeuvre durations calculated using the methods presented are compared by
the box diagrams shown in Figure 4.
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Figure 4. Equation comparison.

Using SPSS Statistics software, the Kolmogorov–Smirnov test was carried out, verify-
ing that the data set did not have a normal distribution. The results of the test are listed in
Table 4.

Table 4. Kolmogorov–Smirnov test results.

Kolmogorov–Smirnov Test Shapiro–Wilk Test

Statistics df Sig. Statistics df Sig.

Real manoeuvre time 0.108 108 0.003 0.976 108 0.045
Kovařík formula 0.137 108 0.000 0.943 108 0.000

Weiss formula 0.138 108 0.000 0.942 108 0.000
Adjusted Kovařík formula 0.136 108 0.000 0.943 108 0.000

As the data did not have a normal distribution, the Mann–Whitney nonparametric
test was used for comparing the equations. Tables 5 and 6 compare the results of actual
manoeuvre durations, calculated by using Equation (6).

Table 5. Mann–Whitney test results.

Group N Mean Rank Sum of Ranks

Real manoeuvre time 108 107.68 11,629.00
Adjusted Kovařík Equation (6) 108 109.32 11,807.00

Total 216

Table 6. Mann–Whitney test results.

Data

Mann–Whitney U 5743.000
Wilcoxon W 11,629.000

Z −0.194
Asymp. Sig. (2-tailed) 0.846

The result of this analysis indicated no statistically significant difference between
manoeuvre duration (p-value 0.846), calculated by the adjusted Kovařík Equation (6) and
actual documented times.

By using the Mann–Whitney test to compare other calculation methods with actual
manoeuvre durations, it was found there was a difference between the manoeuvre dura-

535



Energies 2021, 14, 8439

tions, calculated by the original Kovařík Equation (3) and Weiss Equation (4) compared to
actual documented times, with p-values 0.000 and 0.000, respectively.

5. Discussion

Several mathematical methods of lane-change manoeuvre duration calculation were
explored. These methods assume vehicle movement in a curve consisting of two circular
arcs or that the vehicle’s lateral acceleration is of sinusoidal shape and one-period dura-
tion. Driver’s reaction time needed to perform the steering manoeuvre is not taken into
consideration, nor is the response time of the steering mechanism to turning of the steering
wheel.

The calculation of the manoeuvre duration presented was based on the results of
experimental research carried out with a wide range of vehicles (from supermini vehicles
to crossover SUVs) and in various road conditions (from dry to wet road surface). The
calculation base includes only the manoeuvres that were successfully performed without
vehicle stability loss or exceeding the test track borders.

Exploration of the lane-change duration calculation was introduced in [15]. Based on
experimental testing with modern vehicles on a dry road surface (also described in [16]),
the constant value was recalculated to 2.6.

Research determining lane-change distance during obstacle avoidance based on ex-
perimental measurements was introduced in [13]. This research has similar characteristics
to the present study; however, the main goal was to present the calculation of longitudinal
lane-change distance (i.e., not the overall distance travelled by the vehicle).

Table 7 lists the ranges of vehicle approach speeds and maximal documented lateral
acceleration in the individual test series.

Table 7. Documented lateral acceleration in the individual test series.

Test
Series

Vehicle
Approach Speed

(km/h)

Maximal Lateral
Acceleration ay max

(m/s2)

No. 1
Skoda Fabia III 1.4 TDI 47 to 62 6.5 to 11.5

Skoda Superb III 2.0 TDI 42 to 65 8.5 to 12.0

No. 2
Skoda Superb III 1.4 TSI

46 to 65 7.8 to 10.0Skoda Superb III 1.4 TSI Combi

No. 3 Skoda Octavia III 1.5 TSI 47 to 79 5.5 to 10.0

No. 4
Skoda Karoq 4 × 4 1.5 TSI 45 to 68 6.0 to 10.5

Skoda Kodiaq 2.0 TDI 48 to 73 5.5 to 9.5

The first step in the manoeuvre time calculation was to define the beginning and the
end of the manoeuvre. In this paper, the driver’s first steering intervention is regarded as
the beginning of the lane-change manoeuvre and reaching the maximal lateral distance
is considered to be the end of the manoeuvre, similar to [14]. An argument can be made
that the end of the manoeuvre should include complete stabilization at the end of the
manoeuvre—this, however, seems difficult to apply in actual cases, as keeping control
over the vehicle depends largely on the driver’s skills, vehicle speed, and severity of
the manoeuvre.

The impact of tyre pressure on achievable lateral acceleration was observed during
2016 test series 1. From what was observed while testing both vehicles, when tyre pressure
was set to 30% over its nominal value, the maximal achievable lateral acceleration values
increased on average by 0.5 m/s2. When the tyre pressure was set 30% below its nominal
value, the maximal achievable lateral acceleration was decreased on average by 0.8 m/s2.

A positive effect of electronic stability systems on crash occurrence was explored in
numerous studies, such as [17–19]. After all, the generally accepted positive effects of these
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driving assistants are seen through mandatory equipment for this feature in all newly
manufactured vehicles, given by the European Commission since 2014.

Compared to the older calculation methods, the method presented is based on tests
of modern vehicles currently used on European roads. The proposed method also clearly
defines the manoeuvre’s beginning and end.

The statistical analysis found a new mathematical constant value C, adjusting the
Kovařík Equation (3). This way, it is possible to apply lane-change manoeuvre time
(duration) calculation with only adjustment to its mathematical constant to 2.93, giving it
the form of the Equation (6).

The calculation presented is based on several simplifications; mainly, the complex
interaction of the vehicle and vehicle tyres with the road surface is represented only by
lateral acceleration. This simplification should not be seen as a disadvantage since, in many
crash reconstruction cases, many of the variables are unknown (such as slip angle, yaw
motion, and others) and cannot be precisely determined, e.g., due to the analyzed vehicle’s
destruction. Determination of the maximal lateral acceleration thus depends on crash the
reconstructionist, who can base this value on road surface condition, vehicle technical state,
and vigour of the manoeuvre. The only other unknown variable in the equation is lateral
distance, based on either on-road marks or estimated vehicle trajectory.

It is important to note that all the measurements were done in a testing (safe) environ-
ment. Thus, it was possible to reach the vehicles’ driving limits. To use this calculation for
the driver’s avoidance option calculation (as a viable option, e.g., to prevent collision with
an object in the driver’s lane), it is recommended to use lower values of lateral acceleration,
as an “average driver” is not necessarily able to execute this manoeuvre while driving at the
vehicle’s stability limit (either due to fear of slipping or due to lack of driving experience).
The lane-change manoeuvre is not used as often as braking for crash avoidance, as seen
in [20,21] as the manoeuvring mechanism is more complex than braking.

Thus, a guideline is proposed, similar to the one used for braking on the wet road
surface, using only half of the maximal achievable acceleration on the given surface.

While modern vehicles can reach a lateral acceleration of up to 10.0 m/s2 during
the lane-change manoeuvre even on the wet surface, it is the limit of the vehicle and not
necessarily of the vehicle’s driver.

Furthermore, it is important to note that requiring an evasive manoeuvre from the
driver as possible collision prevention is complicated by manoeuvre complexity and the
necessity to check not only the road ahead of the driver, but also whichever direction
the driver chooses to evade, and also the immediate vicinity of the vehicle, to ensure the
safety of the manoeuvre. This naturally increases the driver’s reaction time (compared to
“simple” braking).

6. Conclusions

Based on the analysis of the older calculation methods, it was determined that these
methods were based on theory and, in some cases, outdated data.

For this reason, the applicability of these calculation methods was explored. Four
series of driving tests were carried out using a wide variety of modern vehicles on the test
track in dry and wet conditions. To ensure repeatability of the experiments, the research
was performed according to the procedure prescribed by ISO 3888-2 standard, which
defines the conditions and procedure of the obstacle avoidance manoeuvre. This procedure
was later modified in the sense of variation of lateral distances.

Considering the calculation methods presented, it was concluded that the most pru-
dent approach is to explore the value of the mathematical constant C. Based on a statistical
analysis of the research results on a sample of 108 test drives, a new mathematical constant
was presented, providing the most reliable results (there was no statistically discernible dif-
ference between the measured manoeuvre duration and the manoeuvre duration calculated
by the modified formula).
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The manoeuvre duration calculated by this formula represents the period between the
driver’s first steering input and reaching the vehicle’s maximal lateral distance during the
manoeuvre (without considering possible slight adjustments to steering in case of vigorous
manoeuvring at the end of the manoeuvre).

One of the main components of the calculation is the value of maximal lateral accel-
eration, which encompasses both the road conditions (i.e., adhesion) and intensity of the
manoeuvre, and its value should be carefully evaluated.

Future research should focus on adjusting the mathematical constant based on new
data obtained by testing modern vehicles (regarding vehicle development) or providing
a range of mathematical constants best suited either for different types of vehicles or for
various road surfaces. Future research could also focus on developing more detailed
mathematical models that would include additional parameters (such as tyre–road friction
coefficient, vehicle mass, vehicle lateral stiffness) as data in this paper were insufficient for
such detailed analysis.
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Abstract: The influence of mounting motors in wheels’ hubs and flexibility of the twist beam rear
suspension on their dynamics and strength is presented in the paper. The international roughness
indicator (IRI) is applied to assess the overcoming of road unevenness. This indicator is a combination
of a shape of the road unevenness and of overcoming velocity. The movement of a wheel’s axis during
obstacles overcoming is described. For the needs of the dynamics analysis, the mathematical model
of the rear suspension system with embedded motors is developed using the MSC.Adams-ANSYS
interface. The discrete model of the twist beam is prepared in the ANSYS software, which is used in
the next step to construct the dynamics model of the rear suspension system using the MSC.Adams
program. The vertical components of displacement and acceleration of the wheel’s centre, forces in
the suspension’s springs and dampers, as well as forces in the joints are analyzed. The analysis of the
suspension beam’s stress during the road unevenness overcoming is also carried out.

Keywords: road unevenness; multibody system dynamics; rear suspension system; wheel hub motor

1. Introduction

In the era of growing market share in hybrid and electric cars, it is worth considering
how mounting motors in a vehicle’s wheels affects its movement and the strength of the
suspension components. The application of such driving systems change many factors,
which can affect vehicles’ dynamics, such as safety, ease of steering, comfort and the
durability of the suspension components. Due to a very wide range of issues, authors
focus only on the assessment of a vehicle’s behaviour during road unevenness overcoming.
The analysis is carried out for motors placed in the wheels of the rear axle of a car with a
semi-dependent suspension and a twist beam. Such suspension consists of two trailing
arms connected by a twist beam. In a semi-dependent suspension, the vertical motion of the
wheels slightly influence each other. A twist beam is located in the front of a wheel axle and
is subjected to torsional forces, acting as a stabilizer. This solution does not generate high
production and operating costs. It also causes, under the action of lateral forces, the wheels
to tilt only slightly, which improves the grip of the car’s wheels. Usually, coil springs or a
torsion bar are elastic elements in this type of suspension.

Incorrect operation of a suspension can cause the premature wear of tires, suspension
joints, steering system, wheel’s bearings, and body mounting elements, as well as increase
the braking distance.

The use of drive motors in wheels, despite the significant simplification of the drive
system, is not a common solution, because the required driving force acting at the contact
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point of the wheel with the road results from the values of torque generated by the motor
and the radius of the wheel. Car wheel diameters are usually proportional to the dimensions
of the vehicle. The diameter of the wheel rim, in which the electric motor is mounted,
cannot be too large either. Additionally, the required drive torque is relatively high and
depends on the weight of the vehicle. Obtaining such torque requires large dimensions of
the motor. Placing the motors in the wheels deteriorates the ratio of sprung to unsprung
masses, which reduces driving comfort.

2. Literature Review and Paper Contributions

Installing motors in the rear wheels of a vehicle increases the weight of a suspension
and its moments of inertia (this applies to the rotational motion of wheels and the vertical
movement of a suspension) [1–4]. It also increases the mass of unsprung elements and
generates larger loads acting on the suspension’s elements.

In the literature, one can find few studies in which the analysis of the impact of
mounting motors in vehicle wheels on comfort, vehicle properties, and durability of rear
suspension components is comprehensively treated [5,6]. The most common are quarter
rear suspension models, in which a simplified model of interaction between the suspension
and the wheel is used, and unevenness on the road is modeled by kinematic inputs.

In the paper [7], X. Jiao and M. Bienvenu used the IRI (international roughness indica-
tor) to assess the road surface condition and its impact on fuel consumption on motorway
sections. It was also used to determine the rolling resistance coefficient of the vehicle. The
report of the Iowa State University [8] investigated the interaction between the vehicle and
the bridge during overcoming the unevenness on the bridge, which results in the dynamic
loads acting between the vehicle and the bridge. The unevenness overcoming issues was
described by the authors in previous works [9,10].

In this study, the IRI factor is used to evaluate the obtained results. This factor allows
to refer the road unevenness to the vehicle velocity. The mechanics of the road unevenness
overcoming is presented. It was proven that mounting motors in the wheels reduces the
comfort of single road unevenness overcoming. A simulation model of the rear suspension
with the compound twist beam axles (a typical solution used in small vehicles and the
test vehicle) is built to carry out a more detailed analysis. The model is prepared in
the MSC.Adams system (MSC Software, Newport Beach, CA, USA) and the obtained
simulation results are used to conduct a strength analysis of the twist-beam axle, using the
ANSYS system (ANSYS, Canonsburg, PA, USA). It allowed to determine the areas of stress
concentration and compare them for a vehicle with motors mounted in the vehicle’s wheels
and without them.

3. Road Unevenness and Their Assessment

The universal testing procedure was developed at the request of the World Bank to
harmonize measuring methods and qualify road surfaces. According to this procedure,
the international roughness index (IRI) was introduced, which combines a description of
the road surface damage condition with a safe vehicle’s velocity (Figure 1). The value of
this indicator depends on the standard of a road. From the computational point of view,
the IRI indicator is a ratio of cumulative vertical movements of a body and a wheel to a
road traveled by the vehicle during the test, determined on the basis of the analysis of the
movement of a body and a wheel in a quarter car model [11,12].
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Figure 1. The IRI roughness scale [13].

A value of the indicator IRIi for a single unevenness of the road is determined for
a single calculation step, and it is equal to the ratio of a deflection speed of a suspension
system to an assumed vehicle velocity. In practice, it determines the ratio of a deflection of
a suspension system to a road traveled at that time. A surface unevenness index, as an IRI
segmental assessment, corresponds to an average value of suspension deflections, which

is calculated as the arithmetic mean
n
∑

i=1
IRIi for the n measurements. In accordance with

the established calculation procedure, the surface unevenness index IRI is determined
according to the following relationship

IRI =
1
n

n

∑
i=1

IRIi =
1

nV

n∫
0

∣∣ .
zb,i − .

zw,i
∣∣dt, (1)

where
.
zα

∣∣
α∈{b,w} are the vertical displacements and velocities of the body (b), wheel (w),

and velocity (V).
In this work, the authors deal with the problem of changing wheel loads when over-

coming single road unevenness.
After preliminary tests, it was found that unfavourable impact is particularly due

to road unevenness in the shape of a single depression in a roadway and protuberances,
similar to overcoming an obstacle. These are the most common road unevenness types that
generate dynamic forces loading the suspension.

During the analysis, the simulation model described below is used. The results of
previous analyses of the simpler model are described in [14–16]. In these papers, road test
results were used to validate the simulation model. The paper presents an analysis of the
vehicle motion for different vehicle velocities.

In the first part, an analysis of the suspension movement is performed, and the forces
affecting the suspension are determined. In the second part of the paper, the strength
analysis of the suspension twist beam during overcoming selected road unevenness is
performed. Stresses of the twist beam suspension of the car are analyzed for the system
with and without motors mounted in wheels. The modeling of the movement of the wheel
axle during overcoming road unevenness is a very important issue [17–19].

4. Mechanics of Overcoming Single Road Unevenness

The problem of the wheel axis movement and forces acting on it results from the
height and shape of road unevenness, wheel movement velocity, suspension characteristics,
and vehicle parameters. During road unevenness overcoming, additional loading forces
act on the wheel [17,20–23]. Loads arising during rectilinear wheel movement and when
hitting on the road unevenness are shown in Figure 2. The rolling resistance force fh,0 is
omitted in Figure 2b,c in order to improve its readability.
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Figure 2. Diagram of a wheel load formation when overcoming road unevenness (a) flat road, (b) road
unevenness, (c) step obstacle.

The horizontal component of the wheel load force depends on the effective angle
of a road plane inclination, vehicle velocity, and shape of the unevenness. As a result of
the suspension’s deflection, the wheel is loaded with greater force—an additional force
is generated, which loads the wheel f∗n, fn = fn,0 + f∗n. The reaction force fz is transmitted
entirely by the tire. The tire deflection occurring on the edge of the unevenness largely
depends on the effective angle of the road plane, the contact area of the tire with the road
unevenness, and its height and shape.

Increasing the overcoming velocity through road unevenness results in a decrease in
the relative amplitude, defined as the ratio of the maximum value of the vertical movement
amplitude of the vehicle body to the height of the unevenness. As the vehicle velocity
increases, the vertical load of the wheel increases due to the inertia of the car body when
overcoming road unevenness (Figure 3).

 

Figure 3. The relative amplitude of vertical vibrations of the body during overcoming single road
unevenness with different velocities, where Amax—the maximum value of the magnitude of the body
vibrations, and hmax—maximum height of unevenness.

Comparing the wheel movement during overcoming road unevenness to the move-
ment on a flat horizontal road, it can be stated that, apart from forces occurring in the recti-
linear motion (rolling resistance force and forces resulting from the movement conditions—
driving or braking), it can be noted the following additional forces loading the wheel and
suspension:

1. Additional vertical force resulting from suspension deflection (the wheel lift and body
inertia);

2. Horizontal force consisting of

(a) Horizontal resultant force component fh resulting from the wheel load with
force fn,0 during overcoming road unevenness;

(b) Component of additional loading force f∗n resulting from the shape of the road
unevenness and driving velocity.

To model the movement of the wheel axle, the model proposed by Zegelaar using
the two-point beam technique [17,18,20] is used. The possibility of using the smoothing
properties of tires, described in [19], is also analyzed. Ultimately, the model of the tire’s
contact points of the road and unevenness is used in the analysis.
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In the model proposed by Zegelaar [20], the wheel rolls on the road unevenness;
however, the movement of the wheel axis is determined using a curve (sinusoid) on which
a beam of a certain length moves. The beginning and the end of the beam move along
a curve, and its center is determined by the trajectory of the wheel axis. In the case of
overcoming road unevenness of a rectangular shape, the procedure for determining the
movement of the wheel axis is supplemented with a section connecting the entry to and
exit from the unevenness. The diagram for determining the wheel axis motion is shown in
Figure 4.

 

Figure 4. The use of the two-point follower technique to determine the wheel axle lift and angle of
inclination of the effective road plane [20].

The methodology presented in [19] takes into account the smoothing properties of
tires, and uses the fact that the tire, in the area of the contact patch with the road, averages
the height of road unevenness and filters the spectrum of road unevenness in this area.
This allows using the model of the point cooperation of the tire with the road

Sd f (Ω) = H2Sd(Ω), (2)

where Sd(Ω), m3rad−1 is the power spectral density of a single longitudinal trace,
Ω = 2π/L, radm−1 is the circular road frequency, L, m is the wavelength of road un-
evenness, and H is the filter that allows for point cooperation of the wheel model with
the road.

The analysis of the contact conditions of the wheel points with the road surface and
unevenness is described below.

5. Analysis of the Dynamic’s Load of the Rear Axle

Based on the tests described in [22], the results obtained for the vehicle with and
without motors mounted in the rear wheels are compared. The IRI indicator calculated for
a single road unevenness is applied to assess the impact of mounting motors in the wheels
on the vehicle motion. The values of this indicator are determined based on the vertical
movement of the body and the wheel during the rectangular unevenness overcoming. The
IRI indicators obtained from road tests are compared with those obtained from simulations.
Table 1 contains values of the IRI indicator for individual overcoming tests with the velocity
of ∼12 kmh−1 for the vehicle without the load (with driver only) and with the load (driver
and passengers).
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Table 1. List of IRI indicators determined from the road tests (υ = 12.5 kmh−1).

Vehicle Without Load With Load

Unevenness U
without motors in wheels 17.35 17.88

with motors in wheels 19.87 20.24
Unevenness E

without motors in wheels 17.46 17.41
with motors in wheels 18.92 20.85

Where U—unevenness in the form of depression, E—unevenness in the form of protuberant.

Based on the results obtained and Equation (1), the maximum overcoming velocity for
an individual unevenness can be determined. It means that comfortable overcoming of a
short single unevenness requires a reduction in vehicle velocity. Comfortable overcoming
of a rectangular obstacle requires reducing the velocity to ∼30 kmh−1 when a vehicle
is unloaded. Increasing the vehicle load allows to overcome unevenness with a slightly
higher velocity. The installation of motors in the wheels of a vehicle increases values
of the IRI coefficients by ~10%. Overcoming road unevenness of a larger length leads
to separation of the unevenness entry and exit phases, so it is possible to overcome the
obstacle at higher velocities.

Overcoming the obstacle in the shape of a step causes the wheel, in the middle phase
of overcoming, to not contact the obstacle bottom but rest on its wall. Increasing the velocity
shifts the lowest contact point toward the step wall in the direction of the vehicle movement.
This condition causes a rapid change in the velocity direction of the wheel axis, which can
cause an occurrence of greater accelerations and thus, the vertical velocity of the wheel
axis. The vehicle loads generate smaller amplitudes of the wheel vibrations. Increasing the
overcoming velocity can cause a decrease in the amplitude of the body vibrations, which
are caused by the body’s inertia, and increase the horizontal component of the reaction
forces acting on the wheel [9].

6. Dynamics Model of the Rear Axle Twist Beam Suspension

The MSC.Adams package is used to elaborate the dynamics model of the rear sus-
pension when overcoming an obstacle. This model was validated in earlier works of the
authors; however, the flexibility of the suspension beam was not taken into account [14,15].
The numerical model of the rear suspension with the flexible beam is prepared using the
interface MSC.Adams and ANSYS packages. The scheme of such cooperation is shown in
Figure 5. The interaction between the flexible beam and the remaining suspension elements
is implemented through interface points. The simulation in the MSC.Adams package
allows to determine the stress distribution and the time stamps for which the stresses are
the largest, but this assessment is rough. More accurate stress distribution over time can
be calculated in the ANSYS package after loading the forces acting on the interface points,
calculated in the MSC.Adams package.

According to the scheme shown in Figure 5, the multibody model of the rear sus-
pension system is modeled using the MSC.Adams package. Unlike the models presented
in earlier works [14–16], the method of the interconnection of the beam with the body is
modified. The previous model assumed that suspension during overcoming an obstacle
rotates around the axis of the spherical joint formed between the suspension beam and
the body. While such assumptions are acceptable in the case when the suspension’s beam
is treated as rigid, in the case of the flexible beam, it can lead to excessive stresses that
do not exist in the real system. In order to obtain numerical results more consistent with
those measured during road tests, a sliding joint, which takes into account the vertical
displacements of the beam during overcoming of the obstacle, is introduced to the system.
In addition, the rigid beam is introduced to take into account the interaction between
suspension springs (Figure 6).

546



Energies 2022, 15, 222

Figure 5. MSC.Adams-ANSYS interface.

 
Figure 6. Numerical model of the rear suspension system of the Fiat Panda II.

In the calculations, it is assumed that the suspension’s beam is made of the AISI 4130
steel. This steel, also known as chromium or chromium–molybdenum steel alloy, has
admixtures of chromium (0.8 ÷ 1.1%) and molybdenum (0.15 ÷ 0.25%), which are used as
reinforcing agents.

It exhibits the following mechanical properties:

• Density—7850 kgm−3;
• Hardness—217 (Brinell scale)–95 (Rockwell B);
• Ultimate tensile strength—540 MPa;
• Yield tensile strength—460 MPa;
• Modulus of elasticity—205 GPa;
• Machinability—72% (in annealed state).

Other advantages of this material include high plasticity, good weldability and workability.
The numerical model of the flexible beam is modeled using the ANSYS package. The

suspension beam is divided into 231,039 solid and 7380 beam finite elements (Figure 7).
Due to a large number of irregular and curved surfaces, making a finite element mesh is
a complex task, and it requires many iterations to achieve an appropriate quality of the
discrete model.
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Figure 7. A discrete model of the rear suspension twist beam of the Panda II car.

Loads acting on the beam are introduced by the so-called interface points, i.e., points
where forces and torques calculated in the MSC.Adams are applied (Figure 8). These points
are determined in the ANSYS package and then exported with the discrete beam model
to the MSC.Adams package. In the considered model, it is assumed that the interface
points are located in places where the suspension beam is joined with other parts of the
rear suspension system.

Figure 8. Location of the interface points.

It is assumed that the exported suspension beam model contains 48 natural frequen-
cies. The number of frequencies is limited to those which are the most important when
determining the dynamic response of the system. Figure 9 shows the first two frequencies
of free vibrations and the corresponding forms of vibrations. Analyzing the presented
forms of vibration, it can be seen that the deformations associated with bending and torsion
are dominant for the analyzed frequencies.
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Figure 9. The suspension beam’s natural frequencies and its mode shapes.

The results of the simulation of the wheel overcoming obstacles are presented in the
further part of the paper. The purpose of these simulations is to determine the effect of
additional unsprung masses from motors built into wheel hubs on the dynamic response
of the suspension. It is assumed that the wheels overcome obstacles at speeds of 30, 60 and
90 kmh−1.

The simulations analyze the dynamic response of the rear suspension system when
overcoming obstacles, shown in Figure 10. These obstacles are a fairly common case of
unevenness occurred on roads.

 

Figure 10. Obstacles types applied in simulations.

The selected time histories obtained for the suspension with the rigid beam during
overcoming the U-type obstacle are presented in Figure 11. In the simulations, the effect
of additional unsprung masses from motors built into the wheels on the dynamics is
additionally analyzed.
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Without motors in wheels With motors in wheels 

  

  

  

  

  

Figure 11. Selected time courses obtained for the suspension model with the rigid beam during
overcoming the U-type obstacle.
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Analyzing the presented results, it can be seen that the introduction of additional
masses does not have a major impact on the displacement of the center of the wheel and
the forces acting on the suspension spring. The influence of these masses is visible in the
course of forces acting in the shock absorber and in the spherical joint, where the beam
joins the car’s body. Similar analyses are made for the system with the flexible beam, and
their results are presented in Figure 12.

Without motors in wheels With motors in wheels 

  

  

  

  

Figure 12. Cont.
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Figure 12. Selected time courses obtained for the suspension model with the twist beam during
overcoming the U-type obstacle.

Analyzing the results obtained, it can be seen that the introduction of additional
masses, resulting from the assembly of the motors in wheels, has no major impact on the
dynamic response of the suspension. Comparing the results from Figure 11 with the results
from Figure 12, it can be seen that taking into account the suspension beam’s flexibility
leads to a slight increase in the amplitudes of displacement and acceleration of the wheel’s
center as well as forces acting in the suspension spring and damper. Moreover, in the
model with the flexible beam, additional oscillations appear just after obstacle overcoming.
Particularly noteworthy is the force acting in the spherical joints. It can be seen that in the
case of the flexible beam, these forces are greater than those occurring in the model with the
rigid beam. In addition, it can be seen that as the overcoming obstacle velocity increases,
the loads acting on the system are smaller.

In Figures 13 and 14, selected time courses obtained for the E type obstacle are com-
pared. The influence of the additional masses from the motors’ built-in wheels and the
suspension beam’s flexibility on the response of the rear suspension system are analyzed in
the presented simulations results.

Without motors in wheels With motors in wheels 

  

  

Figure 13. Cont.
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Figure 13. Selected time courses obtained for the suspension model with the rigid beam during
overcoming the E-type obstacle.

Without motors in wheels With motors in wheels 

  

  

Figure 14. Cont.
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Figure 14. Selected time courses obtained for the suspension model with the flexible beam during
overcoming the E-type obstacle.

Analyzing the courses presented, it can be seen that the response of the system
obtained for the obstacle overcoming velocities 60 kmh−1 and 90 kmh−1 is very similar. For
velocity 30 kmh−1, the forces acting in the rear suspension system are significantly smaller.
Examining the accelerations of the wheel’s center for the system with the rigid beam and
without motors in the wheels obtained for overcoming velocity equal to 90 kmh−1, it can be
seen that after entering the obstacle, the acceleration increases rapidly to around 80 m s−2.
The time courses of forces acting in the spherical joint connecting the suspension beam with
the body are interesting. In the case when the beam is treated as rigid, there is observed
a peak for the force in the spherical joint after overcoming the obstacle. After this peak,
the force decreases to the level occurring before entering the obstacle. Forces acting in the
spherical joint look different in the model with the flexible beam. In this model, the forces
increase rapidly during overcoming the obstacle, after which there are damped oscillations
with relatively large amplitudes.

Figure 15 shows the distribution of reduced stress obtained from the solution of the
static task for the suspension system with and without motors in wheels.
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Without motors in wheels With motors in wheels 

 
Figure 15. Contour plot of the reduced stresses obtained for the statics. (a) without motors in wheels,
(b) with motors in wheels.

Analyzing the results shown in Figure 15, it can be seen that the reduced stresses in
the suspension beam do not exceed 43 MPa. In the analysis, stresses above 43 MPa are
rejected. They result from the simplifications used in modeling stress concentration areas
(sharp edges, places of connection of mounting plates with the suspension beam) and from
the applied method of modeling joints (forces from joints are transferred to the system
through interface points).

Figures 16–18 show the results of the strength calculations in the form of contour plots
of the reduced stresses before and during overcoming the obstacle, obtained at the time
when the reduced stresses reach their highest values.

Without motors in wheels With motors in wheels 
Before obstacle 

 
Obstacle U 

  
Figure 16. Cont.
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Obstacle E 

 
Figure 16. Contour plot of the reduced stresses obtained during overcoming an obstacle at velocity
υ = 30 kmh−1. (a) without motors in wheels and before obstactle, (b) without motors in wheels
and obstactle U, (c) without motors in wheels and obstactle E, (d) with motors in wheels and before
obstactle, (e) with motors in wheels and obstactle U, (f) with motors in wheels and obstactle E.

Without motors in wheels With motors in wheels 
Before obstacle 

 
Obstacle U 

 
Obstacle E 

 
Figure 17. Contour plot of the reduced stresses obtained during overcoming an obstacle at velocity
υ = 60 kmh−1. (a) without motors in wheels and before obstactle, (b) without motors in wheels
and obstactle U, (c) without motors in wheels and obstactle E, (d) with motors in wheels and before
obstactle, (e) with motors in wheels and obstactle U, (f) with motors in wheels and obstactle E.
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Without motors in wheels With motors in wheels 
Before obstacle 

 
Obstacle U 

 
Obstacle E 

Figure 18. Contour plot of the reduced stresses obtained during overcoming an obstacle at velocity
υ = 90 kmh−1. (a) without motors in wheels and before obstactle, (b) without motors in wheels
and obstactle U, (c) without motors in wheels and obstactle E, (d) with motors in wheels and before
obstactle, (e) with motors in wheels and obstactle U, (f) with motors in wheels and obstactle E.

Additionally, the values of the maximum reduced stresses of the system with and
without motors obtained for both analyzed obstacles are calculated in order to assess the
impact of the obstacle overcoming velocity on the suspension beam’s strength (Figure 19).

Analyzing the results obtained, the following conclusions can be drawn:

• The highest stress concentration are located in places where the spring and damper
are assembled to the beam.

• In the case of obstacle E, it can be seen that for a system without motors, the maximum
reduced stresses of the suspension beam are greater than those occurring in the
system with the motors built into the wheels (Figure 19). In addition, as the obstacle
overcoming velocity increases, the difference between the stresses obtained for the
system with and without motors in wheels increases. For velocity υ = 90 kmh−1, the
difference is about 100 MPa, and the stresses occurring in the beam are close to the
tensile strength (Figure 19).
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• In the case of obstacle U, it can be noticed that the maximum reduced stresses decrease
as the obstacle overcoming velocity increases. For υ = 90 kmh−1 the maximum
reduced stresses are three times smaller than those obtained for velocity υ = 30 kmh−1.

Figure 19. Relationship between maximum reduced stresses and obstacle overcoming velocity.

7. Conclusions

The first part of the paper presents the IRI indicator, combining the assessment of
road surface unevenness with driving speed. This indicator was used to assess unevenness
overcoming during the road tests. The movement of the wheel axis during single road un-
evenness overcoming was described. In the further part of the paper, the road unevenness
was used as enforcement during the simulation of the dynamics of the rear suspension
system. The paper presents a computational model of the rear suspension system for
dynamics analysis. This model enables stress analysis of the suspension beam during
obstacle overcoming for two variants: with motors built into wheel hubs and without
motors. The finite element method implemented in the ANSYS commercial package was
used to model the flexibility of the beam of the semi-dependent rear suspension. Thanks
to the use of the MSC.Adams-ANSYS program interface, it was possible to analyze the
beam strength for loads acting during unevenness overcoming and to take into account the
couplings occurring between the deformable beam and other suspension elements. The
results of the numerical simulations allow to formulate the following conclusions:

• Obstacles that were used during the dynamics analysis can be classified as “rough
unpaved road” in Figure 1. This means that traveling at a velocity greater than
υ = 80 kmh−1 can lead to significant damage to the suspension. This is also confirmed
by the stress values shown in Figure 19.

• In the case of the obstacle E overcoming, the reduced stresses increase with the travel
velocity, and for velocity above υ = 80 kmh−1, they can exceed the allowable values.
Slightly different conclusions can be formulated in the case of the U-type obstacle. For
this obstacle, the reduced stresses decrease with the travel velocity. This is due to the
way the shock absorber works and the wheel inertia—at higher speeds, the wheel
“jumps” over a U-type obstacle.

• The simulation results show that greater dynamic forces and stresses in the beam occur
during overcoming unevenness in the form of a cavity in the roadway than protuber-
ances. In the case of a cavity, the highest loads occur at lower speeds (υ = 30 kmh−1

in the analyzed case). At higher speeds, the wheel “jumps” through this cavity, as a
result of which the forces and stresses are much smaller.

• It is also noticeable that smaller dynamic forces and stresses occur when the motors
are built into the wheel hubs. This is due to increased wheel inertia.

• The fatigue strength of the suspension beam was not analyzed; however, it can be
assumed that the final solution will require its local reinforcement.

• Experimental verification of the obtained results is planned in the future.
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