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The Economic Effects of New Patterns of Energy Efficiency and Heat Sources in Rural
Single-Family Houses in Poland
Reprinted from: Energies 2020, 13, 6358, doi:10.3390/en13236358 . . . . . . . . . . . . . . . . . . . 39

Monika Roman, Aleksandra Górecka and Joanna Domagała
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Benedykt Pepliński and Wawrzyniec Czubak

The Influence of Opencast Lignite Mining Dehydration on Plant Production—A Methodological
Study
Reprinted from: Energies 2021, 14, 1917, doi:10.3390/en14071917 . . . . . . . . . . . . . . . . . . . 191
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Preface to ”Energy Supply within Sustainable

Agricultural Production: Challenges, Policies and

Mechanisms”

The inspiration for accepting the proposal to join in the editing process of this Special Issue

came from a statement in the preamble to Directive (EU) 2018/2001 on the promotion of the use

of energy from renewable sources that increasing the use of RES “has a fundamental part to play

in promoting the security of energy supply, sustainable energy at affordable prices, technological

development and innovation as well as technological and industrial leadership while providing

environmental, social and health benefits as well as major opportunities for employment and regional

development, especially in rural and isolated areas, in regions or territories with low population

density or undergoing partial deindustrialisation”. Agriculture and rural areas may play a very

important role in solving these problems to a greater extent than before. The Issue intends to link

together research on agricultural sustainability and its generation of energy. It also aims to contribute

to policy debate on supporting agricultural development locally, regionally or globally to assure

its input into sustainability through increasing delivery of renewable energy. Hence, the relevant

questions were what enhances the sustainability of agricultural production and how that can be

practically achieved through the increase of efficiency in use of energy and other related resources.

This Special Issue aims to be of service to policy makers dealing with sustainability, energy, and

agricultural policies. The papers also offer insights into solutions for working in times of crises, such

as global economic crises (e.g., 2008/2009), world embargoes (e.g., Russian embargo of 2014 and 2022,

associated with the war in Ukraine) or COVID-19, as both supply and demand fluctuate in times of

extraordinary conditions arising from economic, social, environmental, and other challenges.

As the guest editors of this Special Issue, we would like to kindly thank MDPI and the Energies

team for providing this extraordinary opportunity of learning and growth as well as the editorial staff,

especially Ms. Reka Kovacs, for their continuous support and consideration. We must acknowledge

the fact that such interactions are an excellent platform especially for young researchers for their

scientific growth and we hope the readers enjoy this research.

Piotr Gradziuk, Bogdan Klepacki, and Mariusz J. Stolarski

Editors
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Abstract: Renewable energy production is gaining importance in the context of global climate changes.
However, in some countries other aspects increasing the role of renewable energy production are
also present. Such a country is Ukraine, which is not self-sufficient in energy supply and whose
dependency on poorly diversified import of energy carriers regularly leads to political tensions
and has socio-economic implications. Production of agricultural biogas seems to be a way to both
slow down climatic changes and increase energy self-sufficiency by replacing or complementing
conventional sources of energy. One of the most substantial barriers to agricultural biogas production
is the low level of agricultural concentration and significant economies of scale in constructing biogas
plants. The aim of the paper was thus to assess the potential of agricultural biogas production
in Ukraine, including its impact on energy self-sufficiency, mitigation of greenhouse gas (GHG)
emissions and the economic performance of biogas plants. The results show that due to the prevailing
fragmentation of farms, most manure cannot be processed in an economically viable way. However,
in some regions utilization of technically available manure for agricultural biogas production could
cover up to 11% of natural gas or up to 19% of electricity demand. While the theoretical potential for
reducing greenhouse gas emissions could reach 5% to 6.14%, the achievable technical potential varies
between 2.3% and 2.8% of total emissions. The economic performance of agricultural biogas plants
correlates closely with their size and bioenergy generation potential.

Keywords: agricultural biogas; bioenergy; biomethane; GHG emission; economic performance;
regional analysis; Ukraine

1. Introduction

Production of agricultural biogas can be analyzed and assessed from three essential perspectives,
i.e., the ecological, economic and social. In particular the environmental benefits of agricultural biogas
production are often emphasized [1–3]. This is important, since one of the goals of the UN’s Sustainable

Energies 2020, 13, 5755; doi:10.3390/en13215755 www.mdpi.com/journal/energies
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Development Agenda is ensuring access to “affordable, reliable, sustainable and modern energy for
all”. This poses challenges such as “increasing the share of renewable energy in the global energy mix”
and “to promote investments in energy infrastructure and clean energy technologies” [4]. Achieving
the goals related to reducing the environmental impact of the energy sector is essential, as energy
production and consumption are responsible for 72% of global GHG emissions (World Resources
Institute 2017, after C2ES Global Emission [5]). According to the FAO [6], agriculture (crop and
livestock activities) is responsible for about 11% of global GHG emissions. Today, striving to replace
non-renewable sources with energy from renewable sources is one of the critical challenges faced
by most countries in the world [7–9]. Globally only about 18% of total final energy consumption
comes from renewables [10]. In the case of Ukraine, this indicator is much lower and amounts to only
4.14%. Meeting the challenge of decarbonization requires the involvement of all sectors of the economy
globally, including agriculture. Expectations for this sector concern both an increase of the production
of renewable energy as well as lowering consumption of fossil energy and reducing greenhouse gas
emissions [6].

Ukrainian greenhouse gas emissions are at 341.5 Mt CO2e [11], which corresponds to 0.86% of global
emissions (and break down into 0.74% of emissions from energy, 0.07% from agriculture, 0.03% from
industry and 0.02% from waste) [5]. Due to the economic crisis Ukraine’s GHG emissions decreased by
55% from 1990 to 2012. However, the carbon intensity of Ukraine’s economy remains almost five times
the world average and more than three times higher than European OECD countries [12]. One of the
ways to reduce greenhouse gas emissions generated by agriculture is the production of agricultural
biogas from organic fertilizers [13,14]. Utilizing organic fertilizers in such a way not only makes it
possible to replace a certain amount of energy from fossil fuels with renewable energy, but also reduces
methane emissions, which take place at traditional storage sites and in the application of manure and
slurry [15–19]. It is assumed that with the reduction of each kilogram of CO2 that would be emitted
in the of burning of fossil fuels, the processing of natural fertilizers into biogas additionally reduces
methane emission by the equivalent of 1 kg of CO2 [20].

The second prerequisite for the production of agricultural biogas are various benefits for farms
and the food industry as well as for society [13,20,21]. The production of agricultural biogas can be a
way to diversify and improve farm income [20,22,23], to utilize organic biomass from the agri-food
industry (fruit residues, residues from the meat and dairy industry, post-slaughter waste, distillery
waste) [24] and to manage the excess organic fertilizers produced on farms—especially in countries
with intensive livestock production [20,25]—as well as a method of obtaining valuable fertilizers such
as struvite [2,25,26]. It should be mentioned that the fertilizing value of the digestate, which apart
from the biogas is an outcome of the biogas plant, is at least as good as that of animal manure [27,28].

However, the production of agricultural biogas is not only a way to limit GHG reduction but also
increases energy independence and security, both for farms and entire countries [20,29,30]. The search
for alternative energy sources to increase energy security is exceptionally substantial for countries
that depend on energy imports from other countries. One of these is Ukraine, where for political
reasons increasing energy self-sufficiency in the energy supply structure is particularly important [31].
The political tensions between Russia and Ukraine have worsened economic collaboration between the
two countries and revealed the dangers of being energy dependent on Russia. Even though Ukraine
is not currently importing natural gas from Russia, its dependence on imported fuels (mostly from
the EU) is still substantial. At the same time, Ukraine has a large agricultural sector with largely
untapped production potential. This creates an opportunity for a significant increase in agricultural
production [32] and, consequently, the amount of waste biomass that could be a substrate for feeding
agricultural biogas plants. The need to ensure Ukraine’s energy independence is one of the strategic
goals for upcoming years, emphasized by the government [31]. Despite the fact that in the past decade
some studies have attempted to analyze the availability of domestic livestock residues and asses the
capacities for biogas generation in Ukraine [33–44], the real potential for biogas production still remains
poorly recognized. Especially there is a lack of studies taking the regional dimension into account.
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In this context, the study aims to assess the potential production of agricultural biogas from
animal manure in Ukraine, its GHG mitigation potential and biogas plants’ economic performance in
terms of meeting the country’s energy demand.

2. Background Information

2.1. Agricultural Biogas as a Renewable Energy Source (RES)

More than half of all greenhouse gas emissions from agricultural production is generated by the
livestock sector (enteric fermentation, manure left on pasture, manure management) [45]. The most
important GHG emissions from livestock production are enteric fermentation in ruminants, manure
left on pastures and manure applied to soils [46]. A tangible share of agriculture in greenhouse gas
emissions indicates the need to increase the involvement of agriculture in the processes of emission
reductions [47,48]. Biogas is produced in the process of anaerobic fermentation of organic matter,
which in agriculture may be provided in the form of farm leftovers and waste. The organic matter can
be processed into end products in different ways, but anaerobic digestion is indicated as one of the
most effective [49,50]. In practice, the remnants from farms are often supplemented by co-substrates,
e.g., various organic materials from the food industry. This can be even considered as advantageous
both for the smooth course of microbiological processes taking place in the fermenter, as well as for the
environment and the economy, as it provides the possibility for the safe disposal of organic wastes used
to produce energy [51]. Some crops (e.g., maize) can also be used as co-substrates in agricultural biogas
installations [52], but this is controversial because of competition for agricultural land normally used
for food production. As a result, public opposition has led to co-digestion becoming less important in
many countries, for example Germany, Belgium and The Netherlands [13,53].

Agricultural biogas can be used in several ways, but most commonly it is processed into electricity
and heat in cogeneration (combined heat and power—CHP). Depending on the scale of the biogas
plants, the electricity and heat can be used within the household or sent to other recipients. Agricultural
biogas can also be conditioned to the parameters of natural gas and injected into the gas network or
used to power motor vehicles [13,53,54].

The organization of biogas production in agriculture can be carried out according to two general
models, although the exact boundaries of these are somewhat difficult to identify. The first is a large-scale
biogas plant supplied with substrates by many farmers, and in the second the capacity is adjusted
to the scale of a single farm (micro-scale digesters). For example, large agricultural biogas plants are
prevalent in Denmark [13], while a model based on micro-installations is most common in Germany [55].
One of the disadvantages of small biogas plants is the lack of economies of scale that can be achieved
in larger businesses [56]. However, micro-scale digesters also have strengths, such as independence
from fluctuations in biomass prices, more straightforward and less costly administrative procedures
and securing farms’ energy self-sufficiency [53,57]. Yet despite the advantages, small-scale production
suffers higher costs per energy unit generated. For small agricultural biogas plants this issue is essential,
as energy from renewable sources in many cases remains more costly than energy from fossil fuels [58].
Because of the high investment costs involved in starting renewable energy production, new energy
generation technologies have been heavily subsidized in their early stages of development [59].

2.2. The Ukrainian Energy Situation and Biogas Production Development

The necessity to ensure national energy independence is one of the critical issues that are
continuously stressed by the Ukrainian government [31] as one of the goals for the coming years.
The government expectations voiced in the 2017 “Energy Strategy of Ukraine until 2035” [31] also
stress maintaining the energy supply at 96 Mtoe in 2035 with a nearly equal share of natural gas of
30.2% (29 Mtoe) compared to current level. The share of energy generated from biomass, biofuels
and wastes is to substantially increase—up to 11 Mtoe, or 11.5% of the total expected energy supply.
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The growth of the total renewable energy generation is planned to gradually increase and reach 8% in
2020, rising to 25% by 2035, reaching 23 Mtoe (or 4.4 times the actual value for 2018).

The strategy [31] stresses that in order to achieve the goals for renewable energy sources it is crucial
to increase the use of biomass in the generation of electricity and heat by: (1) stimulating biomass use
as a fuel in enterprises that produce biomass as a byproduct, (2) informing about the possibilities of
biomass use in individual heating, and (3) supporting the creation of competitive biomass markets.
The creation of proper logistics system and infrastructure aimed to collect and transport the biological
raw material is necessary to ensure the achievement of these goals.

Despite the government and business efforts, the growth both of total renewable energy generation
and the energy from biomass alone, biofuels and wastes are falling behind their expected growth
rates defined in the above strategy, which underlines the need to intensify efforts toward structural
transformations in energy generation. Biogas generation plants, in this case, are among the crucial
drivers of change that can help achieve the targeted transformation values, serving both the country’s
energy independence and working towards a nationwide switch to renewable energy.

Biogas plants in Ukraine are a relatively new form of energy generation. Even though the first
such plant was built in 1993 on a pig farm in the Zaporizka region, until 2012, only four biogas plants
were functioning in agricultural enterprises [34,60]. There may be a slight confusion, since in 2013 [61]
Ukraine’s State Agency on Energy Efficiency and Energy Saving reported the first biogas plant as
operating only in that year. However, the reason for this is that the agency monitors only the biogas
plants supplying the energy utilizing the feed-in tariff, which was introduced for biogas plants in 2013.
Since then, their numbers have been steadily growing, reaching 21 units by the end of 2019 with an
overall generation capacity of 59 MWe [62].

Overall, state support for renewable energy generation in Ukraine intensified in 2008 with the
introduction of feed-in tariffs [63]. Nevertheless, for several years there has been a visible imbalance in
the development of particular types of renewable energy generation plants, as the feed-in tariffwas
not available to some types of plant. This was the case of the biogas plants, as the only bioenergy
generation supported by the feed-in tariffwas based on crop biomass. In April 2013 the legislation was
changed, and all types of generation plants based on biogas and biomass were covered. Nevertheless,
the tariff levels were highly differentiated between the renewable energy types, thus giving most
preferences to solar and hydro energy. The rate for solar energy was set at €0.3393 to €0.3586/kWh,
hydro energy at €0.116316 to €0.19386/kWh, while the tariff for generation based on biomass and biogas
was €0.1239/kWh [64] (pp. 19–24) and was expected to gradually decrease until 2030. It was only in
2017 that the tariff for biomass and biogas was set at a constant €0.1239/kWh with 2030 as the cut off
year [65], which created additional security and potential viability for current and future investments.
One of the key advantages of the feed-in tariff that it is set in euro, since the value of Ukrainian currency
(UAH) has been highly volatile in the past decade. There are also numerous preferences for investors,
such as preferential import tariffs for equipment bought for the construction of power plants based on
renewable energy technologies [66].

Experts emphasize several issues with the Ukrainian feed-in tariff, all of which are connected with
institutional aspects of the Ukrainian economy and legislation [67]: (1) the tariff cannot be applied
for mixed energy generation, (2) while each investor needs to know if it will be possible to sell the
energy at the feed-in tariff, this is not possible until the investment is fully operational and production
is permitted, (3) in order to receive the permit for the feed-in tariff, 50% of the energy generation plant
construction/equipment costs need to be of Ukrainian origin.

Due to particular economic and institutional aspects, so far the main investors in Ukrainian biogas
generation plants have been the agro holdings [68], with the largest agricultural enterprises being
involved in primary agricultural production itself. However, as the construction of biogas plants gains
in intensity due to recently fixed feed-in tariff, it is expected that more entities will use this opportunity
to expand their potential income.
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2.3. Ukrainian Agriculture as a Feedstock Supplier for Biogas Generation

Despite the country’s long-term political, financial and economic instability, agriculture in Ukraine
is one of the few sectors managing to increase production and steadily expand on foreign markets.
The 10% share of the agricultural sector in real Ukrainian GDP and 39% share in total export value
reveal one of the current essential specializations of the Ukrainian economy [69].

The good conditions for agriculture in Ukraine have long been known [70], as country’s geographic
position and its climate and soil quality are elements of a highly beneficial environment both for crop
and livestock production. In 1991 (the last year when the share of livestock production exceeded the
value of crops) the relationship between the value of the agricultural subsectors (crops to livestock)
was 49.4% to 50.6% [71]. Adaptation of the Ukrainian agricultural sector to market conditions and its
structural transformation since the beginning of the 1990s have changed these proportions, gradually
shifting the focus towards crops and showing a gradually intensifying decline in livestock. As of the
2018 [72] (p. 287) value-wise the proportion between the two subsectors was 73.7% for crops to 26.3%
for livestock. The livestock inventory at the end of 2018 [72] (p. 287) included 3.3 million head of cattle
(including 1.9 million dairy cows), 6.0 million pigs, 1.3 million sheep and goats, and 211.7 million head
of poultry.

Currently, livestock production in Ukraine and its development trend varies greatly depending
on the subsectors. Thus, the beef and dairy products are in continuing decline, together with the
production of pigs. The poultry subsector stabilized in the early 2000s and since then by 2019 had
almost regained its initial level (falling back by only 14.0% compared to the 1991 figures).

Key factors influencing the decline of the livestock sector were the issues with adaptation to
the market conditions in the 1990s, a shift the focus of crops from domestic to foreign markets (with
the domestic market shrinking from ca. 52 million people in 1991 to almost 42 million by 2019)
with a simultaneous decrease in areas under fodder crops (over six-fold, from 12 million ha in 1991
to 1.8 million ha in 2018) leading to a price increase, an overall profitability decrease in livestock
production, as well as the inability of farms to comply with the changing requirements regarding
production processes, quality and safety of products. Due to these factors, livestock production is either
concentrated in medium and large agricultural enterprises (those producing marketable products) or
small family farms for self-sustenance (mostly producing non-marketable commodities).

Despite the current difficult situation in the livestock sector, there is a potential for positive change.
According to economic forecasts [73] the sector’s physical output is to increase by 2030, even though
the declining trend in livestock numbers will remain. The driving force is the domestic consumption
of meat and dairy products as a result of growing consumer income.

The key messages in Ukrainian scientific publications [74–76] stress the need to support
the transformation of the livestock sector. The sector should be reformed towards innovative
and cost-effective production technologies and processes, as well as to ensure and diversify its
income-generation abilities to maintain its resilience. It is crucial to maintain country’s food security [77];
measures aimed to support the development of livestock sector were therefore also included in the 2020
national budget [78]. The search for reserves, including cutting costs and expanding revenues, is one of
the ways to improve the economic viability of livestock farms, in which the generation of biogas, as a
by-product of their primary economic activity, could aid farms of various sizes and organizational forms
in additional income generation. This would also contribute to building the capacity for national energy
independence and help to transform the energy sector into more environmentally and climate-friendly
renewable technologies.

3. Materials and Methods

The production of agricultural biogas depends mainly on the availability of a suitable substrate.
Data on the number of main farm animals (cattle, pigs, poultry) were therefore collected in order
to determine the possibility of producing agricultural biogas. The polarized structure of Ukrainian
agriculture, resulting in the presence both of large commercial entities and numerous small individual
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farms, made it necessary to collect data on the number of animals regarding the legal form of the farm,
distinguishing commercial farms and small family farms. The basic source of data used in the study
was that published by the State Statistics Service of Ukraine (Ukrstat), as well additionally obtained
from Ukrstat’s detailed unpublished data.

Determining the number of animals made it possible to estimate the quantity of natural fertilizer
(animal excrement) available for biogas production. The estimates were based on the research and
legislation sources providing amounts of manure obtained per group of animals [79,80]. The theoretical
potential of biogas production was established based on the amount of substrate determined [81].
The assumed manure production and biogas yield coefficients are presented in Table 1.

Table 1. Manure production and biogas yield coefficients.

Cattle Pigs Poultry

Manure production (/head/year) 16.8 2.92 0.1
Biogas yield (m3/t of fresh matter) 25 24 51.3

Source: own elaboration.

The volume of available substrates and potential biogas was determined for regions of Ukraine
based on data from agricultural enterprises but excluding small family farms. This is due to the
significant fragmentation of family farms, resulting in a very high number of units (4.6 million
in 2018 [82], a relatively small number of animals per farm, as well as the limited investment
opportunities of these farms, it was decided to omit the theoretical potential of biogas for these farms
in further analyses.

The technical potential of agricultural biogas production was determined assuming that it is
technically possible to create a biogas plant with a minimum power of the CHP unit exceeding
10 kWe, which if feeding only with slurry and manure requires a stocking level of about 30 livestock
units (LU), which is an equivalent of 30 adult cows (for details see: https://ec.europa.eu/eurostat/
statistics-explained/index.php/Glossary:Livestock_unit_(LSU)). Based on the Ukrstat data on herd
size, the commercial farms were divided into categories regarding potential biogas generation: below
a technical threshold, small, medium and large.

In the small farms, with herds from 30 to 100 LU, a micro-biogas installation ensuring an
appropriate amount of biogas for a 25 kWe cogeneration unit was analyzed as a representative example.
For medium-sized farms, biogas plants with a scale corresponding to the aggregate power of 100 kWe
were assumed, with 750 kWe for the largest farms. The number of potential biogas plants required to
achieve the technical potential of biogas production on a national scale was determined on the basis
of assumptions about the amount of manure available. The structure of farms in terms of the size of
animal herds was analyzed at national level. Due to the insufficient number of objects, mostly the
largest farms, Ukrstat does not provide complete data on the herds’ structure in the regions.

The technical potential of biogas production on farms was calculated on the basis of the amount
of manure available that could be used for it. In order to compare the amount of energy produced in
biogas plants to the current demand, the amount of methane that could be produced was determined
(assuming that biogas contains 55% methane) as was the amount of electricity that could be produced
from it. The comparison of the amount of biomethane produced with natural gas consumption can be
considered to a limited extent. The existing technologies for purifying biogas to grid parameters are
still challenging to obtain for small-scale installations and relatively expensive [83]. The purpose of
this comparison is only to determine the possible scale of natural gas substitution by biomethane from
a biogas plant.

Comparing the potential electricity generation with existing demand assumes the use of existing
technologies. For the calculations, it was assumed that 1 m3 of biogas has an energy value of 20 MJ [84]
and the CHP aggregate efficiency for electricity production is 40% [84,85], which finally gives 2.2 kWh
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electricity per cubic meter of biogas. Due to transport difficulties and thus low chances of commercial
use the heat generated during cogeneration is omitted from the bill.

Under the above assumptions, economic analyses were carried out for the three sizes of biogas
plants. The essential technical parameters of the biogas plant considered were determined using the
tools provided as a result of the work on the Bio Energy Farm 2 (BEF2) project [86]. The analyses took the
operating conditions of biogas plants similar to those in south-east Poland (near the Ukrainian border).
For economic analyses, the Ukrainian feed-in tariff for biogas generated electricity (0.1239/kWh—see
Section 2.2 for details) was applied. The assumptions regarding the investment costs were based on
the results of the BEF2 project and similar studies [87]. A 15-year operation of the installation without
general repairs was assumed.

The environmental effects of using the technical potential of biogas production were then assessed.
It was assumed that the utilization of a significant part of manure would reduce emissions due to
manure management in proportion to the amount of manure used. In addition, it was assumed that the
potential use of biogas as a substitute for natural gas would reduce GHG emissions by 1023 kg CO2e
per 1 m3 [88] while substituting 1 kWh of electricity by electricity generated in biogas plants would
reduce CO2e emissions by 660 g [89]. The profitability of the biogas plants was analyzed, taking into
account revenues from electricity sold and the operating and maintenance costs. The substrate cost
was not taken into account, as using manure available on-farm was assumed. The economic viability
criterion was an internal rate of return of 0% (IRR > 0%), which means that investment outlays will be
recovered after 15 years of operation. The fulfilment of such an assumption does not mean that a given
investment is attractive from an economic point of view, but only that it does not generate losses.

4. Results

The parameter that directly determines the amount of biogas produced from manure is the number
of animals kept. Theoretically, manure from any animals can be converted into biogas. However,
taking into account the technical requirements and financial expenditures, only some of the manure
can be managed effectively. Due to the dual structure of farms, it can be assumed that in Ukraine
only farms listed as enterprises meet conditions to operate a biogas plant. Thus only approximately
1.14 million head of cattle, 3.4 million head of pigs and 118.9 million head of poultry may be the
assumed as suppliers of the substrate for the biogas plants (Table 2).

Table 2. Farm animal stocks in Ukraine (2018) in thousand head.

Cattle Pigs Poultry Sheep and Goats

All
Farms

of Which
Enterprises

All
Farms

of Which
Enterprises

All
Farms

of Which
Enterprises

All
Farms

of Which
Enterprises

Ukraine total 3339.3 1138.2 6024.8 3395.6 211,614.7 118,812.9 1269.9 182.3
Vinnytska 239.4 81.4 251.4 91.4 32,588.6 24,107.1 33 3.5
Volynska 130.3 44.7 285.9 81.8 7560.1 4634.9 16.3 1.2

Dnipropetrovska 122.7 31.9 362.4 280.1 19,521.9 15,325.4 57.6 10.5
Donetska 60.3 27.6 455.7 423.3 5146.7 3181.3 41.6 6.8

Zhytomyrska 189.4 55.4 146.6 40.3 7491.7 583.1 27.5 5.1
Zakarpatska 122.9 1.9 242.7 19.7 3240.7 161.3 153.8 8.4
Zaporizka 91.5 19.3 217.5 145.1 4784.6 2527 63.6 21

Ivano-Frankivska 136.2 12.2 310.7 214.7 4812.7 1772.7 28.1 3.8
Kyivska 117.1 82.9 480.7 394.5 28,389.2 19,913.4 31.2 9.5

Kirovohradska 89.7 25.8 220.5 133.8 4996.7 157.4 36.6 4.3
Luhanska 54.1 16.8 43.1 26.1 996.8 49.6 25.2 2.4
Lvivska 170.9 17.6 417.3 263.2 9114.4 3615.7 31.6 4.6

Mykolayivska 98.5 17.2 83.1 41.2 2554.2 739.1 49.5 9.7
Odeska 154.9 22 173 64.1 3173.5 135.9 319.1 44.1

Poltavska 231.3 142.8 322.2 229.3 5650.3 2692.2 47.6 7.7
Rivnenska 118.6 29.5 243.7 34.1 7332.4 2213.2 15.4 0.5

Sumska 146.3 74.9 114.9 51.3 4892.8 1259.1 38.4 5.1

7



Energies 2020, 13, 5755

Table 2. Cont.

Cattle Pigs Poultry Sheep and Goats

All
Farms

of Which
Enterprises

All
Farms

of Which
Enterprises

All
Farms

of Which
Enterprises

All
Farms

of Which
Enterprises

Ternopilska 138.7 30.8 339.3 163.7 5241.8 2043.4 14.4 1.2
Kharkivska 180.8 88.7 194.8 99.1 8021.9 3147.4 71 6.8
Khersonska 96 15.4 111.6 63 5828.9 3557.5 41.6 13.5

Khmelnytska 230.2 67.5 325.9 163.2 7091.6 4519.2 27.3 2.3
Cherkaska 161 117.5 358.8 221.8 26,032.7 21,200.1 28.4 3.2

Chernivetska 81.5 8 141.8 52.1 3531.2 1036.4 43.8 4.6
Chernihivska 177 106.4 181.2 98.7 3619.3 240.5 27.3 2.5

Source: own elaboration based on data from the Ukrstat.

This number of animals can provide about 40.9 million tonnes of manure, which, however, makes
less than half of the total amount of manure produced (Table 3). When assessing the substrate resources,
it is also worth paying attention to the regional diversification of manure production, which determines
the biogas potential. In some regions, the amount of available manure produced in enterprises is
meagre (the lowest in Zakarpatska—0.11 million tonnes), while in others it is many times higher
(e.g., Cherkaska 4.75 million tonnes; Kyivska 4.54 million tonnes). It is worth noting that in regions
where enterprises produce little manure, much more is usually produced on individual farms at the
same time.

Table 3. Manure production by Ukrainian regions (million tonnes/year).

Manure from Enterprises
(Million t/year)

Manure from Individual Farm
(Million t/year) Ukraine

Total
Cattle Pig Poultry Total Cattle Pig Poultry Total

Ukraine total 19.11 9.92 11.92 40.94 36.96 7.68 9.31 53.94 94.88

Vinnytska 1.37 0.27 2.42 4.05 2.65 0.47 0.85 3.97 8.02
Volynska 0.75 0.24 0.46 1.45 1.44 0.60 0.29 2.33 3.78

Dnipropetrovska 0.54 0.82 1.54 2.89 1.52 0.24 0.42 2.19 5.08
Donetska 0.46 1.24 0.32 2.02 0.55 0.09 0.20 0.84 2.86

Zhytomyrska 0.93 0.12 0.06 1.11 2.25 0.31 0.69 3.25 4.36
Zakarpatska 0.03 0.06 0.02 0.11 2.03 0.65 0.31 2.99 3.10
Zaporizka 0.32 0.42 0.25 1.00 1.21 0.21 0.23 1.65 2.65

Ivano-Frankivska 0.20 0.63 0.18 1.01 2.08 0.28 0.30 2.67 3.68
Kyivska 1.39 1.15 2.00 4.54 0.57 0.25 0.85 1.68 6.22

Kirovohradska 0.43 0.39 0.02 0.84 1.07 0.25 0.49 1.81 2.65
Luhanska 0.28 0.08 0.00 0.36 0.63 0.05 0.10 0.77 1.13
Lvivska 0.30 0.77 0.36 1.43 2.57 0.45 0.55 3.58 5.00

Mykolayivska 0.29 0.12 0.07 0.48 1.37 0.12 0.18 1.67 2.15
Odeska 0.37 0.19 0.01 0.57 2.23 0.32 0.30 2.85 3.42

Poltavska 2.40 0.67 0.27 3.34 1.49 0.27 0.30 2.05 5.39
Rivnenska 0.50 0.10 0.22 0.82 1.50 0.61 0.51 2.62 3.44

Sumska 1.26 0.15 0.13 1.53 1.20 0.19 0.36 1.75 3.28
Ternopilska 0.52 0.48 0.20 1.20 1.81 0.51 0.32 2.65 3.85
Kharkivska 1.49 0.29 0.32 2.09 1.55 0.28 0.49 2.31 4.41
Khersonska 0.26 0.18 0.36 0.80 1.35 0.14 0.23 1.72 2.52

Khmelnytska 1.13 0.48 0.45 2.06 2.73 0.48 0.26 3.46 5.53
Cherkaska 1.97 0.65 2.13 4.75 0.73 0.40 0.48 1.62 6.36

Chernivetska 0.13 0.15 0.10 0.39 1.23 0.26 0.25 1.75 2.14
Chernihivska 1.79 0.29 0.02 2.10 1.19 0.24 0.34 1.77 3.86

Source: own elaboration based on data from the Ukrstat.

The calculations showed that the total potential of agricultural biogas production from manure
could be estimated at 2.9 billion m3. However, only about 1.3 m3 can be produced from manure
produced in enterprises (Table 4). Due to the fragmentation of the sector, most of the potential is thus
hardly useable in practice. The very numerous (4.6 million) small farms have a low number of animals
(on average 10 tonnes of manure per farm per year), which means that it would be impossible to
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ensure substrate supply even for a small, 10 kWe micro biogas plant. There are large differences in
potential between particular regions. More than 50% of the total potential (enterprises) is located in
five regions (Cherkaska, Kyivska, Vinnytska, Dnipropetrovska, Poltavska). The most considerable
contribution to the generation of biogas potential from enterprises would be poultry, whose share in
biogas production would amount to 46.2% (611.3 million m3), then cattle (36%—477.8 million m3) and
the least pig production (17.8%). A slightly different contribution to the generation of biogas potential
can be observed in the case of individual farms—over 58% (923 million m3) would be generated
by cattle.

Table 4. Theoretical biogas yield in manure-based biogas plant in Ukraine.

Biogas from Enterprises
(Million m3/year)

Biogas from Individual Farms
(Million m3/year) Ukraine

Total
Cattle Pig Poultry Total Cattle Pig Poultry Total

Ukraine total 477.8 238.0 611.3 1327.1 923.9 184.3 477.5 1585.7 2912.7

Vinnytska 34.2 6.4 124.0 164.6 66.3 11.2 43.6 121.2 285.8
Volynska 18.8 5.7 23.8 48.3 35.9 14.3 15.1 65.3 113.6

Dnipropetrovska 13.4 19.6 78.9 111.9 38.1 5.8 21.6 65.5 177.3
Donetska 11.6 29.7 16.4 57.6 13.7 2.3 10.1 26.1 83.7

Zhytomyrska 23.3 2.8 3.0 29.1 56.2 7.4 35.5 99.2 128.3
Zakarpatska 0.8 1.4 0.8 3.0 50.8 15.6 15.8 82.3 85.3
Zaporizka 8.1 10.2 13.0 31.3 30.3 5.1 11.6 47.0 78.3

Ivano-Frankivska 5.1 15.0 9.1 29.3 52.0 6.7 15.6 74.4 103.7
Kyivska 34.8 27.6 102.5 164.9 14.4 6.0 43.6 64.0 228.9

Kirovohradska 10.8 9.4 0.8 21.0 26.8 6.1 24.9 57.8 78.8
Luhanska 7.1 1.8 0.3 9.1 15.7 1.2 4.9 21.7 30.9
Lvivska 7.4 18.4 18.6 44.4 64.3 10.8 28.3 103.4 147.9

Mykolayivska 7.2 2.9 3.8 13.9 34.1 2.9 9.3 46.4 60.3
Odeska 9.2 4.5 0.7 14.4 55.8 7.6 15.6 79.0 93.5

Poltavska 59.9 16.1 13.9 89.9 37.1 6.5 15.2 58.9 148.7
Rivnenska 12.4 2.4 11.4 26.2 37.4 14.7 26.3 78.4 104.6

Sumska 31.4 3.6 6.5 41.5 30.0 4.5 18.7 53.1 94.6
Ternopilska 12.9 11.5 10.5 34.9 45.3 12.3 16.5 74.1 109.0
Kharkivska 37.2 6.9 16.2 60.4 38.7 6.7 25.1 70.4 130.8
Khersonska 6.5 4.4 18.3 29.2 33.8 3.4 11.7 48.9 78.1

Khmelnytska 28.3 11.4 23.3 63.0 68.3 11.4 13.2 92.9 156.0
Cherkaska 49.3 15.5 109.1 173.9 18.3 9.6 24.9 52.7 226.7

Chernivetska 3.4 3.7 5.3 12.3 30.9 6.3 12.8 50.0 62.3
Chernihivska 44.7 6.9 1.2 52.8 29.6 5.8 17.4 52.8 105.6

Source: own elaboration based on data from the Ukrstat.

As mentioned above, the fragmentation of small-scale individual farms limits the practical
possibilities for developing agricultural biogas plants, which can only be considered within the
category of agricultural enterprises. However, it should be noted that enterprise farms are not uniform
in terms of the scale of livestock production either. Estimates show that there are 1947 enterprises
below the assumed minimum threshold of livestock production for biogas plant installation (Table 5),
which in total would be able to generate 17.2 million m3 of biogas, which gives 37.7 GWh of electricity,
using an average CHP of 2.4 kWe. Such small installations are not used in practice. Hence the possible
use of the potential of the smallest enterprises would require cooperation between them (which,
however, would generate a problem with substrate transport between farms).

On the other hand, the potential of farms with a breeding scale allowing for the installation of
a CHP unit with a capacity of at least 25 kWe can be assumed as technically and organizationally
realistic [90]. There are 2527 such enterprises in Ukraine, of which almost half (1259 units) have
a substrate to power a CHP unit with an average power of about 24.8 kW. These enterprises can
generate over 113 million m3 of biogas and 250 GWh of electricity. Almost 40% of these (983 units) are
enterprises with a substrate that makes it possible to power a 105.5 kWe aggregate. In total, they would
be able to generate nearly 830 GWh of electricity. With an installed capacity of 750 kWe (11.3%, i.e.,
285 plants), the largest enterprises, which, however, have the most potential for biogas and electricity
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production, would have the lowest number of plants. Based on 819.3 million m3, they could generate
over 1802 GWh of electricity, which would correspond to over 62% of the entire potential energy
production of agricultural enterprises.

Table 5. Potential number of manure-based biogas plants in Ukrainian agricultural enterprises.

Number
of Plants

Manure Processed
(Million tonnes/year)

Biogas Produced
(Million m3/year)

Electricity
Produced

(GWh/year/plant)

Average CHP
Capacity

(kWe/plant)

Below threshold 1947 0.7 17.2 37.7 2.4

Small ~25 kWe 1259 4.3 113.6 250.0 24.8

Medium ~100 kWe 983 12.8 377.0 829.4 105.5

Large ~750 kWe 285 23.2 819.3 1802.4 790.5

Total 2527 40.3 1309.9 2881.8 142.6

Source: own elaboration.

On average, the estimated potential of agricultural biogas production from manure would meet
3.17% of Ukraine’s total electricity demand for electricity or 2.28% for natural gas (Table 6).

Table 6. Technically possible production of agricultural biogas to energy consumption.

Regions
Natural Gas

Consumption
Biomethane Production

from Biogas
Electricity

Consumption
Potential Production of

Electricity from Biogas in CHP

(Million m3) (Million m3)
Self-Sufficiency

Level
(GWh) (GWh)

Self-Sufficiency
Level

Ukraine total 31,623.75 720.5 2.28% 90,820.37 2881.8 3.17%

Vinnytska 835.01 89.4 10.70% 1856.06 357.5 19.26%
Volynska 469.02 26.2 5.60% 835.96 105.0 12.56%

Dnipropetrovska 3338.04 60.7 1.82% 23,463.50 242.9 1.04%
Donetska 1951.27 31.3 1.60% 8478.55 125.1 1.48%

Zhytomyrska 654.96 15.8 2.41% 1292.91 63.1 4.88%
Zakarpatska 415.82 1.6 0.39% 547.65 6.5 1.19%
Zaporizka 1156.19 17.0 1.47% 8958.31 67.9 0.76%

Ivano-Frankivska 1009.35 15.9 1.58% 2966.03 63.6 2.14%
Kyivska 5111.80 89.5 1.75% 9512.36 358.1 3.77%

Kirovohradska 419.71 11.4 2.72% 2536.74 45.6 1.80%
Luhanska 588.74 5.0 0.84% 1344.43 19.8 1.48%
Lvivska 1671.34 24.1 1.44% 2793.79 96.5 3.45%

Mykolayivska 1030.88 7.6 0.73% 3115.23 30.2 0.97%
Odeska 1713.77 7.8 0.46% 2723.88 31.3 1.15%

Poltavska 2276.36 48.8 2.14% 4046.28 195.1 4.82%
Rivnenska 534.06 14.2 2.66% 2462.57 56.8 2.31%

Sumska 878.14 22.5 2.57% 1312.10 90.1 6.87%
Ternopilska 664.68 19.0 2.85% 502.42 75.8 15.09%
Kharkivska 2679.35 32.8 1.22% 4144.44 131.1 3.16%
Khersonska 393.11 15.8 4.03% 1241.05 63.4 5.11%

Khmelnytska 710.61 34.2 4.81% 1787.71 136.9 7.66%
Cherkaska 2109.15 94.4 4.48% 2000.84 377.7 18.88%

Chernivetska 358.41 6.7 1.87% 2001.77 26.8 1.34%
Chernihivska 653.97 28.7 4.38% 895.83 114.7 12.80%

Source: own research.

Self-sufficiency indicators would, however, be significantly differentiated between the regions of
Ukraine, which results both from the level of agricultural development (animal production) and from
the energy demand resulting from the degree of industrialization in the region (Figures 1 and 2).
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Figure 1. Potential self-sufficiency of biomethane from agricultural biogas plants. Source: own research.

 

Figure 2. Potential self-sufficiency of electricity form cogeneration in agricultural biogas plants. Source:
own research.

The estimated potential agricultural biogas production from manure would not only translate into
increasing the energy self-sufficiency (independence) of Ukraine, but also into reducing greenhouse
gas emissions. Combined, the level of GHG emissions from Ukrainian agriculture is estimated at
44 kt CO2e (Table 7), of which 2 kt CO2e are emissions caused by manure management. The use of the
technical production potential would reduce the emissions generated during management by about
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0.85 kt, which is 1.9% of GHG emissions from agriculture. In addition, by replacing conventional energy
with renewable energy from biogas, emissions could be reduced by around 1.5 kt CO2e when using
biomethane or 1.9 kt CO2e when using CHP, which would represent 0.65% and 0.84% of Ukraine’s
GHG emissions due to energy production respectively. The total GHG emission mitigation using the
technical potential of biogas production would range from 2.3 kt CO2e in biomethane production to
2.8 kt CO2e in electricity production, which would represent 0.68% to 0.81% of the total GHG emission
in Ukraine respectively.

Table 7. Impact of agricultural biogas production on GHG emission on Ukraine.

GHG Emissions
Technically Possible

kt CO2e Emissions Share

From agriculture 44 100%
–of which manure management 2 4.5%
–of which avoided due to AD 0.85 1.9%

From energy production 226.3 100%
–avoided due to biomethane 1.5 0.65%
–avoided due to CHP use 1.9 0.84%

Total GHG emissions in Ukraine 341.5 100%
–avoided due to biomethane 2.3 0.68%
–avoided due to CHP use 2.8 0.81%

Source: own research.

As emphasized in the literature review, the practical possibilities of using the potential of biogas
(as in other RES) are determined by profitability. Table 8 presents the results of the calculation
of profitability and investment efficiency for biogas plants that assume biogas processing in CHP
aggregates with a capacity of 25 kWe; 100 kWe, and 750 kWe.

Table 8. Economic feasibility of CHP biogas plants in Ukraine.

Size of Biogas Plant
Small

~25 kWe
Medium

~100 kWe
Large

~750 kWe

Investment cost (EUR/plant) 210,000 600,000 3,750,000
Biogas production (m3/year/plant) 97,038 360,085 2,728,485
Electricity generated (kWh/year) 164,536 647,365 4,914,943
Operating costs (EUR/year/plant) 8628 25,300 210,750

Revenues (EUR/year/plant) 21,225 83,510 634,027
Simple payback period (years) 16.6 10.3 8.9

IRR −1.35% 5.1% 7.4%

Source: own research. IRR: Internal Return Rate—The internal rate of return is a metric used in financial analysis to
estimate the profitability of potential investments. The internal rate of return is a discount rate that makes the net
present value (NPV) of all cash flows equal to zero in a discounted cash-flow analysis.

The estimates show that each of the three investment options generate a positive financial result
(the difference between revenues and operating costs). As expected, the result has the lowest value in
the smallest enterprises and the highest in the largest ones. For the smallest biogas plant, the simple
payback period would be as high as over 16 years. For the largest biogas plant, it would be less
than nine years. It should be emphasized, however, that taking into account the change in the
currency value over time, under the assumptions adopted, the smallest biogas plant would generate
a negative rate of return, which indicates that the investment would not be profitable in this case.
It would, however, record the highest rate of return in the largest units. Considering the national scale,
building all technically feasible 2572 biogas plants would require investment of nearly €1.92 billion.
Those installations would generate a yearly net cash flow of €193 million.
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5. Discussion

With a population of 41.9 million and high energy consumption, Ukraine is one of Europe’s largest
energy markets [26]. Substitution of imported energy has been raised in Ukrainian publications [33] as
an important issue to ensure energy independence. Primarily, this concerns the natural gas that could
be substituted by domestically generated biogas. Ukraine is a country with high agricultural potential,
which also creates great opportunities for using agricultural biomass for biogas generation; however,
these opportunities have not been exploited [91]. In particular, this relates to agricultural biogas
obtained from manure, which, compared to other RES, does not compete with food for agricultural
land and can easily be stored and used on-demand [20,91,92]. In the past decade, Ukrainian scientists
have been intensifying their efforts to analyze the availability of domestic livestock residues and
substantiate the capacities for biogas generation [33–44] as renewable energy. However, the real
potential for biogas remains poorly recognized. It can be assumed that the degree of utilization of this
potential is low—the available data indicate the use of 22.3 million m3 biogas from agricultural waste,
which reflects 4.4% of the economically feasible potential [93]. The potential of agricultural biogas
production is determined mainly by the amount of agricultural waste available and the possibilities of
processing it in biogas plants.

In total, about 3.3 million head of cattle, 6 million head of pigs and 211 million head of poultry are
reared in Ukraine. Our estimate indicates that these animals can produce approximately 94.9 million
tonnes of manure per year. For comparison, Geletuha et al. [34] indicate 14.4 million tonnes of cattle
manure, 5.7 million tonnes of pigs manure and chicken litter, which seems to be an understated
value, even assuming significant differences in the assumptions regarding the livestock-keeping
system. However, nearly two thirds of the cattle, more than half of the pig holdings and a
large amount of poultry are held on small family farms (households), where organizational and
financial considerations mean the launch of a biogas plant is unlikely. Our calculations show that
the potential of agricultural biogas production (including manure from all farms) can be estimated
at 2912.7 million m3, while the organizational potential covering only manure production from
enterprises is 1327.1 million m3. For comparison, according to the estimates of the State Agency on
Energy Efficiency and Energy Saving [93] the potential biogas generation from manure, food residue
and sugar waste is approximately 1.6 billion m3 (about half of which is available for energy production).
Other data cited by Yevdokimov et al. [94] suggests that in 2013 the capacity of biogas production from
pig farms and poultry farms reached 160 million m3 and 378 million m3 respectively. Similar studies in
neighboring Poland show that the theoretical potential of biogas from manure (covering all farms) can
be estimated at 2762 million m3 and the organizational potential at less than 800 million m3 [95].

Taking into account the structure of animal herds in the enterprise farms group, our estimates
showed that a total of 2527 plants could operate in Ukraine. In comparison, the Ukrainian State
Agency on Energy Efficiency and Energy Saving estimated the potential for biogas plants in agriculture
at around 5000 plants with an average installed capacity of 3 MW per plant [96]. However, these
estimates refer to the utilization of various categories of agri-food waste (not only manure). Other data
from the IEA [97] indicate that organic matter from livestock could support 4000 biogas installations.
A comparison of our estimates with others shows quite similar results. However, it should be
emphasized that our results indicate the potential plants that could be established in order to develop
the existing potential. The use of the organizational potential (manure management with enterprises)
would satisfy only 2.28% of the demand for natural gas or 3.2% of electricity demand. The estimates
of the Ukrainian State Agency on Energy Efficiency and Energy Saving [96] indicate that utilization
of all available agricultural waste (including by-products of the food industry) in 5000 biogas plants
could cover 5.7% of Ukraine’s electricity consumption. In the context of this value, the result we
obtained from manure alone indicates that more than 3% of the country’s needs are satisfied and can
be considered optimistic.

The analyses revealed that the estimated potential differs significantly between the individual
regions in Ukraine, which is a consequence of differences in the structure and scale of animal production.
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It is also understandable that the energy-generation potential varies greatly depending on the local
peculiarities: landscape and climatic predispositions to either crop or livestock farming (and their
particular types), availability of technical, economic and financial potential. For these reasons, the large
agro-holdings have concentrated land and allocated their production capacities in the regions with
the most beneficial conditions for their activities. As is known, siting of biogas generation plants is
most efficient near or even on a local livestock farm (as bioenergy inputs are not transportable over
long distances).

Most research, however, does not approach the issue of biogas potential from the regional
perspective, especially for all the Ukrainian regions (with one of the exceptions being Kudria [98]).
Our analyses indicate that the highest degree of self-sufficiency in meeting energy needs would be
observed in central and western Ukraine. In some regions, the biogas produced would make it possible
to cover nearly 11% of natural gas consumption or almost 20% of electricity (Vinnytska region). One of
the studies [42] on regional capacities for renewable energy generation states that, based on its biomass
energy potential (including biogas, biodiesel and bioethanol), the western region of Ukraine (combining
Volynska, Zakarpatska, Ivano-Frankivska, Lvivska, Rivnenska, Ternopilska, Chernivetska) could fully
cover its natural gas needs. Other research [44] focusing solely on the Lvivska region specified that
only biogas plants based on agricultural residues (both crop and livestock) could generate enough to
replace 163 million m3 of natural gas, or 22.9% of its regional consumption as of 2016. Our estimates
prove the substantial capacity for biogas generation in the particular regions, yet need to mention
the differences in values which come from different methodical approaches: both Bashynska [42] and
Yankovska [44] based their evaluations on both the crop and livestock production values.

As mentioned in the introduction, one of the fundamental prerequisites for biogas production
(as well as the use of other alternative energy sources) is seeking environmental benefits. The production
of biogas, including agricultural biogas, is indicated as an important way to reduce GHG
emissions [20,99,100]. According to the World Biogas Association calculations, “biogas and biomethane
industries have the potential to reduce global GHG emissions by 10–13%” [101]. The analyses show
that, as a result of using the potential, the total level of greenhouse gas emissions would decrease
by 5% to 6.14%. In comparison, for the technical potential, it would be 2.3% to 2.8%. The scope for
reduction results both from the reduction of emissions due to management and the replacement of
conventional energy by renewable energy. The influence of the second factor is particularly important
in countries where the energy mix is dominated by high-emission sources such as coal (a situation that
also partially applies to Ukraine). However, it is worth bearing in mind that the environmental impacts
of biogas generation from manure also depend on many other factors, such as substrate, technology
and operating practices [100].

The economic dimension is the third key aspect of biogas production. The economic viability
assessment of investments in biogas plants in Ukraine presented in the literature provides similar
outcomes. In 2017 Shanda Consult [96] published report which concludes that “small” (<300 kWe)
biogas plants are not economically attractive. Slightly bigger plants could be justified only if using
heat for one’s own purposes, while a chance of fast payback in four to five years is possible for units
larger than 1 MWe. This observation is related to the phenomenon of economies of scale, reflecting
the degression of unit costs as the scale of production increases. Our analyses show that the IRR of
medium (100 kWe) and large (750 kWe) plants analyzed are positive, although close to the average
inflation rate in Ukraine. It might thus be concluded that, even if neither investment generated losses in
a 15-year period, they would be one of the last priorities on farmers’ investment “wish list”. Generally,
our results confirm Shanda Consult outcome on the economic viability of biogas plants. However,
we assumed that plants which do not generate losses are economically viable, while the [96] experts
set higher requirements to consider the investment economically attractive.

Financial support is a decisive factor for the profitability of many renewable energy sources,
especially in the early stages of development [8,59,93,102,103]. There are many different support
mechanisms [104] in Ukraine, one of the key being the subsidized feed-in tariffs.
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6. Conclusions

The analyses indicate that in absolute terms Ukraine has a significant potential for the production
of agricultural biogas from animal manure, reaching nearly 3 billion m3. However, the practical
possibilities of using this potential are severely limited by the dual structure of agriculture. More than
half of the available manure is produced on small livestock farms that are too small-scale to consider
investing in biogas plants. Our analyses show that under the current conditions, only biogas plants
with a CHP aggregate capacity of around 100 kW could provide a positive return on investment.
In practice, therefore, the economically justified production of agricultural biogas can only be carried
out by agricultural enterprises, which allows for the satisfaction of over 3% of the country’s electricity
demand. However, policymakers might consider the possibility of creating programs to support
cooperation between small farmers to create collective biogas initiatives (e.g., biogas cooperatives).
Increasing the real possibilities of using the agricultural potential in the production of biogas is
important both for increasing energy self-sufficiency and reducing GHG emissions from agriculture.
The production of biogas from manure will not completely solve these problems, however, as shown by
the analyses; in some regions of Ukraine it may make a noticeable contribution to meeting energy needs
and reducing GHG emissions from the agricultural sector. In the context of global efforts to replace
non-renewable energy sources with renewable sources and increase climate neutrality, the increased
importance of agricultural biogas in the energy mix should be one of the goals of state energy policy.
However, the potential growth of the agricultural biogas production in electricity generation in Ukraine
requires growing interest in this issue from agricultural producers themselves. It is necessary to make
them aware that converting manure into biogas can bring economic benefits for farmers and also
environmental and social benefits for society as a whole. However, the development of agricultural
biogas production also requires further in-depth scientific analyses that would enable the adjustment
of academic knowledge from other countries to Ukrainian conditions.

It should be noted, however, that when interpreting this paper’s results, one should remember that
these are only estimates based on the available statistical data. The substantial obstacle to more precise
estimates was the lack of detailed accessible data regarding the particular elements of agricultural
activity in Ukraine, including detailed data on the livestock population (divided by the type, age,
weight), production technologies (extensive, intensive) and breeding systems. While the agricultural
enterprises report their operational data to the Ukrstat, there is still a substantial gap in the data about
individual (household) farms, which were not well captured in the analysis. However, having regard
to the available literature, the work presented substantially fills the knowledge gap about the problem
discussed, and the research results may be the basis for further investigations based on more detailed
data when available.
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Abstract: Although cow manure is a valuable natural fertilizer, it is also a source of extreme
greenhouse gas emissions, mainly methane. For this reason, this study aims to determine the impact
of investments in a biogas plant on the energy and economic aspects of the operation of a dairy farm.
A farm with a breeding size of 600 livestock units (LSU) was adopted for the analysis. In order to reach
the paper’s aim, the analysis of two different scenarios of dairy farm functioning (conventional–only
milk production, and modern–with biogas plant exploitation) was conducted. The analysis showed
that the investment in biogas plant operations at a dairy farm and in using cow manure as one of
the main substrates is a more profitable scenario compared to traditional dairy farming. Taking into
account the actual Polish subsidies for electricity produced by small biogas plants, the scenario with
a functioning biogas plant with a capacity of 500 kW brings €332,000/a more profit compared to
the conventional scenario, even when taking into account additional costs, including the purchase
of straw to ensure a continuous operation of the installation. Besides, in the traditional scenario,
building a biogas plant allows for an almost complete reduction of greenhouse gas emissions during
manure storage.

Keywords: biogas plant; energetic optimization; substrates; manure; wheat straw

1. Introduction

1.1. Methane as a Greenhouse Gas

Methane, right after carbon dioxide, is considered to be the greenhouse gas that is the most
harmful to the climate [1]. Almost 59% of the world’s emissions of this gas are of anthropogenic
origin, of which the largest share (40–53%) is agriculture, especially intensive production [2]. In the
EU, the share of agriculture in anthropogenic methane emissions is 53%, 26% is methane from waste,
and 19% comes from energy production [3]. The reduction of methane emissions slows down negative
climate changes and improves air quality [4]. Most of the legal acts concerning climate policy pay
mostly attention to limiting carbon dioxide emissions. However, more and more attention is paid
to the reduction of methane emissions [5]. The European Green Deal Communication emphasizes
that reducing methane emissions related to the energy sector is one of the goals in achieving climate
neutrality by 2050 [6]. In turn, the EU strategy to reduce methane emissions emphasizes that biogas
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production in anaerobic digesters from animal waste (i.e., manure) can be one of the solutions for
reducing methane emissions to the atmosphere [7,8].

1.2. Dairy Production as Important Source of Methane Emission

Ruminants are animals whose digestive tracts emit large amounts of methane [4]. A typical
high-performance dairy cow produces up to 250 dm3 of methane daily [9]. Many scientific teams
research ways to reduce this emission by modifying the animal’s diet or using various additives that
reduce the activity of methane in cows’ stomachs [10–14]. This is due to the fact that the emission of
methane from the digestive system of ruminants reduces the milk yield of animals [15–17]. However,
numerous studies show that it is challenging to significantly reduce methane emissions from intensive
cattle farming [18–20].

The proper management of livestock manure has a much greater potential to reduce methane
emissions, especially in the case of cattle manure [21–23]. It should be emphasized that manure
stored in piles is a source of important methane emissions, the scale of which may reach tens of
thousands of tons per year in Poland [24]. This emission mechanism is related to the typical practices
of farmers who remove manure and form piles without pressing them immediately to remove air
from inside the piles—as is done when forming silage corn piles [25,26]. However, there is still some
air in a carelessly stacked pile. Cattle manure is an energy material, so bacteria break down easily
decomposable chemicals in the presence of oxygen, producing CO2, water vapor, and a large amount
of heat [27,28]. On the one hand, this process creates anaerobic conditions inside the heap, and on the
other, it increases the heap’s temperature to a level between 35 and 55 ◦C [29,30]. In this way, anaerobic
conditions inside the heap are created, similar to those prevailing inside fermenters in a biogas plant,
promoting intensive methane production [31,32]. Therefore, it should be emphasized that in dairy
production, the manure removed every day should be immediately transferred to the biogas plant and
subjected to the fermentation process there—but under controlled conditions [33–35].

A much lower intensity of methane production occurs from the slurry stored in the tanks [36,37].
This is mainly due to the much lower storage temperature of the slurry than that of the manure in
noncompacted piles [38,39]. During storage, slurry stored at a temperature from a few to several
degrees Celsius generates methane emissions, but at a level that is many times lower than for farmyard
manure stored in piles [40,41].

1.3. Opportunities in Biogas Production

Additionally, the production of biogas in agricultural areas may provide additional income from
agricultural activities, which is an opportunity to develop the local economy in rural areas and promote
circular economy principles in local communities [42–44]. Biogas is considered a renewable energy
source [45,46]. Therefore, its production allows the increase of the share of these sources in the national
energy mix, which is the EU’s goal as set out in the renewable energy directive (RED II) [47]. A biogas
plant can be a significant source of additional income for a farm specialized in dairy production.
Energy prices are more stable than prices for agricultural products, including milk [48,49]. Therefore,
a biogas plant located next to a dairy farm is a very environmentally friendly and logical solution [50,51].
What is more, perhaps shortly, breeding dairy cows in the European Union will have to be combined
with the need to treat manure as a substrate in biogas plants. This is because it is related to the
European Commission’s activities aimed at reducing greenhouse gas emissions [2,52]. However,
currently, methane emissions are not covered by any fee system—as is the case with CO2 emissions [5].
It is worth emphasizing that the use of manure as input for a biogas plant does not result in a loss
of its fertilizing value because all macro- and microelements, except for carbon, will be found in the
postfermentation pulp [53,54].

What is more, apart from financial benefits (from the sale of electricity and heat or biomethane),
promoting good social attitudes towards the environment, and increasing the share of renewable
energy in the energy mix, biogas production can positively affect the quality of the soil [55,56].
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The final byproduct of the production of biogas is digestate [57,58]. It is a highly absorbable natural
fertilizer, the product of the anaerobic digestion process [59,60]. Digestate from biogas production is
considered to be an organic or organomineral fertilizer [61]. Due to the dry organic matter content
not exceeding 8%, it can be poured onto fields, just like slurry [62]. Digestate contains phosphorus,
nitrogen, and potassium and has a neutral to alkaline pH, making it a good fertilizer [63]. Moreover,
the digestion of manure can significantly reduce methane emissions from storages [64]. The barrier
to using digestate may be the oversized content of heavy metals and microbiological contaminants,
but this case happens mainly when urban sewage sludge is used for fermentation (not considered
in the case of agricultural biogas plants). These compounds’ content must be checked before using
digestate as a fertilizer [65,66].

1.4. Manure and Wheat Straw as Biogas Plant Feedstock

The manure generated in dairy production should necessarily be used as a substrate for biogas
plants [67,68]. However, this is not about its average energy value but about avoiding methane
emissions during manure storage in heaps [21,31]. After passing through the fermentation process in a
biogas plant, manure is processed into a digested pulp, which is already devoid of significant energy
value [69]. However, its effect on the soil is friendlier than that of manure or, especially, slurry because
of the much lower biological and chemical oxygen demand (BOD and COD) [70,71]. In Poland, due to
legal and economic conditions (the level of subsidies for the produced energy in particular), the most
optimal way is to build a biogas plant with a capacity of 500 kW [72]. Such an installation is treated as
a small biogas plant, and its construction requires only a simplified administrative path (basically the
three most important documents). However, feeding a 500 kW biogas plant with only cow manure
would require well over 1000 cows on a large scale. It has to be underlined that the term “small” biogas
plant, in Polish regulations, means something completely different than the typical understanding in the
wider world. In South Asia or Africa, there are millions of tiny biogas plants working with the manure
produced by a few cows [73]. However, the climate in these areas creates very favorable conditions for
the fermentation process (a high temperature, which excludes the necessity for fermenter heating).
In Poland, which is located in Central Europe, it is impossible to exploit biogas plants without a special
heating system, while the temperature during wintertime can reach down to −20 ◦C. That is why
only installations with fairly big fermenters (several hundred cubic meters) make technological sense,
as their biogas production is sufficient to heat themselves and generate a surplus of energy [74,75].

Meanwhile, in Poland and many EU countries, the most common farm sizes comprise between
100 and 500 cows [76]. Therefore, supplementation with additional biological material is required to
ensure a 500-kW biogas plant’s continuous operation on a farm of this size. One of the most effective
agricultural substrates is straw [77]. Straw has a 2–3-fold higher methane production potential than
maize silage, the most popular substrate used by agricultural biogas plants in Europe [78–80]. At the
same time, cereals are widely cultivated, thanks to which straw availability is at a high level throughout
the country. For this reason, farmers are increasingly using it as a substrate for biogas plants [81].
However, it should be emphasized that the use of straw without an appropriate pretreatment may
cause technological problems in biogas plants through the formation of scum, leading up to and
including fermentation being stopped [82,83]. Therefore, in order to use straw for biogas plants, it must
be very finely shredded; the best techniques for this are to break down lignocellulosic structures at
the cellular level, for instance with extrusion, cavitation, or micronization [84–88]. Heat treatment
techniques such as Steam Explosion are also very beneficial here [89]. It is worth adding that problems
with the formation of scum do not occur in fermentation tanks with a central agitator, such as in the
Dynamic Biogas technology [90].

This paper aimed to analyze two scenarios of dairy farm functioning: a conventional one (based
mainly on profits from milk production) and a second scenario that included biogas plant exploitation
with the usage the cow manure as one of the main substrates, where additional profits from sold energy,
heat, and digestate were present. It has to be underlined that the dairy waste (like cheese whey) [91]
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can also be potentially used as an energetic substrate for biogas plants; however, in the described
situation, the distance from the dairy factory was too far for the economic transport of waste for the
planned biogas plant.

2. Materials and Methods

In order to reach the paper’s aim, the analysis of two different scenarios of dairy farm functioning
(conventional—only milk production, and modern—with biogas plant exploitation) were conducted.
The main schema of the analytical and calculation procedures are shown in Figure 1.

Figure 1. Methodological procedures for the energetic and economic analysis of both scenarios.

The paper’s idea is based on a real investment planned to be realized in one of the Poznan
University of Life Sciences (PULS) experimental farms. In this farm, dairy production from 600 cows
is realized, and the investment for building a biogas plant with 500 kW of electric power is planned
for 2021. At the end of 2019, PULS already finished a similar biogas plant at Przybroda experimental
university farm (25 km west of Poznan) (Figure 2). However, the Przybroda biogas plant mainly uses
biowaste (including food waste and waste from the agro-food industry) as its main substrates.

 

Figure 2. 500 kW biogas plant at Przybroda PULS experimental farm.

The investment procedure made in the case of the biogas plant building should be based on strong
economic and energetic arguments. It has to be underlined that the decision about the construction of
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biogas plants is usually related to a cost of several million euros. That is why this decision should
be taken while considering several steps that let one reach the proper choice. The good practice is to
follow the way that is shown in Figure 3.

Figure 3. The flowchart of the proper way for making decisions for biogas plant investment.

2.1. Biogas Production Efficiency from Substrates

The biogas production efficiency analysis from substrates (manure and straw) was made in the
Ecotechnologies Laboratory at Poznan University of Life Sciences, the biggest Polish biogas laboratory.
The test methodology was done within German norms DIN 38414/S8 [92] and VDI 4630 [93], the most
popular analytical procedure used in the European biogas laboratories. The Ecotechnologies Laboratory
was the first Polish biogas laboratory that passed the quality proficiency test organized by the German
organizations Verband deutscher landwirtschaftlicher Untersuchungs- und Forschungsanstalten
(VDLUFA) and Kuratorium für Technik und Bauwesen in der Landwirtschaft e.V. (KTBL).

The fermentation process runs in the glass reactors (volume 2 dm3), well-closed with a weck
system. The reactors are maintained at a stable temperature (39 ◦C, ±1 ◦C) by their placement inside
the aquarium with heat water. The samples (about 50 g of organic dry matter) are put inside reactors
(always in three replications) and then filled with inoculum. The blank samples (in three replications as
well) are only filled with inoculum. Inoculum is produced from the liquid part of the digestate obtained
from a typical biogas plant. The produced biogas goes to the plexiglass cylinder, where its volume is
measured every 24 h. The gas composition (CH4 0–100%, CO2 0–100%, O2 0–25%, H2S 0–10,000 ppm,
and NH3 0–1000 ppm) is measured using the special portable tool GA5000. This instrument is calibrated
each week using the gases to calibration (CH4 65%, CO2 35%, H2S 500 ppm, and NH3 100 ppm)
supplied by Linde Gas company. The obtained results for each material are reduced by the production
from the blank samples and then recalculated to be expressed as biogas and methane production from
1 Mg of FM (fresh matter) (as well as of TS and VS) of the analyzed sample.

The final results of the methane production efficiency from the substrates analyzed in laboratory
tests sent from the Ecotechnologies Laboratory to the contractors are always expressed in CH4 m3

from 1 Mg of FM. This value is indispensable for further energetic calculations of planned biogas
plant exploitation.

2.2. Energetic and Economic Calculations

The investment plan is to build the biogas plant with 500 kW of electric power in Dynamic
Biogas technology. The reason for this size is related to Polish law regulations. Whole administrative
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procedures are simplified in building a biogas plant with a maximum electric power of 0.5 MW.
Furthermore, this size is enough to reach a reasonable profit from electric energy production.

The electric energy (Ee) production from methane produced yearly from used substrates was
calculated as follow:

Ee = VCH4 · WCH4 · ηe [MWh] (1)

where:
VCH4—volume of methane produced from digested substrates [m3];
WCH4—energetic value of 1 cubic meter of methane [9.968 kWh m−3];
ηe—electric efficiency of CHP unit [0.4].
A similar equation should be used to calculate the heat (thermal energy, Et) amount emitted from

the cogeneration unit (CHP):
Et = VCH4 · WCH4 · ηt [MWh] (2)

where:
VCH4—volume of methane produced from digested substrates [m3];
WCH4—energetic value of 1 cubic meter of methane [9.968 kWh m−3];
ηt—thermal efficiency of CHP unit [0.45].
The calculation of biogas plant electric power (Pe) is based on the electric energy amount produced

during the whole year and the working time of CHP. This equation is presented below:

Pe = Ee/t [MW] (3)

where:
Ee—amount of electric energy produced yearly [MWh];
T—working time of CHP during the whole year of exploitation [8400 h].
The amount of heat can also be expressed in GJ, which is the most common unit that is used

in reality by enterprises and people. This amount can be easily calculated because 1 MWh is equal
to 3.6 GJ. As in the case of electric power (Pe), a similar equation was used for thermal power (Pt)
calculations:

Pt = Et/t [MW] (4)

where:
Et–amount of heat produced yearly [MWh];
T–working time of CHP during the whole year of exploitation [8400 h].
It should be underlined that in a typical biogas plant, the real working time (7200–8100 h/a)

is firmly lower than the 8400 h/year value fixed before. This is related to many exploitation problems
and breaks of biogas production by, i.e., mixing system failures and other mechanical damages.
However, the biogas plants working in Dynamic Biogas technology have a unique construction of
steel fermenters (with a central, vertical mixing system working with only one mixer that is easily
exchanged) and can reach up to 8500 working hours per year in reality.

The investment cost for building the 0.5 MW biogas plant in DB technology is 9 million PLN
(€1.970 million with a currency rate of €1 = 4.56 PLN). This means that the depreciation cost (for a
15-year period of exploitation) is €131,580/a.

3. Results

3.1. Basic Characterization of Analyzed Dairy Farm

The analyzed farm has over 1000 ha of planted area and a herd of 600 dairy cows (breeding size of
600 livestock units (LSU)), which produce milk at a high level of 11,000 L/LSU/a. The milk is delivered
to the dairy for 0.29 €/L. The sale of milk is one of the primary income sources for the farm, as it
amounts to €1.925 million (Table 1).
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Table 1. Characterization of the analyzed dairy farm.

Parameter Unit Value

Price of milk €/L 0.29
Milk production L/LSU/a 11,000
Number of cows LSU 600

Income from the sale of milk €1000/a 1925
Manure weight Mg/a 9855

After being removed from breeding buildings, cow manure is stored in piles on concrete platforms
and spread into the field three times a year for fertilization. The total mass of produced farmyard
manure is 9855 Mg per year. It should be emphasized that in the current situation, manure stored for
several months a year is a source of uncontrolled methane emissions, which in the future may become
a financial problem for the farm if the European Commission pushes the taxation of CH4 emissions,
on an equal basis as CO2 currently, through.

3.2. Methane Productivity Analysis

The basic parameters, such as dry matter content (TS), organic dry matter (VS), methane content,
biogas, and methane yield of substrates, used for the fermentation tests are presented in Table 2.

Table 2. The basic parameters and biogas yield of the tested materials.

Substrate
TS VS

C:N Ratio
Biogas CH4 Content CH4

[% FM] [% TS] [m3/Mg FM] [%] [m3/Mg FM]

Cow manure 21.56 85.62 21:1 79.90 56.37 45.04
Wheat straw 92.67 96.96 95:1 468.49 56.72 265.72

The results of TS show the big difference between both materials. Farmyard manure contains
mostly water (over 78%) and more than 15% ash, so the methane productivity from one ton of
fresh matter (45.04 m3 /Mg FM) is almost six times lower when compared to the wheat straw result
(265.72 m3/Mg FM). That is why, from a biogas plant exploitation point of view, the usage of straw for
installation feeding has a much higher profitability when compared to manure. The biogas obtained
from the fermentation of wheat straw and manure had a similar methane content: 56.7 and 56.4%
methane, respectively.

The fermentation charts for manure and wheat straw are presented in Figures 4 and 5. It has
to be underlined that the samples of manure and straw had a different initial mass, so the results
presented in the figures cannot be directly compared. However, for comparison, the biogas and
methane productivities calculated in m3 from 1 Mg of both materials are presented in Table 2. Moreover,
Figures 4 and 5 are important for presenting the dynamic of the gas production and fermentation time.
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Figure 4. Production of biogas during the samples’ fermentation process (daily measurements) for
both materials, with error bars (the initial sample masses were different).
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Figure 5. Methane production during the samples’ fermentation process (daily measurements) for both
materials, with error bars (the initial sample masses were different).

The runs of fermentation show that cow manure is digested in a shorter time (HRT (Hydraulic
Retention Time) = 28 days) than wheat straw (33 days). This phenomena is also visible in the periods
for 80% and 90% of the total methane production (Figure 6).
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Figure 6. Time required for 80, 90, and 100% of total methane production for the analyzed materials.

80% of total methane production was reached by cow manure on the 14th day; however,
wheat straw needed 16 days to reach the same level (two days later). Those differences between
manure and straw are bigger for 90% of the total production (three days), and the biggest difference is
for the end of fermentation (five days).

3.3. Energetic and Economic Calculations

In the energy calculations, the first stage included the calculation of the electric power of the
biogas plant, while only assuming work that used manure as a substrate. On this basis, it has been
calculated that the production of methane from manure will amount to over 443,000 m3 annually,
which will allow for the production of 1770 MWh of electricity by a 0.211 MW installation (Table 3).

As this capacity is less than half of the planned installation (500 kW), it was decided to obtain the
missing capacity (0.289 MW) by using 2300 Mg of wheat straw (Table 3).

Table 3. Energetic aspects of the biogas plant in the analyzed dairy farm.

Parameter Unit Value

CH4 yield of manure m3/Mg 45.04
Amount of methane m3/a 443,869

Electric energy MWh/a 1770
Electric power of the installation MWe 0.211

Additional substrate: wheat straw
The mass of straw Mg/a 2300
CH4 yield of straw m3/Mg 265.72

Amount of methane m3/a 611,156
Electric energy MWh/a 2437

Electric power of the installation MWe 0.289

Total amount of methane m3/a 1,055,025

Total electric energy MWh/a 4207
Total electric power MWe 0.500

Electricity price EUR/MWh 158.3
Electricity value EUR/a 666,044
Amount of heat MWh/a 4732
Amount of heat GJ/a 17,037

Heat power MW 0.563
Price for heat EUR/GJ 8.77

Heat value EUR/a 134,500
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Ultimately, the designed installation will generate 1,055,025 m3 of methane, which, with a CHP
unit electrical efficiency of 40%, allows for the production of 4207 MWh of electricity. When related to
the 8400 h of operation of the cogeneration unit, this amount of energy allows 500 kW of electric power
to be reached for the planned installation.

Since the current price (including subsidies from the state) for electricity for a 50–500-kW biogas
plant in Poland is 158.3 €/MWh, the generated energy will bring revenues of over €666,000 per year.

The amount of heat, calculated according to a methodology similar to that of electricity, is over
17 TJ. When calculating the heat price, the price of heat produced from Poland’s most popular energy
carrier, i.e., hard coal, was used. In Poland, the value of heat generated from coal is €8.77/GJ. On this
basis, the revenue from the sale of heat can be calculated, amounting to €134,500 per year (Table 4).

Table 4. Economic balance of the analyzed dairy farm in a conventional scenario (milk production) and
in a scenario with milk production and biogas running.

Parameter Standard Scenario Biogas Plant Scenario

Profits [kEUR/a]

Sold milk 1925 1925
Manure as fertilizer 259

Digestate as fertilizer 74
Electricity production 666

Heat 135
Costs [kEUR/a]

Straw cost −76
Depreciation −132

Service costs and others −77
Balance 2184 2516

The total (simplified) economic balance of the dairy farm operation in two scenarios (traditional
and in the version with a biogas plant processing cow manure and straw) shows a significant advantage
of the second variant. The total profit in scenario II (€2.516 million) is €332,000 higher than in the
traditional scenario. Considering the cost of building a biogas plant (€1.970 million), this means that
this installation will be paid back after six years of operation.

The described situation may change even more favorably for scenario II if the European
Commission introduces taxes for methane emissions, similar to the current situation in the case
of carbon dioxide. It should be taken into account that agriculture is a source of high methane
emissions, and especially large amounts of methane are produced from heaps of cattle manure.
The necessity to pay for emissions of methane—a greenhouse gas that is 21 times more powerful than
CO2—will significantly worsen the profitability of scenario I (traditional). On this basis, it can be
assumed that in the future, the construction of biogas plants at medium and large dairy farms will be
necessary due to the reduction of uncontrolled methane emissions from stored manure.

4. Discussion

The paper describes an energetic and economic analysis of a dairy farm and small biogas plant
coupling in order to increase farm profitability and decrease the uncontrolled methane emission from
manure stored in heaps. However, some doubts may relate to the term “small” biogas plant, as in the
described farm the planned installation has 500 kW of electric power and cannot be sufficiently fed
with manure produced from 600 cows. In fact, when compared to the most popular biogas plant size
in India and Southeast Asia (fermenters with a volume of only several cubic meters even, often located
underground), this is a huge difference [73,94]. The main reason for this considerable difference in the
definition of a small biogas plant is related to climate conditions. In Poland, temperatures reaching even
−20 ◦C in wintertime make it almost impossible to build small biogas plants like those in Asia because
all constructed installations should be equipped with a heating system that allows the temperature
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inside fermenters to be kept at the level of 38–42 ◦C [95,96]. Some trials in Poland, involving the
construction of small biogas plants with a fermenter volume of 20–60 m3 and an installed power of
8–12 kW, showed that those installations were not able to produce enough biogas during wintertime to
heat themselves and stabilize the temperature inside the fermenters. Furthermore, this is due to the
high investment costs of operating such micro biogas plants, and, as a solution to this situation, Polish
legislation defines a “small” biogas plant as an installation with installed electric power between 50 to
500 kW [97,98].

The usage of manure as a substrate for biogas plants is mentioned by many scientists as the best
solution from an energetic, economic, and environmental point of view [33,99,100]. This can provide
additional profit to animal farms (as was calculated in this paper) and can also reduce uncontrolled
methane emissions to the atmosphere from manure stored in piles. What is especially interesting for
human health is that anaerobic digestion can also destroy the antibiotics that are present in manure [101].
The massive usage of antibiotics in animal production and the subsequent uncontrolled stream of
solved medicaments to the environment via animal (and human) excrements is the main reason for the
creation of “super-bacteria”—resistant to all known antibiotics.

Some studies underline that (in general) animal manures should be treated by anaerobic digestion;
however, these materials have a relatively weak biogas potential in order to guarantee a high
productivity of biogas plants [102,103]. This was also the case in our study because whole manure
production could cover less than half of the power in the planned installation. That is why the usage of
additional substrates is required [80,104]. One of the most popular substrates is straw, which is easy
to collect and has a high productivity. Many researchers have underlined the high value of different
straws used for biogas feeding, like maize straw [77,105] or cereals [106]. In the described study,
we need an additional 2300 Mg/a of wheat straw to keep the highest productivity of the planned biogas
plant. It has to be underlined that straw usage for biogas plant feeding does not generate a conflict
between food and biofuels production as is the case for maize silage usage. This is because straw is
treated as an agricultural byproduct and not as the main yield.

The concept described in this paper is based on using only manure and straw for the feeding
fermentation process. The reason for this concept is that both materials are produced on farms.
However, it has to be underlined that the codigestion of different biowastes can generate a synergy
effect and increase the total biogas production on a level that is higher than the sum of biogas generated
separately by each substrate [107,108]. An excellent way to increase biogas productivity is the usage
of dairy waste (i.e., cheese waste), brewery waste, and other materials (sometimes specific materials
like biochar) [109,110]. In the described case, however, the dairy factory’s distance was too big for the
economic transport of dairy waste to the planned biogas plant.

5. Conclusions

Based on the research and results obtained, the following conclusions were formed:

1. Investment in a biogas plant operating at a dairy farm and using cow manure as one of the main
substrates is a more profitable scenario than traditional dairy farming.

2. Currently, in Polish conditions, a scenario with a biogas plant operating with a capacity of 500 kW
brings 332,000 €/a more profit than a conventional scenario (only milk production), even when
taking into account additional costs, including the purchase of straw to ensure the continuous
operation of the installation (manure from 600 cows will not provide substrate coverage).

3. In the analyzed case, the cost of building a biogas plant will pay off in less than six years.
However, it is important to underline that this concerns the biogas plant with a power of 500 kW
working with cow manure and wheat straw. Smaller-scale installations, as well as other substrates,
can change this revenue time.

4. The economic advantage of the dairy farm scenario with a biogas plant over the conventional
variant will be even more significant if the European Commission introduces charges for methane
emissions from agriculture (which will affect particular dairy farms that store manure in piles).
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5. It should be necessary to develop and conduct energetic and economic analyses for scenarios based
on smaller size installations and alternative substrates (dairy waste, food-industry waste, etc.).
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Abstract: In the face of severe air pollution and implementation of energy and climate policy, it remains
a challenge to develop effective strategies addressing the problem of solid fuels use in single-family
houses (SFH) in rural areas in Poland. This study investigated the correlations between thermal
modernization of SFH, the changes of heat sources from coal to clean energy, including heat pumps
driven by prosumers’ photovoltaic (PV) installation, and the disposable income of households in
Polish rural areas. It also provided an analysis of the current support mechanisms promoting energy
efficiency and PV development. The application of simulation modelling of energy consumption and
costs in the research has proved that comprehensive thermal modernization of rural SFH constructed
in the period of 1945–1970 and investments supporting PV/heat pump systems would enable the most
cost-effective way of heating to be implemented. Considering that, today, spending on energy for
heat puts a burden on the budget of rural households, especially those living in the SFH aged 50 years
and more that dominate rural areas in Poland, the changes in energy supply–demand patterns would
be an enhancement of their economic, energy and environmental security. The research argued that,
in the wider process of energy transformation and solving air pollution problems, the role of rural
households should not be neglected in public policy.

Keywords: rural areas; energy efficiency; photovoltaic systems; energy security; support mechanisms;
public policy; energy policy; prosumer energy; single-family houses

1. Introduction

Energy efficiency and development of renewable energy sources have been identified as key
areas of actions aimed at mitigating climate change. A need to improve energy efficiency has
been highlighted by many international bodies, including the Intergovernmental Panel on Climate
Changes (IPCC), United Nations (UN), and European Union (EU) [1,2]. In this context, the role
of the residential buildings has been growing in importance across the EU. The residential sector,
or households, constituted 26.1% of the EU’s final energy consumption in 2018 [3]. Although the
EU as a whole improved energy efficiency in this sector by around 29% (2.1%/year) over the period
2000–2017 [4], considerable differences in energy efficiency between the individual countries and
regions were established. In many studies, introduced political measures, financial incentives and
energy performance standards have been found a key factor in successful promotion of energy efficiency
in the residential sector of individual EU countries [5,6]. Given the huge variations between the
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Member States in both adapted policy measures and the existing energy efficiency potential in urban
and rural areas, a case study-based approach of improving bottom-up data as well as understanding of
the individual countries’ needs and specificity has been postulated [5,7,8]

In terms of energy efficiency progress in household sector over the period 2008–2017, Poland was
ranked 21st among the EU. With 1.13%/year rate of energy efficiency improvements, Polish households
were below the EU’s average and far below the improvements rate achieved by Poland’s industry.
Their role in meeting energy efficiency target and pursuing wider energy transformation can be
substantial not only due to 28% share in final energy consumption [9] but also the fact that the most
commonly used energy carrier in Polish households is coal. At the same time, there are considerable
differences between urban and rural areas in Poland regarding income structure, the main source
of heat, buildings’ quality and their respective thermal modernisation needs and levels of pollution.
Single-family houses aged 50 years and more are the vast majority of buildings located in Polish
rural areas. Most of them are characterized by poor thermal insulation performance and the use
of traditional fuels—coal and biomass—for heating. For this reason, they are a major source of air
pollution in rural areas.

The scientific interest in energy efficiency and renewable energy development in rural areas in
Poland has been growing. Studies on sectoral polices and potential for development of individual RES
have been popular among Polish researchers [10–12]. They have often emphasized the importance of
development of renewable energy production in rural areas based on local sources. Thus the role of
biomass in both the context of sustainable development, achieving energy security (including greater
self-sufficiency) and providing an alternative source of income for rural communities has been
highlighted [10,13–15]. Problem of technologically obsolete heat sources used by Polish rural households
has been analysed from the different perspectives. One of them is air pollution and ecological
soundness perspective. Authors have focused on the emissions of atmospheric pollutants generated
from heat sources in rural areas and displayed an environmental effect of the replacement of old
heat sources [15,16]. The low use of renewable energy sources (RES) for energy purposes in rural
areas has been presented as a reason for exceeding the air pollution standards [16], threatening not
only environmental but also health security. Thus, air pollution as a result of the contemporary
structure of energy for heat use in rural households has been discussed in a wider context of sustainable
development and social security issues. Problems related to old and energy-intensive rural residential
buildings and the domination of ineffective solid fuels and heat equipment used by rural households
have been also analysed in relation to economic disparities between the urban and rural areas. In this
approach, authors have concentrated on the energy poverty of rural households, indicating the need
to broaden knowledge of rural communities on energy savings, develop RES and improve energy
efficiency [17–19]. From a political and administrative perspective, there is a common view that both
the development of local RES as well as the reduction of energy use per rural household requires
changes in regulations, better support systems as well as environmental education among residents of
rural areas [12,16,20,21].

So far, Poland’s energy and climate security policy has been focused largely on the changes in the
centralized large-scale energy system. Recently, the interest has been shifted to the role of households
in the process of improving energy efficiency and transition from fossil fuels to renewable energy
sources (RES). In terms of both economic and energy security, the rural areas present worse indexes
than the urban ones. Among others, they depend more on solid fuels for heat, use more unit of energy
per 1 inhabitant, and pay higher bills for electricity [22]. Nevertheless, there is a gap in scientific studies
regarding exploration of how the economic situation, including an analysis of how the disposable
income of a Polish rural household would be affected by the improvements in energy efficiency and
changes to zero-emission sources. In this research, the main focus has been put on rural households
due to the substantial income disparities between urban and rural areas, respectively, higher energy
poverty and the fact that old single-family houses (SFH) dominate among the residential buildings in
rural areas in Poland. Today, spending on energy for heat in 50-year-old (or older) SFH puts a burden
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on disposable income of rural households. As a result, their economic and energy security largely
depends on the ability to change the present patterns of energy for heat supply and demand. Thus, it is
important to fill the identified literature gap and address the question of links between improvements
in heat consumption/production and an economic situation of rural households in Poland.

The aim of this article is to find the correlations between energy efficiency improvements of
single-family buildings, the change of heat source from coal boilers to more environmentally sound
sources, including zero-emission ones, and the disposable income and expenditure of rural households.
In order to meet the energy and ecological security needs of rural areas, a special focus has been
put on the economic analysis of a combined effect of comprehensive thermal modernization and
installation of heat pump driven by prosumers’ PV system. We attempt to find how the heating costs
of rural SFH are affected by thermal modernization and change of heat source and if this translates to
any considerable changes in disposable income of rural households. The study focuses on the most
common type of rural residential buildings, i.e., single-family houses (SFH) and specifies the following
tasks: (1) assessment of energy efficiency of SFH in rural areas and their thermal modernization
potential; (2) assessment of heating costs with the use of different heat sources; (3) assessment of
heating costs with the use of heat pump driven by PV prosumer installation (under Prosumer public
support mechanism); (4) estimation of disposable income of rural households; (5) estimation of heating
costs reduction impact on disposable income; (6) analysis of support mechanisms regarding energy
efficiency and PV installations dedicated to rural areas.

Improvements in energy efficiency of SFH are perceived as one of the basic methods in enhancing
energy security in terms of both availability and affordability of energy for heat. In this research,
we focus on an affordability side of a household energy security, i.e., the heating costs and estimated
financial savings as an effect of the changes in energy efficiency and heat source patterns in rural
SFH. Thermal modernization, exchange of heat sources and development of PV installations, are three
potential areas of actions, which shall improve an energy balance and economic situation in rural
areas. To verify these links, the research deals with official statistical data for the single-family houses,
final energy consumption and income structure in Polish rural areas and elaborates a simplified model
for assessment of the energy demand for space heating in the SFH built in different periods. Correlations
are searched between the age of the SFH building, its usable area and the final energy consumption.

In international studies, issues of improving energy efficiency in the SFH sector are widely
discussed and presented from different perspectives. From a technical perspective, studies often
focus on barriers of SFH thermal modernization (e.g., studies on Nordic countries [23,24]) Others
concentrate on the impact of the renovation of SFH on energy consumption and other patterns like
indoor climate [25], indoor air quality or thermal comfort [26]. Recent studies discuss many innovative
clean energy technologies [27], which could be used in renovation of residential houses in order to
improve their energy efficiency. Research on the use of different systems based on renewable energy,
including the experimental investigations on heat pumps driven by PV systems in SFH have been
rising in importance and popularity [28,29]. Such studies regarding SFH in Poland’s climatic conditions
show the applications of this renewable energy technology after thermal modernization of SFH can
be cost effective and recommended [28]. The heat pump–PV system has been also considered one of
solutions for rural SFH in this study. Taking the economic approach, researches focus on the financial
processes of investments [30] and the cost effectiveness of SFH renovations, including renovating to
Passive House level [31]. In this study, we focus solely on the reduction of heating costs (i.e., not the
investments costs) after thermal modernization and change of heat source in model SFH in rural areas
in Poland, and estimate its impact on the disposable income of a household. From the sustainable
development perspective, some empirical studies show how high energy efficient cities may influence
and guide energy efficiency in surrounding areas [32]. Interestingly, across the scientific disciplines,
studies prove the need of public policy support in encouraging investments in energy efficiency
especially in poorer regions [33,34]. In Poland, the scale of the investments in the area of thermal
modernization of single-family buildings and fighting low emission also strongly requires dedicated
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public aid programs which can be financed both from EU and domestic funds. Such investments
contribute to the realization of the EU objectives to fight climate changes enhanced by the European
Green Deal announced in 2019 [35]. However, some public support measures (“Clean Air Program” in
particular) have been controversial, since they encourage rural households to exchange old coal boilers
to new more efficient ones instead of stimulating the change to zero-emission sources. Therefore,
the theoretical deliberations and economic calculations discussed in this article have been compiled
with analysis of existing support schemes.

2. Research Process and Methods

For the purpose of this study, the focus has been put on the residential buildings dominating rural
areas in Poland, i.e., single-family houses (SFH). In order to estimate energy and financial savings for
rural household resulting from the improvements in the thermal modernization of SFH and changes of
heat sources from coal boilers to gas, electricity, heat pump/PV installations, the research process has
been divided into the following steps.

During the first phase of the research process, on the basis of available data on the age structure of
rural residential buildings and calculations of their final energy consumption [kWh/m2/year], the two
models of semi-family buildings for rural areas were defined (see Table 1). Secondly, energy and cost
reduction coming from thermo-modernization of model SFH buildings and/or the change of heat
source with special regard to PV/heat pump system was estimated. In this simulation energy savings
were estimated first at the micro-level, i.e., of individual rural household, and later at the country level.
In order to assess the nationwide potential and feasibility in improving energy efficiency and formulate
recommendations, at the final stage of research it was important to review current support mechanism
and discuss prospects for comprehensive thermal modernization and development of prosumers’ PV
in SFH in rural areas in Poland. At the final stage of the research process, we analysed the results.

In the simulation of energy and cost savings, certain assumptions were made regarding the
characteristics of SFH buildings, the used thermal-modernization and heat technologies. Firstly,
a comprehensive thermal modernization involves investments in windows and modernization and
optimization of heating system as specified in Table 1.

Secondly, in methodology of costs estimations the following assumptions were made for the two
model SFH buildings:

• Number of floors, 2;
• Geometric, 330 m3;
• Heating space, 130 m2;
• Usable area, 136.7 m2.

Two variants after thermal-modernization were applied: (a) The central heating system will not
change—efficiency of the heating system is 50%; (b) Replacement of the heat source with one of the
following sources:

• 5th generation boiler—efficiency of the central heating system amounts to 80%;
• Installation powered by natural gas—efficiency of the central heating system amounts to 90%;
• Heat pump installation. The COP index was assumed to be 2.
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Table 1. Model single-family houses (SFH) configuration parameters.

SFH Before Modernization After Thermal Modernization

construction of
external walls

29 cm thick brick wall, air gap, facade brick. Heat
transfer coefficient U = 0.65 [W/(m2K)]. The area of

external walls is 201 m2

Thermal insulation of external walls (area of 201 m2)
with 20 cm thick mineral wool with a thermal

conductivity coefficient of lambda = 0.036 W/(m2K).
Heat transfer coefficient of external walls

U = 0.15 [W/(m2K)]

roof 86 m2 roof area. Heat transfer coefficient
U = 0.6 [W/(m2K)]

86 m2 roof area. Thermal insulation of external walls
with 20 cm thick mineral wool with a thermal

conductivity coefficient of lambda = 0.036 W/(m2K).
Roof heat transfer coefficient U = 0.14 [W/(m2K)]

floor 86 m2. Heat transfer coefficient U = 0.6 [W/(m2K)]

86 m2. Floor insulation with 15 cm thick mineral
wool with a thermal conductivity coefficient of

lambda = 0.036 W/(m2K). The floor’s heat transfer
coefficient is U = 0.2 W/(m2K).

windows

total area of windows in the external walls: 21.3 m2.
Four windows, 1.435 m × 1.635 m each, on the

southern and northern elevations. Two windows
with dimensions 1.135 m × 0.565 m on the E and W

elevations. The heat transfer coefficient
U = 2.6 W/(m2K) was assumed for all windows.

total area of windows in the external walls: 21.3 m2.
Four windows, 1.435 m × 1.635 m each, on the

southern and northern elevations. Two windows
with dimensions 1.135 m × 0.565 m on the E and W

elevations. The heat transfer coefficient
U = 1.1 W/(m2K) was assumed for all windows.

Assumptions regarding fuel prices and PV prosumer energy price settlement mechanism in Poland:

• Hard coal, i.e., eco-pea coal with a calorific value of 28 GJ/tonne and a price of PLN 900/tonne;
• Coal had a calorific value of 19 GJ/ton and a price of PLN 450/ton;
• Price of natural gas with a calorific value of 34 MJ/m3 at the price of PLN 2.2/m3 (PLN 1.1/m3 of

gas + PLN 1.1/m3 for gas transmission);
• Electricity price: PLN 0.55/kWh;
• PV prosumer mechanism: on grid installations of 10 kW receiving 80% of the deposited energy

within a fixed period of 365 days.

The separate primary data sets were used in the research to extract the data for rural households
and SFH. They came from Statistics Poland (GUS), Eurostat, Ministry of Infrastructure and Construction
(now Ministry of Infrastructure), Ministry of Agriculture, and National Census of Population and
Housing of 2011.

3. Results of Research

3.1. Characteristics of SFH and Energy for Heat Balance in Rural Areas in Poland

3.1.1. Buildings Characteristics

According to the National Census of Population and Housing conducted in 2011 (NSP 2011),
there were 5.56 million residential buildings in Poland [36]. Single-family houses (SFH) constituted a
significant share of housing mainly in rural areas. In 2011, SFH accounted for 58.72% (3.3 million) of
all housing in the rural areas while in the urban areas its share was 31.22% (1.7 million). At the same
time, there is a significant difference between the urban and rural residential housing with regard to
the average usable area. The useable area is on average larger in the non-urban housing (96.1 m2) than
in the city (62.7 m2). As far as the age of the buildings is concerned, the SFH are very heterogeneous.
Buildings from 1918–1944 accounted for almost 15% of the SFH located in Poland. However, the peak in
construction of SFH characterized years after II World War. Buildings from 1945–1970 account for 25%
of all SFH. The next two decades added a significant number of SFH, thus the buildings constructed in
1971–1978 and the 1980s account for, respectively, 12% and 13.6% of all SFH in Poland (see Figure 1).
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Figure 1. Single-family houses in Poland by construction period.

The age of SFH, or in other words construction technology, impacts an energy balance of a
household. It is scientifically proven that investments in more efficient heating systems and thermo
modernization of residential buildings, can significantly lower a demand for energy per single-family
building and improve environmental standards of these buildings [6,37,38]. Although, studies show
that the real size of savings depends also on changes in residents’ behaviours [39] as well as climatic
zones of selected SFH [37]. In a study regarding SFH in Poland, the authors emphasize that, due to the
lower greenhouse gases emissions and lower life cycle costs, wooden SFH can be perceived as more
attractive for investments than brick ones [38].

Across the EU, we observe decreasing consumption of heat per m2 or per dwelling as a result of
investments in energy efficient technologies. Climatic conditions and age of residential buildings rank
Poland sixth and eleventh among EU countries with the highest heat consumption per m2 and the
highest heat consumption per dwelling, respectively [40].

In Poland the newest SFH buildings, i.e., constructed after 2008, use two times less energy than
the same type buildings from 1918–1944. Considering buildings responsible for 25% of all SFH in rural
areas, i.e., from 1945–1970, their energy use is 1.7 times higher than of the contemporary ones. At the
country level, overall demand for energy for heat is a result of both the age of buildings (which strongly
impacts on energy intensity), the total number of buildings constructed in the different time periods and
their usable area. Not surprisingly, the highest demand for energy and at the same time, the greatest
thermal modernization potential can be found in SFH from 1918–1970. Yet, in this group of buildings,
the largest heat consumers are SFH built between 1945–1970 (see Figure 2). More than 71% of them are
located in rural areas.
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Figure 2. The relation between age and energy demand of SFH (rural) in Poland.

3.1.2. Energy for Heat Consumption Balance in Rural Areas

Regardless the efforts for a deeper and wider diversification of primary energy sources, Poland’s
energy security still largely depends on coal. In 2018 and 2019 the share of coal (hard coal and lignite)
in gross inland primary energy consumption was 48% and 42%, respectively [41,42]. For Polish
households’ solid fuels, coal in particular, are basic source of energy. In 2018 more than 45% of
households in Poland used solid fuels for space heating. These fuels were also used for heating water
in 25.6% of households and for cooking in 3.2% of them [43]. Hard coal with 32.1% share in energy
consumption per 1 inhabitant, was single most important source of energy for heat. To compare,
only 19.6% of energy consumption came from the district heat [43] (p.84).

However, there are significant differences between urban and rural households in Poland in
relation to heat sources. According to data for 2012 urban territories were dependent on district heat
supply in 59.9%. The second and third most important sources of heat for Polish cities were solid fuels
(28.6%) and natural gas (11.5%), respectively. In contrast in the rural areas, households’ energy security
relied almost entirely on solid fuels, which represented 89.8% of heat consumption. Only 6.2% of heat
came from natural gas, whereas the centralized district heat was responsible for around 4% of heat
used by the rural households [44] (p. 64). In recent years, the implementation of energy-climate policy
in Poland has focused on a large-scale energy system, which are under ETS. In result although some
changes could be seen in final energy consumption structure at the country level, from the perspective
of rural households not much has changed. As the latest data provided by Statistics Poland show, in
2018 the district heat was commonly used in urban areas with 58.3% of households relying on this
source of heat. At the same time, only 3.5% of rural households used district heat. For rural areas, solid
fuels remain the most important, basic sources of energy for heat. According to official data, 88.4% of
rural households were dependent on solid fuels [43] (p. 59).

It is estimated that coal boilers are a dominant source of heat for SFH buildings constructed from
1945 to 1988. In 2017, boilers and stoves based on solid fuels were the main source for heating in 70%
of SFH. In a further 14% of SFH, a wood or other type of biomass boiler was the single most important
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source of heating [45] (p. 45). Not surprisingly, the use of all kinds of primary energy sources for heat
in the buildings constructed before 1980 is higher than in the newer ones. Yet, SFH buildings based
on coal show the greatest differences—they use 16% more energy for heat in comparison to the later
buildings of the same type, whereas SFH buildings relying on natural gas or district heat consumption
of heat is, respectively, 14% and 12% higher than in the buildings constructed after 1980 [44] (p. 64).

3.2. Simulation and Its Results

3.2.1. Heating Costs for Model Buildings

In the research on correlates between the heat sources of a household and final energy costs
reduction two variants were adopted: (A) before and (B) after thermal modernization of a single-family
building. The two models of SFH were determined in order to assess which of them would provide
the best results in energy costs reduction. The first model of SFH is the most common building in
Poland, i.e., the so-called “cube”. The second one is building constructed in the years 1945–1970—this
is the most numerous groups of single-family buildings in Poland. Both models of SFH buildings
were created on the basis of the final energy consumption indicator [kWh/m2 per year] before their
thermal modernization. Simulation based on certain assumptions and parameters as described in
Section 2. In variant (B)—SFH building after thermo-modernization, the following heat sources were
included for analysis: low rank coal, eco pea, natural gas, electricity and heat pump. In the heat
pump case, a variant with the integrated photovoltaic (PV) prosumer installation was applied (PV/heat
pump system). In this research, an interesting option of biogas was excluded due to a limited number
of biogas plants (as for 30 October 2020, there were 99 biogas plants with total installed capacity of
118 MW) [46] and constrains existing in regulatory sphere and supply infrastructure in Poland [10,47].

A “Cube”

As far as the first model of the building, i.e., a “cube” with a flat roof is concerned, the analysis has
shown that a comprehensive thermal modernization allows reducing energy consumption by around
81%. Even without replacing the heat source, a “cube” SFH uses only one fifth of the amount of coal or
other solid fuel it consumed per year.

The simulation also has shown that thanks to a comprehensive thermal modernization, replacing
the heat source so far (i.e., coal boiler) with newer, more effective and less emission-intensive one, but at
the same time powered by more expensive fuel—i.e., good quality coal, natural gas or heat pumps—will
reduce heating costs. The costs of heating by natural gas in SFH after a comprehensive thermal
modernization is reduced by PLN 9304. If the coal boiler is replaced by a heat pump, after thermal
modernization the costs of heating will be reduced from PLN 1218 to PLN 705. The costs of heating a
single-family building with natural gas will be PLN 3053 less, and with a heat pump PLN 5911 less
compared to burning eco-pea coal before the thermal modernization. Yet, the greatest savings can be
achieved by supplying the heat pump with electricity produced by PV installation (under prosumer’s
regime). In such case, heating costs will amount to PLN 705 per year (see Table 2). At the same time,
the later combination of technologies results in zero emissions going into the atmosphere.

SFH from 1945–1970

According to simulation a comprehensive thermal modernization of the second, most representative
residential building for rural areas, i.e., SFH built between 1945 and 1970, allows energy consumption
to be reduced by 65%. The scale of heat costs reduction (after thermal modernization alone) depends
on the heat source used in a household. For SFH relying on low-ranked coal, the cost of heat is PLN
1218 per year, which gives PLN 2186 of savings. In the case of eco-pea coal, the cost of heat decreases
by PLN 3288 to 1832. In SFH using natural gas for heating, the cost of heat is PLN 3563, which means
cost reduction of PLN 6395. Finally, SFH using PV/heat pump installation achieves the lower final bill
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for heat, i.e., PLN 705, while without thermal modernization the same building energy for heat cost is
PLN 1971 (See Table 3).

Table 2. Analysis of the heating costs of a SFH with a flat roof, the so-called “cube”.

Coal Eco Pea Natural Gas Heat Pump Electricity

Price of fuel 200 PLN/t 900 PLN/t 2.4 PLN/m3 0.55 PLN/kWh 0.55 PLN/kWh
Costs of energy production [PLN/GJ] 13.30 32.00 70.00 153.00 153.00
Total efficiency of heating system [%] 0.50 0.80 0.90 COP = 2 1.00
Costs including efficiency of heating

system [PLN/GJ] 26.60 40.00 77.80 77.00 153.00

Costs before thermal modernization of
SFH [PLN] 4399.64 6616.00 12,868.12 12,735.80 25,306.20

Costs after thermal modernization of
SFH [PLN] 1218.28 1832.00 3563.24 3526.60 7007.40

Savings [PLN] 3181.36 4784.00 9304.88 9209.20 18,298.80
Prosumer with PV installation 705.32

Savings [%] 84 89 95 94 97

Table 3. Analysis of the heating costs of a SFH from 1945–1970.

Coal Eco Pea Natural Gas Heat Pump Electricity

Price of fuel 200 PLN/t 900 PLN/t 2.4 PLN/m3 0.55 PLN/kWh 0.55 PLN/kWh
Costs of energy production [PLN/GJ] 13.3 32 70 153 153
Total efficiency of heating system [%] 0.5 0.8 0.9 COP = 2 1
Costs including efficiency of heating

system [PLN/GJ] 26.6 40 77.8 77 153

Costs before thermal modernization of
SFH [PLN] 3404.8 5120 9958.4 9856 19,584

Costs after thermal modernization of
SFH [PLN] 1218.3 1832 3563.2 3526.6 7007.4

Savings [PLN] 2186.5 3288 6395.2 6329.4 12,576.6
Prosumer with PV installation 705.32

Savings [%] 79 86 93 93 96

Despite the presented results—which show that PV/heat pump installation, even without thermal
modernization, is the most cost effective way of heating in second model SFH—a wider application of
this technological solution will depend on additional factors. Among them, the existing and future
support mechanisms may play crucial role. It is particularly important since significant reductions
in heat costs can also be achieved with thermal modernization alone, i.e., without changing the heat
source so far.

Potential of Final Energy Consumption Reduction in SFH and Energy Security in Poland

The results of simulation show the existence of significant potential in final energy consumption
reduction in rural areas in Poland. It also explains why public policy should be more focused on the
question of improving energy and environmental security through responsiveness to the energy needs
in the SFH sector.

From a comparative perspective, the residential sector in Poland relies on solid fuels more than
in any other EU country. If in 2018 the average share of solid fuels in the final energy consumption
for space heating in the EU’s residential sector was 4.6%, in Poland this share accounted 44.9% [48].
At the same time, SFHs represent a separate category of residential buildings due to their even higher
reliance on solid fuels for space heating. Considering that the share of space heating in final energy
consumption in Polish households is 65% [3] (p. 4), investments in improving energy efficiency of SFH
should have an impact on reduction of solid fuel use. As shown in Figure 3, at the country level the
average potential in final energy consumption reduction in SFH is 40%. This translates into a 3.67%
reduction of Poland’s final energy consumption. Thus, the improvements in energy efficiency of SFH,
especially aged 50 years and more, improve energy security in terms of both its environmental and
supply–demand dimension.
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Figure 3. Potential of domestic final energy consumption reduction in SFH.

3.2.2. Changes in the Disposable Income Structure of a Household in Rural Areas

In Poland, some 40% of the population (15.4 million) live in rural areas and for the last 20 years
the number of rural inhabitants has been on a steady upward trend. Furthermore, living conditions in
rural areas do not diverge considerably from the quality of life of residents of smaller towns (up to
20,000 residents) [49]. At the same time, despite the fact that a share of agriculture in the socio-economic
structure of rural areas is on a downward trend an income earned from agriculture activity plays
important but diminishing role for rural households. Nowadays, 80% of the rural employed (6.6 million)
make on living outside agriculture [50]. After accession to the EU, a process of convergence of income
between rural population and non-rural citizens has been observed in Poland. This phenomenon
contributed to the fact that a share of people at risk of poverty declined. Nevertheless, there is still
income disparity between farming households and non-farming ones. In 2019, a place of residence still
strongly differentiates the dynamics and structure of household income and expenditure.

The average monthly disposable income per person in households living in cities was 28.4%
higher than in the countryside (by 29.9% in 2018). These differences were due to the level of income
received by households, as well as to a higher number of people in rural households. The situation
was similar for household expenditure. Spending per person in households living in cities was 34.8%
higher than in the countryside (up 34.5% in 2018) [51].

In general, in the period of 2018–2019 annual per capita income growth in Polish households
was on upward trend. The average monthly disposable income amounted to PLN 1819 and was 5.0%
higher in real terms than in 2018. In turn, the average expenditure per person amounted to PLN 1252
and was higher by 3.1% [51]. It means that the share of expenses in disposable income amounted to
68.8%. Based on available statistical data, it can show that economic situation of Polish farmers in
terms of both the average monthly disposable income (PLN 1667) and level of expenditures (PLN 914)
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was below country’s averages The average expenditure was in these households was 27% below the
average household expenditure in Poland [51].

The percentage share of expenditure on the use of a flat or house and energy carriers for farmers’
households was 13.9%. The costs of energy carriers alone were 9.3% and they included the use of
electricity and energy carriers for heat generation and water heating. Wherein the average consumption
of electricity consumption per year was 3797 kWh with a cost of PLN 1488 [44]. Among all the
expenditure on energy carriers the highest burden is associated with energy for heat which constituted
65.1% of all energy used by household [52] (p. 1).

Average monthly energy (electricity, gas and other fuels) expenditures per capita in households of
farmers was PLN 81.28 while the average number of residents in rural households was 3.4 [51]. On the
basis of modelling of energy for heat use in SFH constructed between 1945 and 1970 (0.889 million
of 3.27 million of residential buildings in rural areas) [36], it is possible to estimate an impact of
comprehensive thermal modernization and the change of heat source to PV/heat pump system on
the disposable income of rural households. A representative rural household energy and housing
spending is PLN 276 per month and PLN 3316 per year. Subtracting the cost of average use of electricity
in rural household (PLN 1488) shows that yearly cost of heating is PLN 1828.

Simulation modelling for SFH constructed in years 1945–1970 (see Table 1) shows that heating
costs of such building in case of low rank coal use is PLN 3404 while the use of natural gas increases
costs to PLN 9958 per year. Compilation of official Statistics Poland data and the result of the simulation
modelling exhibit that numerous SFH in rural areas are under heated. Taking into account climate
conditions in Poland, especially low temperatures during wintertime, heating comfort is one of key
elements of energy security at a household level.

The compilation of the average cost of heating calculated by Statistics Poland, i.e., PLN 1828,
and costs of heating in SFH after thermal modernization with integrated PV/heat pump installation, i.e.,
PLN 705 gives financial savings of PLN 1123 per farmers’ household. It means than a representative
farmer’s family saves PLN 330 per capita per year or only PLN 28 per capita per month. The level of
monthly expenditure decrease is 3%, yet the thermal comfort of living increases.

3.3. Current Support Mechanisms for the Thermal Modernization of Buildings and the Development of
Prosumerism in Poland—The Role of the CAP Funds

The deep transformation of the economy and clean energy transition must be fair and socially
acceptable. It is estimated that more than 50 million households in the European Union suffer from
energy poverty [53] due to a combination of high energy expenditure and low household incomes.
To address the issue, in 2016 the EU launched its flagship legislative proposal “Clean Energy for
All Europeans” under which “ . . . the consumer will find it easier to invest in renewable energy,
most obviously in solar panels, and then consume, store or sell the energy they produce” [54].
Estimates suggest that by 2030, energy communities could own some 17% of installed wind capacity
and 21% of solar. By 2050, almost half of EU households are expected to be producing renewable
energy [35]. In 2018, energy poverty affected approximately 12.2% of the Polish population, i.e.,
approximately 4.6 million people [12]. This means that these people do not have sufficient own funds
to carry out the insulation of single-family houses or apartments.

Both the EU and Poland offer a number of various publicly financed programs which address the
problems of energy efficiency and climate change mitigation. Rising interest in prosumerism has been
lately supported by the Polish government via a number of new regulations and aid instruments.

Currently, there are several instruments and domestic programs in Poland to encourage and
financially support investors/natural persons interested in increasing the level of energy efficiency
in their households and, as a result, reducing expenditure on the purchase of electricity. In general,
the central programs offered by the Polish government focus on two areas of support. The first is to
support the renovation of existing and under construction single-family residential buildings in order
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to improve their thermal insulation, the second is to support the development of renewable energy
sources in the prosumer system.

In August 2019, the so-called Prosumer Package was introduced in Poland A change was
introduced consisting in increasing the permissible capacity of micro-installations from 40 to 50 kW.
Definition of a prosumer was extended to include apart from single-family buildings small and
medium-sized enterprises, provided that the production of green energy is not their main form
of gainful activity. In villages and in urban-rural communes, it was possible to establish energy
cooperatives, also with a number of privileges due to prosumers.

The most important privilege of a prosumer is the possibility of settling energy in a cashless,
so-called discount system. This system is very beneficial. Cashless billing of the amount of energy
under the discount system takes place annually. The generated green energy can be used in real time,
covering the current needs of a household or company. In a situation where the amount of energy
produced from RES exceeds the current possibilities of its use, the surplus is discharged to the power
grid operator.

The bidirectional prosumer counter shows the amount of the receivables, expressed in kWh, at the
end of the billing period. Prosumers with installations up to 10 kW and up to 50 kW may receive,
respectively, a max. of 80% and 70% of the deposited energy.

Considering the main research objective of this paper it is important to emphasize that from a
technical standpoint of view, PV installations can meet the electricity demand only provided they
operate within the PV prosumer system based on the grid, which functions as an electricity backup
and storage. An additional charge of the “PV backup” solution (20% of the produced energy by the
prosumer) was fully taken into consideration in the study and cost calculations.

3.3.1. Clean Air Program

The Clean Air Program [55] is the main program planned for 2018–2029, aiming to contribute to
the reduction of emissions to the atmosphere of harmful substances resulting from the combustion of
low-quality fuel and the use of obsolete installations in households.

In the planned budget of EUR 23.1 billion, EUR 14.24 billion was allocated for non-returnable
subsidies, and EUR 8.9 billion for loans.

For the first time in history, a program could be used to finance single-family housing investments,
both already built single-family residential buildings or those under construction. The program
covered a wide range of activities, in particular:

• Disassembly and replacement of heat sources;
• Installation of modern devices and installations;
• Installation of renewable energy sources: solar collectors, photovoltaic micro installations;
• Thermal modernization of single-family buildings.

In the first period of operation, a significant limitation was the introduction of the regulation
stating that the costs of a photovoltaic micro-installation and solar collectors could be co-financed in
100% only in the form of a loan.

The maximum value of eligible costs, on which the amount of the subsidy is calculated, was set at
EUR 12,000. The loans bear a variable interest rate not less than 2% per annum, for up to 15 years. It is
possible to combine two sources of financial support, both loans and subsidies [56]

3.3.2. Clean Air Program 2.0

The second edition of the modified Clean Air Program 2.0 [55] began on 21 October 2020.
It was aimed at Poles with lower incomes the program offers a higher level of support, extends the
implementation period of projects by an additional six months and extends the list of equipment and
materials qualified for use. An important element is also the tightening of cooperation between the
National Fund for Environmental Protection and Water Management and communes.
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According to the new rules, in force from 15 May 2020, natural persons have a chance to receive a
subsidy of up to EUR 8500 for the implementation of eco-investments.

Program beneficiaries can apply for support up to EUR 5600 replacing a heat source and installing
a photovoltaic installation. If the investment includes a heat pump and a PV installation, it can be
even EUR 6750. Moreover, for all beneficiaries, a thermal insulation tax relief of up to EUR 12,000
was introduced.

3.3.3. My Electricity Program

The My Electricity Program [57] results so far include 73,000 applications for subsidies and
408 MW of installed capacity. Thus, as much as 1/3 of the power of prosumer PV sources comes
from installations co-financed by the program. The program specifically supporting the segment of
photovoltaic (PV) micro-installations.

The budget of the program is EUR 225 million and is intended for non-returnable forms of
financing up to 50% of eligible costs of micro-installations, not more than EUR 1125 for one project.

The beneficiaries of the program are natural persons producing electricity for their own needs.

3.3.4. Stop SMOG Program

The applicant in the Stop SMOG Program [58] is a commune which obtains up to 70% of the
subsidy for investment costs from the state budget. The program is intended for energy poor people
who own or co-own single-family residential buildings.

Scope of the Program:

• Replacement of high-emission heat sources with low-emission ones;
• Thermos-modernization of single-family residential buildings;
• Connection to the heating or gas network.

3.3.5. Agro Energy Program

The Agro Energy Program [59] is addressed towards the agricultural sector the program will
run until 2025. The beneficiaries of the program are a natural or legal person who is the owner or
leaseholder of agricultural real estate, the total area of agricultural land is in the range from 1 ha to
300 ha and at least one year before submitting the application runs the farm personally or, respectively,
conducting agricultural activity or economic activity in the field of agricultural services.

Projects involving the purchase and installation of photovoltaic or wind installations with an
installed electrical power of more than 10 kW and not more than 50 kW.

The budget planned for the implementation of the program is approximately EUR 45 million,
including up to EUR 38 million subsidies and up to EUR 7 million as a loan.

The amount of support in the form of a subsidy is up to 20% of eligible costs for energy generating
installations with a capacity of

• 10 < kW ≤ 30 up to EUR 3000;
• 30 < kW ≤ 50 up to EUR 5600.

3.3.6. Increased Use of Photovoltaic Installations in Electricity Generation in Poland in 2018–2019

Over the last two years, Poland has made great progress in popularizing micro-photovoltaic
energy sources in the prosumer system (See Table 4). An even faster growth rate is recorded after
the first half of 2020. On this basis, it can be concluded that the growing ecological awareness of
the inhabitants of Poland, including rural areas, will be the driving force behind the further rapid
development of the use of renewable energy sources to satisfy the energy needs of households.
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Table 4. Development of electricity production in the prosumer system using photovoltaic
micro-installations in 2018–2019 [60].

Year Number of Prosumers Installed Capacity in MW Energy Fed into the Grid in MWh

2018 51,000 344 130,200

2019 149,000 900 325,280

2019/2018 in % 292 262 250

Poland also benefits from EU-funded programs which finance green investments, also in rural
areas [61]. In the period of 2014–2020, rural communities in Poland can apply for support under
the Rural Development Program 2014–2020 financed from European Fund for Rural Development
(EFFRD) of the CAP. RDP in Poland provides for financing of the measure titled Basic services and
village renewal in rural areas [62]. Support under this measure covers also investments in renewable
energy and energy saving. In Poland, this measure consumed over 1.5 billion euro.

The capacity to adequately reflect the Green Deal Strategy in the EU and finance climate friendly
investments depends on a share of the EU budget devoted to its objectives [63]. On 27 May 2020,
the Commission put forward two key financial instruments, the Next Generation EU Fund and
Multiannual Financial Framework 2021–2027 which is further discussed in Section 4.

3.4. The Perspectives for the Support Mechanisms Development

The European Green Deal (EGD) is a new EU sustainable growth strategy announced in 2019 [35].
The fundamental objective of EGD is to stimulate actions contributing to mitigate negative consequences
of climate changes and protect and preserve natural resources for future generations. Efforts need to
be taken across the entire economy including industry production, transportation infrastructure and
agri-food sector. Changes shall also occur in the area of every-day consumption patterns including
diet change and reducing food waste. Furthermore, the delivery of EGD objectives requires reshaping
of various public policies to address the climate and environmental challenges and degradation of
biodiversity. Both experts and policymakers urge for accelerated public and private investments
enabling just and inclusive energy transition leading to climate neutrality objective by 2050. The design
of policies and programs, including those dedicated to rural areas, which are to be financed under the
new EU budget for 2021-2027 and stimulated by the innovative instrument of NGEU, shall consider
the just energy transition and climate neutrality objective of the EGD.

Both the Cohesion Policy of the EU and the Common Agriculture Policy will play a fundamental
role to meet the objective of EU climate neutrality by 2050 and contribute to achieving the Union’s new
2030 climate targets [64]. As a general principle, all EU expenditure should be consistent with the Paris
Agreement objectives [65].

For the last 2–3 years, Poland has been experiencing a strong increase in prosumerism accompanied
by the rising environmental awareness of the Polish society. The increase in a number of green
investments was possible mainly because Poland has launched a couple of public aid programs
promoting and supporting prosumerism. This support shall be continued.

Poland will become of one of the largest beneficiaries of the new Just Transition Fund of the EU
to be launched after 2021. It is expected that Poland will receive some 20% of the total allocation of
that Fund with a key objective to help Member States to depart from fossil fuels and promote green
investments also in rural areas.

4. Discussion

Improvements in thermal modernization and the change of heat source increase energy efficiency and
thermal comfort in SFH. This has been proved in many studies regarding different EU countries [6,66,67].
Most of SFH located in Polish rural areas were built between 1945 and 1970. They are characterized by
energy inefficiency—their average final energy consumption accounts 240 kWh/m2/year—and high
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reliance on solid fuel for heating, including low-ranked coal. The comparison of official data and
the results of simulation of heat costs in model SFH buildings showed that single-family houses in
Polish rural areas are under-heated. It means that economic surplus is not the only reason behind the
decisions to thermo-modernize SFH and change its heat source. However, the price disparities between
different primary energy carriers and the financial situation of rural households lead to observation
that the changes in disposable income are not significant enough to encourage thermal-modernization
and/or the changes of heat source to renewable energy. Moreover, this tendency has been accelerated
by the attachment of rural communities to traditional heat sources as well as public policy which has
supported replacement of an old coal boiler with a new one (i.e., 5. generation coal boiler). Some studies
show the potential role of environmental impulses (including the rising ecological awareness in rural
areas), yet in reference to Polish rural areas, and farmers’ households in particular, further research in
this field should be carried out.

An overview of the existing public policy tools and the support mechanisms proves that the
number of incentives has been growing. Yet, the key question should be weather these measures are
adequate to meet the ambitions relating to energy and climate policy. An enhancement of economic
impulses for Polish rural households to change a heat source to zero-emission one (such as indicated
in this study PV/heat pump system) should be more prioritized by decision makers. Considering
the development so far of environmental and energy policy regulations and support mechanisms in
Poland, one should expect that actions taken at the EU level will be crucial.

The COVID19 pandemic, which hit economies of all EU member states, made the European
Commission to propose new ambitious financial instruments. After difficult negotiations of the
European Council [68] in July 2020, the final financial proposal was approved. The key instrument to
be launched to address economic crisis caused by COVID-19 is the NextGenerationEU Fund (NGEU)
designed as a one-off emergency instrument amounting to EUR 750 billion to be put in place for a
temporary period and used exclusively for crisis response and recovery. It allows the Commission to
raise new financing on the financial markets for 2021–2024. Based on the European Council conclusions
in July 2020, the funds borrowed may be used for loans up to EUR 360 billion and for grants up to
EUR 390 billion (all in 2018 prices). The Commission will borrow money on behalf of the Union to
be repaid after 2027 and by 2058 at the latest. MS will access the Fund via grants and loans. The key
instrument under NGEU is the Recovery and Resilience Facility of EUR 672.5 billion of which loans
represents EUR 360 billion. The share of the NGEU dedicated to rural development accounts for 1%.
All the amounts indicated are to be considered as exceptional budgetary allocations and will not be
part of future MFF proposals.

The key instrument to finance the Green Deal will be the EU budget for 2021–2027 (Multiannual
Financial Framework) worth EUR 1.074 billion (originally EUR 1.100 billion). Additional funding of
EUR 10 billion (originally EUR 30 billion) from the Just Transition Fund of NGEU will be allocated for
Climate Action Plan dedicated to green investments.

The CAP with CAP budget (2018 prices) amounting to EUR 356 billion consisting of agriculture
and maritime policy is expected to provide answers to a number of rising challenges including climate
change and collapse of biodiversity as well as environment and climate action. The CAP aims at
ensuring a sustainable agriculture with respect to economic, social and environmental aspects.

The CAP post 2020 must continue offering a number of ways to contribute to climate and
environmental objectives. The Member States and stakeholders will have to ensure that the national
strategic plans for agriculture and rural development policy financed by the CAP shall fully reflect the
goals of the Green Deal. Especially, rural development tools can support the transition via investing
in green infrastructure, in knowledge transfer and innovation. The financial proposals provide for a
minimum of 30% of rural development funds dedicated towards interventions that address specific
environmental and climate-related objectives. To facilitate this process on 20 May 2020, the European
Commission announced two strategic documents, i.e., the Farm to Fork Strategy (F2F) [69] and the
Biodiversity Strategy [70].
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5. Conclusions

Improvements in energy efficiency in the EU’s residential sector have already been analysed
extensively and presented from different scientific perspectives. Nevertheless, we see the room for
studies taking into consideration the specificity of rural areas in different EU countries. From energy
and climate security perspectives, investments in energy efficiency and clean energy sources, including
zero-emission heating systems, in rural areas can contribute to meeting EU’s energy and climate targets.
From sustainable development perspective, they can also improve the quality of living of the villagers.
Our study contributes to this discussion and shows that single-family houses located in Polish rural
areas have a large potential for improving energy efficiency. This is an effect of both the age structure
of SFH buildings and the fact that prior to 2017 there were no public policy intervention instruments in
this field.

The simulation results for two models of SFH buildings prevailing in rural areas and discussed
in this research paper univocally show the existing potential for improving energy efficiency and
introducing the new heat sources, including the zero-emission ones (PV/heat pump installation) in
rural Poland. The process of changes in supply and consumption patterns would enhance energy and
environmental security in rural areas. As far as economic security of rural household is concerned,
it has been proved that thermal modernization and change of heat source provide for considerable
percentage reduction of heating costs yet, it has a limited impact on disposable income. Analysis of
available data for farmer’s living in SFH (built in over 1945–1970) also showed only a 3% reduction
in total household expenditure. This low impact on disposable income and expenditure of rural
household will not encourage improvements in energy efficiency and changes of heat sources in rural
SFH. Thus, new public policy measures dedicated to rural areas will be required.

Despite the results, which proved that heat pump driven by PV installation operating in the
framework of Polish Prosumer support mechanism is the most cost-effective way of heating in both
models of SFH buildings, a wider application of this technological solution will depend on additional
factors. Among them, the existing and future public policy support mechanisms will play a crucial
role. It is particularly important, since significant reductions in heat costs can also be achieved with
thermal modernization alone, i.e., without changing the heat source so far.

Public aid, financed both by the EU and domestic budget, shall be continued in order to strengthen
and encourage further changes in energy supply–demand patterns in rural areas. The development of
prosumers contributes to mitigating negative implications of climate changes but also improves the
economic situation of households in Poland. Reduction of SFH heating costs is extremely important in
case of poorer rural citizens. Together with the wide range of aid instruments launched by the Polish
government and those supported by EU-financed programs, it shall lead to further development and
use of renewable energy sources.
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10. Koryś, K.A.; Latawiec, A.E.; Grotkiewicz, K.; Kuboń, M. The Review of Biomass Potential for Agricultural

Biogas Production in Poland. Sustainability 2019, 11, 6515. [CrossRef]
11. Klepacka, A.M.; Florkowski, W.J.; Meng, T. Clean, accessible, and cost-saving: Reasons for rural household

investment in solar panels in Poland. Resour. Conserv. Recycl. 2018, 139, 338–350. [CrossRef]
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Abstract: This paper aims to indicate the linkages between crude oil prices and selected food price
indexes (dairy, meat, oils, cereals, and sugar) and provide an empirical specification of the direction
of the impact. This paper reviews the fuel–food price linkage models with consideration to the time
series literature. This study adopts several methods, namely the Augmented Dickey–Fuller test,
Granger causality test, the cointegration test, the vector autoregression model, and the vector error
correction model, for studying the price transmission among the crude oil and five selected food
groups. The data series covers the period between January 1990 and September 2020. The empirical
results from the paper indicate that there are long-term relationships between crude oil and meat
prices. The linkage of crude oil prices occurred with food, cereal, and oil prices in the short term.
Furthermore, the linkages between the analyzed variables increased in 2006–2020.

Keywords: food prices; crude oil prices; cointegration; vector autoregressive model; Granger causality

1. Introduction

The role of crude oil in the worldwide economy [1–3] is considered essential as it is one of
the most crucial sources of energy, which, in turn, constitutes an essence of the modern global economy.
In the past, oil occupied most of the energy area [4], and Rahmas [5] suggested that the oil dominion
would extend over the twenty-first century, too.

There were some significant spikes in the price of oil. The first was noticed in May 1974, followed
by the Yom-Kippur War in 1973, when imported crude oil’s actual price per barrel jumped to 69.64 USD,
followed by January 1981, just after the Iranian Revolution in 1979, with the price per barrel hitting
115.81 USD. The central peak during the considered period coincided with the time of the world’s
financial crisis in 2007 and 2008. Further, in March 2012, another peak was observed when real prices
increased up to 126.10 USD per barrel (Figure 1).

Crude oil is a critical input for most services and goods and has a massive impact on people’s lives.
It has a broad scope of applications, supplying various sectors of economies including agriculture,
transportation, and industry, as well as households, because it serves for the production of fuel.
Therefore, people’s quality of life shifts up and down when the price of crude oil is unbalanced
and irrational [6]. Therefore, oil price fluctuation may influence the prices of other products [7].

Recent studies on crude oil price influence mostly influence the stock market. For example,
Xu et al. [8] argue the heterogeneous nature of the correlation between the stock market of different
countries and the crude oil market. Moreover, the work indicates that, when compared, the short-run
correlation between fuel and the stock market is lower than the long-term correlation.

Energies 2020, 13, 6545; doi:10.3390/en13246545 www.mdpi.com/journal/energies
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Figure 1. Monthly imported crude oil prices from January 1974 until August 2020 (USD per barrel).
Source: own elaboration based on [9].

Research presenting crude oil prices and their relation to GDP level and economic growth
constitutes another line of consideration, the results of which indicate the existence of a significant
impact of crude oil price on economic growth [6,10–13].

Not only is oil the primary source of energy but it also serves in the production of other forms of
energy such as electricity or refinery products, which, in turn, serve for manufacturing various goods
or impact transportation processes. Hence, the third field of research is illustrated by the number
of studies presenting crude oil price levels with the prices of multiple goods classified as food and
nonfood products. The study of Sarwar and Tivari [14] regarding Pakistan demonstrates the nonlinearity
of the relationship between the nonfood Consumer Price Index and oil prices. Increases in oil prices
lead to increases in prices, whereas there is no such phenomenon in the opposite direction.

Food products are investigated separately as they constitute essential living costs, and numerous
studies have been conducted that present food product prices in terms of crude oil prices. There are no
studies, however, based on groups of agricultural commodities. Therefore, this paper aims to identify
and describe the relations between selected groups of agricultural commodities, such as dairy, meat,
oil, cereal, sugar product, and crude oil prices. To aid this process, we have established the short- and
long-term linkages between variables and determined the directions of their mutual influence.

The article is structured as follows: Section 2 indicates the literature review, and Section 3 discusses
the materials and methods used. Section 4 lays out the outcome of the empirical analysis, and, finally,
Section 5 presents the discussion, closing with conclusions.

2. Literature Review

The recent years saw a rise in the number of papers published on the relationship between
fuel and food prices (Table 1). Out of these, it is possible to identify three groups of studies.
In the first, the researchers were unable to find evidence for the relationship between analyzing data.
On the other hand, several studies indicate that there are linkages when investigating this relationship.
The final group focuses on discovering studies that point to neutrality between variables in one period
but find evidence in the second period. These instances correspond to food (2006) or the financial
crisis (2008).
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Some studies show no straight influence of crude oil on groups of food prices. In one example,
Ding and Zhang [15] used copper, cattle, oil, corn, and gold data captured between 2005 and 2018.
The authors demonstrated the long-term connection between crude oil and industrial metal markets;
however, they did not confirm fuel–food linkages. Hau et al. [16] investigated the heterogeneous
nature of the relationship between crude oil and China’s agricultural futures. The work of Fowowe [17]
featured a cointegration test with nonlinear Granger causality tests. His findings pointed to a lack of
a short- or long-term price link between crude oil and food product prices in South Africa. Ibrahim [18]
analyzed the case of Malaysia through a nonlinear autoregressive distributed lag model (NARDL)
model. No long-term relationship between investigated variables was found as a result of this work.
However, he found that, in the short term, agricultural product price inflation is caused by fluctuations
in the oil price. In their work, Nazlioglu and Soytas [19] tested for causality between agricultural
commodity and crude oil price and the exchange rate with the Toda–Yamamoto procedure but failed
to discover any linkages formed between fuel and food prices. The researchers found neither direct
nor exchange-rate-driven transmission. Gilbert [20] concluded that the significant correlation between
analyzing prices is due to monetary and financial developments and rising demand. The limitations
of the usage of agricultural products for biofuel production were not supported by his findings.
Zhang et al. [21] insisted that the rising prices of fuel do not directly affect food product prices.

In contrast, numerous researchers point to increasing crude oil prices as the main cause of
significant shocks the agricultural markets experienced. The 2007/2008 food crisis was mainly driven by
the sharp increase in the prices of agricultural goods as well as crude oil and biofuels. The interaction
between agricultural commodities and biofuels was extensively studied. The rising price of energy
encouraged policy changes aimed to produce biofuels from corn and soybean. An increase in the prices
of agricultural commodities with energy-producing capabilities could be caused by the biofuels
segment expansion, resulting in high food prices. Several studies [23,41,42] pointed to the bidirectional
causal link between crude oil and food prices. Contrastingly, Vo et al. [22] emphasized the fact that the
contribution of individual oil shocks to agricultural price fluctuations is not uniform, and the same
is true for the aggregate demand shocks and their effects on the food prices. Their findings present
the significance of the fuel market in clarifying variabilities in the prices and related agricultural goods
changeability. Taghizadeh-Hesary et al. [7] pointed to a connection between the security of energy
and food through price volatility. Because oil price growths have an adverse effect on food security,
diversification of the energy usage appears to be a necessity, relinquishing the reliance on fossil fuels
in favor of an optimal relationship between energy resources (renewable and nonrenewable). Such
a solution will be of great benefit not just for the security of energy but food security as well. Pal and
Mitra [24], using three generalized autoregressive conditional heteroskedasticity (GARCH) models,
discovered a relatively strong relationship between crude oil and energy crops; however, the value of
this index for food crops was relatively low. Su et al. [23] submitted evidence of bidirectional causality
existing among oil and food prices over selected subperiods. Ji et al. [26] discovered the tail dependence
among food products and energy. Pasrun et al. [25] indicated a lack of long-term connections
between the exchange rates and the prices of crude oil and rice. Only a short-term relationship
based on the causality test transpired. Al-Maadid et al. [27] studied the nature of relationships
between food and energy prices. Their results indicate the existence of outstanding linkages between
the prices of agricultural commodities and petroleum products. Bergmann et al. [28] studied the
transmission of volatility in the prices of palm oil, butter, and fuel markets with the application of the
vector autoregression (VAR) model. The results indicate the spillover of oil prices into butter prices.
Mawejje [30] found long-term linkages between agricultural commodities and energy prices in Uganda.
McFarlane [32] explored the relationship in the US market between the prices of agricultural goods and
oil. He found significant cointegration between the variables in 1999 and 2005 and the second between
2006 and 2012. Cabrera and Schulz [33] showed that prices move together and maintain a long-run
balance despite the fact that market shocks appear. However, no evidence was discovered pointing to
relations from rapeseed to crude oil in either the long-run or short-run. The study of Fernandez-Perez
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et al. [31] puts forward a conclusion that oil prices affect corn, soybeans, and wheat, whereas soybeans
and wheat have an effect on ethanol. Hamulczuk [29] confirmed an increasing connection between
Brent crude oil and food index prices. There are numerous roots of increase in price relationships,
among them a policy of developed economies, the main focus of which is biofuels and their promotion
and consumption. Nwoko et al. [34] mainly focused on the effect that oil prices apply on the relation
of food prices in Nigeria in 2000–2013. The results obtained revealed a consequential short-term
relationship between the volatility of variables. Other authors, based on the research from China [35],
pointed to an irregularity in oil price shocks and food products. Koirala et al. [36] found a significant
correlation between agricultural commodities and future energy prices. Rezitis [37] concluded that
the prices of international agricultural commodities are influenced by crude oil prices and US dollar
exchange rates. Chang and Su [39], using a bivariate exponential GARCH (EGARCH) model, pointed
to crude oil and its relationship with corn prices. Natanelov et al. [38] presented that biofuels policy
mitigates joint oil and corn price developments until a certain price threshold is exceeded. Balcombe
and Rapsomanikis [40] used Bayesian techniques to investigate long-run relations, and their study
resulted in a long-term balance between ethanol, crude oil, and sugar prices.

Researchers apply various methods to conduct their investigations of agricultural and energy
commodities. They are mentioned in Table 1.

3. Materials and Methods

To identify the linkages between crude oil and food prices, we selected 5 groups of food
commodities: dairy, meat, oils, cereals, and sugar products. The statistical variables were monthly
real crude oil prices [9] and real food price indexes [43]. The time series are shown in Figure 2.
Putting the issue into a time perspective, the research covered the period from January 1990 until
September 2020. Following Al-Maadid et al. [27] and Vo et al. [22], we divided the full period into
two subperiods: (i) 1990–2005 (before the 2006 food crisis) and (ii) 2006–2020 (after the crisis). Table 2
presents the results of Pearson’s correlation with division into subperiods. It should be noted that,
in the second period, a moderate correlation occurred between crude oil and food, cereal, and oil prices
(logarithms of prices). In the analysis of the first price differences, the prices of food and oils had
the highest correlation coefficients.
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Figure 2. Cont.
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Figure 2. Monthly food price indices. Source: based on [9,43].

Table 2. Correlation coefficients between crude oil and food price indices.

L_Crude Oil Dl_Crude Oil

1999–2020 1990–2005 2006–2020 1999–2020 1990–2005 2006–2020

l_Food 0.742 −0.125 0.603 dl_Food 0.195 −0.174 0.393
l_Meat 0.275 −0.025 −0.085 dl_Meat 0.159 0.007 0.282
l_Dairy 0.783 0.341 0.557 dl_Dairy 0.124 −0.095 0.293
l_Cereals 0.732 −0.121 0.595 dl_Cereals −0.001 −0.223 0.137
l_Oils 0.592 −0.353 0.603 dl_Oils 0.202 −0.141 0.436
l_Sugar 0.509 −0.072 0.321 dl_Sugar 0.169 −0.011 0.308

5% critical value: 0.1021 for 1999–2020, 0.142 for 1990–2005 and 2006–2020. Source: own calculations.
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Firstly, to select the appropriate research methodology, we used the Augmented Dickey–Fuller
test (ADF) [44]. Based on the test results, we chose the methods for analysis (Table 3). The optimal lag
for the tests was selected with the Akaike Information Criterion (AIC). The variables are integrated
I(1), except for the sugar in the full period.

Table 3. Unit root testing results.

1990–2020 1990–2005 2006–2020

l_Food −2.769 −1.768 −2.873
dl_Food −14.449 *** −12.984 *** −8.507 ***
l_Meat −2.141 −2.525 −2.947
dl_Meat −10.460 *** −4.214 *** −10.082 ***
l_Dairy −3.021 −2.694 −3.048
dl_Dairy −14.612 *** −13.606 *** −7.020 ***
l_Cereals −3.260 −3.044 −3.166
dl_Cereals −13.326 *** −7.387 *** −8.957 ***
l_Oils −3.120 −2.267 −2.989
dl_Oils −8.043 *** −5.743 *** −5.948 ***
l_Sugar −3.568 ** −2.676 −2.477
dl_Sugar −12.747 *** −9.406 *** −9.494 ***
l_Crude oil −2.430 −2.335 −2.556
dl_Crude oil −13.048 *** −8.923 *** −9.247 ***

** p < 0.05, *** p < 0.01. Source: own calculations.

The first step was testing for linear cointegration. According to Engle and Granger [45], “two-time
series are cointegrated if their linear combination is stationary series, I(0).” The analysis of cointegration
allows to state the existence of a long-run connection between analyzed variables. In order to test
the long-run relationship, a Johansen cointegration test was used. The test is based on the VAR [46,47]:

Xt = C +

p∑

i=1

AiXt−i + et, (1)

where: Xt—endogenous variable vector, C—constant vector, Ai—coefficient matrix, et—white noise
vector which is independently and identically distributed with et ~ IID(0,Σ) where Σ is a positive
definitive matrix.

If the endogenous variables are cointegrated, then Equation (1) can be shown in a vector
error-correction model (VECM) (p − 1) as follows [46,47]:

Δ(Xt) = C + ΠXt−1 +

p−1∑

i=1

τiΔ(Xt−1) + et, (2)

where: Π =
p−1∑
i=1

Ai − I, I—identity matrix; Γi = −
p−1∑

j=i+1
Ai; Π—called a long-run matrix coefficient,

Γi—short-run matrix coefficient. To study cointegration in the Johansen procedure, the order of the Π
matrix is used, this corresponds to the sum of independent cointegration vectors. The Johansen test is
based on the trace or maximum eigenvalue test:

LRtrace(r) = −(T − p)
k∑

i=r+1

n(1− λi) (3)

LRmax(r) = −(T − p)ln(1− λr+1), (4)

where: T—sample size, λi—i-th greatest canonical correlation (eigenvalues of matrix Π). The LRtrace

tested the H0: the number of vectors is equal to r against the H1: the number of vectors is equal to n.
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The LRmax tested the H0: the number of vectors is equal to r against the H1: the number of vectors is
equal to r + 1.

As a result of using Johansen’s procedure, three options may appear [48]: “(i) the rank of the Π
matrix is equal to 0—then model (2) is a VAR model for the increments of variables, in which there is no long-run
dependence; (ii) the rank of the matrix Π is bigger than 0 and less than r, then the number of cointegration
vectors is equal to this rank; (iii) the matrix Π is of a full order, then the series of variables are stationary and
model (2) is a VAR model for the levels of the variables.”

In the next stage, the VAR and VECM models were estimated. If there are relationships in
this assessment, then the last step will be the Granger causality test and Impulse Response Function test
(IRF). The causality test is used to determine the cause-effect relations, where “variable x is the Granger
cause of variable y when the values of variable y can be more accurately foreseen, considering the future value of
variable x than when disregarding those values. In the Granger causality test, H0 is tested: all βk coefficients equal
zero, which is interpreted as a lack of causality.” The Granger causality test can be shown as follows [49]:

Yt = β0 +
m∑

j=1

β jYt− j +
n∑

k=l

βkXt−k + ut, (5)

Xt = β0 +
m∑

j=1

β jXt− j +
n∑

k=l

βkYt−k + ut, (6)

where: Yt—values of variable Y; Xt—values of variable X; β—structural model parameters; t—time
variable; ut—random model element.

4. Results

4.1. Long-Run Analysis

As the variables are I(1), the Johansen cointegration procedure was performed first. The test
was used to verify the long-run relationship between crude oil and food index prices. The results of
the cointegration test in two subperiods are presented in Table 4. It should be noted that the statistical
values of the two tests are smaller than the required critical values (at p = 0.05). The exceptions are
the results for meat and crude oil in 2006–2020. This demonstrates the long-run connections between
these variables. However, in most cases, the long-term relationship between other variables does not
exist. This means that the prices of these variables do not follow each other in the long-term. It should
be noted that short-term linkages may exist. For that reason, the next step is to identify the short-term
link between analyzed variables in the next part. For this purpose, the VAR model (for food, dairy,
cereals, oils, and sugar) and the VECM model (for meat) were used.

Table 4. Cointegration results for oil and food price indices.

Rank

1990–2005 2006–2020

LRtrace LRmax LRtrace LRmax

Stat. p-Value Stat. p-Value Stat. p-Value Stat. p-Value

l_Food
0 8.990 0.171 8.900 0.126 22.300 0.131 11.285 0.497
1 0.091 0.828 0.091 0.819 11.014 0.088 11.014 0.088

l_Meat
0 20.513 0.204 15.769 0.159 32.632 0.005 21.617 0.020
1 4.744 0.639 4.744 0.640 11.015 0.088 11.015 0.088

l_Dairy 0 23.120 0.106 15.788 0.158 22.398 0.128 13.481 0.301
1 7.332 0.321 7.332 0.321 8.916 0.190 8.916 0.190
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Table 4. Cont.

Rank

1990–2005 2006–2020

LRtrace LRmax LRtrace LRmax

Stat. p-Value Stat. p-Value Stat. p-Value Stat. p-Value

l_Cereals
0 21.006 0.182 14.256 0.246 24.618 0.070 14.345 0.240
1 6.749 0.382 6.749 0.383 10.273 0.117 10.273 0.117

l_Oils
0 9.395 0.941 5.186 0.973 22.431 0.127 14.123 0.255
1 4.209 0.713 4.209 0.715 8.308 0.234 8.308 0.234

l_Sugar 0 23.177 0.104 13.759 0.280 19.150 0.278 11.936 0.434
1 9.417 0.160 9.417 0.160 7.214 0.332 7.214 0.333

Source: own calculations.

4.2. Short-Run Analysis

Due to the lack of cointegration among analyzed variables (except meat), the VAR model was
estimated. Using the AIC criterion, it was found that the appropriate lag length was p = 3. Since
the variables are I(0), the VAR (p− 1) model is estimated, and the lag length is two (p− 1 = 2). The effects
of VAR (2) in the first difference are shown in the Appendix A (Table A1). On the basis of R2, it should
be concluded that the quality of the model fit is not satisfactory. For example, about 30% of the variation
in crude oil is explained by crude oil prices and only 2% by food price.

The results indicate that crude oil price does not have a short-term impact on food, dairy, cereal,
oil, and sugar price volatility in the second subperiod; however, food, cereal, and oil prices have
a favorable short-term impact on crude oil price volatility. Further proof of the short-run connection
between analyzed prices can be inferred from the IRF test. Figure 3 presents only statistically significant
impulse responses. The reaction of the price of crude oil to the food, cereal, and oil price is positive.
The change in impact occurs after the fourth month for oils and the fifth month for food and cereals.

 

Figure 3. Impulse response function between crude oil price and selected food price volatility. Source:
own calculations.
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Because there is one cointegrating rank in the relationship between meat and crude oil prices in
the second subperiod, the VECM model was used. The result estimation is presented in Table A2
in the Appendix A. The coefficient in the long-term linkage in the VECM model (with the restricted
trend and unrestricted constant) is 6.16, which means that a 1% increase or decrease in crude oil
price is a response to a 6.16% increase or decrease in meat prices. Therefore, the price of crude oil is
an exogenous variable for meat prices. This is evidenced by the significant EC coefficient in the meat
price equation. The coefficient for the error correction term in the meat price equation is 0.027, whereas
for the crude oil price, the equation is −0.008. Therefore, the disequilibrium in the price system is
revised in one month by 2.7% via the reaction of the meat and by 0.8% via the reaction of crude oil.
Moreover, the meat price response is positive and persistent throughout the entire period (Figure 3).

4.3. Causal Relationship

After estimating the VAR and VECM models, the next step is a determination of causality.
For this purpose, the Granger causality test was implemented to investigate the mutual influence
of the researched prices. (Table 5). The direction of the relationship in the second subperiod can be
deduced from the results in Tables A1 and A2. There is only a one-way (← or →) connection between
crude oil and food prices in two subperiods in the short-run. In the first subperiod, in the performed
tests approach, we can determine that the food, cereals, and dairy ex-work prices were a Granger cause
for crude oil future prices. The food, cereal, and oil future prices were a cause for the crude oil ex-work
prices in the second subperiod. It should be noted that crude oil prices are the cause of Granger for
meat prices in two subperiods.

Table 5. Granger causality test.

1990–2005 2006–2020

Stat. p-Value Stat. p-Value

dl_Crude oil � > dl_Food 1.151 0.333 Crude
oil←Food

0.020 0.980 Crude
oil←Fooddl_Food � > dl_Crude oil 3.359 0.010 5.277 0.006

dl_ Crude oil � > dl_Meat 3.344 0.011 Crude
oil→Meat

5.185 0.007 Crude
oil→Meatdl_Meat � > dl_ Crude oil 1.628 0.167 1.020 0.363

dl_ Crude oil � > dl_Dairy 1.866 0.173 Crude
oil←Dairy

0.732 0.482 Crude oil x
Dairydl_Dairy � > dl_ Crude oil 4.697 0.031 2.140 0.121

dl_ Crude oil � > dl_Cereals 1.176 0.322 Crude
oil←Cereals

0.497 0.609 Crude
oil←Cerealsdl_Cereals � > dl_ Crude oil 2.533 0.041 3.704 0.027

dl_ Crude oil � > dl_Oils 2.137 0.061 Crude oil x
Oils

0.571 0.566 Crude
oil←Oilsdl_Oils � > dl_ Crude oil 1.237 0.292 4.853 0.009

dl_ Crude oil � > dl_Sugar 0.250 0.617 Crude oil x
Sugar

0.142 0.867 Crude oil x
Sugardl_Sugar � > dl_ Crude oil 0.751 0.387 0.548 0.579

←/→ the direction of causality, x—no causality Source: own calculations.

5. Discussion and Conclusions

The paper showed an empirical examination into the linkages between the prices of crude oil and
selected groups of agricultural commodities. We used monthly data from January 1990 until September
2020. The food prices are for the meat, dairy, cereal, oil, and sugar product groups. Except for meat
price, the results indicate no evidence of long-term linkages between the prices of crude oil and food
products, whereas the Granger causality tests confirmed that the global oil price reacts to the prices of
food products (dairy, oil, cereal) in the short term.

Each farm, especially focused on mass animal husbandry, needs specialized machines that
make the work faster and more efficient. Animal husbandry with machine utilization is an example
of extensive farming implemented in developing and highly developed countries. Regardless
of the specific breeding directions, the significant aspect prompting the efficiency of breeding is
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the available farm infrastructure with its equipment. For example, feeding cards increase food quality.
Likewise, without the support of modernly equipped buildings and safety standards meeting hygiene
standards and cleaning machines, it is impossible to keep the costs of breeding at a level that guarantees
sufficient income. Additionally, in the case of poultry farming, proper temperature in the boiler is
essential. The very strong mechanization of animal farming has a strong relationship with energy use.
Vehicles, machines, and heating systems are in use thanks to diesel, which increases the production
costs, which, in turn, affects the meat price. There might be enlightenment for the strong correlation
between the prices of petroleum and meat products. The results suggest that the development in
the mechanization process in the agriculture sector may lead to a situation in which an increase in demand
for agricultural commodities will be accompanied by a growth in demand for crude oil [50]. Hence,
the surge in food consumption roots a rise in the demand for food and thus may affect the volatility of
crude oil prices. Apart from agricultural machinery, crude oil is used for the production of fertilizers,
plant protection products, and costs of transport, which can additionally be translated into food prices.

The second explanation may be related to the usage of some groups of agricultural commodities
for biofuel production. There has been an important rate change between fuel and food when
the Renewable Fuel Standard was enacted in 2005 in the US. Hence, there are noticeably stronger
linkages between crude oil prices and volatility in food commodities, which are closely related
to biofuel production. These relationships were confirmed by researchers in former studies (e.g.,
Coronado et al. [51]; Vacha et al. [52]). In March 2020, the price index was lower than in February.
However, the decline was not the result, as might be expected, of the fall in demand due to
the coronavirus lockdown but the oil price slump. A significant part of the world’s crops, e.g.,
sugar cane in Brazil, maize in the USA, or rape in Poland, is intended for the production of biofuel as
an alternative energy source. Therefore, when the crude oil prices fell sharply in the world’s markets,
biofuel producers also had to adjust their prices. Our results confirm the short-run relationship between
the price of crude oil and the prices of cereals and oils.

The lack of long-term dependencies among crude oil and most of the analyzed groups of the prices
of agricultural goods was also set, inter alia, by Fowowe et al. [17], Zhang et al. [21], and Pasrun et al. [25].
Furthermore, some authors confirm the long-term relationship between the prices of crude oil and
agricultural commodities [30,33]. These studies were based on the analysis of individual products (e.g.,
wheat, maize, butter, etc.) whereas our analyses concern groups of agricultural commodities; therefore,
they are not directly comparable. Mawejje [30], analyzing the groups, agreed that energy prices have
long-term cointegrating linkages with food prices. However, it should be noted that the results related
to a different research period, 2000–2011, than the adopted research period seems to have a significant
impact on the result of this type of calculation and their comparison.

The results obtained have an important practical global context. Firstly, the results should apply
to investors involved in hedging prospects between petroleum and food markets. The outcomes can
inform them that risk in food markets is not dependent on hazards in the oil market [53]. Moreover,
the lack of effect of crude oil price level on the fluctuation in the prices of agricultural goods indicates
that agricultural policy relating to mitigating volatility of food prices should be based on other issues
rather than fluctuations in crude oil markets [19,54]. Furthermore, there are continuous developments in
the biofuel market, hence the production of agricultural commodities for energy purposes is increasing.
Therefore, we believe that the analysis of their issues should be continued. To obtain more accurate
results, we recommend the analyses of individual agricultural commodities, not their groups.
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Appendix A

Table A1. Selected VARs statistics.

VAR(2) Coef. Coef.

dl_Crude Oil dl_Food

dl_Crude oil (−1) 0.499 *** dl_Crude oil (−1) 0.001
dl_Crude oil (−2) −0.328 *** dl_Crude oil (−2) −0.004

dl_Food (−1) 0.6444 *** dl_Food (−1) 0.342 ***
dl_Food (−2) 0.38 dl_Food (−2) 0.105

Constant −0.004 Constant 0.001
R2 0.320 R2 0.153

dl_Crude oil dl_Dairy

dl_Crude oil (−1) 0.560 *** dl_Crude oil (−1) 0.020
dl_Crude oil (−2) −0.323 *** dl_Crude oil (−2) −0.034

dl_Dairy (−1) 0.213 dl_Dairy (−1) 0.521 ***
dl_Dairy (−2) 0.209 dl_Dairy (−2) −0.002

Constant −0.003 Constant 0.000
R2 0.296 R2 0.279

dl_Crude oil dl_Cereals

dl_Crude oil (−1) 0.551 *** dl_Crude oil (−1) −0.031
dl_Crude oil (−2) −0.298 *** dl_Crude oil (−2) 0.024
dl_Cereals (−1) 0.283 * dl_Cereals (−1) 0.334 ***
dl_Cereals (−2) 0.261 dl_Cereals (−2) 0.036

Constant −0.004 Constant 0.002
R2 0.308 R2 0.118

dl_Crude oil dl_Oils

dl_Crude oil (−1) 0.488 *** dl_Crude oil (−1) 0.0156
dl_Crude oil (−2) −0.311 *** dl_Crude oil (−2) −0.046

dl_Oils (−1) 0.378 *** dl_Oils (−1) 0.423 ***
dl_Oils (−2) 0.111 dl_Oils (−2) −0.041

Constant −0.004 Constant 0.001
R2 0.317 R2 0.174

dl_Crude oil dl_Sugar

dl_Crude oil (−1) 0.603 *** dl_Crude oil (−1) 0.013
dl_Crude oil (−2) −0.288 *** dl_Crude oil (−2) −0.031

dl_Sugar (−1) −0.052 dl_Sugar (−1) 0.313 ***
dl_Sugar (−2) −0.074 dl_Sugar (−2) −0.077

Constant −0.003 Constant −0.001
R2 0.283 R2 0.097

* p < 0.1, *** p < 0.01. Source: own calculations.

Table A2. Selected VECMs statistics.

Selected Statistic Stat.

AIC −6.421
BIC −6.242

Long-run relationship 1 * ln_Crude oil − 6.164 × ln_Meat + 0.012 × time
EC (ln_Crude oil) −0.008

EC (ln_Meat) 0.027 ***

*** p < 0.01. Source: own calculations.
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Abstract: In this paper, the aggregate index of green performance of agriculture (Agri-Environmental
Index (AEI)) was proposed and empirically verified. For this purpose, a taxonomic method was
used, i.e., the linear ordering method, which allows for the construction of a synthetic metric for the
assessment of performance. Based on 16 agri-environmental indicators from the Organization for
Economic Cooperation and Development (OECD) and Eurostat database, green performance indexes
were constructed for 20 European countries. The constructed indexes are based on the multi-line
impact of agriculture on the environment, with a particular focus on energy issues. During the
analyses, answers to the following research questions were sought: Is the AEI an appropriate tool for
evaluating the green performance of agriculture? What is the overall situation in this matter in EU
countries? Which areas in terms of the impact of agriculture on the environment require remedial
actions? The results of surveys show that the level of green performance in countries is still low
(an average of 0.3069). The article indicates the areas that require special attention in the context of
continuation of greening processes in the agricultural sector.

Keywords: green agriculture; agri-environmental indicators; energy efficiency; green performance
index; taxonomic methods; zero unitarization method; comparative analysis

1. Introduction

Agriculture is a sector of the economy that has special links with the natural envi-
ronment. These links are complex and reflect biological processes, changes in the natural
environment conditions, socio-economic factors, and agricultural and environmental pol-
icy [1,2]. They are additionally compounded by a spatial variation of the impact of agri-
culture on the environment in different countries [3,4]. On the one hand, the performance
of agriculture depends on land and water resources, and on the other hand, agricultural
production often takes place at the expense of the environment (e.g., resulting in soil
degradation, deteriorated quality of water, reduced biological diversity, increased green-
house gas emissions), which undermines environmental sustainability [1,5–8]. Industrial
agriculture was highly efficient but generated environmental and social consequences of
global significance [9]. Due to the need for altering the paradigm of European agriculture
after the period of industrialization, the concept of sustainable agriculture was recognized
as a priority direction of development reflected in the common agricultural policy of the
EU [10]. This gives rise to specific prospects for the development of this sector but also
to several challenges. In fulfilling its environmental sustainability mission, present-day
agriculture should integrate a wide spectrum of objectives connected with the demand for
food and agricultural commodities with the environmental challenges [8,11]. Challenges
to be faced by agriculture also include increased competition around alternative uses of
the natural resources, maintaining biological diversity, food safety, and climate change
mitigation [12,13]. This also means a need for constructing an adequate policy of energy
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efficiency in agriculture in which the effects of production are considered in terms of energy
expenditure and minimization of environmental impacts.

Recently, in connection with a growing interest in environmental issues, many studies
have been undertaken investigating the relationship between the economy as a whole or its
respective sectors and the natural environment. One of the research lines is environmental
(green) performance. Mutingi et al. [14] used the term ‘green performance’ with reference
to supply chains. In turn, Li and Lin [15] extended this reference to include the economy
as a whole. Gallego-Álvarez et al. [16] use ‘environmental performance’ and ‘environ-
mental sustainability’ as alternative terms. Several papers have analyzed environmental
performance in the EU from different angles. In macroeconomic terms, the environmen-
tal performance of countries is defined as a country’s ability to produce environmental
public goods [17]. In turn, Beltrán-Esteve and Picazo-Tadeo [18] evaluated environmen-
tal performance in the European Union using Luenberger productivity indicators and
DEA techniques. The environmental performance of specific countries is also assessed
based on EPI (Environmental Performance Index), which is an integrated measure of how
well they can handle environmental issues from the perspective of human health and the
ecosystem [19]. Schultze and Trommer [20] emphasize that empirical studies make use of
multiple environmental performance measures selected mainly based on practicability.

A significant research gap exists in a comprehensive assessment of this phenomenon
at the level of sectors of the economy with a key impact on the environment. Without any
doubt, agriculture can be deemed such a sector. A significant role of agriculture in imple-
menting the concept of sustainable development prompted the authors of this paper to
investigate the methods for evaluating the green performance of agriculture. In this paper,
this term is defined as all positive effects of the environmental impact of the agricultural
sector connected with preventing and reducing the emissions of pollutants, a sustainable
use of resources and measures aimed at greening agriculture (including the development
of the renewable energy sector and organic agriculture), to ensure sustainability of the
whole agroecosystem.

The relationships between agriculture and the environment are reflected by agri-
environmental indicators (AEI). They have become increasingly important for measuring
the environmental consequences of agricultural practices and monitoring of progress
towards sustainable development [1,4,21,22]. The characteristic of AEI methods is that they
provide a conceptual framework to define and bring together a set of agri-environmental
indicators [23]. The methods of evaluation based on a set of indicators were elaborated at
international [24] and domestic [25,26] level but also at regional [23] and farm [27–29] level
as well as with reference to agricultural systems [28,30]. The general framework of and
approach to the set of agri-environmental indicators were designed by the Organization
for Economic Co-operation and Development [31]. They were assigned to six groups
of indicators: soil, water, air, biodiversity, farm management, and agricultural inputs.
The indicators were used in many scientific studies for evaluating a relationship between
agriculture and the environment in selected countries [25]. Also, the European Commission,
as a result of the IRENA (International Renewable Energy Agency) operation, identified 28
agri-environmental indicators [32,33].

Considering the large diversity of agri-environmental factors, analyzing one or more
specific indicators separately does not have major advantages [11]. Although studies con-
cerning the evaluation of a relationship between agriculture and the natural environment
do exist, they are usually limited to analyzing selected aspects only such as pesticides [34],
nitrogen [35] and biodiversity [36]. On the other hand, there are no studies comprehen-
sively approaching the issues of measuring the green performance of agriculture using an
advanced set of indicators. The need for such research was also mentioned by Czyżewski
et al. [37]. In view of the above-presented arguments, the purpose of this paper is the
evaluation of the green performance of agriculture in 20 member states of the European
Union. An aggregate index using multiple variables expressed as agricultural and envi-
ronmental indicators was constructed. Therefore, this work is a genuine contribution to
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research concerning the evaluation of the environmental impact of the agricultural sector
through designing a synthetic measure—the AEI. When constructing the synthetic index
(AEI), the linear ordering method with the median and standard deviation was applied.
Thanks to this, this method is characterized by a high resistance to the occurrence of ex-
treme observations, which is particularly important from the point of view of comparative
analysis of the EU countries [38–40].

The authors try to answer the following questions: Is the Agri-Environmental Index an
appropriate tool for evaluating the green performance of agriculture? What is the overall
situation in this matter in EU countries? Which areas in terms of the impact of agriculture
on the environment require remedial actions? The following structure was adopted in the
paper. The next chapter presents the construction method of the AEI index. In the third
part, based on the values of the indexes, a comparative analysis of selected EU countries
was carried out, the results obtained were discussed and the directions for further research
were indicated. The last part contains conclusions drawn from the analyses.

2. Materials and Methods

The main aim of the research was to construct a synthetic index of green performance
of agriculture (AEI). This measure takes into account the multi-line impact of agriculture
on the natural environment, with a particular focus on energy issues. The index was
constructed using a taxonomic linear ordering method based on median and standard
deviation [41,42].

Methods of constructing synthetic measures are the subject of numerous publica-
tions [41,43–45]. Based on these foundations, the AEI index was designed by using the
following procedure [40,44]:

1. The selection as well as construction of the partial indicators describing an agri-
environmental performance from the OECD and Eurostat database;

2. The standardization of the indicators according to their impact (stimulants/de-
stimulants) on the phenomenon studied (green performance of agriculture);

3. The construction of the synthetic measure; AEI indexes for respective countries;
4. The linear hierarchization of selected EU countries, based on the AEI.

The problems that arise when selecting the indicators are primarily the difficulty in
their proper defining and the lack of available data. For this reason, the agri-environmental
indicators from the OECD and Eurostat databases were used. Ultimately, according to
the data availability, 16 indicators (Table 1) and 20 countries were selected for the AEI
calculation. The average values for the reference years, 2008–2017 were chosen for the
analysis. Since some agri-environmental indicators are given in absolute values, to ensure
their comparability, they were relativized, e.g., by converting them to a unit of agricultural
land area in a given country. The indicators used for designing the synthetic measure
were selected to reflect the multi-directional relations between this sector and the natural
resources (earth, water, and air).

A significant role in the adopted set of partial indicators is ascribed to energy efficiency
indicators: Total final energy consumption in agriculture and production of renewable
energy from agriculture. Taking the first of the above-mentioned indicators into account
relates to the fact that agriculture, as an energy user, contributes to the depletion of non-
renewable energy resources and to global warming through energy-related emissions [46].
In this context, the need for minimizing the expenditure of energy in the agricultural sector
has been identified [47]. Biological, technical and technological progress in agricultural
production contributes to increasing efficiency of production but at the same time leads to
increasing energy expenditure connected primarily with consumption of energy accumu-
lated in the means of production. The adopted indicator refers to the direct use of energy
by agriculture. It comprises all energy carriers used directly in the process of agricultural
production, including electricity, refined oil products, fuels derived from natural gas, and
renewable fuels [48]. The second indicator considered in the studies shows that the agri-
cultural sector both emits greenhouse gas and consumes energy but at the same time has
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a potential to generate renewable energy. Due to the wide variety of renewable energy
resources that can be processed in agriculture, this sector can play a significant role both in
generating energy and implementing the objectives of the climate policy [49].

Table 1. Indicators selected for the analysis.

Indicator
Symbol

Indicator Name (Unit of Measure)
Stimulant/

Destimulant
Characteristic/Impact on the Environment

x1
Nitrogen balance (inputs—outputs)
(kg/ha) D a positive nitrogen balance increases the risk of soil,

water, and air pollution

x2
Phosphorus balance
(inputs—outputs) (kg/ha) D a positive phosphorus nitrogen balance increases the

risk of soil, water, and air pollution

x3
Total sales of agricultural pesticides
(kg/ha) D the greater the use of pesticides, the greater the risk

of environmental pollution

x4
Agriculture freshwater abstraction
(m3/ha) D the greater the abstraction, the greater the pressure

on the environment

x5
Irrigation area (% total agriculture
land area) S areas actually irrigated; irrigation infrastructure

reduces water abstraction+

x6
Irrigable area (% total agriculture
land area) S

areas with irrigation infrastructure, but not always
irrigated; irrigation infrastructure reduces water
abstraction

x7
Permanent pasture (% total
agriculture land area) S promote biodiversity, regulate biochemical cycles,

and limit the transfer of nitrogen to waters

x8
Organic farming (% total agriculture
land area) S processes related to organic farming favour the

minimization of pollution and waste

x9

Total final energy consumption in
agriculture
(kg of oil equivalent (toe)/ ha)

D the less energy consumption, the less pressure on the
environment

x10
Agricultural ammonia (NH3)
(% of total ammonia emissions) D

ammonia emissions cause air pollution, negatively
affecting the quality of soil and water as well as
biodiversity

x11

Total greenhouse gas emissions from
agriculture
(% of total emissions)

D increase in greenhouse gas emissions contributes to
the global warming

x12 Farmland Birds Index (index) S a higher index favours biodiversity

x13
Agricultural land classified as having
low wind erosion risk (%) S

wind erosion destroys fertile topsoil and organic
matter, deposits unwanted nutrients and salt,
threatening plants and animals

x14
Agricultural land classified as having
moderate water erosion risk (%) S water erosion negatively affects the soil, plants, and

wildlife, as well as the water quality itself

x15

Renewable energy production from
agriculture
(% of total production)

S

the higher the share of energy production from
renewable sources, the lower the pressure on the
environment (use of non-renewable resources,
environmental pollution, climate change)

x16
Organic carbon content in arable land
(tonnes/ha) D high carbon deposits in the soil increase the risk of

greenhouse gas emissions

Source: own elaboration based on the OECD and Eurostat database.

Based on the characteristics of the agri-environmental indicators in the OECD and
Eurostat database [50,51], eight were considered to be larger-the-better characteristics
(stimulants) with a positive influence on the synthetic measure, and eight were regarded as
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smaller-the-better characteristics (de-stimulants) which reduced the AEI [52]. The values of
the variables describing respective countries are presented as a matrix of observations:

X =

⎡
⎢⎣

x11 · · · x1m
...

. . .
...

xn1 · · · xnm

⎤
⎥⎦ (1)

As the diagnostic data set contained indicators that could not be directly aggregated,
they were standardized using the zero unitarization method [53]:

For stimulants:

zij =
xij − min(xij)i

max(xij)i − min(xij)i
(2)

For de-stimulants:

zij =
max(xij)i − xij

max(xij)i − min(xij)i
(3)

where:
zij is the normalized value of the j-th variable in the i-th country;
xij is the initial value of the j-th variable in the i-th country.
This method was chosen because it was the only one that met all seven postulates

formulated with regard to the use of standardization Equations, i.e., (1) elimination of
labels describing the features; (2) order of magnitude of variables allowing comparison;
(3) equal length of the variation interval for all standardized features (constant range) and
equal lower and upper limit of their variation interval; (4) possibility of standardizing
features that are both positive and negative and features that are only negative; (5) pos-
sibility of standardizing features with values close to zero; (6) non-negativity of values
of the standardized features; (7) existence of simple formulas normalizing the nature of
features [54]. Diagnostic features standardized as described above get values from 0 to 1.
The closer to 1, the better the situation in terms of the analyzed feature, and the closer to 0,
the worse the situation. Standardization results for individual indicators and countries can
be found in Supplementary Materials, Annex S1.

The normalized values of agri-environmental indicators were the basis for calculating
the median and the standard deviation for each of the selected EU countries. The median
values were determined using the formula [38,39]:

Mei =
z( m

2 )i
+ z( m

2 +1)i

2
(4)

For an even number of observations, or:

Mei = z( m
2 +1)i (5)

For an odd number of observations, where:
zi(j) is the j-th statistical ordinal for the vector (zi1, zi2, . . . , zim), i = 1, 2, . . . , n; j = 1, 2,

. . . , m.
In turn, the standard deviation values were calculated according to the following formula:

Sei =

√√√√ 1
m

m

∑
j=1

(zij − z) (6)

In the last step, the AEI indexes for each country were developed (Supplementary
Materials, Annex S1):

AEIi = Mei(1 − Sei)AEIi < 1 (7)
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Values of the AEI closer to 1 indicate a higher level of green performance of agriculture
for the specific country, resulting in a higher rank. This allowed the comparison of the
selected EU countries and classifying them into uniform groups according to their level of
green performance:

group I : AEIi ≥ AEI + S high level

group II : AEI + S > AEIi ≥ AEI medium–high level

group III : AEI > AEIi ≥ AEI − S medium–low level

group IV : AEIi < AEI − S low level

where AEI is the mean value of the synthetic measure, and S is the standard deviation of
the synthetic measure.

3. Results and Discussion

The synthetic measure describing the level of green efficiency of agriculture using the
presented method was calculated for 20 member states of the European Union. Table 2
presents a division of the member states into four groups depending on the adopted value
of the measure. On the other hand, Figure 1 presents a ranking of the analyzed member
states according to the value of the aggregate measure. The studies show that the mean
AEI for the analyzed EU member states was 0.3069. It can therefore be concluded that
the level of green efficiency of agriculture in the analyzed group of EU countries is very
low. Simultaneously, a high variability in the analyzed phenomenon is noticeable between
countries covered by the study. This is demonstrated by the fact that the values of AEI
deviated from the mean value by 0.0880. The analysis of the four identified groups of
countries leads to the conclusion that group I, characterized by the highest level of eco-
efficiency of the analyzed sector, is represented by three countries, i.e., Portugal (0.4931),
Austria (0.4144) and Greece (0.4139). An identical number of countries was recorded in
the group in which the level of the analyzed phenomenon was the lowest. That group
comprised Hungary, Lithuania, and Belgium. In Belgium, as the country with the lowest
level of green efficiency of agriculture, AEI was only 0.1358. Eight countries presented a
medium–high level of agriculture eco-efficiency, including four member states that joined
the EU in 2004 or later (Slovak Republic, the Czech Republic, Slovenia, and Latvia). A
medium–low level of the analyzed phenomenon was observed for six countries. A deeper
analysis of agri-environmental indicators shows that the main problems in this regard
relate to:

• The high share of agricultural lands classified as having high water and wind erosion
risk (average zi for 20 countries: respectively 0.1314 and 0.1383),

• The irrigation (0.1890) and irrigable (0.2465) rates of agricultural land areas,
• The low share of the renewable energy from agriculture (0.3059) as well as organic

farming (0.3081),
• The high rates of agriculture sector in ammonia (NH3) emissions.

Table 2. Classification of 20 EU member states according to the value of the AEI.

Group Number Green Performance Level AEI Range Countries

I high 0.3950– Portugal, Austria, Greece

II medium–high 0.3069–0.3950 Slovak Republic, Czech Republic, Slovenia,
Germany, Spain, Latvia, Netherlands, Sweden

III medium–low 0.2189–0.3069 United Kingdom, Denmark, France, Estonia,
Luxembourg, Poland

IV low −0.2189 Hungary, Lithuania, Belgium
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Figure 1. Ranking of selected EU countries based on AEI.

The indicated areas require undertaking intensive corrective measures, and hence
should be especially monitored by international and national institutions to outline action
strategies for the agricultural sector in the following years.

On the other hand, areas can be identified in which very good results have been
already achieved, i.e., regarding the volume of water used for agricultural purposes
(0.8693), regarding the use of pesticides (0.8446) or phosphorus balance indicator (0.7942).
Another characteristic of agriculture in EU countries is a low consumption of final energy
(0.7476) and a low emission of greenhouse gases (0.7155).

Considering the shape of energy efficiency indicators, on the one hand a very low
share of agriculture in renewable energy production is still observed, so this indicator has
a negative impact on the overall green performance of the agricultural sector (AEI), and
on the other hand, agriculture in the analyzed EU countries features a low level of final
energy consumption, which in turn improves green performance.

Looking closer at the countries, their weaknesses and strengths regarding green
performance can be identified. Portugal, scoring best out of 20 member states of the EU,
predominantly owes its success to high scores (0.8000–1.0000) earned for 5 indicators,
including: the share of agriculture in total ammonia emissions, biodiversity of agricultural
areas, relatively low consumption of final energy in agriculture and low content of organic
carbon in arable land. On the other hand, indicators of wind and water erosion and
activities to increase the production of energy from renewable sources need to be improved.
In turn, Belgium was the country with the worst results (0.0000–0.1000) in seven areas, i.e.,
water and wind erosion risk, irrigation, and irrigable areas, farmland bird index, total final
energy consumption in agriculture and ammonia emissions from agriculture. Moreover,
the average values (0.5000) were not exceeded for nine indicators (56.3%).

The Benelux countries are characterized by a low balance of nitrogen in soil. The
Netherlands and Belgium also had the highest pesticide use indicators. In contrast, in
the south of Europe, i.e., in Greece, Spain, and Portugal, considerable amounts of water
are used for agricultural needs, which should be certainly associated with the climate
of these countries. As many as 15 out of 20 analyzed states (except Denmark, Portugal,
Spain, the Netherlands and Greece) have a low share of areas subject to irrigation processes.
Considering the structure of use of arable land, Hungary, the Netherlands, Luxembourg,
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the United Kingdom, France, and Poland were characterized by the lowest percentage of
land for organic farming. As regards the share of agriculture in final energy consump-
tion, countries with the worst score are the Netherlands, Belgium, and Luxembourg. In
turn, Denmark, France, and Lithuania have the highest indicators of greenhouse gas and
ammonia emissions.

Soil in EU member states contains about 79 billion tons of coal. The CO2 storage
capacity is sensitive to climatic conditions, so there is a high risk that soils will become
the main source of greenhouse gas emissions due to global warming [55]. For this reason,
the AEI was designed using the organic carbon content in arable land. The least coal in
soil is found in Hungary, and the United Kingdom performs the worst in this respect.
In contrast, the risk of erosion by wind and/or water is a problem that bothers all the
analyzed countries to a greater or lesser degree. Taking into account the share of agriculture
in renewable energy production the leaders are the Netherlands, Belgium, and Germany,
while at the lower end of the ranking are Estonia, Sweden, and Slovenia.

When reviewing the existing literature, it is difficult to indicate studies that address
the issue of a comprehensive evaluation of the green performance of agriculture, based
on the construction of synthetic measures. The research conducted so far has focused
mainly on the selection of one or several indicators. For instance, Szuba-Barańska [56] and
Mrówczyńska-Kamińska investigated the impact of agriculture on the environment in Cen-
tral and Eastern Europe. To this end, they used selected agri-environmental indicators only,
including greenhouse gas emissions and general pollution of the environment (ammonia,
methane, nitrous oxide, and carbon dioxide). Their studies revealed that Lithuania (along-
side Romania and Latvia) was a country with the strongest negative impact of agriculture
on the natural environment. The evidence is the highest level of emissions of greenhouse
gases and air pollutants into the environment. The results of studies presented in this
paper partly corroborate these observations as Lithuania ranks second to last in terms of
green performance of agriculture. Ilić et al. [57] evaluated environmental performance
of agriculture in EU countries based on the EPI for the problem area—Agriculture. They
divided EU countries into three groups according to the value of EPI, taking nine problem
areas into account, and two groups according to the area of agriculture. However, the index
designed for agriculture consisted of two indicators only, i.e., nitrogen use efficiency and
nitrogen balance. Due to the narrower range of indicators involved, this study only partly
coincides with the study presented in this paper. However, the unfavorable position of
Belgium and Luxembourg is confirmed. It is worth emphasizing that Belgium is a country
with a high level of intensity of using technology in agriculture, which gives rise to several
negative consequences in the form of adverse changes in the natural environment [58]. The
agri-environmental indicators were also used by Turčeková et al. [59] for evaluating agri-
environmental performance in 27 member states of the EU. The authors applied a radial
output-oriented DEA model in their study, taking into account the following variables:
greenhouse gas emissions (as output), arable land, labor force, fertilizers consumption, and
agricultural subsidies (as inputs). It was demonstrated that Slovakia, the Czech Repub-
lic, and Poland were countries with the highest environmental performance. One of the
reasons for this fact was the low level of technology involved in agriculture. The studies
focused solely on environmental performance from the point of view of a relationship
between greenhouse gas emissions and production outlays. However, they did not provide
a full image of the level of environmental performance of agriculture. This testifies to the
reasonableness of seeking more comprehensive measures of the impact of agriculture on
the natural environment.

The proposed synthetic index method allowed for a comprehensive and unambiguous
assessment of the level of green performance of agriculture sectors. By analyzing individual
indicators in the studied countries, the authors obtained information about the strengths
and weaknesses of activities in this area in individual countries, while synthetic measures
(AEI) allowed for a comparison and general assessment of the level of this phenomenon in
the EU countries.
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The conducted analysis has indicated potential directions for further research. Due
to the large information gap, only 20 EU countries were included. Individual countries
show shortcomings in the reporting of individual agri-environmental indicators. Therefore,
an important area of research should be the development of an effective information
gathering system and the development of the existing set of indicators for an even more
comprehensive assessment of green performance of agriculture. Moreover, it would be
worth extending the existing analysis to include countries from other regions of the world
(e.g., USA, China, Japan, Australia, South American countries).

4. Conclusions

New barriers, primarily deemed equivalent to exhaustion of natural resources, ne-
cessitated the verification of economic growth paradigms towards sustainable growth.
This concept is essential for the agricultural sector that on the one hand relies on natural
resources in the production process, and on the other hand has a significant impact on
the environment. In the agricultural sector the production effects are associated with the
emergence of various environmental hazards. Environmental protection is currently one of
the priorities in EU policy and at the same time one of the major challenges for agriculture.
The environmental effects of agricultural activity have been made a part of economic and
agricultural research. An area that needs further investigation and deeper analysis is green
performance of agriculture.

The evaluation of green performance of the agricultural sector is a complex issue,
which makes it a difficult subject for analysis. As a multi-criterion concept, it requires aggre-
gate measures based on integration of various impacts of agriculture on the environment.
The added value of the research carried out lies in the development of a comprehensive
method of evaluation the green performance of agriculture sector by constructing a syn-
thetic index (AEI). The information value of this index will allow for better integration
and improvement of activities around monitoring, planning, and implementation of agri-
cultural policy assumptions. At the same time, the analysis of synthetic measures of
agri-environmental indicators made it possible to identify the strengths and weaknesses of
green performance of agriculture both at the European and national levels.

When answering the research questions posed in the paper, it should be stated that
the proposed method allows for an unambiguous assessment of the studied phenomenon,
enabling a comparative analysis between individual countries. In response to the second
question, it can be stated that the general level of green performance of agriculture is low,
as demonstrated by the average AEI value for all analyzed countries (0.3069). On the other
hand, the analysis of the average standardized values of agri-environmental indicators
shows that many aspects of agricultural activity require decisive intervention both at the
national and international level. In the upcoming years, one of the main challenges should
be increasing the share of agriculture in the production of energy from renewable sources
as well as increasing the share of organic agriculture in the crop structure. Furthermore,
dynamic action requires a high indicator of agriculture sector in ammonia (NH3) emissions.

The limitations at the research stage, including the absence of data for certain agri-
environmental indicators and/or countries, point to lines of further actions and research.
In the first place, it should be considered how the existing system for collecting data from
the member states could be improved. This will allow comprehensive analyses of AEI.
In addition, dynamic changes in the conditions of functioning of the agricultural sector
will certainly necessitate developing the existing set of indicators. Further lines of research
should take into account a wider range of variables to allow more accurate assessment
of the effect of agriculture on the natural environment, especially in the context of the
implemented energy policy.

Supplementary Materials: The following are available online at https://www.mdpi.com/1996-1073/
14/1/45/s1, Annex S1: Standardization of the agri-environmental indicators and the AEI calculation.

85



Energies 2021, 14, 45

Author Contributions: Conceptualization, A.K. and A.N.; methodology, A.K. and A.N.; formal anal-
ysis, A.K. and A.N.; resources, A.N. and A.K.; data curation, A.K.; writing—original draft preparation,
A.N. and A.K.; writing—review and editing, A.N. and A.K.; visualization, A.K.; funding acquisition,
A.N. and A.K. All authors have read and agreed to the published version of the manuscript.

Funding: The APC was funded by the University of Life Sciences, Faculty of Agrobioengineering,
grant number RKA/S/8/2020 (EFI) and the vouchers.

Conflicts of Interest: The author declares no conflict of interest.

References

1. Piorr, H.P. Environmental policy, agri-environmental indicators and landscape indicators. Agric. Ecosyst. Environ. 2003, 98, 17–33.
[CrossRef]

2. Pawłowska-Tyszko, J.; Pawłowski, M.; Konat, G. Environmental Protection Instruments in Polish Agriculture in the Context of
Its Sustainable Development; Institute of Agricultural and Food Economics National Research Institute: Warsaw, Poland, 2018;
pp. 36–39.

3. The Organisation for Economic Co-operation and Development (OECD). A Green Growth Strategy for Food and Agriculture;
Preliminary Report; OECD Publishing: Paris, France, 2011.

4. United Nations Economic Commission for Europe (UNECE). Agri-Environmental Indicators. In Proceedings of the Committee
on Environmental Policy Conference of European Statisticians, Geneva, Switzerland, 30 October–1 November 2012.

5. Nigel, J. Concepts of efficiency in ecological economics: Sisyphus and the decision maker. Ecol. Econ. 2006, 56, 359–372.
6. Tanentzap, A.J.; Lamb, A.; Walker, S.; Farmer, A. Resolving conflicts between agriculture and the natural environment. PLoS Biol.

2015, 13, e1002242. [CrossRef] [PubMed]
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42. Łogwiniuk, K. The Use of Taxonomic Methods in the Comparative Analysis of the Access to the ICT Infrastructure by Schoolchil-
dren in Poland. Econ. Manag. 2011, 3, 7–23.

43. The Organisation for Economic Co-operation and Development (OECD). Handbook on Constructing Composite Indicators; Method-
ology and User Guide; OECD Publishing: Paris, France, 2008.

44. Piotrowska, E.; Roszkowska, E. Analysis of the Diversity of Polish Voivodeships in Terms of the Level of Innovation (Analiza
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Abstract: Local investments for the development of renewable energy sources (RESs) constitute an
important element of sustainable rural development. They are conducive to the social and economic
development of the said areas, and improve the environmental values and living conditions of their
inhabitants. However, such advancement in rural areas is not possible without adequate financial
support, including the funds from the EU budget. Therefore, the main objective of the research is
to assess the scale, scope and importance of local investments in renewable energy sources in rural
areas of Poland in 2014–2020, cofinanced from EU funds. The study covered 1117 projects, whose
beneficiaries were rural and urban–rural municipalities. Evaluation of the municipal investment
activities in acquiring EU subsidies in the area of environmentally friendly energy was conducted
using selected methods of descriptive statistics and the analysis of variance. Subsequently, with the
use of logistic regression, the study identified the main socioeconomic, financial and environmental
conditions of the investment activities of the local government entities in RES in rural areas. Empirical
studies allowed for the positive verification of the research hypothesis, which assumed that “The
highest investment activity in the field of local projects co-financed from EU funds, related to
the development of RES in rural areas, may be attributed to municipalities performing primarily
agricultural functions, located in Eastern Poland”. The municipalities’ own income potential and
investment activity are of major importance for the acquisition of EU funds used in RES financing.
Municipalities at a lower development level demonstrated a greater activity in accessing these funds.
They view the development of RES as an opportunity for accelerated growth.

Keywords: local investments; renewable energy sources; municipal economy; EU funds; rural ar-
eas; Poland

1. Introduction

In recent years, particularly after Poland’s accession to the European Union (EU), a
considerable amount of attention has been given to perspectives and threats of the rural
development, especially in the context of their sustainable development [1]. In Poland,
rural areas cover more than 90% of the country’s area [2] and are characterized by a
significant degree of developmental diversity, particularly at the municipal level [3–6].
The widely discussed issues of sustainable rural development cover many problems,
such as activities aimed at rationalizing the management of natural resources [7,8], local
development planning and protection of the environmental values of these areas [9]. The
use of renewable energy sources (RESs) may improve the quality of the natural environment
in rural areas [10]. According to the Energy Law Act, RES are “the sources which, in the
course of energy processing, use wind power, solar power, geothermal energy, sea waves,
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sea currents and tidal energy, or energy acquired from the fall of rivers, and biomass energy,
energy from landfill biogas and biogas produced in the process of sewage disposal and
treatment, or decomposition of plant and animal remains” [11]. Renewable sources of
energy constitute an alternative to fossil fuels and contribute to the reduction of greenhouse
gas emissions [12], the diversification of energy supplies and decrease of dependence on
uncertain and unstable fossil fuel markets, particularly oil and gas [13]. However, it is
worth noting that the development of RES has to be coordinated with other actions that
improve the energy efficiency of the economy. Without taking such actions, a phenomenon
known in economic literature as the Jevons paradox may occur. In his research, Jevons
has shown that technical change related to increased efficiency of use of a given resource
usually leads to increased resource consumption [14–16]. The economic development level
of a country is also a vital aspect. In the early stage of development, economic growth
processes are accelerated at the expense of high resource consumption and, consequently,
environmental pollution. After a certain economic development level is exceeded, the
so-called turning point occurs and the environmental protection expenditures start to grow.
This dependence in relation to wealth and income inequality was spotted by Kuznets.
Next, it was adapted to environmental and natural resource economics [17,18]. The use of
renewable energy resources without taking any other actions aimed at social and economic
development may turn out to be another unsustainable strategy [19].

The policy of the European Union with regard to RES is unambiguous—European
economy is to strive to reduce carbon dioxide emissions, which is evidently related to the
development of RES [20,21]. Efficient use of energy, and human, economic and natural
resources, constitute a fundamental principle of sustainable energy development (SED) [22].
The Green Deal initiative, too, includes measures taken to ensure a better resource efficiency
through the transition to a clean circular economy and the reduction of pollution levels.
These goals are supposed to be attained through measures, which include investments in
state-of-the-art environmentally friendly technologies. Hence, this paper contributes to
research on the allocation of EU funds to RES. Already in early 2021, the Commission will
adopt a new, more ambitious EU strategy for accommodating climate change in order to
intensify its security measures against climate change. Fighting against climate change and
attaining climate neutrality will require considerable investments and collective measures.
Hence, it is important to investigate on financial resources allocated to these goals [23].

In Poland, rural areas exhibit significant potential for RES development. This is indi-
cated by considerable biomass resources, roof surfaces, watercourses and areas unsuitable
for agricultural activity. In rural areas, the investments in RES may have an important
economic and social function [10]. RESs exhibit potential for the improvement of living
conditions, environmental quality and conducting various types of activities in periph-
eral areas (e.g., in rural areas of Eastern Poland) and constitute an additional source of
income of the population [24]. However, in order to develop RES in rural areas, it is
necessary to acquire appropriate financial support. An important role in the construction
of green energy installations is given to local investments of basic territorial units (local
self-government units) in Poland, i.e., municipalities that use means from various EU funds
for this purpose [25].

The main objective of the research is to assess the scale, scope and importance of
local investments in renewable energy sources in rural areas of Poland in 2014–2020,
cofinanced from EU funds. The empirical studies aimed at verification of the research
hypothesis, which assumed that “The highest investment activity in the field of local
projects co-financed from EU funds, related to the development of RES in rural areas, may
be attributed to municipalities performing primarily agricultural functions, located in
Eastern Poland”.
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2. Literature Review

2.1. Financing Investments in Energy from RES—Strategic Assumptions of the European Union
and Poland

The energy sector constitutes one of the most relevant economic sectors in every
country [26]. Its key importance results from the role that energy has in the functioning of
modern society and economies. The ability to produce energy in sufficient volume to satisfy
the current and future demand of domestic recipients becomes a fundamental dimension
of energy security. Energy security is currently considered one of the main areas of the
state, and the national economy security, which to a certain extent proves the country’s
independence [27].

Local self-government units conduct a number of tasks aimed at improving the living
standard of their inhabitants, and ensuring the dynamics of local development. Within the
responsibilities of municipal management, apart from the basic tasks (related to, e.g., the
supply of water and sewage disposal) recently, there is also increasing emphasis on the
supply of electricity, heat and gas [28,29]. For many years, the organizational and legal
solutions adopted in Poland have consolidated the significant role of large concerns from
the energy and fuel sectors in providing energy carriers (electricity and natural gas).

The currently arising development challenges, and the necessity to undertake actions
involving the requirements of the environmental protection and sustainable development
result, among other things, in a significantly increased interest in unconventional, renew-
able energy sources. Due to a much greater dispersion of RES compared to non-renewable
sources, primarily from fossil fuels, the problem of their decentralized production is be-
coming a topical issue [30]. Combined with the decentralized energy demand represented
by households and business entities, the role of local self-government units is substantially
rising and will continue to do so in the future [31]. They are the ones who, having the best
recognition of local conditions and needs, are the most inclined to become an important
part of the energy market. According to Charles Tiebout’s theory (decentralization hypoth-
esis), local goods and services should be delivered in a decentralized manner, at the lowest
level of territorial division, which ensures the economic efficiency of this process [32].

The presented conditions prove that the relevance of municipalities (the basic entities
of the local self-government sector in Poland) as entities participating in the energy distri-
bution is increasing. Moreover, their role may be considered in a twofold manner. Firstly, as
entities capable of participating in the generation and distribution of energy obtained from
renewable sources by themselves or through their subsidiaries, e.g., municipal enterprises.
In the latter case, municipalities may participate, as a consultative body, in the efforts of
their inhabitants or entrepreneurs in acquiring funds for the implementation of investments
related to the use of renewable energy sources.

The processes of dynamic economic development, occurring in most countries in
the world, results in a significant increase in energy demand. This increase, and the
consequent rise in the consumption of energy substrates, is also associated with a rising
number of population and improved standard of living [33,34]. The model of economic
growth that was present for many years, resulted in overexploitation of natural resources
and environmental pollution. It was noted that, due to the depletion of resources, it is
not possible to proceed with this model. Currently, many countries, especially in the
EU, are taking actions aiming at ensuring environmental protection and more sustainable
development, which refer to the environmental Kuznets curve [35,36]. The increase in
economic energy consumption may result in the insufficiency of conventional energy
sources in meeting global energy demand [37]. However, it is worth noting that the
exploitation of renewable energy sources alone, without taking any other actions aimed
at improving energy efficiency will be insufficient. As, according to Jevons paradox,
the emergence of new energy sources leads to increased exploitation of these resources.
Therefore, it is necessary to take measures to reduce energy consumption and increase
energy efficiency in the economies of many countries around the world [38,39].
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As, according to Jevons paradox, the emergence of new energy sources leads to in-
creased exploitation of these resources. Therefore, it is necessary to take measures to reduce
energy consumption and increase energy efficiency in the economies of many countries
around the world [38,39]. In Poland, most of the energy is produced as a result of the
coal combustion, which, apart from the natural issues related to the depletion of coal
resources, generates significant problems in terms of air pollution and environmental
protection. There is also the problem of the country fulfilling its commitments, related to
the agreements with the European Union, which Poland ratified. The absence or insuffi-
cient reduction of pollutants generated in the production of electricity may result in the
imposition of high penalties on entities that do not meet the environmental requirements.
An excessive greenhouse gas emission constitutes a continuous problem for the Polish
energy sector [40].

One of the methods that reduce the emission of harmful substances into the atmo-
sphere is to implement the idea of a low emission economy (cf. [41]). It involves all actions
aimed at reducing greenhouse gas emissions while respecting the principles of sustainable
development that consider competitiveness and innovativeness in the global market [42].
Documents of the European Commission state that the transition to a competitive, low-
carbon economy would indicate that by 2050, the European Union should reduce emissions
by 80% compared to their 1990 levels [21]. The implementation of the low-carbon economy
is thus one of the key problems that the economies of the EU Member States encounter.
The transition of the EU economy, particularly the energy supply sector, to one that would
fulfill the low-carbon economy postulates is an important and a topical challenge. In order
to address this challenge, high costs would have to be borne by both the private and public
sectors [43]. Its importance is further increased in conditions of rising air pollution and
consequent climate changes [44].

The process of energy production from conventional sources results in a high amount
of pollution being introduced into the water and atmosphere. This is one of the reasons why
many countries around the world and within the EU are undertaking steps to minimize
pollution and promote alternative solutions for unconventional energy sources. Due to
the importance of climate change and the depletion of conventional sources, such actions
are supported institutionally. Support programs for various undertakings fulfilling the
postulates of a low-carbon economy are implemented at the level of the European Union,
individual Member States and local self-government units. The basic EU document that
determines the direction of necessary actions related to changes in energy production is the
climate and energy package. Until 2030, the Climate and Energy Policy includes common,
EU assumptions and objectives for 2021–2030. In the 2030 perspective, the most important
ones include [45,46]:

• Reducing a minimum of 40% of greenhouse gas emissions (compared to 1990 levels),
• Increasing the share of energy from renewable sources in the total energy consumption

to a minimum of 32%,
• Increasing energy efficiency by a minimum of 32.5%.

The basic assumptions of the Climate and Energy Policy were adopted by the Euro-
pean Council in 2014, while the RES and energy efficiency objectives were increased in
2018. The revision of the objectives, including the increase of RES requirements, clearly
indicates that, to a large extent, the EU associated their development with an opportunity
to reduce the emission of harmful substances into the atmosphere and the negative impact
on climate change.

2.2. Opportunities and Threats for the Development of RES Energy Related to the Use of Resources
in Rural Areas

In Poland, the production of energy from renewable sources is based primarily on
biofuels, which account for its 80%. Wind power also has a significant share (12%), while
much less energy is generated from biogas (2.9%), water (2%), and solar energy (0.7%).
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Insignificant amounts of energy are produced from geothermal sources, heat pumps and
municipal waste incineration [47,48].

Decisions made at the EU level result in an increased interest in energy from renewable
sources, i.e., energy generated from water, biomass, wind, solar radiation and geothermal
sources. The advantage of renewable energy sources over conventional ones consists
in their availability in unlimited quantities, the fact that they do not, or emit a small
amount of greenhouse gases, and their higher level of affordability. The rising awareness
of the population in the field of environmental protection, and the sources and scale of
its pollution from the process of energy production in a conventional way also lead to
social pressure on public authorities. As a result of this pressure, among other things,
some public institutions are dynamizing activities increasing the share of energy produced
from renewable sources in the national energy demand. At the national level, it is crucial
to ensure energy security, understood as the ability to deliver a sufficient amount of
energy at a price that consumers can pay while respecting the rules of environmental
protection [26,49,50]. Recently, the concept of energy security has also been emphasized in
dimensions such as sustainability and energy efficiency [51]. In this context, an important
yet ambiguous role of RES is also observed [52].

The production of energy from renewable sources is more decentralized than in the
case of conventional ones, where frequently the production sites are located in the vicinity
of energy sources extraction sites (e.g., lignite mines). The dispersion of renewable energy
production sites, which indicates a decentralization of the whole system, is conducive to
increasing the role of local government units, particularly municipalities, within the said
system.

In Poland, the basic territorial self-government units, i.e., municipalities, may con-
stitute an entrepreneurial entity provided that they conduct a communal economy in the
public utility sphere. The municipalities’ own tasks in the field of, among others, water
supply system and provision, sewage system, disposal and treatment of municipal sewage,
and electricity, heat and gas supply, may be conducted by the local, self-government budget
companies [53]. Therefore, it can be concluded that municipalities may be active in the
field of renewable energy production. However, it does not exhaust the whole range of
possibilities for municipal activities in the scope of RES development. They may also
conduct informative and promoting activities on their territories, to advocate the use of
RES by residents and business entities.

Rural areas, which account for more than 90% of Poland’s territory [2], exhibit great
potential for RES development [54–56]. They may become a significant supplier of renew-
able energy, obtained from solar, wind, water and biomass processing [57]. The RES sector
development offers a great opportunity for agricultural diversification and multifunctional
rural development as well [58,59]. Another significant problem consists of the outdated
national electricity grid. As a result, there are considerable difficulties with connecting
power generators to the main power supply point, and the distribution of electricity. For
this reason, the emergence of dispersed and small energy producers (the development
of prosumer energy) constitutes one of the most appropriate solutions for the RES sector
development in rural areas of Poland [7].

In Poland, there are two main areas for the implementation of investments in RES
by the local self-government units. The first one is the south-eastern part of the country,
specifically Małopolskie and Lubelskie voivodeships, where over 25% of the investments
are located (and the use of solar energy prevails). The second area is western and central
Poland (Łódzkie, Wielkopolskie and Pomorskie voivodeships), where 30% of all RES
projects were implemented, primarily wind power plants [60].

Rural areas are currently becoming an important part of the debate on the long-
term development of renewable energy. This indicates a new, intelligent specialization
of rural areas as a provider of green energy, whose actions thus positively contribute
to the prevention of climate change [61]. Since renewable energy sources constitute a
part of the European Union’s energy and climate policy, they are supported by structural
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funds. In the previous programming period (2007–2013), EU funds allowed for acquiring
funding for numerous investments in RES. The total value of projects cofinanced from
these funds amounted to 2 billion euro [62]. In Poland, local self-government units are
included in the primary beneficiaries of EU cohesion policy, also in terms of investments in
RES (cf. [63–65]).

3. Materials and Methods

Member States are obliged to spend EU funds transparently, which involves pub-
lishing the appropriate data. In Poland, this responsibility applies to the Ministry of
Investment and Economic Development [66]. From the base of nearly 75 thousand projects
implemented within the 2014–2020 EU Perspective, those fulfilling the 04 objective of
supporting the transition to a low-carbon economy in all sectors were identified for the
study purposes. Projects involving RES in the field of electricity, wind, solar, biomass and
other types of energy were subsequently identified. Three of the most expensive projects
were excluded in order to eliminate the impact of outliers on the results of empirical re-
search. Ultimately, the study covered 1117 projects, whose beneficiaries were rural and
urban–rural municipalities. Therefore, 1548 rural and 628 urban–rural municipalities (as of
31 December 2018) constituted the subject of the research. The remaining empirical data on
the investment activity and the socioeconomic position of the examined territorial units
were obtained from the Local Data Bank of Central Statistical Office of Poland [2]. The
results are presented in Polish currency (the key data were converted to euro as per the
weighted average exchange rate of the National Bank of Poland [67].

Research on the evaluation of the investment activity of territorial units in RES in rural
areas of Poland between 2014 and 2020 consisted of three stages. The first one presents the
theoretical basis for the implementation of RES investments in Poland and subsequently
evaluated the investment activity of municipalities in acquiring EU subsidies in the area
of environmentally friendly energy. Then, the results of the modeling of socioeconomic,
financial and environmental conditions of the investment activity in RES in rural areas,
cofinanced from EU funds, were presented.

To test the significance of differences between the average values of implemented RES
projects, an analysis of variance was applied. Due to the lack of normality in the distribution
of the analyzed variables in the distinguished groups, a non-parametric ANOVA analysis
of Kruskal–Wallis rank was performed. Moreover, selected methods of descriptive statistics
were used as well. Tabular and graphical methods of data presentation were applied.

The process of acquiring EU projects related to renewable energy sources by local self-
government units is conditioned by many factors, including the socioeconomic, financial
and environmental ones. The empirical research was also aimed at determining the
relations between the probability of occurrence of EU projects related to RES in a given
territorial unit and a group of independent variables constituting the socioeconomic,
financial and environmental conditions, presented in Table 1. The explanatory variables
were selected based on substantive grounds (i.e., the authors’ knowledge of and several
years of experience in that domain, and other authors’ research). Statistical features were
also taken into consideration. Strongly intercorrelated variables were removed from the set
of explanatory variables. To do that, an analysis was carried out of correlation coefficients
between the explanatory variables covered by this study.

When a dependent variable is a categorical variable assuming two values (usually the
occurrence and absence of a phenomenon), suitable methods of modeling the analyzed
phenomenon for a dichotomous variable should be applied (e.g., logistic regression or
discriminative model). Logistic regression was used for this purpose. This method is
applied when the dependent variable is dichotomous—assumes two values—0 and 1,
where: value 1 indicates the possession of a given attribute while 0—the lack thereof [68].
The usefulness of such a method may be attributed to the fact that the explanatory variables
(i.e., predictors) can be measured on a metric and non-metric scale. The most important
advantage of modeling data using this method is that the result is a single mathematical
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formula. It allows determining to what extent and in which direction individual variables
influence the modeled phenomenon.

The logistic function, which the logistic regression model is based on, assumes the
following form [69]:

f (z) =
ez

1 + ez (1)

It adopts values from 0 to 1. The value of the logistic function approaches 0 when
z aims at minus infinity. However, when z aims at plus infinity, the logistic function
approaches 1. The surveyed rural and urban–rural municipalities in Poland were divided
into two separate classes:

yi =

{
0 territorial units that did not implement EU projects related to RES
1 territorial units that implemented EU projects related to RES

The logit regression method is most frequently used to determine the probability of
occurrence of a certain Y event, provided that the events X1, X2, . . . , XK transpire as well.
This method is applied, among others, in modeling the probability of the examined unit
being in a certain state (Y = 1), and enables the identification of statistically significant
factors influencing this probability. Such probability is determined by the following logit
regression model [70]:

P(yi = 1/X) =
eβ0+β1x1+...+βK xK

1 + eβ0+β1x1+...+βK xK
, (2)

where:

yi—ith (i = 1, . . . , n) observation on a dichotomous explanatory variable that assumes a
value of 1 or 0;
k = 1, 2, . . . , K;
Xi1, . . . , XiK—explanatory variables (socio-economic, financial and environmental charac-
teristics);
P(yi = 1/X)—the probability that the variable Y would assume a value equal to 1 for the
values of the explanatory variables X = [Xik, . . . , XiK], i = 1, . . . , n; k = 1, . . . , K;
β0, β1, . . . , βK—structural parameters of the model.

The parameters of the β0, β1, . . . , βK model are most frequently determined by the
highest reliability method, maximizing the logarithm of the reliability function in relation
to the model parameters through iterative mathematical procedures. In the logit regression
models, the structural parameters of the βk model are not directly interpretable, similarly
to the linear model. They should not be interpreted in terms of changes in the value of
Xk, only in terms of the direction of the relationship between Xk and Y. The symbol of the
parameter Xk defines the direction of the influence of Xk on Y. With a positive βk, along
with the increase of Xk rises the probability that Y = 1, while negative values of βk are
associated with a decrease in the probability that Y = 1. Possibilities of interpretation are
provided by the transformation of the estimated equation into the so-called quotient of
probability [71]:

Ψ =
Pi

1 − Pi
(3)

The quotient determines the relative probability of occurrence of a given event. In the
logit regression model, which shapes the probability values, it is possible to estimate the
level of probability as a function of independent variables. This quotient is simplified to
the form of:

ψ = eβo+β1x1+...+βK XK . (4)

Expression eβk constitutes a relative change in the probability of an event occurring as a
result of a factor described by Xk, assuming the stability of the remaining variables included
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in the model. This value is interpreted by comparing it with value 1 and expressing the
difference as a percentage. If [72]:

• eβk > 1, then the factor described by Xk variable is considered to stimulate the
probability of occurrence of a given phenomenon, with a stable influence of the other
variables included in the model,

• eβk < 1, then the factor described by the Xk variable is considered to reduce the
probability of occurrence of a given phenomenon, with a stable influence of the other
variables included in the model,

• eβk = 1, then the factor described by Xk variable is considered to have no effect on
the probability of occurrence of a given phenomenon, with a stable influence of the
other variables included in the model.

The evaluation of the logit model accuracy is conducted by means of chi-squared statis-
tics and the so-called pseudo-R2 measures [73]. The value of chi-squared statistics verifies
the hypothesis that the explanatory variables introduced into the model do not introduce
any significant information beyond that provided by the constant term. Verification of the
statistical significance of variables is conducted based on the Wald test. In addition to the
accuracy, the model predictive ability is also evaluated using the measure of predictive
ability of a model determined based on the accuracy table—the so-called count (overall
model accuracy) [74].

Table 1. Definition of explanatory variables adopted in the logit regression models.

Variable Designation Variable Name

Socioeconomic Conditions

x11 Population density (persons per km2)
x12 Old-age dependency ratio
x13 Natural increase per 10 thousand population
x14 Percentage of councillors with higher education (%)
x15 Cumulative net migration rate per 1000 persons from 2016–2018
x16 Entities entered into the REGON (National Business Register) per 10 thousand population
x17 Entities of the national economy employing more than 49 people per 10 thousand inhabitants
x18 Natural persons conducting business activity per 10 thousand inhabitants
x19 Foundations, associations and social organisations per 10 thousand inhabitants
x10 Percentage of persons using the water supply system (%)
x11 Percentage of persons using the sewage system (%)
x12 Percentage of people using the gas network (%)
x13 Number of dwellings per 1000 inhabitants
x14 Average floor space per capita (in m2)
x15 Beneficiaries of social care per 10 thousand population
x16 Unemployment rate (%)
x17 Accommodations per 10 thousand inhabitants
x18 Share of the agricultural holdings of 15 ha and more (%)
x19 Number of persons employed in individual agricultural holdings per 100 population of working age

Financial Conditions

x20 Total income per capita in PLN
x21 Level of personal income per capita in PLN
x22 Shares in taxes constituting the state budget revenue (PIT and CIT) per capita in PLN
x23 General subsidy level excluding the educational part per capita in PLN
x24 Current transfers per capita in PLN
x25 Share of the current income in total income (%)
x26 Share of the personal income in total income (%)
x27 Level of property expenditures per capita in PLN
x28 European Union funds for financing EU programmes and projects in 2014–2019 per capita in PLN
x29 Share of the operating surplus in total income (%)
x30 Share of property expenditures in total expenditures (%)
x31 Burdening current expenditures with remuneration and related expenses
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Table 1. Cont.

Variable Designation Variable Name

Financial Conditions

x32 Share of the operating surplus and income from the sale of assets
x33 Operating surplus per capita in PLN
x34 Total liabilities per capita in PLN
x35 Share of total liabilities in total income (%)
x36 Burdening total income with debt service expenditures (%)
x37 Burdening personal income with debt service expenditures (%)
x38 Share of due liabilities in total liabilities

Environmental Conditions

x39 Afforestation (%)
x40 Underwater land (%)
x41 Protected area in total surface area (%)
x42 Agricultural land (%)
x43 Built-up and urbanised areas (%)
x44 Ecological land (%)
x45 Wastelands (%)
x46 Share of the industry in water consumption (%)
x47 Water consumption per capita (in m3)

Source: Own study based on [75–79].

4. Results of Empirical Studies

4.1. Local Investments in Environmentally Friendly Energy, Cofinanced by the European Union
in Poland

Objectives of the EU’s cohesion policy indicate support for investment in energy
infrastructure while the adopted system of thematic targets of the said policy includes
the term “low-carbon economy”, referring to the reduction of carbon emissions. Poland
belongs to the group of EU countries where the share of energy obtained from renewable
sources constitutes less than 15% while the average for the Member States amounted to as
high as 30% in 2018 [80]. In 2018, EU leaders determined an objective, according to which,
by 2030, 32% of the energy consumption within the Union is to be derived from renewable
sources [81]. Achieving such a formulated strategic target requires the involvement of
significant funds to finance investments in this area. The primary sources of funding for
energy projects are EU funds, both from the general budget and the structural funds.

Poland has favorable geographical and environmental conditions for the production
of energy from renewable sources, particularly considering the potential for the produc-
tion of environmentally friendly energy through agriculture (cultivation of energy crops
and production of energy from biogas) and rural areas [24,82]. The largest resources of
renewable energy sources occur in rural areas, yet the same areas simultaneously have
the greatest problems with ensuring continuity and quality of the supplied energy [83].
Power cuts hinder agricultural activity and restrict opportunities for the development of en-
trepreneurship in rural areas. Difficulties in ensuring a stable energy supply of satisfactory
quality result from several reasons, particularly outdated or underdeveloped infrastructure
of energy distribution. Energy balancing may be supported by local renewable energy
sources. Both the RES potential of rural areas and the dispersion of buildings speak in
favor of such a solution. The employment of locally available energy sources, particularly
those directly related to agricultural production, may improve local energy security and
facilitate farmers’ fulfillment of environmental protection requirements [9]. In rural ar-
eas, the support of RES development through EU funds is consistent with the concept of
multifunctional development of agriculture, rural areas and, as Klepacka [22] notes, the
idea of sustainable development. It constitutes a certain alternative to the dominant role of
agricultural activity—the production of food raw materials. The second pillar of the Com-
mon Agricultural Policy, which funds the Rural Development Program for 2014–2020 [9],
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stipulates multiannual support for rural development aimed at increasing competitiveness
of farms, and sustainable development of the natural resources management, including the
use of energy from renewable sources.

The empirical studies aimed at assessing the scale and importance of local investments
in the field of RES in rural areas of Poland, cofinanced from the EU funds. To do that, the
energy projects, cofinanced by the EU budget and implemented by the basic, territorial,
self-government units, i.e., municipalities in 2014–2020 were characterized. The attention
was focused primarily on projects implemented by rural and urban–rural municipalities.
The research revealed that 2777 projects in the field of energy have been conducted within
the 2014–2020 Perspective, amounting to PLN 12.99 billion (EUR 2.92 billion), of which
nearly 75.8% has been financed from the EU budget. Local self-governments constitute
their most active beneficiaries. They have been implementing 1153 projects (i.e., almost 42%
of all energy-related projects), amounting to PLN 4.32 billion (EUR 0.97 billion). Private
entities are party to a much higher number of implemented projects. However, they are
characterized by a significantly higher capital intensity [66].

Within the local self-government sector, the most active local investments in the field
of RES are realized by its basic entities, i.e., municipalities. Projects implemented by
municipalities constitute as much as 95.1% of the total number and over 97% of the total
value of projects realized by the local self-government sector. Therefore, municipalities are
the most active group of beneficiaries. In the examined period, an average municipality
implemented activities in the field of RES whose value amounted to PLN 3.67 million (EUR
0.83 million). Considering their administrative type, the diversity of implemented projects
in terms of an average level is high, which was confirmed by the Kruskal–Wallis test
(KW = 4.97 with p = 0.002). On average, the largest activities of this type were undertaken
by cities, smaller by urban–rural self-governments, while the smallest occurred in cities
with poviat rights and rural municipalities. Analyzing the percentage of entities benefiting
from this form of support, the highest was a characteristic of cities with poviat rights—
nearly every second city used such support. In the case of other types of municipalities, the
percentage of those that acquire EU funds is significantly lower. In total, rural and urban–
rural municipalities are characterized by the highest number of implemented projects—67%
and 20% respectively. The projects accounted respectively for 60% and 23% of the total
value of undertaken activities in the field of RES (Table 2).

Table 2. Characteristics of the renewable energy source (RES) projects, cofinanced by the European Union and implemented
under the 2014–2020 Financial Perspective by municipalities in Poland.

Type of
Municipality

Number of
Projects

Average Value of
Projects (PLN

Million)

Total Value of
Projects (PLN

Million)

Number of Municipalities
Acquiring Resources from

the EU Funds

Percentage of Municipalities
Acquiring Resources from the

EU Funds (%)

urban–rural 224 4.14 928 168 26.75
rural 745 3.32 2476 539 34.82
urban 92 5.44 500 69 29.24

cities with poviat
rights 59 3.47 204 30 45.45

Total 1120 3.67 4108 806 32.53

Source: Own study based on [66].

Interestingly, it is possible to distinguish a significant group of municipalities whose
success in acquiring the first EU subsidy in the field of energy has translated into fur-
ther successes. The leaders in acquiring subsidies are primarily rural and urban–rural
municipalities: Stanin, Ryki, Rajgród, Psary, Inowłódź, Drohiczyn and Daszyna (each of
them is implementing four projects). In total, as many as 210 local self-governments (26%)
implemented more than one project in the field of RES. The support obtained consists of a
non-refundable grant. Half of the projects have been completed, the remaining ones are to
be finished in 2021 at the latest.
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All projects are implemented by municipalities within the Regional Operational
Programs, i.e., programs dedicated to the needs of beneficiaries from a particular region.
In the case of support obtained by the surveyed municipalities, their spatial diversity may
be observed. In this respect, statistically significant differences were confirmed by the
Kruskal–Wallis test (KW = 11.04 with p = 0.000). Considering the level of investments in
the field of RES, by far, the highest amount of funds was spent by the municipalities from
Lubelskie, Podkarpackie and Śląskie voivodeships, which in total constituted more than a
half of all projects. There is also a significant yet smaller concentration of the implemented
projects in RES. In this case, Lubelskie, Podlaskie and Śląskie voivodeships were the leading
municipalities. The aforementioned results have translated into a large variation in values
of an average project (Table 3).

Table 3. Characteristics of the RES projects, cofinanced by the European Union and implemented by urban–rural and rural
municipalities under the 2014–2020 Financial Perspective in Poland, divided into Regional Operational Programs (ROP).

Programmes

Total Municipalities Urban-Rural Municipalities Rural Municipalities

AVP *
(PLN

Million)

VP **
(PLN

Million)
NP ***

AVP *
(PLN

Million)

VP **
(PLN

Million)
NP ***

AVP *
(PLN

Million)

VP **
(PLN

Million)
NP ***

Dolnośląskie ROP 3.36 30.22 9 4.21 25.24 6 2.10 4.21 2
Kujawsko-Pomorskie

ROP 1.07 76.19 71 1.21 12.09 10 1.10 54.89 50

Lubelskie ROP 3.82 1079.77 283 4.47 165.34 37 3.66 830.55 227
Lubuskie ROP 0.44 0.88 2 0.50 0.50 1 0.38 0.38 1
Łódzkie ROP 3.51 417.71 119 6.79 115.46 17 2.85 262.19 92

Małopolskie ROP 3.28 374.01 114 1.97 72.81 37 3.34 220.48 66
Mazowieckie ROP 8.82 273.36 31 7.71 46.25 6 8.97 215.25 24

Opolskie ROP 9.59 38.34 4 12.10 36.30 3 0.00 0.00 0
Podkarpackie ROP 7.32 629.56 86 7.38 169.83 23 7.07 360.34 51

Podlaskie ROP 1.45 205.46 142 1.34 55.11 41 1.01 82.53 82
Pomorskie ROP 7.19 122.25 17 6.83 13.65 2 7.74 100.66 13

Śląskie ROP 3.61 508.38 141 7.96 95.46 12 1.97 149.63 76
Świętokrzyskie ROP 4.61 124.48 27 4.90 53.89 11 4.41 66.22 15

Warmińsko-Mazurskie
ROP 0.71 26.82 38 1.10 7.71 7 0.62 16.01 26

Wielkopolskie ROP 7.34 168.76 23 7.74 54.18 7 7.25 94.29 13
Zachodniopomorskie

ROP 1.86 18.57 10 1.07 4.26 4 1.13 4.52 4

Total 3.67 4094.77 1117 4.14 928.08 224 3.32 2462.17 742

* AVP—the average value of projects, ** VP—the value of projects, *** NP—the number of projects. Source: Own study based on [66].

The concentration of RES investment activity in the area of several voivodeships
occurred also in the case of projects implemented by urban–rural and rural municipalities.
Particularly great interest in this type of project has been observed in municipalities of
Eastern Poland, especially Lubelskie Voivodeship, whose local self-governments lead both
in terms of value and number of implemented projects. Such a result was influenced by
the exceptional investment activity of rural municipalities. Surprising may be the fact that,
in the Opolskie Voivodeship, only three municipalities decided to conduct the surveyed
investments in their areas. Additionally, low interest in such undertakings was observed in
Zachodniopomorskie and Pomorskie voivodeships, which are predisposed to implement
wind energy (Figure 1).
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Figure 1. Projects in RES, implemented by urban–rural and rural municipalities, cofinanced by the EU under the 2014–2020
Financial Perspective in Poland by regions. Source: Own study based on [66].

The majority of Polish municipalities acquired subsidies within the 010 Renewable
Energy: solar area (879 projects, i.e., 78% of their total number), absorbing more than PLN
3.40 billion (EUR 0.77 billion), which constitutes 83% of their total amount (Table 4). It is
worth noting that activities in the scope of solar energy were the most capital-intensive.
The second area of interest for Polish municipalities is the 083 Air Quality Measures.
According to the design nomenclature, more than half of these projects involved 22 activities
concerning the environment and climate change (projects involved: reducing low-stack
emission by promoting and funding the replacement of residential wood heaters with new
heating devices using gas or biomass), every third one involved 18 Public Administration
(including, among others, public utility buildings thermal efficiency improvement), and
the remaining ones involved 10 grid energy, gas fuels, steam, hot water and air for air
conditioning systems (included the replacement of heat sources with those indicated in the
title). Within the remaining areas, only around a few to a dozen projects were implemented.
Such a structure of implemented RES projects was characteristic for urban–rural and rural
municipalities, while rural self-governments also implemented individual projects within
the remaining support areas, i.e., hydroelectric, geothermal, marine, biomass, wind or
electrical energy. The Kruskal–Wallis test (2.97 with p = 0.002) confirmed the statistically
significant allocation of funds within the areas of the supporting transition towards a low
CO2 emissions economy (Table 4).

Implementation of the said projects was aimed at reducing the negative impact on the
environment and decreasing the energy consumption. Municipalities received subsidies
primarily for measures improving the energy efficiency of facilities from the public and
residential sectors, frequently by increasing the efficiency of existing installations and
equipment. These projects involved the reconstruction of heating installations, ventilation
and air-conditioning systems, insulation of facilities, replacement of windows, external
doors and low-efficiency boilers, change of water and sewage systems and lighting sys-
tems into energy-efficient ones, installation of RES in electrically modernized facilities,
installation of cooling systems, including those from RES, and installation or reconstruction
of electric energy and heat-generating units in high-efficiency combined heat and power
(CHP). The subsidy could be granted for an economically justified construction with the
lowest possible emission of CO2 and other air pollutants. In turn, any reconstruction of the
existing installations to high-efficiency CHP was bound to result in a reduction of at least
30% of CO2 emission (the 2014–2020 WROP was used as an example [84]).
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Table 4. Characteristics of the RES projects, cofinanced by the European Union and implemented by urban–rural and rural
municipalities under the 2014–2020 Financial Perspective, divided into areas of support.

Area of Project Intervention

Total Municipalities Urban-Rural Municipalities Rural Municipalities

AVP *
(PLN

Million)

VP **
(PLN

Million)
NP ***

AVP *
(PLN

Million)

VP **
(PLN

Million)
NP ***

AVP *
(PLN

Million)

VP **
(PLN

Million)
NP ***

005 Electricity (storage and
transmission) 1.63 1.63 2 0.00 0.00 0 0.00 0.00 0

010 Renewable Energy: Solar 3.89 3422.63 879 4.45 708.22 159 3.57 2175.31 610
011 Renewable Energy: from Biomass 1.88 20.71 11 4.22 8.43 2 1.36 12.28 9

012 Other Renewable Energy (a) 2.09 43.93 21 2.14 6.42 3 2.60 28.65 11
083 Air Quality Measures 2.97 605.87 204 3.42 205.01 60 2.20 245.93 112

Total 3.67 4094.77 1 117 4.14 928.08 224 3.32 2462.17 742

* AVP—the average value of projects, ** VP—the value of projects, *** NP—the number of projects. (a) Including hydroelectric, geothermal
and marine) and integration of renewable energy (including storage, conversion of electricity to gas and infrastructure). Source: Own study
based on [66].

4.2. The Shaping of Investment Activity of Rural and Urban–Rural Municipalities in the Field of
Environmentally Friendly Energy Projects Cofinanced by the European Union

In rural areas, the investment activity of territorial units in environmentally friendly
energy is highly diversified regionally, as shown in Figure 1. In order to identify the main
determinants of investment activity of rural and urban–rural municipalities in RES, a logit
model was applied. It was used to determine the direction and strength of influence of
individual factors on the activity of territorial units in acquiring projects in the area of
environmentally friendly energy, cofinanced from the EU budget. This method is applied,
among others, in modeling the probability of the examined unit being in a certain state
(Y = 1), and enables the identification of statistically significant factors influencing this
probability. Logit regression models are used in the case of the dichotomous explained
variable (0—the municipality did not acquire any project, 1—the municipality acquired
at least one project in the area of RES, cofinanced by the EU funds under the 2014–2020
Financial Perspective). Three logit models were estimated, demonstrating respectively
the influence of socioeconomic, financial and environmental factors on the investment
activity of the surveyed territorial units in acquiring projects cofinanced by the EU in the
field of environmentally friendly energy. The assessment of the constructed models was
conducted based on the analysis of classification tables (assessment of predictive ability),
chi-squared statistics (assessment of model significance) and the Wald test (determination
of the significance of explanatory variables). The results of the estimated logit models
were presented in Table 5. The estimated models were characterized by high accuracy
with respect to the empirical data, and high statistical significance (p < 0.05) of parameters
occurring with explanatory variables.

The empirical studies revealed that, among the socioeconomic factors, the municipal
investment activity in acquiring RES projects cofinanced from EU funds is significantly
influenced by the demographic situation, level of entrepreneurship development, number
of persons employed on agricultural holdings per 100 population of working age and the
social situation. Empirical studies proved that the rising value of explanatory variables,
such as population density and net migration rate per 1000 persons, has increased the
probability of municipalities acquiring a project cofinanced by the EU in the field of
RES. High demographic potential is associated with higher income tax revenues of basic
territorial units, which translates into higher potential and investment capacity (Table 5).
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Table 5. Results of the estimated logit models parameters of investment activity in RES of rural and urban–rural municipali-
ties in Poland in 2014–2020 (a).

Explanatory (Independent) Variables Coefficient
Standard

Error
Probability

Ratio
p-Values Relevance (b)

Socio-economic (c)

const 0.3130 0.4651 1.3676 0.5009
Population density (persons per km2) 0.0053 0.0010 1.0053 <0.0001 ***

Cumulative net migration rate per 1000
persons from 2016–2018 0.0173 0.0041 1.0174 <0.0001 ***

Entities entered into the REGON
(National Business Register) per 10

thousand population
−0.0022 0.0004 0.9978 <0.0001 ***

Share of the agricultural holdings of 15
ha and more (%) −0.0228 0.0053 0.9774 <0.0001 ***

Number of persons employed in
individual agricultural holdings per

100 population of working age
0.0177 0.0042 1.0179 <0.0001 ***

Beneficiaries of social community care
per 10 thousand population 0.0006 0.0002 1.0006 0.0009 ***

Percentage of councillors with higher
education (%) 0.0067 0.0041 1.0067 0.0986 *

Financial (d)

const 0.4104 0.1778 1.5074 0.021 **
Share of the personal income in total

income (%) −0.0237 0.0047 0.9766 <0.0001 ***

European Union funds for financing
EU programmes and projects in

2014–2019 per capita in PLN
0.0006 0.0002 1.0006 0.011 **

Level of property expenditures per
capita (in PLN) 0.0003 0.0001 1.0003 <0.0001 ***

Environmental (e)

const 0.3423 0.12307 1.4082 0.0054 ***
Protected area in total surface area (%) −0.0030 0.0012 0.9970 0.0102 **

Underwater land (%) −0.0832 0.0252 0.9202 0.0010 ***
Built-up and urbanised areas (%) −0.0355 0.0179 0.9651 0.0469 **

Wastelands (%) 0.0715 0.0401 1.0741 0.0749 *
(a) The models were construed on the basis of balanced samples (approximately 700 municipalities), which acquired at least 1 project in RES,
cofinanced by the EU (1) and over 700 municipalities, which did not exhibit any investment activity in this area (0). (b) If p-value < 0.001 it is
given three stars (***), 0.001 < p-value < 0.05—two stars (**) and 0.05 < p-value < 0.1—one star (*). (c) Collective test of model coefficients:
χ2 = 180.7, p = 0.000 and number of cases of correct prediction = 64.1%. (d) Collective test of model coefficients: χ2 = 48.1, p = 0.000 and
number of cases of correct prediction = 60.2%. (e) Collective test of model coefficients: χ2 = 28.0, p = 0.000 and number of cases of correct
prediction = 52.8%. Source: Own calculations using the Gretl program, based on [2,66,85].

Projects in the area of environmentally friendly energy, cofinanced by EU, are more fre-
quently implemented by municipalities with a lower level of socioeconomic development,
including territorial units characterized by a lower level of entrepreneurship development
and typical agricultural functions. The results of the estimated logit model indicate that
the higher the number of entities registered in the REGON (National Business Register)
per 10 thousand population, the lower the probability of implementation of RES projects
by the municipality. On the other hand, the higher the number of persons employed on
agricultural holdings per 100 population of working age, the higher the probability of
implementation of the discussed projects (Table 5).

Rural areas are facing serious problems such as depopulation and limited potential to
develop non-agricultural economic functions. Moreover, the local self-governments focus
their attention on the social benefits resulting from investments in RES, which are expressed
primarily in the ability to create additional, stable jobs for less-skilled employees and
economic activation of rural areas. Municipalities with a higher number of beneficiaries of
environmental social assistance per 10 thousand population, and those with a high number
of persons working on agricultural holdings per 100 population of working age, were
characterized by an increased probability of acquiring a project in RES, cofinanced by the
EU (Table 5).

The percentage of councilors with higher education was also a statistically significant
variable, demonstrating the level of human capital in territorial self-government units. Many
definitions reduce human capital to the issue of education. The human capital consists of all
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the predispositions, knowledge and skills, together with the competencies that allow them to
be applied in specific actions [86]. The research determined that a rise in the percentage of
councilors with a higher level of education increases the probability of a given territorial unit
to acquire a project cofinanced from the EU in the area of RES (Table 5).

The study determined that, among the financial factors, the level of municipality’s own
income potential, investment activity and the activity in the field of acquiring EU funds
are important for their investment activity in obtaining RES-related projects and projects
cofinanced from the EU funds. As indicated earlier, projects in the area of environmentally
friendly energy, which are cofinanced by the EU, are more frequently implemented by
municipalities with a lower level of development and typically agricultural functions. The
results of the estimated logit model for financial conditions determined that the higher
the own income potential (quantified by the amount of own income per capita), the lower
the probability of acquiring EU funds to cofinance the projects in RES. This confirms that
entities interested in the implementation of such projects consist of agricultural munici-
palities, for which even limited financial independence [87] is not a significant barrier for
applying for EU funds in RES. At the same time, the research revealed that municipalities
with higher investment activity are more inclined to implement the discussed, projects
cofinanced by the EU (Table 5). Such a result indicates a significant role of the beneficiary’s
experience in the process of applying for an EU subsidy. In a municipality, in which the
employees have already conducted such projects and learned the procedures, the language
of documentation and the method of completing application forms, it is easier to achieve
success in the subsequent competition [88].

The research determined that among the last, i.e., the third group of environmental
factors, the investment activity of municipalities in acquiring projects related to RES and
cofinanced by the EU is significantly influenced by the percentage of protected areas,
the underwater land, built-up and urbanized areas (%) and wastelands (%). However,
among the aforementioned environmental factors, only a higher share of wastelands in
the municipality’s surface area translated into a higher probability of acquiring a project
cofinanced by the EU related to RES. For instance, apart from roofs, photovoltaic panels
may be installed on wastelands, by placing the installations required to produce electricity
in their area. On the other hand, a higher share of the underwater land does not translate
into a higher probability of acquiring the discussed projects by local self-governments
(Table 5). Considering that Polish area, for the most part, consists of the lowlands (with
no big natural slopes), it does not create favorable conditions for the construction of large
hydroelectric power plants. In Poland, the majority of hydroelectric power plants are built
on rivers.

5. Political Implications

All energy-related projects, cofinanced by the EU and implemented by the surveyed
municipalities involved the 04 objective of supporting the transition to a low carbon
economy in all sectors (Table 6). The said objective is consistent with the direction of the EU
Climate Policy of reducing greenhouse gas emissions and targets of the EU Strategy for the
Baltic Sea Region [89] in the field of climate change adaptation projects. Directions of the
interventions undertaken within the framework of the 04 objective will enable approaching
the achievement of the determined objectives of the Europe 2020 Strategy [90], involving
primary energy consumption, the share of energy from renewable sources in the gross final
energy consumption and the reduction of greenhouse gas emissions. Under the national
law, the implementation of these activities is included in the Energy Policy of Poland until
2030 [91], the Energy Security and Environment Strategy [92], the Transport Development
Strategy until 2020 (with a perspective until 2030) [93] and program documents in this area,
primarily in the National Energy Efficiency Action Plan for Poland [94] and the National
Renewable Energy Action Plan [95].
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Table 6. Intervention priorities under the 04 objective of supporting the transition to a low-carbon economy in all sectors.

Increasing Energy Efficiency of
the Economy

Reducing Emissions Generated by
Transport in Urban Agglomerations

Increasing Energy Production from
Renewable Sources

increasing the energy efficiency of public
facilities and multifamily

residential buildings;
increasing energy efficiency in enterprises;
improving heating and cooling systems, as
well as supporting low-carbon strategies;

reducing the energy consumption by
constructing intelligent, medium and/or low

voltage distribution networks;
increasing energy production in highly

efficient installations (supporting highly
efficient CHP)

developing low-emission public
transport and other environmentally

friendly forms of urban mobility

increasing energy production from renewable sources
and the development of networks for RES;

increasing the efficiency of system operation by
constructing intelligent, medium and/or low voltage

distribution networks;
supporting the national industry providing the

equipment necessary for the production of energy from
renewable sources, as an industry with significant

development potential in the light of the increasing share
of RES in the energy mix. Supporting this type of projects

will also be consistent with the 03 thematic objective
(CT3), serving the development of enterprises.

Source: Own study based on [96].

As emphasized in the Partnership Agreement—Programming of the 2014–2020 Fi-
nancial Perspective [90], considering the dependence of the Polish economy on coal as a
primary energy source, the process of developing a low-carbon economy will be more time-
consuming and costly than in the case of many other EU countries. These measures aim
not only at reducing primary energy consumption and CO2 emissions but also increasing
the competitiveness of the economy.

In their new Multiannual Financial Framework for 2021–2027, the EU specified the
priority projects to be cofinanced with structural funds. In 2021–2027, it is planned to
allocate EUR 379 billion to goal 3 (natural resources and environment) and EUR 442 billion
to goal 2 (cohesion and values). The plans provide for an allocation of EUR 114 billion more
to climatic and environmental measures than in 2014–2020. Such an important change
means giving priority to environmental issues, which, as a consequence, will translate into
a greater use of renewable energies. The financial resources are supposed to support the
implementation of the Green Deal. The environmental standards applicable in the EU are
among the world’s most stringent ones. Green growth is a key component in the EU policy
designed to guarantee that Europe will follow an organic path of economic growth. The
EU also plays a key role in promoting sustainable development at a global level [23].

The studies and findings derived from it could provide a basis for the creation of a new
regional-level RES policy in Poland. Research findings confirm that considerable differences
exist between the geographies in the implementation of RES investments cofinanced by the
EU. Municipalities located in Eastern Poland proved to be the most efficient beneficiaries
of that support despite being at lower levels of development and investment potential. So
far, municipalities at higher development levels, located in territories affected by greater
environmental pollution, have been passive in their quest for funds from the EU budget.
They, too, should intensify the measures taken to develop RES in their territories. To do
that, it is necessary to design a regionally diversified government policy for supporting
RES investments implemented by LGUs.

6. Discussion

The interest in RES results, among other things, from the increase in energy demand,
the ongoing climate change, the use of the surplus of agricultural raw materials and the
maintenance of energy security in the EU [97]. Research carried out by, among others,
Ossowska and the research team [98] indicates that in recent years, one might spot positive
changes concerning the consumption of energy from renewable sources in the European
Economic Community but these changes vary depending on a country. The type of renew-
able energy used depends on the geographical location and the economic and financial
efficiency of each source. For example, Northern Europe has a more environmentally
friendly energy policy. On the other hand, Fisher [99] and Ringel and Knodt [100] indicate
that Central and Eastern Europe countries rely on their own energy. In countries with large
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coal reserves, such as Poland, it is more difficult to stop the exploitation of this energy
source in favor of more environmentally friendly resources. Research carried by Ossowska
and the research team [98] also shows that less developed countries are distinguished by
lower greenhouse gas emissions (including Central and Eastern Europe countries), while
GDP growth results in increased greenhouse gas emissions.

Beneficiaries may also obtain support for RES projects from the European Union,
whose main objective consists in the transition to a low-carbon economy [101,102]. Rural
areas exhibit significant potential for RES development, while municipalities, as the basic
territorial self-government units in Poland, are the main creators of local development. The
supply of electricity constitutes one of the basic tasks of the municipal economy. Due to
the rising importance of this issue, it is becoming a cause for reflection around the world
(e.g., [103,104]), while the degree of preparation of local authorities may constitute a key
determinant of the effectiveness of RES projects [54].

The key factor for the development of RES seems to be an appropriate energy policy
and financial support. Poland, due to the number of rural areas, has favorable conditions
for RES development. However, there is a regional disparity, which is influenced by many
factors. Particularly great interest in this type of project was observed among rural entities
in Eastern Poland, especially in the Lubelskie Voivodeship. Significant interest in RES
activities in this voivodeship was also confirmed by Gradziuk and Gradziuk [97]. As Kazak
et al. [54] indicate, EU funds in the field of RES have different success rates in Poland and
other Member States [105], e.g., the Baltic States [106], Romania [107] and Italy [108].

Investment projects concerning renewable energy sources are an opportunity to stim-
ulate local development in peripheral rural areas (especially in Eastern Poland) affected
by population ageing and depopulation cf. [109,110]. The renewable energy sector cre-
ates a variety of jobs in manufacturing, services and construction requiring a variety of
qualifications and skills. Its development not only increases but also improves the quality
of jobs in the industry. The research conducted by Wasiuta [111] shows that the develop-
ment of RES is not only an opportunity for local communities to create jobs but also an
opportunity for local government units to introduce various types of taxes. The existing
diversity concerning the implementation of investment projects involving environmentally
friendly forms of energy, cofinanced by the EU, is influenced by socioeconomic, financial
and environmental conditions.

The projects in RES, cofinanced by the EU, are more frequently implemented by
municipalities with a lower level of development, characterized by a lower level of en-
trepreneurship development and typical agricultural functions. On the one hand, it results
from the potential for the development of RES in the area of the said municipalities (the
availability of land) while on the other, it may be considered an attempt to specialize the
area in activities that provide the possibility to dynamize the economic development of the
municipality. Moreover, the research conducted by Gradziuk and Gradziuk [55] proved
a great diversity in acquiring EU funds by municipalities on the example of Lubuskie
Voivodeship. It was furthermore found that the value of investments in RES was signifi-
cantly and negatively correlated with the level of GDP per capita. Kazak et al. [54] added
that the allocation of EU funds was not directed at the most profitable parts of Poland
in terms of renewable energy production. The importance of experience in acquiring
EU support was further proved by Standar and Puslecki [88]. Furthermore it is easier
to conduct proenvironmental activities in places where the area is still undeveloped. As
Kazak et al. [54] note the density of development and the degree of dispersion of potential
customers affect the size and economic impact of RES implementation.

7. Conclusions

The research revealed that 2777 projects in the field of energy have been conducted
within the 2014–2020 Perspective, amounting to nearly PLN 13 billion (EUR 2.93 billion),
of which approximately 75.8% has been financed from the EU budget. The most active
beneficiaries are local self-government units and among them—municipalities, whose
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projects account for 95.1% of the total number and over 97% of the total value of projects
implemented by the local self-government sector. In total, rural and urban–rural munici-
palities have implemented the highest number of RES projects. Interestingly, every fourth
municipality conducts a minimum of two such projects, noticing high needs in this area.
Statistically, solar energy-related activities were significantly more often undertaken, as
confirmed by the Kruskal–Wallis test. These activities were characterized by high capital
intensity. Up to date, half of them have been completed.

All projects are implemented by municipalities within the Regional Operational
Programs, i.e., programs dedicated to the needs of beneficiaries from a particular region.
Although each regional program includes actions aimed at the implementation of RES, the
Kruskal–Wallis test proved the existence of a statistically significant spatial concentration of
investment activity. Particularly great interest in this type of projects was observed among
rural entities in Eastern Poland, especially in the Lubelskie Voivodeship.

In order to identify the main determinants of investment activity of rural and urban–
rural municipalities in RES, a logit model was applied. It was used to determine the
direction and strength of influence of individual factors on the activity of territorial units
in acquiring projects in the area of environmentally friendly energy, cofinanced from the
EU budget. The projects in RES, cofinanced by the EU, are more frequently implemented
by municipalities with a lower level of development, characterized by a lower level of
entrepreneurship development and typical agricultural functions. On the one hand, it
results from the potential for the development of RES in the area of the said municipalities
(the availability of land) while on the other, it may be considered an attempt to specialize
the area in activities that provide the possibility to dynamize the economic development of
the municipality.

The analyses determined that, among the financial factors, the level of municipality’s
own income potential, investment activity and the activity in the field of acquiring EU funds
are important for their investment activity in obtaining RES projects and projects cofinanced
from the EU funds. The lower own income potential of the RES project beneficiaries
indicates a typically agricultural character of these municipalities (see [81]) and is associated
with a lower level of development, as indicated above.

Additionally, the analyses proved a significant influence of the selected environmental
factors on increasing the investment activity of the territorial units in the field of RES. The
only positive impact on the investment activity of municipalities in such an area exhibited
the share of wastelands in the total area of agricultural land. It indicates that it is easier to
conduct proenvironmental activities in places where the area is still undeveloped.

Finally, it should be stated that empirical studies allowed for the positive verification
of the research hypothesis, which assumed that “The highest investment activity in the
field of local projects co-financed from EU funds, related to the development of RES in rural
areas, may be attributed to municipalities performing primarily agricultural functions,
located in Eastern Poland”. The occurrence of significant disparities in the implementation
of projects is not beneficial from the perspective of economic, social and territorial cohesion,
and the achievement of sustainable development objectives. It should be emphasized that,
for instance, the negative consequences on climate, do not have a territorial range of a
particular municipality but rather involve them all, and only joint actions may stop them.
Therefore, actions should be undertaken to persuade the remaining local self-government
units about the importance and rightness of investments in RES.

Selection of the topic is appropriate due to the topicality of the issues and the great
importance of renewable energy sources in the energy transformation. Moreover, the
discussed topic is important from the economic point of view, based on the EU energy
and climate policy and the resulting requirements to limit the use of conventional energy
sources. Even during the last summit of EU leaders, the goals of energy policy were
changed, which additionally proves the topicality of the article, even if it concerns one
country (and 16 regions in the EU). However, empirical research covered by this paper
does not exhaust all topics involved in the local government’s investment activity related
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to RES in rural areas. Nevertheless, this paper brought more value to this research topic
because such studies have not been conducted in other countries. The research methods
used, and the analysis carried out on that basis, required the use of microdata for projects
implemented by municipalities, Polish lowest-level LGUs. Often, it is impossible to access
such data for other EU countries. Furthermore, the countries differ in the scope of public
tasks carried out by local government units; this would make it difficult to directly compare
the findings. However, the findings from this research are of particular importance to the
objectives of the Polish regional-level energy policy. They also may provide an incentive
and set a standard for scientists from other countries in order for them to conduct similar
studies. The potential lines of future research could be indicated by an analysis of how
advanced is the local government in using RES, what is the share of renewable energies
in the local energy consumption and what is the impact of RES investments on local
rural development.
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7. Szymańska, D.; Chodkowska-Miszczuk, J. Endogenous resources utilization of rural areas in shaping sustainable development in
Poland. Renew. Sustain. Energy Rev. 2011, 15, 1497–1501. [CrossRef]
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24. Piwowar, A.; Dzikuć, M. Development of renewable energy sources in the context of threats resulting from low-altitude emissions
in rural areas in Poland: A review. Energies 2019, 12, 3558. [CrossRef]

25. Banaszewska, M.; Bischoff, I. The Political Economy of EU-funds: Evidence from Poland. Jahrb. Natl. Stat. 2017, 237, 191–224.
[CrossRef]

26. Winzer, C. Conceptualizing energy security. Energy Policy 2012, 46, 36–48. [CrossRef]
27. Kruyt, B.; van Vuuren, D.P.; de Vries, H.J.; Groenenberg, H. Indicators for energy security. Energy Policy 2009, 37, 2166–2181.

[CrossRef]
28. Cullmann, A.; Nieswand, M.; Seifert, S.; Stiel, C. A (re) municipalization trend among energy utilities: Truth or myth? DIW Econ.

Bull. 2016, 6, 227–232.
29. Berlo, K.; Wagner, O.; Heenen, M. The incumbents’ conservation strategies in the German energy regime as an impediment to

re-municipalization—An analysis guided by the multi-level perspective. Sustainability 2017, 9, 53. [CrossRef]
30. Brinker, L.; Satchwell, A.J. A comparative review of municipal energy business models in Germany, California, and Great Britain:

Institutional context and forms of energy decentralization. Renew. Sustain. Energy Rev. 2020, 119, 109521. [CrossRef]
31. Voorn, B.; Van Genugten, M.L.; Van Thiel, S. Re-interpreting re-municipalization: Finding equilibrium. J. Econ. Policy Reform.

2020, 3, 1–14. [CrossRef]
32. Eberts, R.W.; Gronberg, T.J. Jurisdictional homogeneity and the Tiebout hypothesis. J. Urban Econ. 1981, 10, 227–239. [CrossRef]
33. Bölük, G.; Mert, M. Fossil & renewable energy consumption, GHGs (greenhouse gases) and economic growth: Evidence from a

panel of EU (European Union) countries. Energy 2014, 74, 439–446. [CrossRef]
34. Mardani, A.; Streimikiene, D.; Nilashi, M.; Arias Aranda, D.; Loganathan, N.; Jusoh, A. Energy consumption, economic growth,

and CO2 emissions in G20 countries: Application of adaptive neuro-fuzzy inference system. Energies 2018, 11, 2771. [CrossRef]
35. Farhani, S.; Mrizak, S.; Chaibi, A.; Rault, C. The environmental Kuznets curve and sustainability: A panel data analysis. Energy

Policy 2014, 71, 189–198. [CrossRef]
36. López-Menéndez, A.J.; Pérez, R.; Moreno, B. Environmental costs and renewable energy: Re-visiting the Environmental Kuznets

Curve. J. Environ. Manag. 2014, 145, 368–373. [CrossRef]
37. Helm, D. The future of fossil fuels—Is it the end? Oxf. Rev. Econ. Policy 2016, 32, 191–205. [CrossRef]
38. Freire-González, J.; Puig-Ventosa, I. Energy efficiency policies and the Jevons paradox. Int. J. Energy Econ. Policy 2015, 5, 69.
39. Copiello, S. Building energy efficiency: A research branch made of paradoxes. Renew. Sustain. Energy Rev. 2017, 69, 1064–1076.

[CrossRef]
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Wielkopolskiego; Wydawnictwo Uniwersytetu Przyrodniczego w Poznaniu: Poznań, Poland, 2011.
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Abstract: Energy obtained from renewable sources is an important element of the sustainable
development strategy of the European Union and its member states. The aim of this research is,
therefore, to assess the potential and use of renewable energy sources and their effectiveness from
the regional perspective in Poland. The research covered the years 2012 and 2018. The diversification
of production and potential of renewable energy sources was defined on the basis of biogas and
biomass. Calculations made using the data envelopment analysis (DEA) method showed that, in
2012, only three voivodeships achieved the highest efficiency in terms of the use of biogas and
biomass resources; in 2018, this number increased to four. Comparing the effective units in 2012 and
2018, it can be seen that their efficiency frontier moved upwards by 56% in terms of biogas and 21%
in terms of to biomass. Despite a large relative increase in the production of heat from biogas by 99%
compared to the production of heat from biomass by 38%, the efficiency frontier for biogas did not
change considerably. It was found that the resources of solid biomass are used far more intensively
than the resources of biogas. However, in the case of biogas, a significant increase in the utilization of
the production potential was observed: from 3.3% in 2012 to 6.4% in 2018, whereas in the same years,
the utilization of solid biomass production potential remained at the same level (15.3% in 2012, 15.4%
in 2018). It was also observed that, at the level of voivodeships, the utilization of biogas and biomass
production potential is negatively correlated with the size of this potential. The combined potential
of solid biomass and biogas can cover the demand of each of the studied regions in Poland in terms
of thermal energy. The coverage ranges from 104% to 1402%. The results show that when comparing
biomass and biogas, the production of both electricity and heat was dominated by solid biomass. Its
high share occurred especially in voivodeships characterized by a high share of forest area and a low
potential for biogas production (Lubuskie Voivodeship, Zachodniopomorskie Voivodeship).

Keywords: biogas; biomass; data envelopment analysis (DEA); efficiency ranking; renewable energy;
Poland; regional potential

1. Introduction

Due to the development of civilization, more and more energy resources are necessary
to satisfy basic social needs as well as production. Lack of integration in resource assess-
ment and policy making leads to inconsistent strategies and inefficient use of resources [1].
Fossil fuels play a dominant role in global energy systems [2], although according to
Arıoğlu et al. [3], renewable energy sources are becoming the fastest growing energy source
in the world. As pointed out by Moomaw et al. [4], 85% of the primary energy used by
global economies comes from fossil fuels. However, the share of energy from renewable
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sources in the structure of energy consumption is growing rapidly, especially in Europe. In
2018, the share of energy from fossil fuels in the EU decreased to 70.2% of total energy [5].

In recent years, more and more attention has been paid to the development and use
of energy from renewable sources [6,7]. Moomaw et al. [4] report that renewable energy
sources play a role in the provision of energy services in a sustainable manner, and in
particular in mitigating climate change. Gielen and his team [8] also note that renewable
energy can meet two-thirds of the total global energy demand and contribute, to a large
extent, to the reduction in greenhouse gas emissions responsible for climate change.

Activities in the field of production of energy from renewable sources are undertaken
in many countries of the world, not only in EU countries, pointing to their importance for
the development of rural areas [9–11]. As Lemaire [12] shows, in rural South Africa, small
energy companies can play useful roles in supplementing conventional systems.

Renewable energy and energy efficiency are the two main components of sustainable
energy systems. Abolhosseini and his team [13] indicate that electricity consumption will
constitute an increasing share of global energy demand over the next two decades. There-
fore, the development of renewable energy sources is becoming one of the most important
challenges in light of the increasingly energy-consuming socio-economic development and
the need to reduce the share of fossil, high-emission sources of energy production. This
is due to the so-called climate and energy package implemented in EU countries, which
assumed a 20% reduction in greenhouse gas emissions by 2020 compared to 1990 and an
increase in the share of renewable energy sources (RESs) in total energy consumption by
20% [14]. Such a limitation is also reflected in the assumptions of the EU climate and energy
policy in the 2030 perspective [15]. For Poland, according to this document, this share
accounted for at least 15% in 2020 [16]. Due to the slow pace of development of renewable
energy sources, this goal will require many years of multidirectional activities. These activ-
ities should take into account the spatial differentiation of development conditions, and
thus the diversified opportunities for the development of renewable energy sources. This
task is difficult because the structure of electricity produced in Poland has been dominated
by energy produced from high-emission solid fuels for many years. In 2015, hard coal
accounted for 46.5% of these fuels, lignite 32.2%, natural gas 3%, renewable energy 13.7%,
and the remaining 4.6% [17]. High-emission fossil fuels are a common global problem.
They are the cause of more than 70% of greenhouse gas emissions in the world [18]. Hence,
the issue of the development of a low-emission economy and energy generation based on
low-emission sources is of particular importance.

Rural areas, along with the agriculture and forestry sectors located within them,
have an important role to play in generating renewable energy sources, especially as
agricultural land and forests dominate the land use structure in all regions of Poland [19].
This diversification may undoubtedly affect the potential possibilities of producing biomass,
which is the largest source of renewable energy, mainly obtained in agriculture [20]. Solid
biofuels as well as raw materials for the production of liquid fuels from biomass (biodiesel
and bioethanol) and some biogases are produced from biomass [21].

Thus, the agricultural sector may not only be an emitter of greenhouse gases and
a consumer of energy, but may also have the potential to generate energy [22,23]. As
indicated by Hengeveld et al. [24], an increasing number of local and regional initiatives
show a growing interest in decentralized energy production, in which biogas can play a
role. Carrosio [25], who studied the evolution of agricultural biogas production in Italy, also
believes that in order to achieve a more sustainable development of bioenergy, the existing
institutional framework should be reformed by reorganizing subsidies and involving
farmers in local projects. It is therefore expected that the amount of biogas produced on
agricultural land will increase in the coming years.

This issue receives little recognition in the countries of Central and Eastern Europe and
in Poland itself. Such studies have so far been conducted in China [26,27], in Vietnam [28],
or in Ukraine [29], but most studies focus mainly on technical or technological issues
related to the production of this energy [30–32], while less work is devoted to the spatial
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differentiation of the efficiency of biomass and biogas potential. The issues of the spatial
distribution of infrastructure [33,34], the deployment of the renewable energy industry [35],
and spatial planning in terms of resource availability and use [36], were addressed, in-
cluding waste for biogas production [37,38]. A spatial analysis of the power density of
renewable energy was carried out [39]. Research in the field of solar and wind energy
was also often conducted [40,41]. Spatial aspects also concern the differences between EU
countries [42,43].

Therefore, even if renewables are distributed all over the world, location plays a huge
role in deciding which resources to use, not only globally but also locally. In addition, it is
important to assess the energy efficiency of different regions, which can help to identify
differences in energy efficiency, which can be the basis for improving this efficiency.

The main aim of the research is to look for answers to the fundamental question
regarding the potential of and resources required for use of biomass and biogas in Poland
and the effectiveness of their use, the calculation of which was carried out using the data
envelopment analysis (DEA) method, widely used in the field of environmental and energy
economics [44–47].

The analyses highlighted the regions in Poland where the production of biogas and
biomass is highly developed and where they constitute the largest share in total energy.
Answers were also sought to the question regarding the efficiency of energy production
from biomass and biogas in the regions and whether they can achieve energy self-sufficiency
based on local resources.

2. Research Methodology

The research was carried out at the regional level in Poland. The spatial scope of
detailed research covered all voivodeships (regions) of the country. To compare the effi-
ciency of useful heat production by voivodeships, data on the consumption of biogas and
biomass from the report on heat from renewable sources of Statistics Poland were used.
The adopted approach takes into account those renewable energy sources that can occur
throughout the country without major restrictions, can be produced in each region, and are
related to agriculture. The data of Local Data Bank of Statistics Poland were also used.

2.1. Partial Ranking and Hasse Diagram

The ratio of potential of heat production from biogas to biogas consumption was
calculated, as well as a similar indicator for biomass for each voivodeship. If one region
dominates another with respect to indicators under comparison, it is easy to determine
which region is better. In another case, there is a need to establish a trade-off between indi-
cators to make a comparison. The partial ranking shows only unambiguous comparisons
and introduces a partial ordering in the region under comparison. The partial ranking can
be visualized with a Hasse diagram with takes a form of graph. In the Hasse diagram,
if there is an arrow from one object to another, it means that the first of them is better
than the second one in terms of each analyzed variable. The situation when one can move
from the first to the second object through a sequence of arrows with the same direction is
interpreted in a similar way. If there is no sequence of arrows between objects, such objects
are incomparable.

2.2. Data Envelopment Analysis

The data envelopment analysis (DEA) method was used to organize the voivode-
ships in terms of effectiveness, but without indicating the distance between the other
voivodeships and the leaders.

The basis of this method is a set of variables that are inputs and a set of variables
that are outputs. The DEA method is widely used to study energy efficiency as a total
factor energy efficiency evaluation method [48]. DEA belongs to the group of nonpara-
metric methods of linear programming, in which efficiency is defined as the quotient of
the weighted sum of effects to the weighted sum of inputs [49]. The DEA allows the
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effectiveness of each Decision-Making Unit (DMU) to be maximized by selecting weights
assigned to inputs and effects [50]. This allows for the identification of relatively effective
and ineffective units and the measurement of the ineffectiveness of the latter. This approach
also makes it possible to compare DMUs with very diverse structures, natures of effects
and inputs, and to estimate unobservable technological elements directly from inputs and
effects without applying restrictive assumptions about the parameters in the production
process [51]. In this method, at least one object always has 100% efficiency. The efficiency
of all the others is compared with the objects with 100% efficiency; hence, the relative
efficiency is obtained.

When presenting the idea of the basic DEA model, it should be noted that yjk
(j = 1, . . . , n) stands for effects (outputs) and xik (i = 1, . . . , m) stands for inputs of k-th
DMU (k = 1, . . . , r). In DEA, for each fixed DMU (say t), a system of weights for inputs
vit (i = 1, . . . , m) and effects wjt (j = 1, . . . , n) must be found that maximizes the following
expression

E ft =
∑n

j wjtyjt

∑m
i vitxit

(1)

and meets the conditions of:

wjt > 0 (j = 1, . . . , n), vit > 0 (i = 1, . . . , m) (2)

m

∑
i

vitxit = 1 (3)

E fk =
∑n

j wjtyjk

∑m
i vitxik

≤ 1 (k = 1, . . . , r) (4)

In this research, the CCR model described above was used [52,53], with constant
returns to scale with two inputs and one effect. Consumption of biogas and biomass
consumption were assumed as inputs, while the total production of heat from biogas and
biomass was assumed as the effect. Data analysis showed that—in this case—constant
returns to scale are more appropriate than the alternative—i.e., variable returns to scale.
The calculations were performed using the “deaR” package [54] in the R-Studio program.
A sensitivity analysis of DEA results was performed using the all-factors-at-once approach.
The influence of changes of all variables simultaneously on the relative efficiency was
investigated by performing 10,000 simulations. For each variable, a new value was drawn
within ±1% of the original value based on a uniform distribution. The simulation results
were presented as an interval for the relative efficiency. This interval was defined by
quantiles of the order of 0.025 and 0.975 of simulation results. Thus, 95% of simulation
results were covered by the interval. In order to estimate the potential of biogas production,
publicly available statistical data of Statistics Poland were used and the methodology
applied in the study by Bujakowski et al. [55] additionally took into account losses and
damages in agricultural crops. Biogas is produced in the process of anaerobic digestion of
organic waste.

2.3. Biomass Potential

In order to estimate the potential of solid biomass, it was assumed that it would come
from plant production, including straw surplus, hay surplus, energy crops, orchards, forest
production as well as annual felling and care cuts. When calculating the potential offered
by the timber management, assumptions from the methodology presented in the work of
Bujakowski et al. [55] were included. In order to assess the surplus of straw and hay that
can be used for energy purposes, the methodology presented in the study by Ludwicka
et al. [56] was used. By calculating the share of the above for special purpose energy crops,
it was assumed that the land use factor for growing these plants is 1/10, which is a safe
border eliminating competition between the production of raw materials and production
for food purposes [57]. When calculating the potential of solid biomass, the biomass that
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could be obtained from the care and replacement of stands in orchards was also taken into
account [58].

3. Results

3.1. Regional Differentiation of Biomass and Biogas Potential in Poland

In Poland, and in particular in voivodeships with a large share of the agricultural
economy, an upward trend in electricity consumption has been observed for several
years. Electricity consumption is growing faster in rural areas. The share of energy from
renewable sources is also increasing, although the growth dynamics is not as high as the
EU average [19]. Energy obtained from renewable sources in Poland in 2018 came mainly
from solid biofuels (69.3%), wind energy (12.4%), and liquid biofuels (10.2%) [59].

The structure of production of energy from renewable sources for Poland results pri-
marily from the geographic conditions characteristic of our country and possible resources
to be managed [60]. The share of energy from renewable sources in the production of
primary energy in total increased in 2014–2018 from 12.1% to 14.3% [59]. However, it
was significantly differentiated regionally (Table 1), which is justified due to the different
potential of the resources used for its production. This applies, for example, to organic
waste in landfills, animal and vegetable waste on farms, or to the structures and sizes of
farms, as indicated by Wąs et al. [29]. This applies both to the production of biomass and
biogas, which are analyzed in this paper.

Table 1. Regional differentiation of potential of biogas and biomass production and use in 2012 and 2018.

Voivodeships

Production Potential and Its Use in 2012 Production Potential and Its Use in 2018

Biogas Biomass Biogas Biomass

Production
Potential
(dam3)

Use of
Potential (%)

Production
Potential

(tons)

Use of
Potential (%)

Production
Potential
(dam3)

Use of
Potential (%)

Production
Potential

(tons)

Use of
Potential (%)

Dolnośląskie 321,324.6 2.9 4,563,028.1 16.8 314,818.7 7.7 3,953,491.8 5.5

Kujawsko-
pomorskie 469,096.0 3.7 2,892,793.3 51.5 481,521.1 5.2 3,101,466.5 72.8

Lubelskie 367,761.7 2.5 3,747,584.7 1.6 335,812.8 7.2 3,873,572.5 1.5

Lubuskie 141,629.0 12.4 4,358,377.3 5.6 140,665.7 3.6 3,969,589.0 9.1

Łódzkie 486,559.7 1.6 2,601,736.8 14.8 476,215.4 2.7 2,451,250.0 9.3

Małopolskie 341,333.1 2.8 2,955,906.9 15.1 355,141.3 4.7 2,589,329.1 5.9

Mazowieckie 987,486.1 2.0 5,764,615.9 13.2 1,094,449.0 8.3 3,890,607.5 31.2

Opolskie 185,369.8 1.9 2,309,445.6 6.3 172,393.0 3.2 2,142,324.1 3.3

Podkarpackie 173,942.8 4.5 4,119,273.1 4.2 167,445.7 8.9 3,273,198.6 7.2

Podlaskie 595,891.8 1.0 4,924,012.2 11.1 632,614.3 2.1 3,174,245.3 7.5

Pomorskie 304,462.6 14.6 4,386,315.3 35.9 305,960.8 23.6 3,932,233.7 37.4

Śląskie 379,862.3 6.4 2,526,229.1 25.5 338,600.2 9.0 2,202,212.8 22.5

Świętokrzyskie 168,925.5 2.2 1,906,426.8 42.2 159,623.7 3.4 1,914,166.3 12.5

Warmińsko-
mazurskie 364,333.5 1.9 7,056,542.1 3.7 379,785.0 5.6 4,621,153.2 6.9

Wielkopolskie 945,417.0 1.7 5,798,389.8 13.1 1,022,612.0 4.1 4,771,492.2 8.2

Zachodniopomorskie 233,444.0 4.3 6,011,437.7 17.6 235,268.1 7.1 5,201,121.4 10.5

Poland 6,466,839.5 3.3 65,922,114.7 15.3 6,612,926.7 6.4 55,061,454.0 15.4

Source: own study based on the data of the Local Data Bank of Statistics Poland and the Statistics Poland survey of heat from renewable
sources (G-02o).

The data in Table 1 show that Pomorskie Voivodeship is the leader in terms of using
the potential of biogas production. In 2012, it achieved its potential in terms of biogas
production, 14.6%, while in 2018 the use of the potential for biogas production increased
to 23.6%. The opposite of Pomorskie Voivodeship is Podlaskie Voivodeship, which was
the last in the country in terms of using the potential of biogas production, both in 2012
and 2018.
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Comparing the degree of use of the potential of biogas with the degree of use of the
potential of solid biomass, it can be clearly seen that the resources of solid biomass are used
far more intensively. In particular, this applies to voivodeships where large power plants
and combined heat and power plants operate using the so-called green blocks powered
by biomass or cogeneration installations burning solid biomass produced on the site.
Such large centers operate in Poland in the following voivodeships: Kujawsko-Pomorskie,
Pomorskie, Śląskie, and Świętokrzyskie, which translates into a high degree of use of the
biomass potential in these voivodeships.

3.2. The Importance of Biogas and Biomass in Meeting Energy Demand in the Regions

In the further part of the research, the potentials of biogas and biomass were compared,
and their total potential in the production of electricity and heat was determined. Then,
the data obtained in this way were compared with the statistical data of Statistics Poland
on electricity and heat consumption in 2012 and 2018 (Table 2). The equations describing
the results of the calculations shown in Table 2 are included in Appendix A.

Table 2. Comparison of the total electricity and heat production potential in 2012 and 2018.

Voivodeships

2012 2018

Heat Production
Potential/total

Consumption (%)

Electricity
Production

Potential/Total
Production (%)

Solid
Biomass/Biogas in
Heat Production

Solid
Biomass/Biogas in

Electricity
Produc-tion

Heat Production
Potential/Total

Consumption (%)

Electricity
Production

Potential/Total
Production (%)

Solid
Biomass/Biogas in
Heat Production

Solid
Biomass/Biogas in

Electricity
Production

Dolnośląskie 489.7 146.2 23.0 28.4 379.5 180.7 20.2 26.1

Kujawsko-
pomorskie 411.7 437.1 10.0 13.1 445.7 224.3 10.3 14.1

Lubelskie 455.2 832.5 16.4 21.6 677.4 860.6 18.6 24.2

Lubuskie 1633.7 791.0 49.1 66.2 1402.2 577.6 44.7 63.4

Łódzkie 225.2 37.1 8.9 11.7 242.9 32.4 8.5 11.5

Małopolskie 289.4 214.4 14.1 18.1 249.3 212.4 11.8 15.8

Mazowieckie 222.0 126.6 9.7 12.5 159.0 67.9 6.0 8.0

Opolskie 840.7 115.9 20.2 24.1 764.3 95.0 20.0 25.5

Podkarpackie 812.5 705.9 38.0 50.5 852.4 611.5 31.5 41.8

Podlaskie 1018.6 3091.2 13.6 16.9 729.5 1573.1 8.2 11.5

Pomorskie 440.9 589.4 23.2 30.6 376.9 462.5 20.5 28.6

Śląskie 111.0 39.0 10.7 14.3 103.9 43.7 10.5 14.3

Świętokrzyskie 598.5 110.8 18.4 24.8 742.0 82.9 19.4 26.8

Warmińsko-
mazurskie 1298.3 4028.6 31.6 38.3 844.9 1884.6 19.5 26.7

Wielkopolskie 575.4 214.0 10.0 13.1 578.8 252.5 7.6 10.6

Zachodniopomorskie 993.2 312.5 41.2 54.4 736.8 299.8 35.1 48.5

Poland 446.2 187.2 16.6 21.4 392.6 157.3 13.4 18.3

Source: own study based on the data of the Local Data Bank of Statistics Poland.

The data presented in Table 2 show that the combined potential of solid biomass
and biogas can significantly cover the demand of each voivodeship in terms of thermal
energy. In the case of Warmińsko-Mazurskie Voivodeship, heat production may exceed the
region’s demand more than 12 times, and in the case of electricity, this amount is more than
40 times higher (to illustrate the results in Table 2 better, heat and electricity consumption
are included in Appendix B—Table A1). Even in the case of Ślaskie Voivodeship, the
weakest in the ranking, biomass may become an important component of the energy mix
that is able to fully cover the demand for heat energy and cover 39.2% of the demand for
electricity.

The results also clearly show that the production of both electricity and heat was dom-
inated by solid biomass. Its high share occurred especially in voivodeships characterized
by a large share of forest area and a low potential for biogas production—e.g., Lubuskie
Voivodeship.
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3.3. Spatial Diversification of Biogas and Biomass Efficiency

Individual regions differed in the size and structure of energy sources, as well as the
level of efficiency. The data on biogas and biomass consumption and heat production from
the unpublished Statistics Poland report on heat from renewable sources being used to
compare the effectiveness of useful heat production by voivodeship. The ratio of total
heat production from biogas to total biogas consumption was calculated and an analogous
index was created for biomass for each of the voivodeships (Table 3).

Table 3. Biogas and biomass efficiency by voivodeship in Poland.

Voivodeships

2012 2018

Biogas Biomass Biogas Biomass

Average
Boiler

Efficiency
(MJ/m3)

Weighted
Average Heat

Density
(MJ/m3)

Average
Boiler

Efficiency
(MJ/kg)

Weighted
Average
Calorific

Value (MJ/kg)

Average
Boiler

Efficiency
(MJ/m3)

Weighted
Average Heat

Density
(MJ/m3)

Average
Boiler

Efficiency
(MJ/kg)

Weighted
Average
Calorific

Value (MJ/kg)

Dolnośląskie 14.41 22.77 1.85 11.44 9.15 21.42 4.72 9.86

Kujawsko-
pomorskie 6.39 21.60 5.60 11.26 6.44 22.33 8.35 8.72

Lubelskie 11.19 21.72 7.59 15.20 6.91 20.83 8.42 15.19

Lubuskie 4.21 19.97 5.16 9.83 8.51 21.51 5.31 11.77

Łódzkie 10.09 23.10 1.13 11.21 10.48 21.82 1.57 10.88

Małopolskie 9.21 21.95 2.96 15.90 8.95 22.72 6.12 10.42

Mazowieckie 11.90 20.85 5.30 10.34 12.19 20.55 4.12 9.02

Opolskie 10.02 21.22 1.04 12.72 5.59 20.23 3.38 16.01

Podkarpackie 11.54 22.02 4.11 12.80 8.81 21.80 4.64 13.00

Podlaskie 12.87 22.41 3.11 9.48 6.88 21.47 7.01 11.58

Pomorskie 5.62 18.56 3.28 9.02 5.58 19.14 4.02 8.86

Śląskie 9.90 21.31 1.78 15.60 9.42 22.31 2.20 11.91

Świętokrzyskie 8.63 19.90 0.76 12.77 9.56 20.85 2.81 13.02

Warmińsko-
mazurskie 12.97 22.02 8.50 11.58 8.84 21.17 8.86 11.84

Wielkopolskie 4.18 21.18 3.48 11.13 6.04 21.51 9.71 12.56

Zachodniopomorskie 8.47 21.88 3.39 13.01 7.25 19.78 4.97 10.60

POLSKA 8.37 20.85 3.48 11.57 8.42 20.91 5.72 10.06

Source: own study based on the data from the Statistics Poland survey of heat from renewable sources (G-02o).

Calorific value is the amount of energy released when 1 kg of fuel burns; energy
density is the amount of energy released when 1 m3 of fuel burns. In the G-02o report, each
of the surveyed entities provided calorific values of the fuels, but these values differed even
for the same fuel. That is why it was decided to use the concept of average boiler efficiency
for biogas and solid biofuel given by instead of calorific value to capture intertemporal
technological changes.

Efficiency =
total heat production in voivodeship

total fuel consumption in voivodeship

(
MJ
m3 or

MJ
kg

)
(5)

The introduced concept of “efficiency” should not be confused with the concept
of energy density and calorific value present in science and technology. In our case,
“efficiency” should be treated as an average boiler efficiency for different fuels used in
varying proportions and over different periods of time (the installations surveyed were not
always in operation throughout the reporting period). In order to illustrate the differences
between average boiler efficiency in a given voivodeship and the calorific value of fuel
consumed often from different sources, Table 3 also includes the weighted average heat
density/calorific value calculated for a given voivodeship. As it is easy to see, the calorific
value of biogas is a subject to lower fluctuations than the calorific value of biomass—this
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is due to the fact that biogases from various sources often have similar calorific values,
while in the case of biomass, a much greater variability can be observed depending on the
type of fuel. Furthermore, only a part of the biomass obtained is used for heat production;
in 2012, in Dolnośląskie Voivodeship, around 24% of the biomass was used for heat
production. In the case of Opolskie Voivodeship, it was slightly over 11% and in Łódzkie
Voivodeship it was 10.7%. In Śląskie and Świętokrzyskie Voivodeships, it was 16.8% and
11.3%, respectively. Such low biomass consumption for heat generation translated into low
average boiler efficiency.

From 2012 to 2018, biogas consumption increased by 98% and production by 99%,
which, at the country level, translated into a 0.6% increase in biogas efficiency from 8.37 to
8.42 MJ per kilogram. At the same time, changes in regional terms are very uneven and
often inconsistent with the national direction of change. In nine out of sixteen voivodeships,
the efficiency of biogas decreased. Undoubtedly, the greatest change took place in Ma-
zowieckie voivodeship, where the production of heat from biogas in 2012–2018 increased
~4.85 times, and the share of production in Poland increased from 13% to 31%. At the
same time, biogas consumption increased ~4.73 times, which in total resulted in increase in
efficiency from 11.9 to 12.19 MJ per kilogram. This is largely due to changes in the structure
of biogas sources. The share of biogas of agricultural origin increased from 29.5% to 45.7%
at the expense of biogas from sewage treatment plants. As indicated by Kwaśny et al. [61],
biogas of agricultural origin has, on average, a higher methane content than biogas from
sewage treatment plants.

On a national scale, during the period under examination, the use of biomass fell by
16%, while production increased by 38%, which together increased the efficiency of biomass
by as much as 65%. The increase in efficiency occurred in each of the voivodeships. In
2012, only in Warmińsko-Mazurskie Voivodeship was the efficiency of using one kilogram
of biomass over 8 MJ per kilogram. For six years, this level was exceeded by Lubelskie,
Kujawsko-Pomorskie, and Wielkopolskie Voivodeships, the latter with the highest change—
i.e., from 3.48 to 9.71. In Wielkopolskie Voivodeship, at the same time, the consumption of
resources decreased by nearly 50% and production increased by 44%.

Naturally, the question arises as to which voivodeships are the most effective in terms
of using biocomponents for heat production. Comparing, for example, Podkarpackie and
Opolskie Voivodeships, it is easy to say that Podkarpackie is generally more efficient, both
in terms of biogas and biomass use. However, it is not easy to compare Dolnośląskie and
Kujawsko-Pomorskie Voivodships. Dolnośląskie Voivodeship makes more efficient use
of biogas while Kujawsko-Pomorskie Voivodeship of biomass. Using the partial ranking,
the voivodeships can be ranked according to unambiguous comparisons only. The results
of the partial ranking are shown in Figures 1 and 2. If there is an arrow from one object
to another, it means that the first of them is better than the second one in terms of each
analyzed variable. The situation when one can move from the first to the second object
through a sequence of arrows with the same direction is interpreted in a similar way. If
there is no sequence of arrows between objects, such objects are incomparable. Clusters
of voivodeships with similar levels of analysis variables are marked with a gradient color
scale, staring from green (the best cluster) and ending on red (the worst cluster).

In 2012, six groups of voivodeships could be distinguished, where a group is shown in
the figure as voivodeships at the same height. The best voivodeships are Dolnośląskie and
Warmińsko-Mazurskie Voivodeships, which are leaders in efficiency in biogas and biomass
production, respectively. Świętokrzyskie Voivodeship, which is the least efficient in terms of
biomass use, is at the other end, together with Pomorskie and Wielkopolskie Voivodeships
from the fifth group, with a low biogas efficiency. The 2012–2018 period brought big
changes in the partial ranking of voivodeships. The number of groups decreased from six
to four. Małopolskie, Dolnośląskie, and Mazowieckie Voivodeships joined the group of
leaders. Among the weakest, compared to 2012, only Pomorskie Voivodeship remained.
Together with Opolskie Voivodeship, they were characterized by the lowest efficiency of
biogas. Despite the lowest efficiency of biomass in 2018, Łódzkie Voivodeship achieved the
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second best result in terms of biogas efficiency, which resulted in its presence in the second
highest group of voivodeships.

Figure 1. Partial ranking of voivodeships in terms of biogas and biomass efficiency for 2012.

Figure 2. Partial ranking of voivodeships in terms of biogas and biomass efficiency in 2018.

Using the DEA method, the analysis of relative effectiveness of voivodeships in
2012 and 2018 was carried out. The results are presented in Table 4. The DEA analysis
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showed that in 2012 the following voivodeships were effective: Kujawsko-Pomorskie,
Lubelskie, and Warmińsko-Mazurskie Voivodeships. Within six years, the group of effective
voivodeships was joined by Wielkopolskie Voivodeship, while Warmińsko-Mazurskie
voivodeship were minimally distant from the efficiency frontier. In the period 2012–2018,
the disparities in terms of effectiveness decreased. The lowest relative efficiency increased
from 17.8% to 23.2%. In 13 out of 16 voivodeships, relative efficiency increased or did
not change.

Table 4. Relative efficiency of voivodeships in the production of heat from biogas and biomass
including a sensitivity analysis in 2012 and 2018.

Voivodeships
Relative Efficiency 95% interval

2012 2018 2012 2018

Dolnośląskie 0.350 0.554 (0.275; 0.677) (0.074; 0.709)

Kujawsko-Pomorskie 1.000 1.000 (0.526; 1.000) (0.832; 1.000)

Lubelskie 1.000 1.000 (1.000; 1.000) (0.189; 1.000)

Lubuskie 0.606 0.64 (0.212; 0.963) (0.578; 1.000)

Łódzkie 0.178 0.232 (0.116; 0.377) (0.128; 0.308)

Małopolskie 0.407 0.685 (0.311; 0.655) (0.233; 0.691)

Mazowieckie 0.648 0.628 (0.788; 1.000) (0.055; 0.643)

Opolskie 0.152 0.391 (0.128; 0.608) (0.263; 0.501)

Podkarpackie 0.519 0.548 (0.259; 0.663) (0.207; 0.807)

Podlaskie 0.610 0.793 (0.359; 0.681) (0.075; 0.921)

Pomorskie 0.389 0.468 (0.237; 0.854) (0.441; 1.000)

Śląskie 0.243 0.295 (0.138; 0.345) (0.259; 0.469)

Świętokrzyskie 0.350 0.350 (0.206; 0.570) (0.315; 0.969)

Warmińsko-Mazurskie 1.000 0.991 (0.373; 1.000) (0.214; 1.000)

Wielkopolskie 0.453 1.000 (0.402; 0.998) (1.000; 1.000)

Zachodniopomorskie 0.746 0.589 (0.620; 1.000) (0.212; 0.912)

The simulation of the impact of variable changed in the range of ±1% in the DEA
results, showing that the relative efficiency of particularly large voivodeships is sensitive
to variable changes. For small voivodeships, e.g., Opolskie, the distribution of results
is symmetrical, and the range of results is based on quantiles of the order of 0.025 and
0.975 is narrow. For highly efficient voivodeships, the distribution of results was strongly
asymmetric and the range was wide (95%) (Figure 3).

The completeness of the G-02o report for 2012 in the case of biogas plants amounted to
99%, while in the case of installations burning solid biomass it was over 98%. In 2018, in the
case of biogas plants, the completeness amounted to 92.8%, and in the case of installations
burning solid biomass, it was 89%.

In DEA, effective units set the efficiency frontier. Inefficient units lie in the Production
Possibility Set. For each of the years, both the efficiency frontier and the Production
Possibility Set will be different, so a decrease in the relative efficiency of a voivodeship in
subsequent years does not mean that the situation in the voivodeship deteriorated.

The efficiency frontier set by DEA for the CCR model, where the total number of
variables (inputs and outputs) does not exceed three in total, can be easily visualized. To
this end, indicators were calculated:

Ratio1 =
heat production from biogas + heat production from biomass

consumption of biogas

(
MJ
m3

)
(6)
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Ratio2 =
heat production from biogas + heat production from biomass

consumption of biomass

(
MJ
kg

)
(7)

Figure 3. Boxplots of relative efficiency obtained through simulation for voivodeships in 2018.

The numerators of both indicators include heat production from both biogas and
biomass, while the denominator refers to the consumption of only one of these components.
Thus, these ratios cannot be interpreted in terms of efficiency of heat production from
biogas nor biomass, respectively. They are used because they enable the visualization of
the efficiency frontier. The results are shown in Figures 4 and 5, covering the years 2012
and 2018, maintaining the same range of scale on both axes. In this way, absolute changes
in the years compared can be seen. The pink polygon is the Production Possibility Set and
is designated as the convex hull of the effective units, their projections on the axes, and
the starting point of the coordinate system. The Production Possibility Set was determined
separately for each of the years according to the effective units of that year.

Comparing the effective units in 2012 and 2018, it can be seen that their efficiency
frontier moved upwards by 56% due to biogas and 21% due to biomass. In the analyzed
period, the change of the efficiency limit due to biomass was actually caused by Kujawsko-
Pomorskie Voivodeship, whose share in newly produced heat was 78%. Despite a large
relative increase in the production of heat from biogas by 99% compared to the production
of heat from biomass by 38%, the efficiency frontier for biogas did not change much. This
is due to the fact that the share of biogas heat production in biomass and biogas heat
production was 5% in 2012 and 7.3% in 2018.
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Figure 4. Efficiency of heat production from biogas and biomass in 2012 in Poland.

Figure 5. Efficiency of heat production from biogas and biomass in 2018 in Poland.

4. Discussion

The importance of assessing the potential of renewable energy sources and assessing
energy efficiency in sustainable development is now growing worldwide [62]. Poschl [63]
points to ways to increase the efficiency of biogas production by establishing that energy
efficiency could be enhanced depending on the use of raw material resources and the
adopted technological process. Similar conclusions are presented by Alluvione et al. [64],
who note that energy efficiency of agriculture needs improvement to reduce the dependency
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on nonrenewable energy sources. Jalali Sepehr et al. [65] indicate that great opportunities
in this respect also arise for developing countries with low incomes, which can achieve
high energy efficiency results.

Kaygusuz [66] states that, due to high environmental pollution, renewable energy
sources appear to be one of the most efficient and effective solutions for developing clean
and sustainable energy. This is particularly important due to inappropriate disposal of
agricultural residues (e.g., burning of straw), leading to waste of energy potential and
atmospheric environmental problems, as shown in a Chinese study [67]. The use of renew-
able energy sources is also highlighted by Borhanazad et al. [68], in the context of reducing
energy poverty in rural areas of Malaysia. The authors point out not only environmental
issues, but, as Kumar did [69], also social and economic ones. Similarly, Pakistan has great
potential for renewable energy sources, as Raza et al. [70] stress, adding, however, that in
rural areas of Pakistan, this potential is not adequately exploited. Sutherland et al. [71]
draw attention to rural areas and agriculture’s renewable energy potential, pointing out
that the agriculture sector plays an important role in renewable energy transitions, owing
to its historical involvement in managing key resources, particularly land and biomass.

However, the rapid increase in the use of biomass for energy purposes is causing
concern among many experts around the world, especially with regard to potential threats
to sustainable development and food security [72]. This is due to the fact that the production
of biomass for energy purposes in agriculture may compete with food production due to
a reduction in the area under cultivation for food and feed for livestock [73,74]. Then, as
Jasiulewicz [75] points out, the production of biomass for solid fuels should mainly use
inferior quality soils, including set-aside and fallow soils, as well as soils contaminated
with heavy metals, degraded, particularly unsuitable for the production of consumer crops.
The problem of such competition is not observed in the case of biogas, since it is mainly
produced from agricultural by-products [76], and the most commonly used substrates for
biogas production are manure from cattle, pigs, and poultry litter [62]. This means organic
waste that is unfit for consumption or not used for other purposes [77]. It seems, therefore,
that biogas is a more acceptable option for energy production.

The results of our calculations, based only on what remains of agricultural production,
indicated a significant decrease in the technical resources of biomass, which took place
between 2012 and 2018. According to our calculations in 2012, the potential for obtaining
thermal energy from biomass reached the level of 907 PJ (which fits well the value given
by Bartoszewicz-Burczy [78]), of which 856 PJ came from solid biomass (65.9 million tons)
and only 51 PJ from biogas (6.46 billion m3). In 2018, the biomass potential decreased to
the level of 752 PJ, where 700 PJ came from solid biomass (55.1 million tons) and 52 PJ from
biogas (6.61 billion m3). The decrease in the potential of solid biomass was caused by a
decrease in the amount of wood that could be harvested from pruning (a decrease of about
1.9 million tons) and a decrease in surplus straw (about 2.8 million tons) and hay (about
8.8 million tons) that could be harvested. As can be seen, solid biomass, having a much
greater share, is a more unstable energy source than biogas, which, after purification to
the biomethane standard, could cover 20%–25% of the demand for natural gas in Poland
(according to consumption for 2018). This creates wide opportunities for the development
of this energy sector in the areas so far associated in Poland mainly with agricultural
activities (e.g., Podlaskie Voivodeship).

In this context, it is also worth paying attention to other European countries that
use biomass resources. As can be seen from the example of selected European countries
(Table 5), the estimated biomass potential shows a large diversity, which results not only
from the methodology of calculation, but also depends on the changes taking place in the
biomass sources themselves (development of sewage infrastructure, change in the nature
of crops, drought or legal restrictions). The biomass potential in Poland is comparable to
countries with a similar area, such as Italy or Germany; however, per capita, it is one of the
best among the compared countries in Central Europe (Table 5). Taking into account the
consumption of natural gas in 2018, the maximum use of the potential of biogas production
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in Germany would cover about 10% of the country’s demand for natural gas; in the case of
Czech Republic, it would be around 12%; for Hungary this value is around 9%, while for
Italy it is less than 7% [43].

Table 5. Biomass potential for Central European countries per capita (where: 1 PJ = 109 MJ, 1 GJ = 103 MJ).

Country Total Biomass Potential (PJ) Biomass Potential per Person (GJ/person)

Czech Republic 300 28.16

Germany 560–1050 6.74–12.64

Hungary 153–190 15.60–19.37

Italy 1094–1260 18.08–20.83

Poland 900 23.44

Slovenia 28–53 13.57–25.70

Slovakia 90 16.52

Source: [78].

The importance of renewable energy in the Polish economy is growing, although
Poland still has one of the highest carbon dioxide emission figures in Europe in relation to
electricity produced [79]. Therefore, the increase in energy efficiency in the regions may
contribute to the increase in the national energy supply potential. The use of renewable re-
sources as substitute energy sources is a factor improving the security of energy supply [80].
The increase in energy efficiency of renewable energy sources contributes to the reduction
in greenhouse gas emissions [81]. It is, therefore, necessary to increase the efficiency and
consumption of renewable energy [82].

The raw material resources and natural conditions, as well as modern technologies,
are not always sufficient for the transition to renewable resources. It may turn out that
the exploitation of a given energy resource will not be profitable without state support.
Currently, such production in many countries is more expensive than energy produced
from fossil resources [83]. Similar conclusions were reached by Radziszewska-Zielina
and Rumin [84], indicating that unconventional energy sources in Poland are relatively
expensive. However, the results of our analyses indicate a very high potential of both
biomass and biogas, which could be used more widely, contributing to the reduction in
fossil fuel use. A proper state energy policy, which is also indicated by Jedlińska [85] and
action at a local level are therefore needed, especially in the era of energy transformation
and withdrawal from coal in the energy sector.

5. Conclusions

The research carried out indicates that Poland has significant biomass and biogas po-
tential. However, it is regionally differentiated. At a national scale, Pomorskie Voivodeship
is the leader in terms of using the biogas production potential. The opposite is Podlaskie
Voivodeship, which both in 2012 and 2018 was lowest ranked in the country. Comparing the
years 2012 and 2018, it should be pointed out that, in Poland, the use of the potential for the
production of heat from biogas and also from biomass almost tripled, although in the latter
case to a lesser extent. Our analyses show that, in the same period, there was an increase in
the efficiency of the use of both biogas and biomass, with a higher increase in efficiency
for biomass. This is due to structural changes in energy carriers and an increase in the
technical efficiency of heat production. The DEA analysis showed that the highest relative
technical efficiency in 2012 was achieved by three voivodeships: Kujawsko-Pomorskie,
Warmińsko-Mazurskie, and Lubelskie. In 2018, Wielkopolskie Voivodeship joined them.
This was associated with the developing agri-food industry producing waste biomass
yields, as well as an increase in the market for processed biomass (including an increase in
the number of biogas plants from 183 in 2012 to 293 in 2018).
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In the case of Podlaskie Voivodeship, which is distinguished in the country by the
highest cattle population per 100 ha of farmland, the use of the biogas production potential
reached only 2.1% in 2018. However, “activating” the potential to produce heat from
biogas would ensure self-sufficiency in this region. The remaining regions, on the other
hand, could achieve energy self-sufficiency if the use of solid biomass was increased. At
the national scale, however, the potential of biogas may be more important than in the
countries of Central Europe, as in the case of Poland, it may cover more than 20% of the
demand for natural gas, which, in the case of the upcoming energy transformation (moving
away from coal), may prove to be a very important contribution of Polish agriculture. This
is confirmed by the results of our research, which indicates that biogas, as opposed to solid
biomass, is a more stable energy source (52 PJ in 2018).

It should also be noted that the presented results are based on available statistical data.
An obstacle to more accurate estimates was the lack of detailed, available data on elements
of the potential of both biomass and biogas. These data, derived from farms and rural
areas, may be incomplete, which may affect the accuracy of the calculations. In the case of
estimating the potential of biogas production, due to the lack of data, the crop production
grown for the input of biogas plants was not taken into account and nor was the share of
postproduction waste supplied by the food industry. Moreover, the lower boundaries of
the biogas production efficiency from a given raw material were taken into account. In the
case of estimating the production potential of solid biomass, due to the lack of data, the
share of postproduction waste supplied by the paper and cellulose industry was not taken
into account.

However, it should be pointed out that the studies carried out by our team are one of
a few in Poland, as well as in Central and Eastern European countries. However, taking
into account the available literature, the presented work significantly fills the knowledge
gap on the discussed problem.
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Appendix A

The equations describing the calculation of the ratio of heat production potential to
consumption in Table 2:

heat
total

consumption =
heat production potential ∗ 100%

total heat consumption
, (A1)

where:

heat production potential = biogas heat p.p + straw heat p.p + hay heat p.p + wood heat p.p + energy crop heat p.p, (A2)

heat p.p—heat production potential.

biogas heat p.p = biogas production potential
[
m3

]
∗ 23

[
MJ
m3

]
, (A3)
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biogas heat p.p = biogas production potential
[
m3

]
∗ 23

[
MJ
m3

]
, (A4)

straw heat p.p = excess straw production [kg] ∗ 13.1
[

MJ
kg

]
, (A5)

hay heat p.p = excess hay production [kg] ∗ 13.4
[

MJ
kg

]
, (A6)

wood heat p.p = wood production potential [kg] ∗ 12.4
[

MJ
kg

]
, (A7)

energy crop heat p.p = energy crop production potential[kg] ∗ 17
[

MJ
kg

]
. (A8)

The equations describing the calculation of the ratio of electricity production potential
to electricity production in the studied years:

electricity/total production =
electricity production potential ∗ 100%

total electricity prodution
, (A9)

where:

electricity production potential = biogas el. p.p + straw el.p.p + hay el.p.p + wood el.p.p + energy crop el.p.p, (A10)

el.p.p—electricity production potential.

biogas el.p.p = biogas production potential
[
m3

]
∗ 6.3

[
kWh
m3

]
, (A11)

straw el.p.p = excess straw production [kg] ∗ 3.46
[

kWh
kg

]
, (A12)

hay el.p.p = excess hay production [kg] ∗ 3.46
[

kWh
kg

]
, (A13)

wood el.p.p = wood production potential [kg] ∗ 4.8
[

kWh
kg

]
, (A14)

energy crop el.p.p = energy crop production potential[kg] ∗ 4.1
[

kWh
kg

]
, (A15)

Ratio of heat and electricity production potential from solid biomass to biogas produc-
tion potential:

solid biomass/biogas in heat production =
solid biomass heat production potential

biogas heat p.p
, (A16)

solid biomass/biogas in electricity production =
solid biomass electricity production potential

biogas el. p.p
. (A17)

128



Energies 2021, 14, 742

Appendix B

Table A1. Consumption of heat energy and production of electricity.

Voivodeships

2012 2018

Thermal Energy
Consumption

(GJ)

Electricity
Production

(GWh)

Thermal Energy
Consumption

(GJ)

Electricity
Production

(GWh)

Dolnośląskie 12,587,790.0 13,567.7 14,067,201.0 9917.7

Kujawsko-
pomorskie 9,989,713.3 3177.6 9,790,920.0 6798.8

Lubelskie 11,249,543.0 2100.7 7,761,207.0 2066.8

Lubuskie 3,476,022.3 2524.7 3,665,305.0 3290.8

Łódzkie 17,100,953.0 34,968.5 14,969,554.0 38,641.0

Małopolskie 14,244,845.0 6384.5 14,587,770.0 5888.7

Mazowieckie 38,045,642.0 22,090.0 38,352,261.0 30,441.0

Opolskie 3,743,473.0 8442.2 3,786,207.0 10,087.2

Podkarpackie 6,682,073.0 2664.7 5,101,140.0 2462.0

Podlaskie 6,840,182.0 723.4 6,362,132.0 1051.2

Pomorskie 13,353,847.0 3426.3 13,953,962.0 4104.9

Śląskie 32,089,653.0 31,249.5 29,878,280.0 24,905.9

Świętokrzyskie 4,371,481.0 8268.3 3,514,462.0 11,213.1

Warmińsko-
mazurskie 7,312,422.0 745.6 7,361,499.0 1170.2

Wielkopolskie 14,447,636.5 13,112.6 12,129,926.0 9840.7

Zachodniopomorskie 7,934,129.0 8692.8 9,230,561.0 8159.4

POLSKA 203,469,405.1 162,139.1 194,512,387.0 170,039.5

Source: Local Data Bank of Statistics Poland.
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31. Sağlam, U. The Efficiency Assessment of Renewable Energy Sources with Data Envelopment Analysis. SSRN Electron. J. 2018,

1–13. [CrossRef]
32. Sornek, K. Prototypical Biomass-Fired Micro-Cogeneration Systems—Energy and Ecological Analysis. Energies 2020, 13, 3909.

[CrossRef]
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Abstract: The projected increase in the world’s population requires an increase in the production of
edible energy that would meet the associated increased demand for food. However, food production
is strongly dependent on the use of energy, mainly from fossil fuels, the extraction of which requires
increasing input due to the depletion of the most easily accessible deposits. According to numerous
estimations, the world’s energy production will be dependent on fossil fuels at least to 2050. Therefore,
it is vital to increase the energy efficiency of production, including food production. One method
to measure energy efficiency is the energy return on investment (EROI), which is the ratio of the
amount of energy produced to the amount of energy consumed in the production process. The
literature lacks comparable EROI calculations concerning global food production and the existing
studies only include crop production. The aim of this study was to calculate the EROI of edible crop
and animal production in the long term worldwide and to indicate the relationships resulting from
its changes. The research takes into account edible crop and animal production in agriculture and
the direct consumption of fossil fuels and electricity. The analysis showed that although the most
underdeveloped regions have the highest EROI, the production of edible energy there is usually
insufficient to meet the food needs of the population. On the other hand, the lowest EROI was
observed in highly developed regions, where production ensures food self-sufficiency. However, the
changes that have taken place in Europe since the 1990s indicate an opportunity to simultaneously
reduce the direct use of energy in agriculture and increase the production of edible energy, thus
improving the EROI.

Keywords: EROI; energy efficiency; edible energy; food production; direct energy use

1. Introduction

Since the end of World War II, the world’s population has been growing steadily and
the projections, by 2100, indicate that it will continue to grow [1]. In this context, the main
function of agriculture is to feed the growing world population. In recent decades, the use
of fertilizers, pesticides, improved water management and technological innovations have
allowed increasing agricultural production [2]. The increase in agricultural productivity
is associated with the high use of energy, including fossil fuel energy [3]. Agricultural
intensification, starting with the Green Revolution, often has a negative impact on the
environment [4,5]. Moreover, access to relatively cheap transport after World War II has
contributed to the acceleration of the globalization process [6]. Both the intensification
and globalization of production have contributed to the increased consumption of energy,
mainly from fossil fuels, with regard to agriculture. From the global perspective, this
proved to be a factor that negatively influenced the average energy efficiency of agricultural
production [7].

According to many studies, global energy production will remain dependent on fossil
fuels at least to 2050 [8]. Despite the constant decrease of net energy production from fossil
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fuels due to the increasing energy input for its extraction [9], it is still higher than net energy
production from renewable sources [10,11]. Brockway et al. [12] claimed that net energy
production from fossil fuels is much lower than suggested by previous studies, which
may in fact result in a faster-than-expected reduction in the amount of energy available to
society. Currently applied agricultural production techniques are still strongly dependent
on fossil fuels [13,14], which, concerning the aforementioned problems, increases the need
to improve energy efficiency in this sector. Therefore, the need to improve the energy
efficiency of agricultural production is related both to the projected population growth,
which affects the increase in demand for food and the growing input required to obtain the
energy necessary for the food production process.

The literature provides many approaches concerning the measurement of energy
efficiency [15] but the most commonly used indicator is the energy return on investment
(EROI). EROI can be defined as the relationship between total energy production and
the energy used for this production [16]. This concept was first used in research on fish
migration [17] and soon afterwards it was widely applied in energy systems analyses [18].
EROI was first used in research on the food production system by Pimentel et al. [19].
Concerning agriculture itself, EROI measures how much edible biomass energy is produced
from the invested unit of energy [20]. According to the methodology adopted by the United
Nations Food and Agriculture Organization (FAO), edible energy production refers to
the energy suitable for human consumption, that is, the energy that can potentially be
provided by food produced. A higher EROI value indicates higher energy efficiency in
agricultural production. However, the occurrence of high values should not be considered
optimal, as exceedingly high EROI might be accompanied by shortages in food production.
In general, however, it is desirable for EROI to increase when the demand for food is met.

Concerning the analyses that use EROI to measure agricultural production, there are
currently three main directions of research [21]. First, the studies compare the EROI of
conventional agriculture to organic farming or other alternative production systems [22–24].
The conclusions of these studies usually indicate that the achievement of higher production
in conventional systems is associated with providing higher energy input, as well as
putting greater pressure on the environment. The second type of analysis involves focusing
on the change of EROI concerning single agricultural products over time [25–28]. This
research describes how to optimize energy use for individual agricultural products and
thus improve their energy efficiency. The third type of analysis includes calculating the
EROI of agriculture of the whole country over a long period [29–32]. These analyses show
which areas of production are more energy-efficient and create the basis for optimization of
production structures. Some studies have also taken into account the entire food production
system [33–35]. They indicate the energy efficiency of individual phases of the food
production chain [36].

In most cases, research concerning individual countries proves a decrease in the EROI
of agriculture during the early industrialization of a given sector [37]. However, in recent
decades, some countries have been able to significantly increase their EROI [3,38]. Research
results concerning the EROI of individual countries have one major disadvantage: they are
usually incomparable [39]. There are two reasons for this. First, there are methodological
differences in determining the system (process) boundaries or conversion factors for in-
dividual products, as well as other detailed assumptions about how EROI is calculated.
These differences result from specific research investigations and, consequently, different
ways of allocating energy inputs and outputs [40]. Despite attempts to create a general
computational framework that would allow comparisons to be made [41,42], the final re-
sults of EROI depend on the research context. Therefore, it is necessary to indicate precisely
what is included in energy consumption and production for each individual analysis.

Secondly, the EROI calculations found in the literature are most often based on data
sources of individual countries, which means that there is a lack of international research
based on data that would ensure comparability of results between countries. To the best of
our knowledge, there are only two publications that analyze this issue on a global scale,
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which are based on data from the FAO. Conforti and Giampietro [43] investigated the
EROI of fossil energy use in crop production between 1990 and 1991 using a sample of
75 countries worldwide. The results indicated that developed countries are characterized
by the lowest EROI, amounting from around 1 to 2; the exceptions were Canada and the
United States, where EROI was higher than 2 and was similar to the EROI of developing
countries. The highest EROI, usually between 15 and 30, was found in African countries.
In turn, Pellegrini and Fernández [44] analyzed the EROI of global crop production from
1961 to 2014, based on 58 countries that produce 95% of global crops. The research showed
that the highest consumption and production of energy was in the countries with the
highest use of irrigation and their EROI decreased significantly during the analyzed period.
The authors declared that between 1961 and 2014, the general EROI in the world was in
the shape of a U curve, reaching an average of about 3 in the initial years and about 4 in
the final years. The highest EROI was characteristic of Africa and the lowest for highly
developed regions: Oceania, North America and Europe. However, the studies presented
above have one basic disadvantage: they do not take into account animal production, so
the analyses presented do not cover the whole area of edible energy production. Thus, in
the literature, there is a research gap resulting from the lack of internationally comparable
studies on the energy efficiency of agricultural production (crop and animal).

The inclusion of animal production is important due to existence of large differences
between energy intensity of food product categories. According to research describing this
issue, the energy efficiency of animal production in individual countries is significantly
lower than that of crop production [35,45]. It is mainly caused by feed conversion inef-
ficiencies and high energy demands of creating animal fat and muscles. Moreover, the
animal production is characterized by much higher range of energy inputs per kilogram
of food than crop production [14,46], which can increase the differences in the obtained
EROI values depending on the production directions. Furthermore, there are significant
differences in structure of food-related energy use around the world. For instance, nearly
50% of total food-related energy use in the United States is associated with animal pro-
duction [47], while in the Netherlands it is around 35% [48]. Considering above it can
be concluded, apart from the differences in the structure, that the energy consumption
associated with animal production accounts for a significant share of total food-related
energy use, therefore, it should not be omitted in EROI studies.

Hence, the aim of this article is to calculate the EROI of edible crop and animal
production over a long period worldwide, as well as indicators characterizing the energy
productivity of agriculture and the energy intensity of this production. On the input
side, the direct consumption of energy from fossil fuels (such as coal, gasoline and oil)
in agriculture and electricity is taken into account. This research is based on uniform,
internationally comparable FAO data, which allows for the analysis of the EROI obtained
among various regions of the world. The analysis covers all continents but due to the
limitations of available data, the research period slightly differs (the data for the years
1970-2018 is provided by the FAO in energy units on a uniform, annual basis but there
are some gaps. This is particularly visible in the case of data from the 1970s, which, for
some large countries, is missing or some energy sources are not included. For example, the
data concerning the direct consumption of energy from coal in Asia covers the period since
1986, although this kind of energy was used earlier in large quantities [49]. In consequence,
research periods vary from continent to continent). The period included in the research
concerning North America covers 1970–2018, Oceania 1974–2018, Africa 1977–2018, South
America 1976–2018, Asia 1986–2018 and Europe 1992–2018.

The main and original contribution of this paper is the inclusion of animal production
in the analysis and conducting a dynamic comparative analysis on a global scale. Such
research has not been conducted so far, which we consider to be a serious research gap, as the
share of animal production in edible energy production in some regions reaches even over
40%. In regions where this share was previously low, its dynamic growth can be observed,
which is related to demographic changes and the evolution of consumption patterns.
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After the above introduction, the rest of the article is divided according to the following
structure: Section 2 includes a description of the data used and the methodology applied.
Section 3 presents the research results and discussion. Section 4 contains a summary of the
analysis, including suggested directions for further research and policy recommendations.

2. Materials and Methods

The data used for the calculation of production and energy consumption were re-
trieved from the FAOSTAT database. The number of calories from edible agricultural
production was calculated on the basis of FAO food balances using the method proposed
by Sadowski and Baer-Nawrocka [50]:

EEP = ∑n
i=1 FSi ∗ P ∗ SSCi, (1)

where EEP is edible energy production in agriculture (kcal/year), FSi is the food supply of
product i (kcal/person/year), P is the population and SSCi is the self-sufficiency coefficient
of product i. SSCi is calculated according to the formula:

SSCi = PQi/DSQi, (2)

where PQi is the production quantity of product i (tonnes/year), DSQi is the domestic
supply quantity of product i (tonnes/year).

The aim of introducing SSC to the formula is to include international trade and possible
stocks from previous years. Thus, if the value of export of a given product was higher
than the value of import, it increased the amount of produced edible energy calculated on
the basis of the food supply value; if the import was higher, the amount of edible energy
decreased as it did not result from domestic production. Therefore, the SSC balances the
equation of production. The advantage of using the presented method based on FAO data
is also the fact that the FAO food balances include fodder in the production quantity and
subtract it from the domestic supply quantity. The result is that this quantity of energy
is subtracted from all the energy obtained in agricultural production, avoiding double
counting. Moreover, the above method was chosen because, unlike other methods, it allows
the calculation of energy production directly from food balances, without using external
datasets, which allows full comparability of the obtained results between continents. The
full list of edible products considered in the study with corresponding FAO’s item codes is
included in the Table A1.

The edible agricultural production energy consumption included the direct consump-
tion of fossil fuels in agriculture (gas-diesel oil, motor gasoline, natural gas, liquefied
petroleum gas, fuel oil and coal) and electricity. Fuels used in fishing were also included
in the calculation, as edible energy production also covers fishery products. EROI was
calculated as the quotient of edible energy production in agriculture and direct energy use
in agriculture:

Edible EROI = EEP/DEU, (3)

where DEU is direct energy use in agriculture. As FAO stores the values of energy con-
sumption in terajoules and energy production in kcal, the value of energy consumption
has been converted into kcal by multiplying it by the 238,902,957.6.

The EROI values below 1 mean that more energy is consumed than produced in the
production process. Values above 1 mean that more energy is produced than is consumed
in the production process. In general, as indicated earlier, the higher the value of edible
EROI, the better. However, whether a given level of food production is able to meet the
needs of a population is important—if it is not and the EROI is high, then this situation
should be considered unfavorable.

Since indirect energy consumption in agriculture (e.g., the use of energy for the
production of fertilizers, pesticides or agricultural machinery) is an estimate calculated on
the basis of many conversion factors that vary in the literature depending on the study and
the country, as well as the assumptions made [3], it was not included in this edible EROI
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calculation. To maintain comparability among the continents, the calculation includes
only direct energy consumption, which corresponds to the first level of boundary for
energy inputs according to standards proposed by Murphy et al. [39]. The impact of not
considering indirect energy consumption is presented in the results and discussion section.

For both edible energy production in agriculture (EEP) and direct energy use in
agriculture (DEU), three indicators were calculated, dividing both values by the number of
inhabitants, the area of agricultural land and the value of agricultural edible production.
For consistency the population data were retrieved from the FAO’s food balances and
area of agricultural land from the FAO’s land use data. The value of agricultural edible
production refers to the gross production value of food at constant 2014–2016 prices, which
was also retrieved from FAO database.

The results were presented concerning given decades, taking into account the survey
period for each continent. For example, the 2010s are represented by the 2010–2018 period
and the 1970s are represented by different periods depending on the continent, which is
related to the previously mentioned gaps in FAO data. For each indicator, the average
growth rate (AGR) was also calculated as the geometric mean of chain indexes from all the
years of the analyzed periods.

3. Results and Discussion

The calculations show that during the researched period, the highest EROI of the
production of edible energy was visible in Africa, 24 on average. However, between 1977
and 2018, a decrease was found from about 57 in the first period to about 12 in the last
(Table 1). The average growth rate of the indicator was −4%, which indicates similar
transformations in energy efficiency in Africa to those that occurred in the rest of the
world during agricultural mechanization and industrialization [37]. However, the lowest
value of EROI in Africa was obtained in 2007, since than it started growing at a slow pace
(Figure 1). The lowest EROI values could be observed in highly developed regions of the
world, namely North America, Europe and Oceania, which is similar to the results of the
previously discussed studies on the energy efficiency of crop production [43,44]. This may
indicate a certain similarity of energy efficiency in case of animal and crop production
within continents. The results are similar in the sense that the continents that had the
highest or the lowest EROI in the crop production have it also in case of crop and animal
production together. However, It does not mean that the values of these EROIs are the same,
since they are not comparable. Concerning this study, it is vital to calculate only edible
energy production. To do so, one must subtract the production of fodder from the value
of agricultural production, as it constitutes a part of crop production but at the same time
is also an input in animal production. On the other hand, the conversion factor of energy
from crop products being fodder into energy from animal products always exceeds 1, as
this is due to, among others, the living needs of animals and energy losses. The organism
of an animal is not a perfect machine producing energy without losses from an energy
source such as fodder.

North America and Oceania were characterized by EROI fluctuations during the
research period, which is partly due to the high impact of individual countries on the final
values of indicators. In the case of North America, this country is the United States and for
Oceania, it is Australia. The amount of energy used in agriculture and the amount of edible
energy produced can be significantly influenced by weather conditions. Such weather
conditions are characterized by annual fluctuations in individual countries and can also
yield fluctuations. According to the data provided by the FAO, fluctuations in cereal yields
in the research period occurred both for the United States and Australia. The average EROI
in North America during the research period was about 2.2 and its standard deviation
was 0.26. In Oceania, on the other hand, the average EROI was 1.9, the lowest among the
continents and its standard deviation was 0.27. For North America, our results differ from
those presented by Conforti and Giampietro [43], who concluded that EROI in Canada
and the US are closer to Asian countries than to other developed countries. However, as
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previously indicated, the results of these studies are not fully comparable to ours due to
the different methodology.

Table 1. Standard deviation, average growth rate and average Edible energy return on investment (EROI) values for years
1970–2018.

Region
EROI in

1970s
EROI in

1980s
EROI in

1990s
EROI in

2000s
EROI in

2010s

Standard
Deviation for

Analyzed Period

Average Growth
Rate (AGR) for

Analyzed Period
%

South
America

(1976–2018)
5.35 4.74 4.14 3.65 3.87 0.63 −0.68

North
America

(1970–2018)
2.32 1.86 2.30 2.16 2.29 0.26 0.07

Europe
(1992–2018) - - 1.57 2.12 2.45 0.37 2.21

Asia
(1986–2018) - 5.85 4.86 4.88 4.61 0.41 −0.85

Africa
(1977–2018) 57.25 40.49 17.55 12.56 11.78 15.71 −3.97

Oceania
(1974–2018) 2.34 1.89 1.96 1.65 1.72 0.27 −1.19

Detailed average results used during the EROI calculations are presented in Table A2.

Figure 1. Energy return on investment (EdibleEROI) (kcal/kcal) (note logarithmic scale).

The opposite trend occurred concerning Europe, where at the beginning of the 1990s,
the EROI hovered around 1.5; by the end of the research period, it significantly exceeded
2.4. The average growth rate in the years 1992–2018 was 2.2% and was, by far, the highest
among the continents surveyed. The change toward higher energy efficiency in Europe
was set by the European Union, which in 1993 adopted a law aimed at improving energy
efficiency [51] and further reformed it in subsequent years [52,53].

In South America and Asia, the EROIs were on average higher than those in the most
developed regions but, during the analyzed period, were characterized by a decrease
and slight fluctuations. What is more, the average EROI for South America during the
researched period was 4.25, with an average growth rate of −0.68%. In Asia, however, the

138



Energies 2021, 14, 1011

average EROI was about 4.9 and the average growth rate was −0.85%. These results in
general are in line with studies conducted in individual countries [29,30,32]. However, the
results are not so unambiguous in the case of individual products. For example, research
results by Pracha and Volk [25] confirm the downward trend of the EROI for Pakistan’s
wheat but for rice production the EROI trend was more volatile. Similarly, results by
Infante-Amate and Picado [27] indicate a downward trend in the energy efficiency of coffee
production in Costa-Rica.

As it was mentioned before, the animal production is less energy efficient than crop
production, thus, the obtained EROI results may be influenced by the share of animal
production in edible production on individual continents. It should be assumed that higher
share of animal production lowers average EROI values within continent. However, simple
Pearson’s correlation coefficients for EROI values and share of animal production in edible
energy production do not confirm this as their values are relatively low (Table 2). On the
other hand, one could argue that the highest share of animal production in edible energy
production is observed in Oceania, which also has the lowest values of EROI. Moreover,
opposite situation concerns Africa where the EROI values are the highest and the share
of animal production in edible energy production is the lowest. However, there are long
periods in which the EROI between continents was similar despite the differences in animal
production shares in edible energy production, which is especially true for North America
and Oceania until the late 1990s and to the lesser extend for Asia and South America
during the analyzed period. It can be concluded that, although animal production is less
energy-efficient than crop production, it does not mean that its higher shares result in the
lack of ability to produce edible energy efficiently. In fact, the obtained results indicate that
the development level of continents should be consider as the main driver of edible EROI
values regardless of production direction (animal or crop). As it was mention before, the
highest EROI values were observed in the least developed regions and the lowest values in
the most developed regions in case of crop production alone [43,44] and as indicated by
this study, in case of animal and crop production combined. The importance of economic
development for the results of EROI is confirmed by Steinhart and Steinhart [54], who, based
on the example of the United States, found that the relationship between energy consumption
and food production has the shape of a logistic growth curve. Therefore, increases in food
production due to increased energy inputs are higher in less developed regions.

Table 2. Share of animal production in edible energy production for years 1970–2018 and its correlation coefficients with
EROI values.

Region 1970s 1980s 1990s 2000s 2010s
Pearson’s Correlation

Coefficients with EROI Values
for Analyzed Period

South America
(1976–2018) 16.9 17.5 20.1 21.3 25.6 −0.38

North America
(1970–2018) 24.3 23.2 22.1 23.2 23.4 −0.14

Europe
(1992–2018) - - 30.3 28.7 25.8 −0.70

Asia
(1986–2018) - 9.2 12.2 14.2 15.2 −0.64

Africa
(1977–2018) 7.3 7.2 7.0 7.7 11.3 −0.28

Oceania
(1974–2018) 44.4 42.4 44.0 44.8 36.7 0.20

The literature analyses of the EROI of the agricultural sector showed that the wider
the system boundaries, the lower the EROI. This is due to the fact that the increase in the
amount of energy consumed resulted in increasing the value of the equation’s denomina-
tor [55]. This fact should be taken into account when the results are analyzed. For example,
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the boundaries can be extended to include intermediate energy consumption in agricultural
production. It is related to the use of fossil fuels for the production of fertilizers, pesticides
or machinery. Many authors also classify other activities as intermediate consumption
but the three mentioned in this study are commonly recognized and comprise the largest
part of it [56]. If, for example, one were to consider the estimated results for intermediate
consumption calculated by Arizpe et al. [57], the results of the Edible EROI would be, on
average, lower for North America by 36%, from 2.25 to 1.65 in 1991. As Harchaoui and
Chatzimpiros [3] pointed out, extending the system boundaries for the inclusion of other
types of production, for example, food processing or household food processing, could
result in a decrease of EROI below 1 in some countries. Concerning food, such a low rate
may be acceptable because it must be produced regardless of the rationality of the process.

Moving to detailed indicators, the clear differences are apparent between the calcu-
lated indicators of edible energy production (Table 3) and energy consumption (Table 4)
in particular decades in the researched regions. In the case of production indicators, their
increase per capita (per consumer), signifying an increase in food security (food availabil-
ity), as well as per hectare, indicating higher “energy productivity” of agricultural land,
is desirable. In the case of edible energy production, the lower indicators show a higher
unit production value. The higher the value of the production, shown in the denominator,
the lower the indicator. From the point of view of a producer, it is a favorable situation, as
they receive more money per unit of energy produced; such an interpretative approach
was adopted when the indicator of edible energy production per value of the production
was discussed.

Table 3. Edible energy production in agriculture for years 1970–2018.

Region Edible Energy Production
Indicator

Thousands
kcal

1970s 1980s 1990s 2000s 2010s AGR %

South
America

(1976–2018)

Per number of citizens kcal/person 992 1005 1034 1134 1261 0.71
Per agricultural area kcal/ha 498 561 694 869 1034 2.00

Per value of production kcal/const.
Int$ 2.08 2.03 1.93 1.72 1.61 −0.55

North
America

(1970–2018)

Per number of citizens kcal/person 1280 1379 1417 1435 1459 0.60
Per agricultural area kcal/ha 655 801 941 1087 1229 1.84

Per value of production kcal/const.
Int$ 1.62 1.68 1.69 1.64 1.57 −0.02

Europe
(1992–2018)

Per number of citizens kcal/person - - 1148 1192 1218 0.20
Per agricultural area kcal/ha - - 1704 1835 1951 0.61

Per value of production kcal/const.
Int$ - - 1.68 1.77 1.70 0.09

Asia
(1986–2018)

Per number of citizens kcal/person - 844 882 917 977 0.53
Per agricultural area kcal/ha - 1983 1915 2144 2543 1.02

Per value of production kcal/const.
Int$ - 3.59 3.18 2.74 2.49 −1.21

Africa
(1977–2018)

Per number of citizens kcal/person 764 765 806 845 830 0.13
Per agricultural area kcal/ha 302 359 485 622 766 2.53

Per value of production kcal/const.
Int$ 3.17 3.27 3.15 3.00 2.72 −0.35

Oceania
(1974–2018)

Per number of citizens kcal/person 1660 1673 1697 1707 1769 −0.03
Per agricultural area kcal/ha 60 69 83 106 142 2.07

Per value of production kcal/const.
Int$ 0.97 1.00 0.97 0.92 0.96 −0.38

Constant Int$ refers to the value of food production at constant 2014–2016 prices.
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Table 4. Direct energy consumption in agriculture for years 1970–2018.

Region Edible Energy Production
Indicator

Thousands
kcal

1970s 1980s 1990s 2000s 2010s AGR %

South
America

(1976–2018)

Per number of citizens kcal/person 185 212 250 311 326 1.40
Per agricultural area kcal/ha 93 118 167 238 267 2.70

Per value of production kcal/const.
Int$ 0.39 0.43 0.46 0.47 0.42 0.13

North
America

(1970–2018)

Per number of citizens kcal/person 553 742 616 664 636 0.53
Per agricultural area kcal/ha 283 431 409 503 536 1.77

Per value of production kcal/const.
Int$ 0.70 0.91 0.74 0.76 0.68 −0.08

Europe
(1992–2018)

Per number of citizens kcal/person - - 732 562 497 −1.96
Per agricultural area kcal/ha - - 1086 865 796 −1.57

Per value of production kcal/const.
Int$ - - 1.07 0.83 0.69 −2.07

Asia
(1986–2018)

Per number of citizens kcal/person - 144 182 188 212 1.39
Per agricultural area kcal/ha - 339 394 440 552 1.88

Per value of production kcal/const.
Int$ - 0.61 0.65 0.56 0.54 −0.37

Africa
(1977–2018)

Per number of citizens kcal/person 13 19 46 67 71 4.27
Per agricultural area kcal/ha 5 9 28 50 65 6.77

Per value of production kcal/const.
Int$ 0.06 0.08 0.18 0.24 0.23 3.77

Oceania
(1974–2018)

Per number of citizens kcal/person 710 887 867 1034 1026 1.17
Per agricultural area kcal/ha 26 37 43 64 82 3.30

Per value of production kcal/const.
Int$ 0.42 0.53 0.50 0.56 0.55 0.82

Constant Int$ refers to the value of food production at constant 2014–2016 prices.

In the case of energy consumption indicators, the situation is slightly more complicated.
Low values per hectare usually indicate low production intensity, which on the one hand
can cause low productivity of the land but on the other hand, can result in a number of
positive effects, for example, lower pressure on the environment. It could be considered
from different perspectives, for example, whether the low energy inputs are the choice of a
farmer or they resulting from the low level of economic development in the region, which
forces farmers to produce with low energy inputs. Another factor influencing the energy
input per 1 ha of agricultural land and per capita is population density, which is closely
related to the area of agricultural land per 1 inhabitant. What is more, climatic and natural
conditions (e.g., the share of permanent grassland, soil quality, length of vegetation period,
level temperature, amount and distribution of precipitation) and the associated production
structure, including the role of crop and animal production, also have an impact.

It is of key importance to shape the relationship between energy consumption and the
production of edible energy as part of agricultural production. These relationships might
be analyzed concerning both static and dynamic approaches. In the case of the indicator of
energy consumption per unit of production value, lower values that prove better economic
efficiency of the energy invested are desirable but the appropriate level of production still
needs to be taken into account. Concerning a dynamic approach, it is desirable that energy
input consumption grows slower than the value of agricultural production, assuming that
production is sufficient to meet the needs of food consumers.

However, although in South America the EROI was decreasing until the last analyzed
decade, that is, energy consumption was growing faster than its production, there was
a clear increase in productivity per hectare (2% per year on average). Despite the rapid
increase in energy production per hectare in South America, it is relatively low compared
to the most developed regions (Europe and North America). Indicators per capita grew
at a slower rate, which is due to the rapid growth of the South American population over
the analyzed period. In contrast, it was shown that the indicator of energy production
per capita in the analyzed region has been, in recent years, higher to that achieved in
Europe, which illustrates an improvement in food self-sufficiency in South America. The
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high level of self-sufficiency observed in recent years can also be confirmed by other
research [58]. At the same time, the direct energy consumption needed to produce one Int$
remained relatively stable in the analyzed period (AGR was 0.13%); however, the amount
of edible energy produced per Int$ (as evidence by a −0.55% decrease in AGR) increased
significantly. This might be considered a favorable situation from the point of view of
agricultural producers, as the unit value of production increased, while the economic
efficiency of the energy invested remained relatively stable.

The observed fluctuations of EROI in North America are reflected in the analyzed
direct energy consumption indicators, which generally grew, yet fluctuated. Energy con-
sumption per hectare of agricultural land increased particularly rapidly, indicating a
progressive, energy-intensive escalation of production (1.77%) and it increased more mod-
erately per capita (0.53%). Production expressed in energy per hectare and per capita,
respectively (1.84% and 0.60%), increased at a slightly faster rate than the increase in energy
input, resulting in a visible improvement in productivity. In the 1990s, when EROI was
higher than in following decades, there was a decrease in direct energy consumption; this
is also reflected by indicators per capita and per hectare of agricultural land. Moreover, the
indicators of energy consumption and production per value of production were directly
proportional; the exception occurred in the 1990s, when there was an increase in the eco-
nomic efficiency of energy consumption. At the same time, North America is characterized
by a relatively high individual value of edible energy production and low economic effi-
ciency of energy consumption in agriculture. Other research that takes North American
countries into account illustrates the occurrence of fluctuations concerning direct fuel con-
sumption in agriculture [59] and points out the increase in energy efficiency in the 1990s,
claiming it was due to the change in production direction toward more energy-efficient
agriculture [38].

In examining Europe, the increase in EROI is evident, as well as in energy production
per hectare and per capita in the analyzed period (with relatively high values of their
indicators), in the years 1992–2018. However, the EROI increase was mainly due to a
decrease in direct energy consumption in agriculture. Moreover, the energy intensity of
production visibly decreased, which is reflected by a decrease in energy consumption per
hectare and per capita. Together with increases in production rates, this provided the fastest
change toward more energy-efficient edible production compared to other continents. The
only indicator that deteriorated slightly was the decrease in the individual value of energy
production, reflected by the average increase of production required to obtain the value of
one Int$. However, its values were relatively stable in analyzed period. At the same time,
in the 1990s, a decrease was found in the direct energy consumption required to produce one
Int$ worth of edible energy, which was still the highest among the regions subject to analysis.
As indicated by other studies [44], in Europe, before the 1990s, the EROI was decreasing
as a result of rapidly increasing energy use in agriculture, even though steady growth in
production was maintained. In the 1990s, energy consumption began to decrease while
production growth remained steady, resulting in obvious improvements in energy efficiency.

During the analyzed period, direct energy consumption per hectare as well as per
capita in Asia grew at faster rate than edible energy production. However, due to high
population density and significant population growth in recent decades, Asia has relatively
low edible energy production per person, resulting in food availability problems in this
region. At the same time, Asia had the highest edible energy production per hectare
of agricultural land in the world. This is mainly influenced by the low ratio of area of
agricultural land per 1 inhabitant, which makes it necessary to obtain high production from
1 ha of agricultural land and in many regions to yield two or even three crops in one year.
High production from 1 ha is also optimal due to the structure of agriculture (many small
farms). During the analyzed period, the individual value of edible energy production in
Asia increased and the economic efficiency of energy consumption in agriculture improved.
This might be reflected by the decrease of the energy use and energy production per value
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of production (AGR was −0.37% and −1.21%, respectively), which were relatively high at
the beginning of the considered period.

In Africa, the rapid EROI decrease until 2007 was mainly due to an increase in direct
energy consumption in order to increase production. Energy consumption per person
increased sixfold, while per hectare increased more than fourteenfold in the whole analyzed
period but the values remained relatively low. What is more, although there was a desirable
increase in edible energy production, it was insufficient to guarantee food availability in
Africa [60,61]. As mentioned earlier, similar changes to those occurring in Africa were
found during the period under consideration, after the industrial revolution on other
continents as well; however, now, with the EROI of fossil fuel decreasing, reliance on fossil
fuel-based energy production might have a negative impact on its increase in the long
term [62]. The rising Africa’s edible EROI since 2008 was due to lower increase in energy
consumption and simultaneous growth in energy production, however, in the last decade
(2010–2018) the decrease in energy production per person can be observed. An increase in
EROI in the absence of food self-sufficiency and a decrease in edible energy production per
capita in 2010–2018, should be considered as unfavorable. The individual value of edible
energy production in the analyzed period also increased, with a simultaneous decrease
in economic efficiency from the energy invested. However, it remained high only due to
unsatisfactory energy use, which resulted in insufficient production. In this context, the
decrease concerning the discussed energy efficiency of production should not be considered
something negative.

Unlike the other analyzed regions, Oceania had several times lower energy use and
production per hectare of agricultural land than per person. The results concerning Oceania
are mainly derived from the results of Australia and, to a lesser extent, New Zealand,
countries that are characterized by extensive agricultural production on a large area of
agricultural land. The structure of agricultural land is dominated by permanent grasslands
(permanent meadows and pastures). During the analyzed period, their share in Australia
exceeded 90% and in New Zealand 95%. A large number of areas of agricultural land per 1
inhabitant ensures that Oceania also has the highest rate of edible energy production per
person but much of this production is exported. The direct energy consumption per capita
is high because an increase in energy consumption ensures an increase in production, the
surplus of which is sold abroad. The second reason is the dominance of animal production,
as it is less efficient concerning energy use. The individual value of edible production
expressed in kcal per Int$ remained more or less constant over the analyzed period, while
the economic efficiency of energy use in agriculture declined to some extent, as a result of
the increasing size of cattle production in Oceania.

4. Conclusions and Policy Recommendations

The study on edible energy production and its direct consumption in agriculture
determined that the highest edible EROI is present in Africa and the lowest in the most
developed regions. During the analyzed period, energy consumption in agriculture world-
wide increased, contributing to the increase of edible energy production. The only exception
was Europe, where, since the 1990s, a decrease was found in direct energy use, mainly
concerning energy from fossil fuels, while an increase in energy production was found,
resulting in a visible improvement of edible EROI. The changes that took place in Eu-
rope, mainly due to the Common Agricultural Policy of the European Union, confirm
the possibility of improving the energy efficiency of crop and animal production while
reducing the use of fossil fuels, which is particularly important considering the decreasing
energy efficiency of their extraction and expectations concerning the reduction of pollution
generation while meeting growing food needs.

The analysis broadened the scope of the international comparison of EROI in agricul-
ture present in the literature, including animal production. This proves that in regions with
low or high EROI for crop production, correspondingly low or high EROI can be found for
animal and crop production combined. This indicates that the regions’ ability to effectively
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convert energy into edible energy does not depend solely on the direction of production
(animal or crop). However, it must be remembered that the energy efficiency of animal
production is, in fact, significantly lower than that of crop production.

The presented results of EROI should be interpreted only within the scope of the
established system boundaries, that is, it is a study on the relationship between edible
energy production from agriculture and the direct use of fossil fuels and electricity in
agriculture; this constitutes a limitation to the conducted studies. When carrying out the
analysis, we tried to avoid using conversion factors for production or energy consumption,
which could be based on different sources, so the study included only the factors used
by the FAO; however, this limited the scope of the system boundaries. On the one hand,
this is the limitation of this article but on the other hand, it also sets out future research
directions that could focus on extending the system boundaries using methodologically
uniform conversion factors for indirect energy consumption, including animal and crop
production in research. Extending the system boundaries in research is undoubtedly a vital
issue from the point of view of assessing the energy efficiency of agricultural production,
as indirect energy consumption associated with the use of fertilizers, pesticides, irrigation
systems and possibly agricultural machinery comprises one of the key inputs; at the same
time, significant improvement concerning this matter is possible.

Another direction of further research includes incorporating links of the food supply
chain in the analysis. Although agriculture is the most energy-intensive phase of the food
chain, other phases such as food processing, logistics, packaging and food waste are also
crucial for energy efficiency improvement opportunities.

Finally, a key extension of our research would be the analysis of drivers of global
changes in energy efficiency in agricultural production. A review of the literature and
research conducted in individual countries suggests that the most important drivers in-
clude changes in the structure of food consumption and production, applied technologies
and practices in agriculture, climate change, and, perhaps most importantly, policy for
energy use in agriculture and food production. However, determining the exact impact
of individual factors on the efficiency of global edible energy production requires more
detailed analysis and is challenging in terms of obtaining comparable data.

Nevertheless, based on the research results and the literature review, some concluding
policy recommendations can be formulated. The example of Europe, in which it was possi-
ble to simultaneously improve the energy efficiency of agricultural production and reduce
the use of fossil fuels, suggests that the state policy has a key direct impact (instruments
supporting the use of alternative energy sources) and indirect impact (instruments sup-
porting the implementation of new technologies and practices in agriculture, stimulating a
change in consumption and production structure) on energy efficiency. The EU’s Common
Agricultural Policy has played a special role by encouraging investment in more sustainable
farming methods. The same can be said about rural development programs, which aim to
facilitate the supply and use of renewable energy sources. Therefore, drawing on the EU’s
experience in reducing direct consumption of fossil energy and electricity in agriculture, the
following tools should be introduced: (i) measures promoting and supporting the produc-
tion and use of renewable energy sources such as biofuels, wind energy, solar energy and
hydropower systems; (ii) incentives for changing the structure of food consumption and
production toward limiting the consumption of meat and switching to the consumption of
local and seasonal products; (iii) measures promoting and supporting conservation agri-
culture and organic farming; and (iv) support for R&D and implementation of innovative
farming techniques, such as precision agriculture or irrigation technologies.

It is worth emphasizing that the above policy recommendations, formulated on
the basis of experience and success in the field of improving the energy efficiency of
agricultural production in European countries, apply mainly to developed countries,
although to a certain extent and subject to regional modification, they should also be
applied in less developed countries because the separation of agriculture productivity from
energy consumption remains a challenge across the globe.
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Appendix A

Table A1. The list of products that have been considered for edible energy production with their corresponding FAO’s
item code.

FAO’s Item Code Name FAO’s Item Code Name FAO’s Item Code Name

2656 Beer 2619 Dates 2645 Spices, Other
2658 Beverages, Alcoholic 2625 Fruits, Other 2532 Cassava and

products

2657 Beverages,
Fermented 2613 Grapefruit and

products 2531 Potatoes and
products

2655 Wine 2620 Grapes and products 2534 Roots, Other
2740 Butter, Ghee 2612 Lemons, Limes and

products 2533 Sweet potatoes
2743 Cream 2611 Oranges, Mandarines 2535 Yams

2737 Fats, Animals, Raw 2618 Pineapples and
products 2633 Cocoa Beans and

products
2781 Fish, Body Oil 2616 Plantains 2630 Coffee and products
2782 Fish, Liver Oil 2731 Bovine Meat 2635 Tea (including mate)

2769 Aquatic Animals,
Others 2735 Meat, Other 2745 Honey

2775 Aquatic Plants 2732 Mutton & Goat Meat 2542 Sugar (Raw
Equivalent)

2768 Meat, Aquatic
Mammals 2733 Pigmeat 2541 Sugar

non-centrifugal
2513 Barley and products 2734 Poultry Meat 2543 Sweeteners, Other
2520 Cereals, Other 2848 Milk—Excluding

Butter 2537 Sugar beet
2514 Maize and products 2680 Infant food 2536 Sugar cane
2517 Millet and products 2899 Miscellaneous 2551 Nuts and products
2516 Oats 2736 Offals, Edible 2578 Coconut Oil
2805 Rice and products 2560 Coconuts—Incl

Copra 2575 Cottonseed Oil

2515 Rye and products 2556 Groundnuts (Shelled
Eq) 2572 Groundnut Oil

2518 Sorghum and
products 2570 Oilcrops, Other 2582 Maize Germ Oil

2511 Wheat and products 2563 Olives (including
preserved) 2586 Oilcrops Oil, Other

2744 Eggs 2562 Palm kernels 2580 Olive Oil

2766 Cephalopods 2558 Rape and
Mustardseed 2577 Palm Oil

2765 Crustaceans 2561 Sesame seed 2576 Palmkernel Oil

2762 Demersal Fish 2555 Soyabeans 2574 Rape and Mustard
Oil

2761 Freshwater Fish 2557 Sunflower seed 2581 Ricebran Oil
2764 Marine Fish, Other 2546 Beans 2579 Sesameseed Oil
2767 Molluscs, Other 2547 Peas 2571 Soyabean Oil
2763 Pelagic Fish 2549 Pulses, Other and

products 2573 Sunflowerseed Oil
2617 Apples and products 2642 Cloves 2602 Onions
2615 Bananas 2640 Pepper 2601 Tomatoes and

products
2614 Citrus, Other 2641 Pimento 2605 Vegetables, Other
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Table A2. Detailed average results used during the EROI calculations for years 1970–2018.

Region Indicator Unit 1970s 1980s 1990s 2000s 2010s

South
America

(1976–2018)

Food supply (FS) Thousands 940.3 949.0 972.2 1033.6 1094.5
Population (P) Millions 274.2 318.8 382.9 443.3 492.5
Self-sufficiency

coefficient (SSC) - 1.06 1.06 1.06 1.10 1.15

Edible energy
production (EEP) Trillions 272.1 320.5 396.1 502.9 621.2

Direct energy use (DEU) Trillions 50.8 67.7 95.6 137.9 160.6

North
America

(1970–2018)

Food supply (FS) Thousands 1095.7 1179.9 1249.7 1301.0 1291.4
Population (P) Millions 302.5 343.9 390.7 439.3 477.5
Self-sufficiency

coefficient (SSC) - 1.17 1.17 1.13 1.10 1.13

Edible energy
production (EEP) Trillions 387.2 474.2 553.6 630.4 696.7

Direct energy use (DEU) Trillions 167.2 255.3 240.6 291.7 303.7

Europe
(1992–2018)

Food supply (FS) Thousands - - 1165.1 1210.2 1230.7
Population (P) Millions - - 728.6 732.8 743.7
Self-sufficiency

coefficient (SSC) - - - 0.99 0.99 0.99

Edible energy
production (EEP) Trillions - - 836.5 873.8 906.0

Direct energy use (DEU) Trillions - - 533.0 411.9 369.5

Asia
(1986–2018)

Food supply (FS) Thousands - 874.2 911.7 956.1 1019.6
Population (P) Millions - 2977.4 3416.3 3891.2 4330.6
Self-sufficiency

coefficient (SSC) - - 0.96 0.97 0.96 0.96

Edible energy
production (EEP) Trillions - 2511.6 3013.2 3566.6 4231.0

Direct energy use (DEU) Trillions - 429.6 620.4 731.6 918.8

Africa
(1977–2018)

Food supply (FS) Thousands 792.6 818.8 864.6 917.3 951.8
Population (P) Millions 417.4 501.3 646.9 819.7 1031.5
Self-sufficiency

coefficient (SSC) - 0.96 0.93 0.93 0.92 0.97

Edible energy
production (EEP) Trillions 318.7 383.4 521.4 692.6 949.8

Direct energy use (DEU) Trillions 5.6 9.5 29.7 55.1 72.7

Oceania
(1974–2018)

Food supply (FS) Thousands 1104.2 1111.8 1116.0 1129.3 1200.9
Population (P) Millions 18.6 20.6 23.6 26.8 30.8
Self-sufficiency

coefficient (SSC) - 1.50 1.51 1.52 1.51 1.47

Edible energy
production (EEP) Trillions 30.9 34.5 40.1 45.8 54.4

Direct energy use (DEU) Trillions 13.2 18.3 20.5 27.7 31.6
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36. Bajan, B.; Mrówczyńska-Kamińska, A.; Poczta, W. Economic Energy Efficiency of Food Production Systems. Energies 2020, 13,
5826. [CrossRef]

37. Martinez-Alier, J. The EROI of agriculture and its use by the Via Campesina. J. Peasant. Stud. 2011, 38, 145–160. [CrossRef]
38. Hamilton, A.; Balogh, S.B.; Maxwell, A.; Hall, C.A.S. Efficiency of Edible Agriculture in Canada and the U.S. Over the Past Three

and Four Decades. Energies 2013, 6, 1764–1793. [CrossRef]
39. Murphy, D.J.; Hall, C.A.; Dale, M.; Cleveland, C.J. Order from Chaos: A Preliminary Protocol for Determining the EROI of Fuels.

Sustainability 2011, 3, 1888–1907. [CrossRef]
40. Hall, C.A.; Dale, B.E.; Pimentel, D. Seeking to Understand the Reasons for Different Energy Return on Investment (EROI)

Estimates for Biofuels. Sustainability 2011, 3, 2413–2432. [CrossRef]
41. Brandt, A.R.; Dale, M. A General Mathematical Framework for Calculating Systems-Scale Efficiency of Energy Extraction and

Conversion: Energy Return on Investment (EROI) and Other Energy Return Ratios. Energies 2011, 4, 1211–1245. [CrossRef]
42. Atlason, R.S.; Unnthorsson, R. Ideal EROI (energy return on investment) deepens the understanding of energy systems. Energy

2014, 67, 241–245. [CrossRef]
43. Conforti, P.; Giampietro, M. Fossil energy use in agriculture: An international comparison. Agric. Ecosyst. Environ. 1997, 65,

231–243. [CrossRef]
44. Pellegrini, P.; Fernández, R.J. Crop intensification, land use, and on-farm energy-use efficiency during the worldwide spread of

the green revolution. Proc. Natl. Acad. Sci. 2018, 115, 2335–2340. [CrossRef] [PubMed]
45. Pelletier, N.; Audsley, E.; Brodt, S.; Garnett, T.; Henriksson, P.J.G.; Kendall, A.; Kramer, K.J.; Murphy, D.; Nemecek, T.; Troell, M.

Energy Intensity of Agriculture and Food Systems. Annu. Rev. Environ. Resour. 2011, 36, 223–246. [CrossRef]
46. Carlsson-Kanyama, A.; Ekström, M.P.; Shanahan, H. Food and life cycle energy inputs: Consequences of diet and ways to increase

efficiency. Ecol. Econ. 2003, 44, 293–307. [CrossRef]
47. Pimentel, D.; Williamson, S.; Alexander, C.E.; Gonzalez-Pagan, O.; Kontak, C.; Mulkey, S.E. Reducing Energy Inputs in the US

Food System. Hum. Ecol. 2008, 36, 459–471. [CrossRef]
48. Gerbens-Leenes, P.; Nonhebel, S.; Ivens, W.; Gerbens-Leenes, W. A method to determine land requirements relating to food

consumption patterns. Agric. Ecosyst. Environ. 2002, 90, 47–58. [CrossRef]
49. Siddiqi, T.A. Coal in Asia and the Pacific: A regional overview. Energy 1986, 11, 1049–1055. [CrossRef]
50. Sadowski, A.; Baer-Nawrocka, A. Food and environmental function in world agriculture—Interdependence or competition? Land

Use Policy 2018, 71, 578–583. [CrossRef]
51. Council Directive 93/76/EEC of 13 September 1993 to Limit Carbon Dioxide Emissions by Improving Energy Efficiency. Available

online: https://eur-lex.europa.eu/legal-content/en/ALL/?uri=CELEX%3A31993L0076 (accessed on 10 February 2021).
52. Directive 2006/32/EC of the European Parliament and of the Council of 5 April 2006 on Energy End-Use Efficiency and Energy

Services and Repealing Council Directive 93/76/EEC. Available online: https://eur-lex.europa.eu/legal-content/EN/ALL/
?uri=CELEX%3A32006L0032 (accessed on 10 February 2021).

53. Directive, E.E. Directive 2012/27/EU of the European Parliament and of the Council of 25 October 2012 on energy efficiency,
amending Directives 2009/125/EC and 2010/30/EU and repealing Directives 2004/8/EC and 2006/32. Off. J. 2012, 315, 1–56.

54. Steinhart, J.S.; Steinhart, C.E. Energy use in the US food system. Science 1974, 184, 307–316.
55. Pelletier, N. Environmental performance in the US broiler poultry sector: Life cycle energy use and greenhouse gas, ozone

depleting, acidifying and eutrophying emissions. Agric. Syst. 2008, 98, 67–73. [CrossRef]
56. Franzese, P.P.; Rydberg, T.; Russo, G.F.; Ulgiati, S. Sustainable biomass production: A comparison between Gross Energy

Requirement and Emergy Synthesis methods. Ecol. Indic. 2009, 9, 959–970. [CrossRef]
57. Arizpe, N.; Giampietro, M.; Ramos-Martin, J. Food Security and Fossil Energy Dependence: An International Comparison of the

Use of Fossil Energy in Agriculture (1991-2003). Crit. Rev. Plant Sci. 2011, 30, 45–63. [CrossRef]
58. Baer-Nawrocka, A.; Sadowski, A. Food security and food self-sufficiency around the world: A typology of countries. PLOS ONE

2019, 14, e0213448. [CrossRef] [PubMed]
59. Cleveland, C. The direct and indirect use of fossil fuels and electricity in USA agriculture, 1910–1990. Agric. Ecosyst. Environ.

1995, 55, 111–121. [CrossRef]
60. Chakona, G.; Shackleton, C.M. Voices of the hungry: A qualitative measure of household food access and food insecurity in South

Africa. Agric. Food Secur. 2017, 6, 1–17. [CrossRef]
61. Fraval, S.; Hammond, J.; Bogard, J.R.; Ng’Endo, M.; Van Etten, J.; Herrero, M.; Oosting, S.J.; De Boer, I.J.M.; Lannerstad, M.; Teufel,

N.; et al. Food Access Deficiencies in Sub-saharan Africa: Prevalence and Implications for Agricultural Interventions. Front.
Sustain. Food Syst. 2019, 3, 104. [CrossRef]

62. Court, V.; Lantz, F.; Jouvet, P.-A. Long-term endogenous economic growth and energy transitions. Energy J. 2018, 39, 29–57.
[CrossRef]

148



energies

Article

Changes in Energy Consumption in Agriculture in the
EU Countries

Tomasz Rokicki 1, Aleksandra Perkowska 1,*, Bogdan Klepacki 1, Piotr Bórawski 2, Aneta Bełdycka-Bórawska 2 and

Konrad Michalski 3

Citation: Rokicki, T.; Perkowska, A.;

Klepacki, B.; Bórawski, P.;

Bełdycka-Bórawska, A.; Michalski, K.

Changes in Energy Consumption in

Agriculture in the EU Countries.

Energies 2021, 14, 1570. https://

doi.org/10.3390/en14061570

Academic Editor: Piotr Gradziuk

Received: 4 January 2021

Accepted: 6 March 2021

Published: 12 March 2021

Publisher’s Note: MDPI stays neutral

with regard to jurisdictional claims in

published maps and institutional affil-

iations.

Copyright: © 2021 by the authors.

Licensee MDPI, Basel, Switzerland.

This article is an open access article

distributed under the terms and

conditions of the Creative Commons

Attribution (CC BY) license (https://

creativecommons.org/licenses/by/

4.0/).

1 Institute of Economics and Finance, Warsaw University of Life Sciences, 02-787 Warsaw, Poland;
tomasz_rokicki@sggw.edu.pl (T.R.); bogdan_klepacki@sggw.edu.pl (B.K.)

2 Department of Agrotechnology and Agribusiness, Faculty of Agriculture and Forestry, University of Warmia
and Mazury in Olsztyn, 10-719 Olsztyn, Poland; pboraw@uwm.edu.pl (P.B.);
aneta.beldycka-borawska@uwm.edu.pl (A.B.-B.)

3 Management Institute, Warsaw University of Life Sciences, 02-787 Warsaw, Poland;
konrad_michalski@sggw.edu.pl

* Correspondence: aleksandra_perkowska@sggw.edu.pl; Tel.: +48-22-59-342-55

Abstract: The paper’s main purpose was to identify and present the current situation and changes in
energy consumption in agriculture in the European Union (EU) countries. The specific objectives
were the determination of the degree of concentration of energy consumption in agriculture in the
EU countries, showing the directions of their changes, types of energy used, and changes in this
respect, establishing the correlation between energy consumption and changes in the economic and
agricultural situation in the EU countries. All member states of the European Union were deliberately
selected for research on 31 December 2018 (28 countries). The research period covered the years
2005–2018. The sources of materials were the literature on the subject, and data from Eurostat.
Descriptive, tabular, and graphical methods were used to analyze and present materials, dynamics
indicators with a stable base, Gini concentration coefficient, concentration analysis using the Lorenz
curve, coefficient of variation, Kendall’s tau correlation coefficient, and Spearman’s rank correlation
coefficient. A high concentration of energy consumption in agriculture was found in several EU
countries, the largest in countries with the largest agricultural sector, i.e., France and Poland. There
were practically no changes in the concentration level. Only in the case of renewable energy, a gradual
decrease in concentration was visible. More and more countries developed technologies that allow
the use of this type of energy. However, the EU countries differed in terms of the structure of the
energy sources used. The majority of the basis was liquid fuels, while stable and gaseous fuels were
abandoned in favor of electricity and renewable sources—according to which, in the EU countries, the
research hypothesis was confirmed: a gradual diversification of energy sources used in agriculture,
with a systematic increase in the importance of renewable energy sources. The second research
hypothesis was also confirmed, according to which the increase in the consumption of renewable
energy in agriculture is closely related to the economy’s parameters. The use of renewable energy is
necessary and results from concern for the natural environment. Therefore, economic factors may
have a smaller impact.

Keywords: energy consumption; agriculture; renewable energy sources; development strategies;
EU countries

1. Introduction

In the European Union (EU), around 50% of agricultural production comes from plant
production. Livestock production also generally needs land to feed the animals. About 47%
of the land in the EU is used for agriculture. Therefore, it is a sector closely related to land
use. Changes in the connection between land and agriculture proceed very slowly, and in
the short term, this resource does not change significantly [1–5]. Agriculture in the Euro-
pean Union countries has been and will be diversified. They can be divided into segments.
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Countries with a high level of socioeconomic development are most often distinguished,
such as France, Germany, the Netherlands, Denmark, and Belgium. The second group
includes the remaining EU-15 countries. The other two groups are the countries that joined
the EU in 2004 and later [6–13]. In 2011–2013, labor productivity in agriculture in Eastern
Europe accounted for only 19% of labor productivity in agriculture in Western Europe. This
shows that there are still significant socioeconomic and technological gaps between Western
and Eastern Europe, even though Eastern European countries joined the EU as early as
2004 [14–19]. In all Western European countries after 1950, the number of workers in the
agricultural sector decreased. At the same time, productivity increased as the operation of
machines replaced human labor. This resulted in high energy demand. Simultaneously, the
importance of agriculture in generating GDP was gradually diminishing [20,21]. According
to Giannakis and Bruggeman [22], the differences between individual countries result from
the characteristics of human capital, environmental conditions, and technical efficiency
of plant and animal production. By contrast, strong Szabo and Grznár [23] found links
between the value of agricultural production and fixed and variable assets, the number
of livestock, and the financial support provided. Pietrzak and Walczak [24,25] proved
that the agrarian structure is one of the most important agricultural development determi-
nants. Low concentration of land is a significant barrier to agriculture development due to
high production costs and generating low income. According to Nowak and Różańska-
Boczula [26], such EU member states as the Netherlands, Denmark, Luxembourg, Belgium,
Great Britain, and Slovakia have the most significant potential for agricultural production.
The first four countries also showed the highest efficiency in the use of production factors,
whereas low and average potential and efficiency characterized agriculture in most new
member states. Similar dependencies were found by Popescu et al. [27–29], Bularca and
Toma [30], Toma [31], and Svoboda et al. [32]. The EU countries also varied in terms of the
production profile. There were specializations in agricultural production. Specialization
can mean agricultural intensification and concentration. Specialization is related to mecha-
nization, economies of size and scale, technological innovations, comparative advantages,
and market forces. Agricultural specialization is also related to farms and agricultural land
features, efficiency, and the geographical scale of specialization [33–37].

Energy is one of the basic inputs in agriculture [38]. At the farm level, energy is
used directly as well as indirectly. Energy is used directly in plant production, livestock
production, and the transport of agricultural products. Indirectly, energy is used outside the
farm to produce and transport fertilizers, pesticides, and machines [39–42]. The increase in
energy demand in agriculture results from the increase in mechanization. Energy supplies
to modern and sustainable agricultural production systems and processing are one of
the main factors in the growth of agricultural production [43–47]. In agriculture, various
energy sources are used; often, these are hybrid systems that use both traditional and
renewable energy sources [48,49].

Karkacier et al. [50] determined a strong relationship between energy use and agri-
cultural productivity. Alipour et al. [51] used rice cultivation to show that water and
electricity account for the largest share of total energy inputs in production systems. Chan-
dio et al. [52] indicated that the increase positively influenced agricultural production
in gas and electricity consumption. The presented research shows a strong relationship
between energy consumption and the value of agricultural production. Energy efficiency
in agriculture is one of the primary energy policy goals in countries with a significant
agricultural sector [53–55].

The agricultural sector also supplies energy in the form of biomass. Biomass means
the biodegradable fraction of products, waste and residues from agricultural production
(including substances of plant and animal origin), forestry and related industries, including
fisheries and aquaculture, as well as biogas and the biodegradable fraction of industrial and
municipal waste [56,57]. Biomass can be used, among others, for the production of biodiesel
and bioethanol [58]. In 2010, biomass was the source of 7.5% of the energy generated in the
EU, and in 2020 this share amounted to 10%. In the world, energy production from biomass
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has grown at a rate of 3.3% annually in recent years. The potential of agriculture in this
respect is tremendous. It all depends on the progress made in introducing high-efficiency
energy crops and on environmental issues [59–65].

The paper’s main purpose was to identify and present the current situation and
changes in energy consumption in agriculture in the European Union countries. The
specific objectives were the determination of the degree of concentration of energy con-
sumption in agriculture in the EU countries, showing the directions of their changes, types
of energy used, and changes in this respect, establishing the correlation between energy
consumption and changes in the economic and agricultural situation in the EU countries.
Two hypotheses were put forward in the study. According to the first, in the EU, there was
a gradual diversification of energy sources used in agriculture, with a systematic increase
in the importance of renewable energy sources. The second hypothesis assumed that the
increase in the consumption of renewable energy in agriculture is closely related to the
economy’s parameters.

2. Materials and Methods

All member states of the European Union were deliberately selected for research on
31 December 2018 (28 countries). The research period covered the years 2005–2018. The
sources of materials were the literature on the subject and data from Eurostat. Descriptive,
tabular, and graphical methods, dynamics indicators with a constant basis, Gini concen-
tration coefficient, concentration analysis using the Lorenz curve, coefficient of variation,
and Pearson’s linear correlation coefficient were used for the analysis and presentation
of materials.

The first stage of the research presents the energy consumption in agriculture in the
EU countries. The primary sources of obtaining energy used for this purpose have been
shown. The Gini concentration coefficient (Figure 1) was calculated [66]. It concerned
total energy consumption in agriculture. This coefficient was also calculated for energy
consumption in agriculture for individual types of energy. The results covered the two
years of 2005 and 2018. They were used to determine the degree of concentration of energy
consumption in agriculture. It is measured based on energy consumption in agriculture
in the EU countries. If such energy consumption occurred in one country, the coefficient
would be 1. If it is distributed among more countries, the coefficient becomes lower the
closer it is to 0. This proves the even distribution of energy consumption in agriculture
among EU countries. The Lorenz curve (Figure 2) is a graphical representation of the
concentration of energy consumption in agriculture in EU countries [67].

Gini coefficient 
concept measure of unevenness (concentration) of distribution of a random variable 
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Figure 1. The Gini coefficient formula.
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Lorenz curve 
concept determines the degree of concentration of a one-dimensional random variable distribution 

coordinates == zx ,           n
hxh =

,           =

== n

i i

h

i i
h

y

y
z

With sorted observations yi., which are non-negative value nyyy ≤≤≤≤  is a polyline 
which apexes , for h = 0,1,…, n 

Figure 2. The Lorenz curve formula.

In the second stage of the research, the structure of energy consumption in agriculture
was presented. The share of energy sources used in agriculture was shown for sources such
as oil and petroleum products, electricity, natural gas, renewables and biofuels, reliable
fossil fuels. This division functioned in all EU. Only five countries were selected for analysis.
France and Poland used the most energy in agriculture. The first of them belonged to the
developed countries, and the second to the developing countries. Romania was in the
middle of the EU countries’ rate of energy consumption in agriculture. Simultaneously, in
the analyzed period, the country recorded the highest increase in energy consumption in
agriculture. Greece was also in the middle of the league. In turn, in this country, the largest
decrease in energy consumption in agriculture was recorded among all EU countries. Latvia
was at the end of the countries’ ranking in terms of energy consumption in agriculture,
but with relatively high growth dynamics. Apart from France, all analyzed countries were
economically developing countries. The countries presented were, therefore, diverse in
many aspects.

The third stage presents the share of renewable energy in the total energy consumption
in agriculture. The focus was on countries with the highest share of this energy. The use of
renewable energy in the economy is significant. There are similar trends in agriculture. At
this stage, the differences between individual EU countries were indicated.

The dynamics indicators (Figure 3) for primary groups of energy sources in individual
EU countries were calculated in the fourth stage [68]. As a result, knowledge was obtained
about the directions and strength of energy consumption changes in agriculture from
various sources.

Dynamics 
indicators 

y
yi n=

  or  

⋅=
y
yi n

ny  - the level of the phenomenon in a certain period
y  - the level of the phenomenon during the reference period

Figure 3. Dynamics indicators formula.

In the fifth stage, the coefficients of variation (Figure 4) for individual energy sources
in agriculture for 2005–2018 were calculated. As a result, it was possible to determine
whether the situation was stable or whether energy consumption was subject to substantial
fluctuations [69].
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Coefficient of variation (Cv) 

concept 
eliminates the unit of measurement from the standard deviation of a series of number by dividing 

it by the mean of this series of numbers 

formula 

M
SCv =

where : 
S - standard deviation from the sample 
M - arithmetic mean from the sample 

Figure 4. The coefficients of variation formula.

In the sixth stage of the research, the relationship between the amount of energy
consumption in agriculture in the EU countries and the economy’s basic parameters and
agriculture was examined. The parameters were selected on purpose based on the literature
review. The indicators assessing the economic situation included the value of GDP, final
consumption expenditure of households, export, and import of goods and services. The
level of economic development is assessed by the parameters of the economy per capita.
The following basic parameters were used to assess agricultural production: gross value
added of agriculture, forestry, and fishing; area of crops and of grain sowing; and cows’
milk production.

At this stage of the research, non-parametric tests were used to establish the correlation
between the variables. The first is Kendall’s tau correlation coefficient. It is based on the
difference between the probability that two variables fall in the same order (for the observed
data) and the probability that they are different. This coefficient takes values in the range
<–1, 1>. Value 1 means full match, value 0 no match of orderings, and value –1 the complete
opposite. The Kendall coefficient indicates not only the strength but also the direction of
the relationship. It is a good tool for describing the similarity of the data set orderings.
Kendall’s tau correlation coefficient is calculated using the formula [70]

τ = P[(x1 − x2)(y1 − y2) > 0]− P[(x1 − x2)(y1 − y2) < 0]

The given formula estimates Kendall’s tau from a statistical sample. All possible
pairs of the sample observations are combined, and then the pairs are divided into three
possible categories:

P—concordant pairs, when the compared variables within two observations change
in the same direction, i.e., either in the first observation both are greater than in the second,
or both are less than in the second;

Q—incompatible pairs, when the variables change in the opposite direction, i.e., one
of them is more significant for this observation in the pair, for which the other is less than;

T—related pairs when one of the variables has equal values in both observations.
The Kendall tau estimator is then calculated from the formula

τ =
P − Q

P + Q − T

Additionally, P + Q + T =
(

N
2

)
= N(N−1)

2
where
N—sample size
The formula can be represented as

τ = 2
P − Q

N(N − 1)
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The second non-parametric test is Spearman’s rank correlation coefficient. It is used to
describe the strength of the correlation of two features. It is used to study the relationship
between quantitative traits for a small number of observations. Spearman’s rank correlation
coefficient is calculated according to the formula [71]

rS = 1 − 6 ∑n
i = 1 d2

i
n(n2 − 1)

where di—differences between the ranks of the corresponding feature xi and feature yi
(i = 1, 2, . . . , n)

The correlation coefficient takes values in the range −1 ≤ rs ≤ +1. A positive sign of
the correlation coefficient indicates a positive correlation, while a negative sign indicates a
negative correlation. The closer the modulus (absolute value) of the correlation coefficient
is to 1, the stronger the correlation between the examined variables.

3. Results

In 2005–2018, energy consumption in agriculture in the EU countries decreased by
5.9%. Several sources of energy could be distinguished (Figure 5). The energy consumption
from renewable energy sources increased the fastest, as there was an increase in 2005–2018
by 85%. Electricity consumption increased by 25%. There was a decrease in consumption
in the remaining cases, i.e., heat by 33%, gas products by 23%, crude oil by 15%, and fossil
fuels by 9%. This situation is good for the natural environment.

Figure 5. Sources of energy used in agriculture in 2005–2018.

The Gini coefficient was used to determine the concentration of energy consumption
in agriculture from its various EU countries’ sources. This coefficient is a correct and
commonly used measure of inequality. The number of observations was 28 (all EU coun-
tries). The results are presented for total energy consumption and five types of energy, i.e.,
energy from crude oil, electricity, natural gas, renewable sources, and solid fuels. The Gini
coefficient for total energy consumption in agriculture in 2005, calculated from the sample,
was 0.61, and the estimated coefficient for the population was 0.63. This meant quite a high
concentration of energy consumption in agriculture in several EU countries. When the
research was repeated in 2018, the results were virtually identical. Therefore, there have
been no significant changes in the distribution of energy consumption in agriculture in
the EU countries. The Gini coefficients for energy consumption in agriculture were also
calculated for individual types of energy. Additionally, the differentiation was presented
using the Lorenz concentration curve (Figure 6). In 2018, the concentration of energy
consumption was the highest in solid fuels (the coefficient from the sample was 0.95 and
the estimated 0.99), and the lowest for electricity (from the sample 0.62, estimated 0.64). In
2018, Poland was responsible for 96% of the solid fuels consumed in agriculture. It was
mainly hard coal. In natural gas, the Netherlands accounted for 61% of the consumption
of this raw material in agriculture in the EU. The most energy from renewable sources
was consumed in Germany (26%) and Poland (17%). It was mainly biodiesel. Overall,
there were differences between energy types in the level of consumption concentration.
Concentration coefficients were also calculated for the earlier periods, with a frequency
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every three years. Only between 2014 and 2018, there was a four-year gap. As a result, the
results concern the years 2005–2018. Such a summary allows determining the direction and
pace of the changes in the concentration of energy consumption in agriculture. Generally, it
can be noticed that the concentration of energy consumption in agriculture is maintained in
several countries (Table 1). The reasonably stable situation also results from the permanent
land stock, which is the primary production factor in agriculture. This limits the possibility
of a drastic increase in agricultural production. Another reason may be relatively stable
energy consumption and countries using technologies that ensure similar energy efficiency
(such as tractors and machines, technologies for fattening animals, milk production, etc.).
Only in the case of renewable energy sources, a gradual decrease in the concentration of
its consumption in agriculture can be observed. More and more countries are developing
technologies that allow the use of this type of energy. Agriculture is a sector that produces
more renewable energy than it consumes.

Figure 6. Lorenz concentration curves for the types of energy used in agriculture in the EU countries in 2018.

Table 1. Estimated Gini coefficients for the types of energy used in agriculture in the EU countries in
2005–2018.

Type of Energy Source
Estimated Gini Coefficients in Years

2005 2008 2011 2014 2018

Total 0.63 0.62 0.63 0.64 0.64
Oil and petroleum products 0.65 0.65 0.65 0.66 0.66

Electricity 0.66 0.64 0.64 0.64 0.64
Natural gas 0.88 0.86 0.84 0.85 0.87

Renewables and biofuels 0.79 0.76 0.73 0.71 0.71
Solid fossil fuels 0.97 0.98 0.99 0.99 0.99

Each country has a separate history and conditions, also in terms of the energy re-
sources used. Five different countries, i.e., France, Poland, Romania, Greece, and Latvia,
were selected for a more detailed analysis. France has the highest energy consumption in
agriculture of any EU country. It was also an economically developed country, including in
terms of agriculture. In 2005–2018, energy consumption in agriculture in this country de-
creased by 2.8%. Poland came second in terms of energy consumption. It was a developing
country that joined the EU in 2004 and had fairly fragmented agriculture. The total energy
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consumption in agriculture decreased by 11.7% in the analyzed period, which could be due
to agriculture’s ongoing transformation. Romania was also one of the countries admitted
to the EU in 2004, catching up with Western European countries. In this country, energy
consumption in agriculture increased by 163%, by far the highest among all EU countries.
Despite this, Romania was in the middle of the EU countries’ rate in energy consumption
in agriculture. The largest decrease in energy consumption was recorded in Greece, by as
much as 77%. As a result, it was ranked 17th in the EU. It was an economically developed
country but suffering the effects of the economic crisis and having financial problems. The
agricultural sector has also felt the effects of the economic downturn. Latvia was one of
the newly admitted countries to the EU, with a small agricultural sector, but with a high
energy consumption dynamics, because an increase of 43% was achieved. Despite this, the
country ranked 21st in the EU.

In France, almost 3
4 of the energy used in agriculture came from oil and a dozen or

so from electricity (Figure 7). The share of other sources was small. The share of crude
oil decreased quite slowly, while electricity and renewable energy sources increased. The
situation was, therefore, relatively stable. In Poland’s case, crude oil also dominated, but
its share systematically decreased from 65% in 2005 to 59% in 2018 (Figure 8). Solid fuels,
mainly coal, were also of great importance. A dozen or so percent of energy from renewable
sources was also used, mainly it was biodiesel. This share remained at a double-digit level
throughout the period considered. The other sources were of little importance.

Figure 7. Structure of energy used in agriculture in France in 2005–2018.

Figure 8. Structure of energy used in agriculture in Poland in 2005–2018.

In Romania, the share of crude oil in the energy used in agriculture was at a similar
level as in Poland (Figure 9). In this country, however, the importance of this source grew,
as its share increased from 55% in 2005 to 64% in 2018. Almost 20% were used for gas
products (also increased in importance), and a dozen for electricity. Noteworthy is the
very small share of energy consumed from renewable sources (1–2%). Peat was used
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for energy purposes at a similar level. It was one of the few countries that used such an
energy source. In Greece, there were very large changes in the structure of energy used in
agriculture (Figure 10). The reason was a large reduction in energy consumption. Crude oil
decreased in importance (a decrease from 76 to 14% in 2005–2018), while electricity gained
in importance (an increase from 22 to 74%). A positive aspect was the increase in renewable
energy consumption from 1% to 12%. In Latvia, there was the largest consumption of
crude oil in agriculture (Figure 11). Its consumption in the analyzed period was around
60–70%. In the case of electricity, it was around 10%. The importance of gaseous products
has decreased, while of thermal energy and energy obtained from renewable sources
has increased.

Figure 9. Structure of energy used in agriculture in Romania in 2005–2018.

Figure 10. Structure of energy used in agriculture in Greece in 2005–2018.

Figure 11. Structure of energy used in agriculture in Latvia in 2005–2018.
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In the EU countries, crude oil was the most important, as it satisfied more than half of
the needs of the agricultural sector. In 2005, it was 63% and in 2018, 57%. It was followed by
electricity (16% in 2018), natural gas (12%), and renewable energy sources (10%). The share
of energy from heat and peat combustion was very low. Apart from Greece, all countries
presented had a structure similar to the EU average. Liquid fuels dominated, which is
obvious, because they were the power source for tractors and agricultural machinery. The
share of other sources was smaller and each country had a structure that often corresponded
to energy resources found in the country or those that can be easily supplied.

The share of energy from renewable energy sources in total energy consumption in
agriculture varied across countries. In 2018, in the top five countries, it was above 20%
(Figure 12. Sweden was the clear leader with 35%, followed by Austria (33%), Finland
(25%), Germany, and Slovakia (23% each). These were economically developed countries
that allocated large resources to the implementation of new technologies ensuring the use
of renewable energy. Only Slovakia was a developing country that significantly increased
renewable energy use, as in 2005 it was only 1%. As many as 12 countries have achieved or
exceeded the 10% share of renewable energy, which is the EU average. There were also
economically highly developed countries that had a very small share of renewable energy in
energy consumption in agriculture. Examples are Italy (2% in 2018), Spain (3%), and France
(5%). Nevertheless, the importance of this energy source was systematically growing.

Figure 12. Top 5 EU countries in share of renewable energy in the total energy use in agriculture in the in 2005–2018.

In the next stage, the dynamics indicators for the basic groups of energy sources were
calculated. The 2005 level was adopted as the basis (Table 2). Over 14 years, the increase in
energy consumption in agriculture was recorded in 11 EU countries, by far the largest in
Romania, and significant in Latvia, Germany, and the United Kingdom. In turn, substantial
declines occurred in Greece, but also significant in Bulgaria, Sweden, Ireland, and Portugal.
The reason for the drops may be the limitation of agricultural production or the use of
more effective technology. In turn, when energy consumption increases, the reasons are
the opposite. Each country should be analyzed separately due to the natural, economic,
and social conditions. In the case of Greece, a substantial reduction in oil consumption
can be observed, which may be related to the cessation or reduction of many agricultural
production. Increase in this country was recorded in the case of the consumption of
renewable energy sources. In Romania, all energy sources’ consumption, except for fossil
fuels, increased (decrease by 50%). In Latvia, fossil and gas fuels have been abandoned.
The consumption of energy from renewable sources in the Netherlands and Belgium
proliferated, as it increased by several dozen times. These countries, however, started
out from low consumption of this type of energy. In general, countries are moving away
from fossil fuels, and mostly from gas and heat. As a rule, oil consumption was reduced.
Electricity consumption increased in most countries. In the case of renewable energy, its
consumption has been systematically growing in all EU countries. Only Sweden (with a
very high share of renewable energy) and Bulgaria recorded declines. Some countries did
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not use renewable energy in 2005. Therefore, it was not possible to calculate the dynamics
index for such countries.

Table 2. Dynamics indicators for energy used in agriculture in EU countries in 2005–2018 (year 2005 = 100).

Countries

Dynamics Indicators for Types of Energy Used in Agriculture in 2005–2018

Total Solid Fossil Fuels Natural Gas
Oil and

Petroleum Products
Renewables
and Biofuels

Electricity Heat

Romania 263.40 49.82 310.99 309.87 198.55 227.27 17.81
Latvia 142.99 0.18 36.10 154.89 211.59 119.67 308.26

Germany 134.80 - - 93.83 417.30 - -
United

Kingdom 134.02 - 45.92 222.34 195.02 80.95 -

Estonia 118.96 81.01 66.65 137.33 103.81 76.19 70.83
Hungary 114.34 21.00 48.82 169.60 225.12 104.86 150.00
Czechia 113.28 31.94 77.47 98.75 745.13 94.59 55.19
Cyprus 111.99 - - 86.26 - 147.13 -

Luxembourg 105.71 - 724.74 96.46 160.71 102.11 -
Lithuania 103.22 199.15 73.49 111.29 237.97 110.90 41.34
Austria 100.48 19.45 118.48 80.52 121.42 125.12 159.74
Croatia 99.48 - 102.55 94.28 - 94.48 -

Slovenia 97.30 - - 93.75 - - -
Belgium 97.17 52.00 1 533.80 41.68 2 807.09 457.57 -
France 97.13 - 80.41 91.87 198.37 114.04 -
Finland 96.13 64.38 7.33 74.88 137.67 120.26 123.86
Malta 94.48 - - 74.33 - - -

EU 94.13 90.60 77.36 96.38 185.30 124.82 66.81
Netherlands 94.00 - 74.67 94.45 4 093.37 172.32 39.90

Italy 93.00 - 81.03 90.24 202.12 103.69 879.48
Poland 88.29 97.71 116.89 79.82 110.60 123.50 97.21

Denmark 87.06 21.94 68.03 93.63 108.34 91.36 79.55
Slovakia 80.24 15.49 48.01 73.72 1 280.81 61.22 20.67

Spain 78.84 - 39.84 79.44 389.18 94.71 -
Portugal 73.24 - 101.96 65.91 - 107.53 0.00
Ireland 66.57 - - 62.59 - 86.74 -
Sweden 62.25 - 26.89 58.02 63.75 78.08 100.00
Bulgaria 60.95 191.79 53.87 50.25 92.53 137.82 2 816.45
Greece 22.92 24.01 - 4.16 186.10 77.22 -

The coefficients of variation for individual energy sources in agriculture were calcu-
lated for the years 2005–2018 (Table 3). In the case of total energy, there were no large
fluctuations in energy consumption in individual years. The exception was Greece. En-
ergy consumption from crude oil was also relatively stable, apart from Greece, where this
demand has decreased very drastically, and Great Britain, where there has been a large
increase in oil consumption. There was also little variability in the case of electricity. More
significant variability occurred with heat, solid, and gaseous fuels. There was quite a lot of
variability in most countries in renewable energy due to the rapidly growing consumption
of this energy in almost all EU countries.

To establish the relationship between the amount of energy consumption in agriculture
in the EU countries and the basic parameters of the economy and agriculture, Kendall’s
tau correlation coefficient and Spearman’s rank correlation coefficient were calculated
(Tables 4 and 5). p = 0.05 was adopted as the border value of the significance level. Signifi-
cant results are marked in bold in the table. Correlation coefficients were calculated for
all EU countries for the entire 2005–2018 period. The study tried to check the correlation,
which does not indicate that a given factor affects another, but a strong or weak relationship
between them. In the case of energy, the total consumption in agriculture and the most
critical groups, i.e., crude oil and renewable energy, were used for calculations.
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Table 3. Coefficients of variation of energy used in agriculture in EU countries in 2005–2018.

Countries
Coefficients of Variation in the Volume of Energy Used in Agriculture by Types

Total Solid Fossil Fuels Natural Gas
Oil and Petroleum

Products
Renewables
and Biofuels

Electricity Heat

France 0.02 - 0.12 0.03 0.21 0.08 -
Austria 0.02 0.72 0.20 0.06 0.10 0.07 0.20

EU 0.02 0.08 0.09 0.09 0.19 0.07 0.13
Finland 0.03 0.27 0.85 0.07 0.13 0.07 0.08
Croatia 0.03 - 0.12 0.06 - 0.05 -

Slovenia 0.04 - - 0.05 - - -
Lithuania 0.04 0.56 0.22 0.07 0.22 0.07 0.33

Netherlands 0.04 - 0.09 0.04 0.68 0.17 0.34
Italy 0.05 - 0.09 0.06 0.42 0.03 0.72

Denmark 0.06 0.41 0.14 0.07 0.03 0.04 0.11
Slovakia 0.07 0.57 0.20 0.08 0.90 0.15 0.69
Cyprus 0.07 - - 0.12 - 0.11 -
Poland 0.07 0.08 0.16 0.15 0.07 0.06 0.09
Czechia 0.08 0.34 0.11 0.01 0.66 0.10 0.27
Belgium 0.08 0.56 0.31 0.29 0.49 0.34 -

Luxembourg 0.08 - 1.55 0.10 0.23 0.13 -
Spain 0.10 - 0.67 0.12 0.37 0.14 -
Latvia 0.12 0.75 0.29 0.12 0.38 0.12 0.49

Hungary 0.13 0.99 0.25 0.21 0.34 0.10 0.36
Estonia 0.13 1.79 0.20 0.19 0.40 0.09 0.21

Portugal 0.14 - 0.18 0.17 - 0.09 0.80
Germany 0.15 - - 0.02 0.36 - -
Ireland 0.16 - - 0.19 - 0.04 -
Sweden 0.18 - 0.45 0.14 0.27 0.24 0.00
United

Kingdom 0.19 - 0.30 0.51 0.59 0.14 -

Bulgaria 0.20 0.26 0.29 0.30 0.69 0.12 0.77
Romania 0.25 2.20 0.39 0.30 1.01 0.25 0.36

Malta 0.26 - - 0.36 - - -
Greece 0.60 1.38 - 0.98 0.23 0.10 -

Table 4. Kendall’s tau correlation coefficients between the volume of use of energy in agriculture in the EU countries and
the parameters of the economy and agriculture.

Tested Parameters

Kendall’s Tau Correlation Coefficient

Total Energy Oil and Petroleum Products Renewables and Biofuels

τ p-Value τ p-Value τ p-Value

Correlation coefficients between energy consumption and

Value of GDP 0.978 0.001 −0.341 0.080 0.868 0.001
Final consumption expenditure of

households 0.978 0.001 −0.341 0.080 0.868 0.001

Export of goods and services 0.978 0.001 −0.341 0.080 0.868 0.001
Import of good and services 0.978 0.001 −0.341 0.080 0.824 0.001

GDP per capita 0.999 0.001 −0.319 0.100 0.846 0.001
Final consumption expenditure of

households per capita 0.999 0.001 −0.319 0.100 0.846 0.001

Gross value added of agriculture, forestry,
and fishing 0.934 0.001 −0.341 0.080 0.780 0.001

Area of agricultural crops −0.495 0.012 0.692 0.001 −0.604 0.002
Area of grain sowing −0.538 0.006 0.077 0.743 −0.516 0.009

Cows’ milk production 0.495 0.016 −0.165 0.381 0.560 0.006
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Table 5. Spearman’s rank correlation coefficients between the volume of use of energy in agriculture in the EU countries
and the parameters of the economy and agriculture.

Tested Parameters

Spearman’s Rank Correlation Coefficient

Total Energy Oil and Petroleum Products Renewables and Biofuels

τ p-Value τ p-Value τ p-Value

Correlation coefficients between energy consumption and

Value of GDP 0.996 0.010 −0.442 0.100 0.947 0.010
Final consumption expenditure of

households 0.996 0.010 −0.442 0.100 0.947 0.010

Export of goods and services 0.996 0.010 −0.442 0.100 0.952 0.010
Import of good and services 0.996 0.010 −0.437 0.100 0.930 0.010

GDP per capita 0.999 0.010 −0.429 0.100 0.934 0.010
Final consumption expenditure of

households per capita 0.999 0.010 −0.429 0.100 0.934 0.010

Gross value added of agriculture, forestry,
and fishing 0.982 0.010 −0.442 0.100 0.903 0.010

Area of agricultural crops −0.723 0.010 0.824 0.010 −0.780 0.010
Area of grain sowing −0.692 0.010 0.169 0.100 −0.697 0.010

Cows’ milk production 0.618 0.050 −0.178 0.100 0.675 0.010

In Kendall’s tau correlation, significant positive relations were found for all parameters
with the total energy supply in agriculture. The strength of the relationship was very
significant for the economic parameters. These relationships were solid for both the
global performance and per capita performance parameters. The parameters related to
agriculture were less related to the energy supply in the agricultural sector. A solid
relationship was in the case of gross value added of agriculture, forestry, and fishing.
Hostile average relations were in the case of total agricultural area and agricultural area of
the grain. In general, these areas slightly decreased, and there was a systematic increase
in energy consumption in agriculture. Average positive relations were between cows’
milk production and total energy consumption in agriculture. Both parameters tended to
increase. Similar relationships were found between renewables and biofuels consumption
in agriculture and the studied parameters. Interestingly, in renewable energy, the strength of
dependence was lower for the relationship with all the analyzed parameters of the economy
and agriculture than in total and crude energy. This may indicate certain independence
in the development of these energy sources. It is merely a necessity and additionally
contributes to the protection of the natural environment. In this case, social factors are more
critical than in the case of other energy sources. Oil and petroleum product consumption
relationships were inconsistent with all parameters, except for the total agricultural area.
A strong positive correlation was obtained for this parameter. Diesel fuel was mainly
used to power tractors and agricultural machines that are used to cultivate the land.
So, such dependencies are not strange. The presented correlation results indicate solid
relationships between the volume of energy consumption in agriculture and the economic
potential and economic development level. The general situation in the economy was
more decisive. When favorable, it also fueled agriculture and favored more work. In
turn, the economic crisis also affected agriculture and led to a reduction in production. In
land-related parameters, these relationships were negative because land resources do not
increase but even decrease. In turn, energy consumption in agriculture grew, including
as a result of replacing human labor with devices and greater mechanization of labor and
the use of crops and agricultural production requiring greater energy consumption per
production unit. Milk production increased in animal production, which was positively
correlated with energy consumption in agriculture. It must also be said that differences
were depending on the type of energy. The lower strength of the relationship was found in
the case of renewables and biofuels. The results were generally not significant for oil and
petroleum products consumption.
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The analysis carried out with the use of Spearman’s rank correlation coefficients gave
very similar results. The strength of the relationship was slightly different. Both tests con-
firm the close relationship between total energy consumption in agriculture and economic
parameters and smaller ones with agricultural parameters. In the case of renewable energy,
the strength of the relationship was also smaller. On the other hand, the consumption of
diesel oil was not related to the economic situation or directly to agricultural production
parameters. The only exception was the agricultural land area, which strongly influenced
diesel fuel consumption for tractors and agricultural machinery.

4. Discussion

Many authors confirm a strong relationship between energy consumption and agricul-
tural productivity [72,73]. The main factor of the increase in productivity was technological
progress, taking place precisely due to mechanization and the use of machines requiring
energy supply [74–77]. Agriculture’s energy use and trends have varied around the world.
In the EU, US, and Japan, most energy consumption indicators were decreasing. Only the
Netherlands and Spain saw an increase. In developing countries, energy consumption in
agriculture has increased [78,79]. There were differences between individual EU countries.
Most EU countries could better rationalize their use of inputs (resources), achieving greater
production efficiency. Western European countries were more productive than those in
Eastern Europe [80,81]. Countries should also find an appropriate compromise between
meeting the demand for products through domestic production and import. One cannot
forget about environmental protection in these activities [82]. For example, supporting or-
ganic farms contributes to the reduced energy consumption in agriculture in the EU [83–86].
On the other hand, saving energy does not only mean saving fuel and electricity. Essential
areas of energy saving include reducing the demand for power (machines and devices),
reducing the energy consumption of production as a whole, and using alternative energy
sources for production. The technical and technological modernization of agriculture
directly impacts the energy consumption of production [87–91]. One of the saving methods
is the introduction of precision farming [92,93].

Changes in energy consumption from individual sources have been and will be varied.
Farajian [94], in his research, predicted that there would be an increase in electricity con-
sumption in agriculture and a decline in diesel fuel consumption. Electricity is consumed
in four categories: farm buildings, agricultural land, cultivation procedures, and farms.
Electricity is supplied to all machines located in outbuildings, such as milking machines
and grain mills. Electrical equipment is also used to harvest and plant irrigation and dry
with fans [95–97].

The relationship between economic activity and energy use is fairly well researched.
The first results of research on this subject were published in the 1950s [98,99]. The topic
was developed in the following decades, with particular emphasis on the US economy,
including by Schurr et al. [100], Warren [101] de Janosi and Grayson [102], Solow [103], and
Rasche and Tatom [104]. Studies on other countries on the relationship between economic
performance and energy consumption were initiated by Kraft and Kraft [105]. The studies
covered different periods and different methods were used. One should mention the
research by Humphrey and Stanislaw [106] for Great Britain, Zilberfarb and Adams [107]
for developing countries, Yu and Choi [108] for international comparison, Adams and
Miovic [109] for Western Europe, Abakah [110] for Ghana, Shafik and Bandyopadhyay [111]
for the Country Panel, Hawdon and Pearson [112] for the UK, Masih and Masih [113] for
the Country Panel, Cheng and Lai [114] for Taiwan, and Naqvi [115] for Pakistan. In the
following years, many researchers dealt with the relationship between economic growth
and energy consumption. Increasingly longer periods are used from a large number of
countries, using increasingly reliable econometric methods. Despite numerous studies,
there is still no clear answer to the relationship between economic growth and energy
consumption. Some researchers support the hypothesis that energy consumption leads to
economic growth, e.g., Apergis and Payne [116], Ozturk et al. [117], Ouedraogo [118], Aslan
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et al. [119]. Some researchers claim that economic growth affects energy consumption, e.g.,
Huang and Hwang [120], Narayan et al. [121], Kasman and Duman [122]. Some researchers
support the feedback hypothesis that there is a two-way causal relationship between energy
use and economic growth, e.g., Constantini and Martini [123], Belke et al. [124], Coers and
Sanders [125]. There is also a group of researchers who support the neutrality hypothesis
that economic growth and energy consumption are independent, e.g., Wolde-Rufael [126],
Kahsai et al. [127], Laughter and Pope [128]. The results and relationships depended on
the countries (groups of countries), periods, and methods used.

Different results have been obtained for the relationship between the volume of
agricultural production and energy consumption. For example, Dogan et al. [129] studied
the electricity consumption in agriculture in Turkey in 1995–2013. They found that the use
of electricity in agriculture affected agricultural production in non-coastal regions, while a
two-way causal link existed between these variables for coastal regions. Raeeni et al. [130]
found, based on Iranian agriculture that a 1% increase in agricultural energy consumption
leads to a 1.29% increase in agricultural production in the long run. Similar results were
achieved by, among others, Altinay and Karagol [131], Lee and Chang [132], Adebola [133]
and Apergis and Payne [134]. Apergis and Payne [135] found a two-way causality between
renewable and nonrenewable energy consumption and economic growth in the short and
long term. They also found short-term substitutability between the two energy sources.
In general, the current trend is to decouple energy consumption from economic growth.
According to this assumption, energy consumption should fall and economic growth
should follow [136]. The ways to achieve this goal are to reduce the area of crops with
the simultaneous advancement of agricultural technology, improving the productivity per
unit area. There were, however, significant differences in agricultural technology between
countries [137,138]. Developed countries and regions may be more suited to introducing
new agricultural technologies to improve productivity than developing countries [139]. In
developing countries, compensation for agricultural productivity may come from educating
farmers in agricultural knowledge and experience [140,141]. In Western European countries,
a situation is observed where agricultural production remains at a similar level, but the
consumption of energy allocated for this purpose is falling [142]. There is a significant
difference between the old (EU-15) and new EU member states (admitted after 2004) in
agricultural productivity. Consequently, there are also differences in the efficiency of energy
use [143,144]. It is precisely the increase in energy efficiency in agriculture that should
reduce the differences between developed and developing countries [145].

Many studies have confirmed the relationship between energy consumption in agri-
culture and economic growth [146,147]. These dependencies were analyzed, even taking
into account the environmental Kuznets curve. The attention was paid to CO2 emissions
from agriculture-related to energy consumption in agriculture and economic growth. The
relationships were one-way [148]. It is precisely the reduction of pollutant emissions into
the environment that is the primary goal of agriculture. The emission of pollutants is inex-
tricably linked with energy consumption. Therefore, the aim is to apply energy-efficient
technologies and implement innovations in agriculture [149–153].

5. Conclusions

Energy is an indispensable production resource in agriculture. First of all, it is used to
power machines and devices operating in this sector. In the EU countries, the total energy
consumption has decreased. However, according to its circumstances, there are changes
in their origin sources, and each country has its structure in this regard. It was found
that the concentration level of energy consumption in agriculture did not change and was
relatively high. This situation is influenced by the relative stability of production, which is
conditioned, among other things, by the land-owned resources. Another reason may be
relatively stable energy consumption and countries with technologies that ensure similar
energy efficiency. Only in the case of renewable energy sources, a gradual decrease in the
concentration of its consumption in agriculture can be observed. More and more countries
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are developing technologies that allow the use of this type of energy. Agriculture was a
sector that produced more renewable energy than it consumed.

In the EU countries, crude oil was of the most significant importance, as about 60% of
the energy used in agriculture came from this source. Electricity and natural gas accounted
for a dozen or so percent, and renewable energy accounted for 10%. In most countries,
the structure was similar, i.e., with the dominant importance of crude oil. In the case of
other energy sources, the proportions were varied. Overall, renewable energies grew in
importance in all countries. In the top five countries in 2018, such sources accounted for
over 20% of the energy used in agriculture. As a rule, economically developed countries
developed this type of technology, but there were also examples of developing countries,
such as Slovakia, which dynamically increased the production and energy use from renew-
able sources. There were also examples of economically developed countries that used
very little renewable energy in agriculture, such as Italy and Spain. Overall, the EU is
shifting away from fossil and gaseous fuels, the importance of liquid fuels and the growing
importance of electricity and renewable energy. The rapid changes created high volatility
for fuels that were gaining in importance and those that were losing. Energy sources
with stabilized consumption, such as electricity and crude oil, were characterized by low
consumption volume variability. There was also a significant stabilization concerning the
total energy used in agriculture. The first hypothesis was confirmed. There are processes
of diversification of energy sources used in agriculture, but these changes are prolonged.
The importance of renewable energy sources is also systematically growing.

A significant influence of the economic situation on energy consumption in agriculture
was found. The better it was, the more energy was used in agriculture. The union strength
was lower in the case of renewables. Thus, the second hypothesis was confirmed, according
to which the increase in the consumption of renewable energy in agriculture is closely
related to the economy’s parameters. It should be added that this relationship was not very
strong. Such energy is a necessity and results from concern for the natural environment.
Therefore, economic factors may have a smaller impact.

A close correlation was also established between agricultural parameters concern-
ing land resources and production volume and energy consumption. Thus, the already
known regularities were confirmed. In agriculture, energy consumption will increase as
a result of increasingly replacing human work with devices. It seems that the increase
in mechanization will be faster than the development of energy-consuming technologies.
The only chance to achieve progress in mechanization in agriculture without increasing
the harmful impact on the environment is by introducing renewable energy sources. The
conducted research confirms this trend. These energy sources are also increasingly com-
monly introduced by all countries, regardless of the level of economic development. In
the following years, increasing consumption of energy from renewable sources should be
observed. Modern agriculture in the European Union should follow this direction.
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Abstract: This paper aims to identify the costs of capital in a group of companies from the energy
sector by including an investor and market risk approach. The study also concerns the company’s
Weighted Average Cost of Capital (WACC) cost intra-industry analysis related to sector characteristics
such as total assets, revenues, market capitalization, and companies’ age. In order to assess the
intergroup relationships, basic correlation relationships were compared and a nonparametric test
of variance was performed. The period under study covered the years 2015–2019. The conducted
research evaluates groups of companies that dedicated their activity to a particular energy intra-
industry division under numerous regulations in Europe. The study contributes to assessing the
level of risk among energy listed companies in European capital markets based on capital structure
valuation. The study results underline the role of the cost of equity financing, which was twice as
high as the cost of debt. The highest WACC was related to the Beta indicator that also expressed
the political and regulatory risk over the investigated period. Across debt cost analysis, the role
of effective tax rate decreased the level of WACC. The highest level of WACC was noticed among
uranium and integrated oil and gas companies. The study contributes to information asymmetry
theory related to the cost of capital assumptions.

Keywords: cost of capital; WACC; European energy sector; intra-industry analysis

1. Introduction

Running a business operating on an open and competitive market requires building
an appropriate capital structure. All these conditions are generally the basics of corporate
nature strategy challenges. Most of the research conducted in this area focuses on capital
structure determinants, such as profitability, development opportunities, company size,
assets, and tax shields [1]. These factors are important in assessing the effectiveness of the
functioning of companies. However, the key element in assessing companies’ effectiveness
is the possibility of acquiring sources of financing that will not increase the cost of capital
level but enhance a level of profitability. It could be assessed from two perspectives:
internally by the company managers/owners and market investors, or by its competitors.
From a potential investors’ point of view, the decision-making process is related to selecting
the most optimal investment portfolio. This process is complicated and depends on many
economic factors, including the availability of financial and nonfinancial information on
the market. The market’s information creates positive or negative signals that impact price
increase or decrease [2]. The stock market changes in a dynamic and stochastic manner, so
potential investors are able to consider these risks. Therefore, the cost of capital is one of
the key elements of business valuation. Another perspective of the cost of capital as a part
of modern finance theory is related to investment or disinvestment decisions, economic
profit prognosis, or performance efficiency [3]. The company perspective shows the cost
of capital as one of the main factors influencing companies’ decisions in crediting the
capital structure and optimization future path of financial decisions. The cost of capital
also plays an important role in valuing the invested capital. It is a key link in transforming
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the stream of future expected net income into present value [4]. The other side expresses
the cost capital application for evaluating investment projects to define the minimum
(threshold) expected and potential accepted return rate by investors [5,6]. To calculate
the capital cost, information from the financial market is necessary, with the required
investment return at a given risk level. Shareholders analyze companies’ financial situation
and their development opportunities with the cost of the capital assessment. It can reflect
the potential dividend payouts or buyback of shares for redemption that can appear on the
market [7].

Each group of stakeholders has specific expectations of an above-average rate of return
on the capital invested. All stakeholder groups care about the company’s value because
they participate in its creation and consumption. The cost of capital is affected by the risk
that owners and creditors bear. This risk level determines the rates of return that these
groups of investors expect from their investments. The additional risk on the market should
be compensated by the risk premium and risk-free interest rate [8] and impact on the cost
of capital. The level of the cost of capital depends on the method of its estimation. Thus, the
authors used the Weighted Average Cost of Capital (WACC) as the most popular method
to increase the study comparability. WACC is one of the direct and indirect measures that
is used for investment achievement evaluation. In other words, WACC impacts the return
rate on capital required over a given period by owners and creditors [9]. WACC from
the company side is useful as the valuation component and indicates the return rate for
assessing future company projects. Therefore, WACC is an integral part of the discount
rate for the Discounted Cash Flow method (DCF) and other valuation models [10–12].

Our main contribution to the literature is the firm-level approach related to the cost
of capital importance in investors’ and managers’ decisions. A variety of studies concern
the macroeconomic factors of investors’ portfolio creation on stock markets related to oil
price changes. Most studies refer to the energy sector to explore capital investment’s cost of
capital estimation, in particular technology of implementation [13–16] or cost-related issues
dedicated to maintaining or operating within specific technology of production [17–19].
Analyses of the historical approach of WACC are important for the profitability of future in-
vestors’ decisions. Energy companies should pay attention to risk assessments, specifically
strategic sources of risk associated with developing globalization processes related to raw
materials markets trends [20]. Thus, our analyses show an ex-post approach that uses a cost
of annual capital value. The conducted study verified historical data for the energy sector
and risk perception by capital market investors. The market WACC valuation was also
investigated in a study concerning firm age and its profitability. This paper also contributes
to assessing financial markets’ connections in terms of quotations and the risk management
process of investment portfolios to understand the European energy sector’s mechanisms.

This study covers a gap between theory and empirical research study that concerns
the WACC of energy companies characterizing the economy’s regulated sector. The energy
sector’s financial performance and development strategy are closely related to government
regulation and potential liberalization of prices [21]. Entities in the energy sector operate
in dynamically occurring conditions, both on the regulatory and technological levels. The
obtained results underline the sector companies’ diversification according to the main
energy source in sub-industry classification.

This paper is organized as follows. The next section presents a literature review that
concerns capital cost as a factor impacting organization and investor decisions. Section 3
describes the WACC method issues. Section 4 concerns energy sector companies on capital
markets performance conditions. Section 5 presents the methods and sample, and Section 6
describes the sample and the results of the study estimation. The last two sections include
the discussion and conclusion of the paper.

2. Literature Review

The capital cost is an economic category that allows for combining investment deci-
sions with the owners’ income and the creditors’ benefits. It can be analyzed in several
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dimensions, considering the interests and requirements of the capital investors, capital
buyers, and potential investors looking for the best directions for allocating their available
funds [22]. Since the sixties of the twentieth-century, Modigliani and Miller presented
the WACC approach that reflected its usage in capital structure decision problems. The
capital cost appeared as the pricing parameter in Modigliani and Miller’s theory basics [23].
Modigliani and Miller (1959) showed that debt financing positively impacted companies’
value on the market due to the tax shield effect [24]. The company’s capital structure can
be seen as a balance between the tax benefits of debt and the costs of financial distress and
bankruptcy, which can be considered due to higher obligations [25]. In this view, the tax
burden on equity financing limits the extent to which firms hedge against aggregate risk.
Therefore, an empirically validated framework presented secondly by the Merton–Miller
model was related to trade-off theory and implied the existence of an optimal capital
structure. According to Meyers [26], the trade-off theory underlines the target debt level
to reach the tax benefit and to account for the low cost of capital. In addition, trade-off
theory considers the possibility of searching for the optimal relationship of equity and debt
capital that ensures the lowest cost of capital and the firm’s highest value that enhances tax
benefits. This assumption should be grounded by the positive effect of financial leverage
and low bankruptcy costs [11], which was included in the optimal capital structure theory
by Kraus and Litzenberger [27].

Tax affects private and listed companies’ debt financing decisions differently. As taxes
increase in private companies, leverage increases, whereas it does not involve long-term
or short-term borrowing. For listed companies, as tax increases, long-term debt financing
increases while short-term decreases; however, it does not affect leverage. Thus, listed
companies increase their long-term borrowing to take advantage of tax shields [28]. Tax
benefits and high inflation also influence the level of a company’s leverage. A tax shield
is included in WACC calculation and expresses the effective tax rate, which measures the
companies’ tax policy’s effectiveness. Properly implemented optimization solutions should
contribute to lowering the effective tax rate [29–31] and consequently the cost of capital.

Inflation risk also has an impact on decisions regarding capital cost. It makes the
expected cash flows from investment projects more uncertain, and hence, projects will be
assessed at high discount rates [32]. As a result of such decisions, the implementation of
projects will become more costly, and thus, fewer projects will be undertaken and the firm’s
growth will be affected [10,33].

The globalization process is progressing due to the integration of markets and faster
information flow. Globalization also brings innovation in market valuation by big data
support thanks to machine learning that forecasts stock return predictions with an auto-
matic ranking list [34]. The development of financial markets allows for acceleration of the
pace of assimilation of information. According to Hughes et al., information asymmetries
increase the capital cost by increasing factor risk premiums [35], thus impacting mostly
equity cost of capital [36]. Reducing information asymmetry helps to lower capital costs
by providing less-informed investors access to information [37]. Therefore, these effects
are more visible in the cost of equity capital [36]. It could also be underlined that a better-
informed group of investors also appeared on the market and they could react differently
from the rest [38]. Investors’ information needs vary and depend on factors such as the
nature of the investment knowledge and experience, and preferred method of share prices
as participants of the capital market decide to buy and sell shares daily. Therefore, investors
face a countless number of financial market opportunities, and using the WACC measure
helps them to benchmark market alternatives [39]. Furthermore, WACC has a significant
impact on the value of the firm [40]. Listed companies do not seek to optimize the capital
structure by employing a leverage mechanism but seek the most available financing sources
at the moment with the lowest cost.

Fernandez underlines that the capital market costs are determined by the capital
market liquidity, efficiency, and risk investors [12]. However, a company’s capital structure
expressed by WACC level could be a cumulative result of past attempts such as issuing
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shares or could be affected by temporary fluctuations in equity capital cost [41]. The
theoretical approach developed for the financial market efficiency level is associated with
perfect and imperfect market issues. The imperfect market determinants are related to
information asymmetry, transaction costs, bankruptcy costs, and administrative and legal
regulations that also include tax policy. According to Harris and Raviv, the tax approach’s
capital structure theory could be determined by tax and non-tax theory determinants [42].
Taxation shows how companies operate, concerning which mechanisms and principles
effectively manage financial activity and the tax burden [43].

3. Cost of Capital—Methods Review

The weighted average cost of capital is commonly used in models for assessing the
financial efficiency of investments, business valuation, or models for estimating economic
added value [44]. The WACC methodology helps to establish the level of uncertainty on
financial markets (risk aversion), the cost of debt and equity capital increase, and the
credit shortage issue. The optimal capital structure minimizes the value of the weighted
average cost of capital and maximizes the company’s value [45]. The concept of value
management assumes that the company’s goal is to maximize the value for owners, which
can be achieved by minimizing capital cost [46]. The WACC method uses market values to
express the amount of debt and equity [46]. Capital market data reflect the risk assessment
for all participants and make the cost of capital calculation available.

WACC estimation is divided into two parts: debt cost and equity cost. The cost of
equity capital could be investigated from multiple perspectives, given its accounting and
financial research [47]. In our WACC calculation, the authors used the Capital Asset Pricing
Model (CAPM) method that measures the return of an investor’s portfolio. The concept of
CAPM was introduced by Sharp [48], Lintner [49] and Black, and Jensen and Scholes [50]
based on Markowitz portfolio theory. The main issue underlines that equity holders keep
more risk than debt holders, explaining the higher equity costs. However, banks can value
the increase in default risk in these countries when there is a high climate risk exposure [51].
This approach analyzes macroeconomic factors’ impact base on the Arbitrage Pricing The-
ory (APT). The CAPM method’s main difference from APT is covariance, which establishes
the expected return on market portfolio statistics. The CAPM model’s popularity is related
to its uncomplicated structure, which allows for the relative transparency of the obtained
results [52,53]. Considering this method, WACC provides a comparable capital cost valua-
tion compared to the Gordon or APT model of assets pricing [54]. However, the Modern
Portfolio Theory (MPT), CAPM, or APT models based on market efficiency assumption
highlight investors’ rational decisions [55]. The other perspective underlines the behavioral
finance argumentation based on investors’ heuristics decision on the financial market [56].

Stulz argued that the CAPM approach is the most popular model of (owner) equity
valuation [57,58] and plays a central role in finance theory [59]. The cost of equity capital
in the CAPM method could impact the firm differently due to industry-specific features
such as revenue, profit margin, Beta, market competition, GDP industry contribution, and
more [60]. Beta, based on CAPM, influences the equity cost of capital. Beta, as measured by
the CAPM, is widely used for pricing stocks [61]. Beta estimation helps investors to assess
the level of uncertainty and risk. Thus, the greater the risk for the investor, the higher the
expected returns [32]. Thus, investors can assess risk management based on Beta and the
age of the firm. The stock Beta declines with the age of the firm [62]. Young capital age
companies noticed lower average returns compared with old capital age [63]. The Beta
factor reflects the firm-specific systematic risk compared to the overall market risk [64].
Stock market uncertainty affects thus firms’ financing costs [65]. The Beta captures stock
return behavior and is time-varying among younger firms [62]. Thus, the age of com-
panies is additionally used to assess the WACC changes. Ozcam noticed a significant
relationship between the Beta coefficients of expected macroeconomic variables and asset
return [66,67]. Therefore, the profitability ratios are examined in this study to assess their
impact on WACC.
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Market information is essential for efficient operating decisions, and the optimal
capital structure became a balance between disclosure information on the market and the
low cost of capital [68]. The market risk premium as an element of CAPM calculation
represents the difference between the expected market return and the risk-free return rate.
This measure is important for a risk-averse investor who invests in stocks and compares
debt security rates [53]. A higher risk is defined in developing capital markets characterized
by lower liquidity. Beta also expresses the level of liquidity cost on the market and therefore
represents systematic risk. Furthermore, Beta is one of the natural measures of sector risk
used by investors [69].

A Beta that expresses market uncertainty could be static [70]. Other authors confirmed
that Beta level is strongly related to the return rate from particular market investments [71].
Thus, the risk of a firm’s equity depends on its contribution to stock price volatility and
not on the national market portfolio situation [72]. However, the market factor impacts the
WACC level, and companies do not influence and manage this value fully. Researchers also
use a weighted average cost of capital for risk debt and bankruptcy assessment [11,73,74].
In WACC calculation, the debt capital is related to the cost that managers could control
directly. The financial risk in this area impacts the increase in the cost of capital. An increase
in foreign capital causes a decrease in free cash flow (FCF) that an enterprise may have at
its disposal. The shareholder’s and creditors’ expectations are shaped by WACC historical
data [75]. The WACC interpretation is mostly related to a nonlinear relationship. The trade-
off theory used the WACC leverage pattern according to which low-level debt impacts
expensive equity capital cost. When, oppositely, debt increases with distress costs, then
the cost of debt becomes more expensive. According to the pecking order theory, the debt
capital is preferred. Prior studies, in this case, showed the linear relationship of WACC with
leverage [6]. Thus, a low WACC is determined by a high debt level, and companies benefit
from higher leverage. In addition, WACC rates also include credit spreads of corporate
debt [76].

4. Energy Companies on Capital Markets

Spread between equity costs and debt cost represents risk allocation [25] distinguished
in each industry. Access to capital markets and investment risks differs across capital mar-
kets and industries, visible at the WACC level [15]. The WACC method is more comparable
when it concerns the same segment or industry. However, younger markets with shorter
histories are characterized by a higher cost of capital [77]. The WACC concept is also widely
used in energy cost technology identification [78].

Another approach that also includes WACC methodology implementation is vanilla
WACC for regulatory price-setting purposes [79,80]. It is a weighted average of a nominal
pre-tax cost of debt and a post-tax cost of equity (reflecting the corporate tax impact).
Thus, it represents only the investment side of the calculation from companies’ internal
decisions [81]. This issue is related to the aspect of investing in the energy sector that is
associated with the involvement of high expenditure in the long-term. Maintaining the
stability of investing in the energy sector is important to encourage potential investors.
Among European countries’ regulators, there is no uniform method of determining the
cost of capital; some have a nominal WACC, WACC pre-tax, or WACC vanilla level, both
in gas and electricity production. However, this approach is not included in the conducted
research scope.

WACC varies between countries due to the business’s specific nature and the capital
employed in the long-term perspective, government policies, limited access to capital,
risk perception level accepted by financial institutions, and macroeconomics parameters
(inflation and demand for credit). Additionally, investors’ perception of risk is different
in countries where the financial industry is less competitive [6,82]. However, the energy
sector possesses some specific characteristics. Through EU institutions, the energy sector
regulations impact the perception of these markets among investors. Market players
and, mainly, consumers have been protected by European regulators. The energy system
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operates under changing working conditions, depending on weather factors and energy
demand variability. WACC level is also important in a regulated industry such as the
energy sector; thus, WACC determines the correct price. Investors need to take into account
that several mechanisms impact energy security prices [83].

The stock return in the energy sector was investigated by analysis of macroeconomic
variables such as inflation, money supply, exchange rate, industrial production, bond,
export, import, foreign reserve, and unemployment rate by Zhu [67]. Korajczyk and
Levy [84] shed new light on the fact that macroeconomic conditions are also crucial for
capital structure. They argued that market conditions are significant for unconstrained
firms when the issued shares decision is being made. Then, favorable macroeconomic
conditions are important. For these market activities, an updated WACC level also plays a
crucial role for managers.

WACC difference across regions and technologies in the electricity sector, depending
on factors such as political stability or the business cycle [85]. In the energy sector, the firms’
differential exposure to policy impacts the WACC level [65]. As is known, the amount of
weighted average cost of capital depends not only on the cost of individual types of capital
(equity and foreign capital) but also on the capital structure and the income tax rate. The
WACC method is able to include taxpayer risk.

Industry-specific factors directly and indirectly affect a firm’s capital structure choice
and then the cost of capital. Companies tend to be more leveraged if they operate in
economically significant industries [60], such as the energy sector. Comparing the capital
costs of different energy sectors shows the investor’s attitude to risk and technology
acceptance. The realized return rate on capital in the weighted average cost method allows
for assessing whether the company can create sufficient added value or not [86]. The market
determines the cost of capital (interest rate). It does not depend on the preferences of a
single investor but all investors in the market. If a company plans to raise capital on the
financial market, it cannot independently (arbitrarily) determine the cost of that capital.
The rate of return offered must be based on market information and must take into account
the risk level of such equity investments. The higher the cost, the lower the present value
of the company’s future net cash flows and the lower its economic value. More aggressive
investors who create a portfolio based on oil-sensitive stocks with higher returns may
decide to buy these stocks that have higher betas (systematic risks) currently [87].

Knowledge of profitability, which corresponds to risk, enables the company to re-
calculate the amount of profit. Cost of capital determines the volume of the profits [39].
According to Pouraghajan, et al., there is a significant and positive relationship between
the weighted average cost of capital (WACC) and corporate performance evaluation such
as Return on Assets (ROA) and Return on Equity (ROE) [88]. Thus, a change in WACC
can affect the return on assets. The higher cost of capital adversely affects the profitability
position of the companies [89]. The higher WACC does not necessarily relate to increased
risk but is a sign of high profitability as returns on investment [90].

The main factor that impacts the energy company sector is oil price or gas produc-
tion [91]. It creates a higher risk from the perspective of market efficiency due to different
price anomalies. It forces managers to use proper policy implications and investment deci-
sions on trading activities that have energy-related tendencies on the capital market [92].
Financial markets can facilitate risk diversification and can reduce financing costs due to
lower asymmetric information, which affects the lower cost of capital in case of technologi-
cal innovation among the energy sector [93]. The risk could be recognized by investors from
the standard deviation or/and Beta coefficient. Most of the energy sector securities have a
positive Beta coefficient [94]. Financial markets (equity and credit) promote biomass and
non-biomass renewable energy production in the Organisation for Economic Co-operation
and Development (OECD) countries, and higher innovative economies also invest in clean
energy [93]. Renewable energy firms face the domestic stock market’s impact on the global
financial market due to international oil prices [95].
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Based on the identified interdependencies, we propose testing the following three
hypotheses:

Hypothesis 1 (H1). The WACC of energy companies depends more on the size of a company,
equity, total revenues, and age of settlement.

Hypothesis 2 (H2). The factor determining the cost of equity is the risk level resulting from the
companies’ general situation on the market with Beta’s highest impact.

Hypothesis 3 (H3). There is a negative relationship between the cost of capital level and companies’
profitability.

5. Materials and Methods

5.1. Sample Description

This study concerns companies listed on European stock exchanges. The primary
industry is the energy sector, distinguished according to the Global Industry Classifica-
tion Standard (GICS) sector classification. On the second stage of sample formation, the
Thomson Reuters Business Classification (TRBC) was implemented to include the scale of
obtained revenues from basic operating activity. The researched period relates to the avail-
able time-series data in Eikon Database–Thomson Reuters (TR). The WACC methodology
includes a two-step calculation of equity-based cost on the capital assets pricing model and
debt cost.

A company was selected for the sample if, during the research period, data for WACC,
balance, and income were reported at least for two years. We excluded a company if
it was missing WACC calculations. Smaller financial markets do not collect data that
could be used for WACC calculation. These observations were, therefore, omitted. The
research sample constituted finally 231 companies in a 4-year study period (2016–2019) for
25 countries (according to the country of exchange). The investigated companies are listed
on 41 European capital markets (more information in the Appendix A).

5.2. Methods of Data Analysis

The WACC methodology includes a two-step calculation of equity-based cost on the
capital asset pricing model and debt cost. According to the WACC TR methodology, each
category of capital was proportionately weighted. All capital sources, including equity
stock, preferred stock, and debt, were included in the cost of capital calculation. The cost
of equity was calculated by multiplying the market’s equity risk premium with the Beta of
the stock plus an inflation-adjusted risk-free rate. The cost of debt represents the marginal
cost to the company of issuing new debt. It is calculated by adding the weighted cost of
short-term debt and weighted cost of long-term debt based on the one-year and ten-year
appropriate credit curve. Beta used in CAPM calculation represents how much stock moves
for a given move in the market (based on the covariance of the security price movement to
the market’s price movement). The detailed definitions of implemented measures in the
study are presented in Table 1.

WACC was calculated using the following formula:

WACC = (E/V) × KE + (D/V) × KD × (1− tc) + (P/V) × Kp (1)

where E is the value of equity, D is the company’s debt, P is the company’s preferred stock,
V = total capital (E + D + P), KE is the cost of equity, KD is the cost of debt, KP is the cost of
preferred stock, and tc is corporate tax.
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Table 1. Definition of variables.

Variables Definition

Weighted Average Cost of Capital (%)
It is calculated as an average rate that a company is

expected to pay to its debt, equity, and preferred
stockholders to finance its assets.

WACC Cost of Equity (%) The cost of equity is calculated via a CAPM method.

WACC Equity Risk Premium (%) It is the StarMine Equity Risk Premium for the
company’s country.

WACC Tax Rate (%) It is the effective tax rate for the company.

WACC Cost of Debt (%) The cost of the debt component calculates the
after-tax cost of debt.

WACC Cost of Preferred (%) The cost of preferred stock is the current preferred
dividend yield on the company’s preferred stock.

WACC Debt Weight (%) It is a debt component in WACC calculation.

WACC Equity Weight (%) It is an equity component in WACC calculation.

WACC Short-Term Debt Cost (%) It is a short-term debt component in WACC
calculation.

WACC Long-Term Debt Cost (%) It is a long-term debt component in WACC
calculation.

Beta

The Beta coefficient is calculated by considering the
primary index for the country of the company’s
primary equity listing. The used Beta factor is
calculated for a fiscal year for each company.

Age The number of years since the company was settle

ROA Relationship of net financial result to total assets (%)

ROE Relationship of net financial result to share capital
(%)

EBIT/Sale EBIT (Earnings before interests and taxation) to sale
ratio (%)

Source: For the Weighted Average Cost of Capital (WACC) definition, Thomson Reuters methodology; for other
variables, own description.

Descriptive statistics were used to identify the WACC level in the investigated period.
The distinguished groups of industries of the energy sector related to an energy company’s
characteristics of primary operating performance are coal, integrated oil and gas, oil and
gas drilling, oil and gas exploration and production, oil and gas refining and marketing, oil
and gas transportation services, oil-related services and equipment, renewable fuels, and
uranium (Table 2).

Table 2. Sub-industry classification, according to TRBC (The Refinitiv Business Classification).

Sub-Industry Activity Definition

coal (A)

Companies are primarily involved in producing
and mining coal, related products, and other

consumable fuels related to energy generation.
Additionally, coal mining support and coal
wholesale companies are in these groups.

integrated oil and gas (B) Integrated oil companies engaged in the
exploration and production of oil and gas

oil and gas drilling (C)
Drilling contractors or owners of drilling rigs that

contract their services for drilling onshore or
offshore
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Table 2. Cont.

Sub-Industry Activity Definition

oil and gas exploration and production (D)
These companies are engaged in the exploration

and production of oil and gas that are not classified
elsewhere.

oil and gas refining and marketing (E)

Companies engaged in the refining and marketing
of oil, gas, and/or refined products: these groups

also include gasoline stations and petroleum
product wholesale.

oil and gas transportation services (F)

Companies engaged in the storage and/or
transportation of oil, gas, and/or refined products,
including diversified activities that cover pipeline

transport, sea-borne tanker, and oil and gas storage

oil-related services and equipment (G) Manufacturers of equipment and oil-related
services

renewable fuels (H)
Companies that concern biodiesel production,

ethanol fuels, pyrolytic and synthetic fuels, biomass
and biogas fuel, and hydrogen fuels

uranium (I) Companies for which the main activities are related
to uranium mining and uranium processing

Pearson correlation was used to infer causal relationships between the WACC level
of selected groups (with the highest number of observations) and basic financial market
measures important for investors such as Beta, total assets, revenues, market capitalization,
and company age. A similar approach was used for the identification of the most significant
factor influencing the WACC level of energy companies. In empirical investigations, we
also use nonparametric methods due to the nature of financial data. Nonparametric tests
do not require assumptions about the type of distribution but are not without additional
limitations. To examine the differences in the energy industry, nonparametric ANOVA was
used (Kruskal–Wallis test). We present the ANOVA Kruskal–Wallis test and the multiple
comparisons test results, with differences between energy groups of companies divided
according to the TRBC classification.

6. Results

6.1. Descriptive Statistics of a Sample

Table 3 reports the descriptive statistics for the investigated companies for primary
balance and income statement data as well as market capitalization value. The highest
standard deviation value of a basic company’s size data was noticed in the total assets
value (38.79 mld EUR). The percentile analysis expresses that the market is dominated by
big players in the energy sector. The rest of the companies noticed a total assets level of
0.23 mld EUR. At the same time, the mean amounted for 9.44 mld EUR. These significant
differences were also repeated in the total revenues, net income, and market capitalization
statistics. It reflects the dominance of big units in these sectors.

Table 3. Descriptive statistics.

Variables N Mean Std Dev 25th Pctl 50th Pctl 75th Pctl

Total assets (mld EUR) 1128 9.44 39.79 0.04 0.23 2.13
Total revenues (mld EUR) 1055 6.19 27.92 0.00 0.06 0.79

Net income after taxes
(mld EUR) 1131 0.32 1.79 −0.01 0.00 0.03

Market Cap (mld EUR) 1127 4.68 19.69 0.02 0.10 0.85
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6.2. WACC Primary Results

The number of observations for each year was diverse due to the data availability
for WACC calculations (Table 4). The average level of WACC amounts between 6.09% to
8.13%. A higher level of cost was noticed for equity capital, and its value ranged from
7.15% to 9.77%. The debt cost due to tax shield and capital structure optimization was
also two-times lower than the equity capital. A tax shield’s role is expressed by the WACC
tax rate that presents the company’s effective tax rate. Its level was in the range of 20.45%
to 22.94%.

A more significant differentiation of the surveyed companies’ capital cost was noted
due to the classification assigned in the TR of given companies to the industry within the
energy sub-industry activity (9 groups) (Table 5). The analyzed groups differ significantly
in the size of the sample. The lowest WACC level was noticed in oil and gas drilling
companies and amounts to 4.90%, in which the equity cost valuation was on the level of
6.75%. According to the WACC parameter, this group could be assessed by investors as
being the most attractive.

Table 4. WACC, WACC equity, and WACC debt in 2015–2019.

Years
Number of
Companies

WACC
(%)

WACC Equity
(%)

WACC
Debt (%)

WACC TAX
Rate (%)

2015 190 6.82 7.37 3.14 22.94
2016 198 6.09 7.15 2.56 21.62
2017 203 6.17 7.51 2.25 21.65
2018 210 8.13 9.77 3.09 20.45
2019 214 7.36 8.73 2.85 21.35

The highest level of WACC occurred in the integrated oil and gas group of companies:
9.22%. The WACC calculation is highest for effective tax rate characterized by two groups:
uranium (28.38%) and integrated oil and gas companies (24.49%). The lowest tax effective
rate that reflects the possibility of tax optimization was noticed in the oil and gas drilling
(19.30%) and oil and gas transportation services (19.59%) groups.

Table 5. WACC, WACC equity, and WACC debt in the industry overview classification.

Industries
Number of
Companies

Number of
Observation

WACC (%)
WACC

Equity (%)
WACC

Debt (%)
WACC TAX

Rate (%)

Coal (A) 10 47 8.05 8.71 4.39 20.60

Integrated Oil
and Gas (B) 15 74 9.22 10.87 4.02 24.49

Oil and Gas
Drilling (C) 8 38 4.90 6.75 2.83 19.30

Oil and Gas
Exploration and
Production (D)

99 490 7.13 7.97 2.29 20.90

Oil and Gas
Refining and
Marketing (E)

27 135 5.70 7.28 2.37 22.89

Oil and Gas
Transportation

Services (F)
20 99 6.47 7.81 3.04 19.59

Oil-Related
Services and

Equipment (G)
44 220 6.85 8.53 3.37 22.16

Renewable Fuels
(H) 5 28 5.86 5.94 1.46 23.71

Uranium (I) 3 15 5.85 6.92 1.56 28.38

Across the presented WACC calculation elements, the WACC debt and equity weight
were diverse and strongly impacted the WACC level (Figure 1). On the other hand,
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significant differences in the minimum and maximum values were recorded for the tax
rates and the final results’ WACC calculation.

Figure 1. WACC component statistics in 2015–2019.

According to the group energy source classification, the WACC cost of capital noticed
the most mixed results for group A, coal (Figure 2). The smallest volatility in the WACC
level was characteristic of companies in the oil-related services and equipment group,
where capital cost was also low.

Figure 2. WACC component statistics according to intra-industry analysis.
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In the next stage of the study, we excluded companies with a net loss for profitability
statistics calculation (Table 6). Thus, these companies do not generate profitability. The
presented results for ROE, ROA, and EBIT to sales demonstrate three levels of companies’
profitability. The highest return of equity was noticed in 2015 and amounted to 36.24%,
while in 2019, its value reaches the level of 11.96%. It shows high differentiation related to
the return rate on equity and is associated with the high volatility of profitability in the
enterprises’ examined group. Lower volatility was recorded in return on assets, which,
similar to ROE, also amounted to the lowest value in 2019—6.43%. However, the highest
EBIT to sale relation appeared in 2016, when it amounted to 30.34%, which presents a
relatively high level of operating results to reach revenues. It could be underlined that this
part of the study includes only profitable companies that did not report any EBIT losses.

The average age of the company’s settlement was in the investigated period between
26 and 29 years. It represents a relatively long period in which given entities operate in
the energy sector, which may be the basis for assessing investors’ credibility and stability.
The Beta coefficient amounts between 0.88 in 2015 till 1.02. In recent years, the increased
risk of doing business was noticed and underlined the investors’ systematic risk measure.
Regulated companies operating on the energy market reached a Beta value below 1. This
means that investors assess investments in such enterprises as safer than other investments
on a given capital market, which directly results in the expectation of a lower return rate
on employed capital [96].

Table 6. Profitability, age, and Beta of investigated companies in 2015–2019.

Years ROA ROE EBIT/Sales Age Beta

2015 9.20 36.24 16.54 26 0.8840
2016 6.32 12.96 30.34 27 0.9213
2017 7.96 16.69 22.72 27 0.8270
2018 8.07 21.80 20.67 28 0.9592
2019 6.43 11.96 19.71 29 1.0245

Table 7 shows the correlation dependencies of WACC in the selected groups of energy
companies and parameters, indicating the market position. These variables include Beta
ratio, the lower level of which is the domain of mature companies, total assets, and revenues
that indicate the scale of operations and the market capitalization and age of the company
calculated in years from the year of its establishment. The correlation analyses were made
in a selected group of companies characterized by a higher number of observations during
the investigated period. The Beta coefficient strongly impacts the WACC level in the
whole group and notices a correlation relationship on the level of 0.77. This relation was
even more strongly significant in the correlation analysis in selected groups in the oil and
gas exploration and production group of companies (0.90) and in oil and gas refining
and marketing (0.93). The total assets and revenues value do not impact so strongly on
the WACC level, and this relationship was insignificant in the highlighted groups. The
total assets and revenues correlation relationship was the highest in oil-related services
and equipment group (0.32 and 0.33). This relation across the whole sample noticed a
relatively low level of impact on WACC. It underlines that enterprises’ size does not play a
significant role in the valuation of listed companies’ capital, resulting from the diversified
scale of these companies’ operations depending on a given capital commitment. A similar
observation was recorded for market capitalization that noticed the highest level in the
oil-related services and equipment group (0.30). In the case of the whole sample, it amounts
to only 0.14. An interesting observation was noticed between company ages that across
the entire sample shows a negative relationship between age and WACC, which means
that the younger firm reached a higher WACC level. This indicates a more stable financial
situation in the case of older companies.
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Table 7. Summary statistics correlation matrix for WACC with group division and selected variables.

Variables

WACC

In Total

Oil and Gas
Exploration

and Production
(D)

Oil and Gas
Refining and
Marketing (E)

Oil and Gas
Transporta-

tion Services
(F)

Oil-Related
Services and
Equipment

(G)

Beta 0.771097 * 0.905104 * 0.934102 * 0.626490 * 0.630788 *
Total assets 0.137843 * 0.075142 0.553929 * −0.183453 0.317630 *
Revenues 0.110416 * 0.048663 0.280272 * −0.195659 0.331171 *

Market Cap 0.144349 * 0.076439 0.179405 * −0.040364 0.302357 *
* values indicate significance at 5%.

Table 8 shows the correlation of individual WACC components with the horizontal
WACC in the selected groups of enterprises with the highest number of observations in the
analyzed period. As confirmed in the results of the descriptive statistics, the highest level
of correlation was recorded in the case of WACC equity, which was on average 0.87. In
entities from the oil and gas exploration and production group, it reached the level of 0.94.
It shows the importance of assessing a given sector’s market situation and the possibility
of optimizing the WACC level. WACC cost of debt noticed a correlation relationship with
WACC on the level of 0.13 for oil and gas exploration and production to 0.38 in oil-related
services and equipment companies. A higher correlation relationship with WACC was
noticed for short-term debt than for long-term debt costs resulting from smaller long-term
engagement in the investigated sample. The highest statistical impact of the effective tax
rate on WACC was noticed in oil and gas transportation services and amounted to −0.37.
In the entire sample, this parameter reached the level of −0.11.

Table 8. Summary statistics correlation matrix for WACC with group division.

WACC
Components

WACC

In Total

Oil and Gas
Exploration

and Production
(D)

Oil and Gas
Refining and

Marketing
(E)

Oil and Gas
Transporta-

tion Services
(F)

Oil-Related
Services and
Equipment

(G)

WACC Cost
of Equity 0.872811 * 0.945570 * 0.842252 * 0.810759 * 0.805891 *

WACC Cost
of Debt 0.315035 * 0.135108 * 0.302357 * 0.276244 * 0.385300 *

WACC Cost
of Short-Term

Debt
0.314094 * 0.076126 0.289891 * 0.376047 * 0.353707 *

WACC Cost
of Long-Term

Debt
0.243280 * 0.079347 0.202684 * 0.255900 * 0.440429 *

WACC Tax
Rate −0.108775 * −0.067218 −0.310043 * −0.368650 * −0.100062

* values indicate significance at 5%.

Table 9 presents an analysis of correlation against the specified financial data related
to profitability in the selected groups of companies with the largest number of observa-
tions. ROA noticed a significant impact on WACC in the whole sample on the level of
−0.1581, which expresses that higher return on assets impact lower WACC levels in energy
companies. This relation was also significant in the oil and gas refining and marketing
group (−0.2932). Both ROE and EBIT to sale noticed an insignificant relation to WACC
level, which could be explained, but a small number of observations and more substantial
impact of others not included in the study variables.
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Table 9. Summary statistics correlation matrix for WACC and intra-industry activity division.

Variables

WACC

In Total

Oil and Gas
Exploration

and Production
(D)

Oil and Gas
Refining and
Marketing (E)

Oil and Gas
Transportation

Services (F)

Oil-Related
Services and
Equipment

(G)

ROA −0.158125 * −0.003251 −0.293192 * −0.083323 −0.138026
ROE −0.049386 −0.014109 −0.048931 −0.005672 0.135792

EBIT/Sale 0.044763 0.023897 0.410690 * 0.121619 −0.009494
* values indicate significance at 5%.

In order to investigate the diversity of WACC calculation, nonparametric variance was
carried out among the most numerous groups of entities in the energy sector. Differences
in WACC level between the investigated groups reflect changes in systematic risk [97].
Table 10 presents the summary statistics for the H Kruskal–Wallis test and post hoc test
pairwise comparisons with group division and total WACC, WACC equity cost, WACC
cost of debt, Beta, and tax rate. The ANOVA analysis results show a significant difference
among all parameters, presenting its variation in total WACC, cost of equity, cost of debt,
and tax rate. According to the intra-industry division, the level of WACC was significantly
diversified in the case of companies from group D (oil and gas exploration and production)
and E (oil and gas refining and marketing), which reflect the different stages of oil and gas
production. These groups of companies also noticed significant mean rank differences in
the case of WACC cost of equity. The level of WACC debt cost was varied significantly for
mean rank in D (oil and gas exploration and production) and F (oil and gas transportation
services), and D and G (oil-related services and equipment). That between D and G also
noticed higher rank differences. All these energy sector activity groups underlined different
characteristics of the conducted operation in this industry, impacting WACC variation to
engage more debt in the capital structure.

Table 10. Summary statistics H Kruskal–Wallis test—post hoc tests pairwise comparisons with group division.

Variables Groups D E F Chi2 H Test

WACC
E 3.322871 ** 37.82999

df = 8
p = 0.0000

H (8, N = 1015) = 4.92645
p = 0.0000F 1.209614 1.407283

G 0.648941 2.459835 0.666893

WACC Cost of Equity
E 1.150129 ** 31.96747

df = 8
p = 0.0001

H (8, N = 991) = 39.98456
p = 0.0000F 0.340099 0.560647

G 1.529547 2.167629 1.349187

WACC Cost of Debt
E 1.903574 49.28539

df = 8
p = 0.0000

H (8, N = 1015) = 58.04512
p = 0.0000F 3.421469 ** 1.490979

G 5.146366 ** 2.193869 0.339302

Beta
E 0.489634 13.43843

df = 8
p = 0.0976

H (8, N = 1015) = 18.39052
p = 0.0185F 0.136731 0.472544

G 3.155637 2.815944 1.996653

Tax rate
E 3.524048 ** 69.19428

df = 8
p = 0.0000

H (8, N = 1015) = 67.87653
p = 0.0000F 1.186811 3.571717 **

G 5.024795 * 0.663718 4.460214 **

Notes: statistically significant at ** 0.05 and * at 0.10.

The Beta level was not significantly differentiated in a given group of companies.
This indicates a similar relationship in terms of changes in quotations in the energy sec-
tor, impacting the WACC level. The highest difference in mean ranks (with the level of
0.05 significant) was noticed for tax rates between intra-industry company division. The
rank differences were the highest between the G (oil-related services and equipment) and
F groups (oil and gas transportation services) (4.4602). This reveals that tax rate imple-
mentation for WACC level tax optimization is varied and could impact company values
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differently, which can also be one of the key measures used by market investor valuation.
The difference in rank between group D (oil and gas exploration and production) and E (oil
and gas refining and marketing) and between E and F (oil and gas transportation services)
were on a similar level (accordingly 3.5240 and 3.5717).

7. Discussion

The energy sector as a regulated sector expresses the importance of WACC as it can be
classified as a sector under numerous regulations. Investors require a return considering
current market circumstances, irrespective of past conditions [53]. The WACC gives some
insights into the utilities of the most suitable financing strategy [98]. Information on capital
costs is related to assessing the company’s financial management [99]. Implementing the
process for reducing information asymmetry can lower capital costs [35–37,100]. Other
researchers’ biases of WACC level between the sub-energy sectors were also observed and
underlined as different regular actions and risk reduction approaches to energy produc-
tion [101].

The study’s stated hypothesis assumed that the WACC of energy companies depends
more on the size of a company, equity, total revenues, and settlement age. The defined
size from the value of assets perspective and total revenues or market capitalization were
not strong determinants of WACC level across energy companies’. This approach was
also underlined by Lohani that value creation is not related directly to the company’s
size [102]. Market capitalization is determined by multiplying the number of outstanding
shares and the current market price of one share and its relation with a size measure
revealed by its sales or total assets value [40]. Market capitalization was impacted signifi-
cantly by WACC level; however, this relation was not significant in the case of intra-industry
analysis, and its fundamental role was relatively low. For younger firms, WACC is higher
than in mature firms [103,104]. It is explained by the fact that new firms’ future financial
performance is more uncertain to investors. This relation also appeared in a conducted
study in the case of the energy sector in Europe. The highest impact of companies position
on the market regarding WACC level was noticed for total assets, which is one of the main
factors impacting the capital structure [105]. Hypothesis H1 was only partially confirmed.

This study’s second hypothesis expects that the factor determining the cost of equity
most strongly is the Beta coefficient (H2). The main factor impacting the cost of equity in
the energy sector was the Beta level. This coefficient was not significantly varied across an
investigated sample of companies. It could create a higher risk from market efficiency due
to different price anomalies in this industry. Thus, stock market uncertainty affects firms’
financing costs. A high equity cost underlines the importance of information asymmetries
on the energy market. However, the role of equity in the breakdown of aggregate risks
leads to the prediction that firm dividends should vary depending on macroeconomic
conditions after checking the effects of relevant variables at the firm level [106].

The third hypothesis assumed a negative relationship between the cost of capital level
and companies’ profitability (H3). This relation was confirmed only in the case of a few
groups of companies. A negative association of profitability presents the company’s return
to support building a company’s value in investors’ decisions. The negative relationship
of WACC and return on assets was confirmed by Shadab and Sattar [107]. Profitable
companies finance their growth from retained earnings, while less profitable companies
choose debt financing [108]. More risky investment is characterized by higher WACC,
i.e., higher cost of equity and debt cost. From the investor’s perspective, a higher capital
cost means a higher return on their investment in the form of compensation. However,
firms with higher WACC should have lower values. Thus, it has a negative effect on firm
performance on the market. The highest financial results are achieved by companies that
are able to maintain a low WACC level [109,110].
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8. Conclusions

The cost of capital assessment methods are divided into subjective and capital market-
based approaches. The expected rate of return influences the risk-adjusted cost. The data
from the capital market reflects the risk assessment for all transaction participants [64].
The capital cost is generally defined as the investors’ expected return rate (both owners
and creditors) on the invested capital at the particular risk level [111]. Other perspectives
define the cost of capital as a rate that investors use to discount a firm’s future cash flows.
Thus, the higher the capital cost, the lower the present value of the firm’s future cash
flows [112]. On the other hand, companies’ capital cost is inferred from market prices
with current earnings and growth forecasts [113]. Costs of capital are often considered the
minimum yield or the minimum expected return rate that an investor would accept [114].
The return demand by investors determines a firm’s cost of equity capital [36]. The cost of
debt assesses future investments and the profitability of current operations.

The high level of WACC equity capital cost shows that the market factor impacts the
WACC level on the energy sector, and companies do not fully influence that. It also pictured
that increased the share of debt capital will determine the firms’ higher market value. It
can also be summarized that companies with a high cost of equity invest less [115] and do
not have as much possibility to lower their WACC using debt increase engagement. The
mechanism that minimizes the WACC companies and maximizes firms’ value is limited in
the case of the investigated firms. The WACC of a company will be lower with an increase
in debt share till the higher cost of share and debt capital forces the average up [89]. A
lower WACC is supported by reduced transaction cost and risk [116]. The debt level affects
the risk of default concerning bankruptcy cost. However, debt financing is considered a
more aggressive strategy that can generate higher profits [44].

Companies that maximize debt share can decrease the WACC level due to the tax
shield effect [117]. The tax shield affects the choice of financing sources [47], and this
approach is adopted in WACC valuation methods [118]. The highest WACC tax rate was
noticed in a small group of companies for which their operating activities are related to
uranium. The second group was renewable fuels companies that are able to use different
tax optimization tools. It thus underlines that WACC analysis compares the risks associated
with the other technologies in the energy sector [32]. The WACC analysis is more relevant
for financially “distressed” companies due to the significant differences between the value
of the funding sources recorded in the balance sheet and their real market price [74].

This study was designed to capture the cross-country energy sector cost of capital
identification, which presents the manager’s attitude towards building the capital structure
and, from the other side, investor perspectives of company status assessment. This study’s
results contribute to the information asymmetry theory related to the higher cost of equity
capital due to risk premiums on the energy market that express the political, regulation,
and raw trends on the global market.

The authors are aware of the WACC methodological disadvantages. The WACC’s
determination of industry calculation does not include all possible risks associated with
a particular company or investment. A market risk premium is retained by the WACC
methodology; however, no technical or techno-economic risk is directly added [119]. Ac-
cording to the CAPM method, the cost of equity limits the risk factor to market beta [38];
it also does not consider the international spread and equity price [120]. Nevertheless,
this measure, due to popular methods, is a comparable measure for the listed companies.
The study’s future direction will concern the comparison of the energy sector with other
industrial sectors and will include the macroeconomic factor that impacts the WACC level.
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Appendix A

The research sample constitutes 231 companies in a 4-year study period (2016–2019)
for 25 countries (country of exchange): Austria (4), Belgium (3), Bulgaria (1), Croatia (2),
Cyprus (2), Denmark (3), Finland (1), France (10), Germany (7), Greece (4), Hungary (1),
the Republic of Ireland (2), Italy (6), Lithuania (1), Malta (1), the Netherlands (4), Norway
(39), Poland (8), Portugal (1), the Republic of Serbia (1), Romania (13), Russia (23), Spain
(2), Sweden (9), Ukraine (2) and the United Kingdom (82).

The investigated companies are listed on 41 European capital markets: Ab Nasdaq
Vilnius, Aim Italia—Mercato Alternativo Del Capitale, Asx—All Markets, Athens Ex-
change S.A. Cash Market, Belgrade Stock Exchange, Bolsa De Madrid, Budapest Stock Ex-
change, Bulgarian Stock Exchange, Cyprus Stock Exchange, Deutsche Boerse Ag, Euronext—
Euronext Amsterdam, Euronext—Euronext Brussels, Euronext—Euronext Paris, Euronext
Access Paris, Euronext Growth Paris, First North Sweden—Sme Growth Market, Hanseatis-
che Wertpapierboerse Hamburg, Irish Stock Exchange—All Markets, London Stock Ex-
change, Malta Stock Exchange, Moscow Exchange—All Markets, Nasdaq Copenhagen
A/S, Nasdaq Helsinki Ltd, Nasdaq Stockholm AB, Nordic Growth Market, Norwegian
Over The Counter Market, Operador De Mercado Iberico de Energia—Portugal, Oslo
Axess, Oslo Bors Asa, Pfts Stock Exchange, Spot Regulated Market—BVB, Spotlight
Stock Market, Warsaw Stock Exchange/Equities/New Connect—Mtf, Warsaw Stock Ex-
change/Equities/Main Market, Wiener Boerse Ag Amtlicher Handel (Official Market), and
Xetra And Zagreb Stock Exchange.

References

1. Jovanovic, B. Determinants of Corporate Capital Structure: Evidence from Macedonian Panel Data; Economic Analysis: Skopje,
Macedonia, 2015.
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Abstract: In many circles, brown coal continues to be viewed as a cheap source of energy, resulting in
numerous investments in new opencast brown coal mines. Such a perception of brown coal energy is
only possible if the external costs associated with mining and burning coal are not considered. In
past studies, external cost analysis has focused on the external costs of coal burning and associated
emissions. This paper focuses on the extraction phase and assesses the external costs to agriculture
associated with the resulting depression cone. This paper discusses the difficulties researchers face in
estimating agricultural losses resulting from the development of a depression cone due to opencast
mineral extraction. In the case of brown coal, the impacts are of a geological, natural-climatic,
agricultural-productive, temporal, and spatial nature and result from a multiplicity of interacting
factors. Then, a methodology for counting external costs in crop production was proposed. The next
section estimates the external costs of crop production arising from the operation of opencast mines
in the Konin-Turek brown coal field, which is located in central Poland. The analyses conducted
showed a large decrease in grain and potato yields and no effect of the depression cone on sugar beet
levels. Including the estimated external costs in the cost of producing electricity from mined brown
coal would significantly worsen the profitability of that production.

Keywords: external cost; opencast lignite; plant production; depression funnel; cereals; sugar
beet; potatoes

1. Introduction

Lignite is widely used in the generation of electricity and is considered to be an
abundant resource. World reserves of low-rank coals (LRCs) such as lignite amount to
200–280 billion Mg (Gt) and account for 20–25% of global coal reserves [1–4]. With this
background, the utilization of lignite for energy production is expected to remain a common
practice in the decades to come since the availability of lignite is considerable in many
countries of Europe and the world [5]. It is estimated that global production of lignite
could increase from the present level, which is approximately 1.05 Gt [6], and reach its
peak of 2–3 Gt in the second half of the 21st century [7,8]. Lignite is accumulated in
fairly shallow deposits, therefore, it is most often mined in open pits, whereas in the
case of hard coal, especially in Europe, underground mines are more common. In the
future, new opencast mines of lignite and hard coal will be launched, especially because
open-pit coal mining is perceived as a cheaper option and the one that enables using
modern technologies [9]. The development of mining will still be promoted by the fairly
common belief, especially among the countries with abundant lignite resources, that lignite
is cheap, if not the cheapest, source of energy [10–13]. From a global perspective, lignite is
considered an energy resource with substantial security of supply; no other fossil fuel is so
easily available with such certainty for the next decades [1]. In the countries with abundant
fossil fuel resources, exploitation of more coal deposits is carried out or scheduled; also,
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new coal-fired and lignite-fired power plants are being put into operation or are planned
to be launched. This applies particularly to China, India, Turkey, Vietnam, Indonesia,
Bangladesh, Japan, South Africa and the Philippines [14,15].

In Poland, lignite is also perceived as a cheap energy source [16–19]. This is reflected in
the draft of the latest Energy Policy of Poland [20], in which three deposits with 1.8 billion
tons of lignite are assumed as a long-term energy reserve. In the case of the Złoczew
deposit, with resources of 611 million tons, an environmental consent decision for the
proposed open-pit mine was issued on 28 March 2018. The only requirement missing to
launch the open-pit mine is the exploitation concession [21].

In the context of sustainable economic development and the concept of the European
Green Deal, the perception of coal—as a cheap energy source—is only possible if the
external costs of mining and combustion of coal are not taken into account. Those costs
have been the subject of many analyses over the past years. One of the first attempts to
value the external effects of energy consumption was made by Hohmeyer in 1988 [22]. The
works by Rowe et al. [23] and Lee et al. [24] called the RFF/ORNL research, are recognized
as the first comprehensive elaborations on the external costs in a fuel cycle. They focused
on the entire fuel cycle of different kinds of power plants. In 1999, Krewitt et al. [25]
used the bottom-up method to determine the average external costs connected with the
generation of energy in the mines in Germany and Europe. The authors used the EcoSense
model which originates from the ExternE methodology, as well as the CORINAR database
(Core Inventory Air Emissions) [4]. They focus on the external costs associated with the
combustion of coal. For example, the ExternE Model with EcoSense software package
provides air quality and impact assessment models along with a database (population, use
of land, agricultural production, buildings, and materials, etc.) that contains relevant input
data for the whole of Europe [26]. The model determines a range of factors affecting human
health, buildings, biodiversity, and crop yields using concentration-response functions, e.g.,
to SO2, NOx and their aerosols, heavy metals, and solid particles (PM2.5, PM10) [27–30].

Despite the claims that external costs of energy production have been comprehensively
estimated, no analyses of external costs caused by geological damage have been performed
so far [31]. There are also no studies that analyze the external costs in agriculture and
forestry caused by a cone of depression, which is created as a result of draining coal deposits
during their exploitation. Additionally, in the review of 20 different external cost analyses
from various regions of the world, no study took account of the external costs incurred by
agriculture, which may provide evidence of the above. There are only a few on the losses
caused by refraining from farming as a result of the land being taken over by open-pit
mines and power plants along with their supporting facilities [22,32]. Thus, there is no
reflection on the full spectrum of impact, which is required to assess the sustainability of
development and the European Green Deal. This study is an attempt to fill that knowledge
gap and to start a discussion on the methodology of calculating agricultural external costs
associated with the existing cones of depression created around open pits. In the first
papers related to this subject [33–35], there were many simplifications made regarding
the level of yield decline, i.e., the same level of yield decline was assumed for the entire
period of the impact of open casts. By using only one period for estimating the external
cost of a fall in yields, there is a risk of a significant over- or underestimation of external
costs. Furthermore it was calculated by comparing the yield levels in the Wielkopolskie
Voivodship before the launch of the open-cast mine, however, 30 years later, in the eastern
part of the Wielkopolskie Voivodship, a multi-pit lignite open-cast mine is now operational.
This makes it possible to maintain the condition of comparability of factors influencing the
level of yields based on the vicinities being compared [33–35].

The problem of exploiting more deposits is also important in the context of the law
of entropy discussed by Georgescu-Roegen, who stated that energy tends to degrade
irreversibly to increasingly poorer qualities, i.e., from low entropy for valuable natural
resources to high entropy for worthless waste and pollution. He argued that the use of

192



Energies 2021, 14, 1917

exhaustible resources would result in the inevitable collapse of the world economy, leading
to human extinction [36].

The study aims to assess the assumptions and methodology used to estimate the
external costs in agricultural crop production located in the vicinity of open-cast lignite
mines and the costs associated with the cones of depression created around the opencast
pits. In the context of the above-mentioned generalizations, simplifications or the omission
of agricultural external costs can achieve only results of a scientific and research novelty. In
the study, an exemplary analysis is performed for the Konin-Turek lignite basin located
in central Poland. The obtained research results apply to Polish conditions, however, the
scientific universality of the study allows that the assumptions and methodology applied
here can be adapted to the analysis of external costs incurred by agriculture in any region
of the world and for any large-scale open-cast mines.

2. External Costs in Agriculture and the Difficulties Associated with Their Estimation

The variety of sources from which energy can be generated requires the knowledge of
the actual production costs that make it possible to properly allocate the resources owned.
Therefore, to make proper comparisons, it is necessary to take into account all types of
expenses, not only investment, fuel, maintenance, and operation costs of the power plants,
but most importantly, the external costs of electricity generation [37,38]. External costs are
those incurred by third parties and future generations to produce energy, rather than the
expenditures of direct recipients and providers of electricity [39,40]. Incorporating those
costs in electricity market prices would contribute to the use of more modern and cleaner
energy sources [28,41,42], while the most harmful technologies would be the first ones to
be forced out of the market.

In the case of electricity generation from black coal and lignite, apart from the well-
researched external costs associated with coal combustion and air pollution, in particular,
the costs related to human health [43], there are also external costs associated with the
exploitation operations and land reclamation after coal mining, in both underground and
open-pit mines [44].

Open-cast mining is associated with the absolute and long-term necessity to drain
the coal deposits to the bottom of the lowest levels of the exploited coal seams, which
leads to the creation of the above-mentioned cones of depression. There are two types of
cones of depression: discharge cone of depression and pressure relief cone of depression.
The first one is a gravitational lowering of the groundwater table (the most critical issue
in agriculture and forestry) within the area surrounding the coal deposits. In a vertical
cross-section, the shape of the cone of depression resembles a funnel-shaped curve, i.e.,
the water table near the edge of the pit rapidly rises and it goes up more slowly as the
distance grows. The Polish law requires the investor to define the estimated area around
the open-pit mine where the water table will permanently be lowered by at least one meter
creating an area of depressions. In the case of lignite open-cast mines, the range of the cone
of depression usually varies from a few to several kilometers, starting from the edge of the
open pit, and it has the shape of an ellipse. The actual impact area, i.e., the area where the
water table is lowered down, is much larger and reaches up to several dozen kilometers,
starting from the edge of the open pit.

In turn, the pressure relief cone of depression, which is much larger than the area of
depressions, is the territory where groundwater pressure is reduced. The changes in water
pressure in deeper aquifers caused by hydrogeological cracks can lower the groundwater
and surface water levels because it triggers a local outflow of water to deeper ground
layers, it can also reduce or generate a loss of supply of subsoil resources with water from
deeper aquifers [45,46].

Various difficulties that researchers face when estimating the losses in agriculture due
to the development of cones of depression as a result of open-cast mining of minerals—
lignite in this case—are of geological, nature-climatic, agro-industrial, temporal-spatial
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nature and result mainly from the multiplicity of interactive factors. Those factors have an
impact on one another and are also interdependent in many ways.

The geological factors are related to the size of the cone of depression and the changes
in the water levels of subsurface water resources, which is very important in the case of
agriculture. Not only the size and extent of the drainage is a crucial issue but also the
pace of restoring water conditions after the drainage of the deposit is completed. The key
geological factors include:

• Drainage depth—with the increase of the depth of the open pit, the area of a cone of
depression becomes larger,

• Drainage period—with the increase of the drainage time, the area of a cone of depres-
sion also increases,

• Location of the opencast in the catchment area, its size and the directions of inflow
of groundwater—in simplified terms, if the open-pit mine is situated in a valley, the
drained area increases but the water relations are restored faster. The location of an
open-cast mine on a water parting reduces the drainage area, however it is much more
difficult and it takes longer for the water level to get restored after the drainage is
completed because the runoff of water from the areas situated higher up is restricted,

• The geological structure of drained areas such as the shape and the direction of buried
valleys, abundance in water, tectonic faults, hydrogeological cracks, the thickness
of geological layers which affect the conditions of supply, circulation, and drainage
of groundwater—those factors are very specific for every open cast, however, the
location of thicker and impermeable layers closer to the surface reduces the risk and
the area of drainage of subsurface and surface water resources,

• The amount of rainfall and surface water supply—with the increase of the abundance
of rain and the level of subsurface water, the impact of the mine on the areas located
further away from the open cast decreases. The increase in the share of drained
agricultural land reduces the permeation of water into deeper soil layers, especially
in the period from late autumn to early spring. High variability of the level of
precipitation, both seasonal and during individual years, affects the changes in the
level of groundwater, which makes it difficult to determine the actual impact of
open-pit mines on water conditions,

• Local conditions, e.g., impermeable formations that create areas of the perched water
table, hydrogeological cracks that lower the level of subsurface water below the
standard level of the area,

• The initial (primary) level of groundwater, which in the case of peripheral areas of the
impact land means that the mine will affect the areas with higher water levels while it
will not have any influence on the surrounding areas with lower water tables, even
those located further away.

In the case of open-pit mines, where there is usually a shift of the mining front and the
already exploited areas of the open pit are backfilled, there is also a shift of the area of cones
of depression. The dynamics of these changes mean that despite the use of more advanced
econometric models, taking into account the actual conditions of the mining industry’s
impact on the environment, the range of a cone of depression cannot be determined [47].
Therefore, already at the very beginning of the research, there is a large obstacle that makes
it difficult to estimate losses in agriculture resulting from the operation of open-pit mines.

Consequently, the amount of water that is pumped out of individual open pits varies
considerably. In the case of lignite open-pit mines in Germany, an average of 6.3 m3 of
water is pumped out along with each ton of coal [48]. In Poland, over the period from
1945 to 2017, an average of 6.8 m3 of water was pumped out per 1 ton of mined lignite, but
in the second decade of the 21st century, this ratio was nearly 8.0 m3, on average [16,18].
There were, however, large discrepancies between individual coal deposits. In the case of
small deposits in the Konin-Turek Basin, the ratio exceeded 42 m3 of water/Mg of coal,
and regarding the deposits in Turów, it was 2.2 m3 of water/Mg of coal [16].
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The agro-industrial factors are also highly changeable. In the context of the studied
subject, precipitation is particularly important and, as mentioned above, it is a major
source of groundwater supply. Precipitation is also one of the most important factors
that determine crop yield [49,50]. It is not only the overall amount of precipitation that is
important but also its distribution over time, especially during the growing season. There
are certain temperatures, a range of which in a given place and during a particular period
is quite predictable, which is also important. In general, the observed systematic increase in
global temperatures has a negative impact on agriculture. Firstly, it increases evaporation
which reduces the amount of rainwater available to crops and in deeper soil layers which
leads to lowering the groundwater level and consequently creates the risk of soil drought.
Secondly, it causes a decrease in the agricultural efficiency of precipitation [51,52]. This
efficiency is also deteriorated by a change in the nature of precipitation—from continuous
to convectional rain, [53–55] and an increase in torrential rains. In the research conducted
for Germany, for instance, it was estimated that every time temperature increased by
1 degree, the amount of heavy rain increased by 6.5% [56]. All of the above, in turn, lead to
an increase in the dependence of crops on the level of groundwater [57,58]. However, in
cooler regions such as northern Europe, climate change can have a positive impact on the
yield mainly by extending the growing season [59,60].

Agro-industrial difficulties stem from, first of all, the biological nature of open space
production, which is affected by many factors. Those, in turn, influence the final result,
i.e., the crop the farmer wants to harvest. From the point of view of the analyzed subject,
the nature-climatic factors that should be mentioned include the amount and distribution
of precipitation (including snow cover), temperature distribution, groundwater levels,
types and quality of soil, the topography of the land, and the length of the growing season.
There are also economic factors which include, e.g., the level of agricultural development,
agrarian structure, production intensity, availability of techniques and technologies, and
quality of human capital [61].

Launching a new open-cast mine and lowering of groundwater level leads to a change
in the conditions of production, which also affects the abundance of the yield. Sensitivity
to water deficit is related to the type of crop plants [62] and the potential yield [63,64].
However, as has been indicated by numerous studies on the impact of groundwater levels
on crop yield, it is difficult to estimate the extent of production losses caused by reduced
water availability. Vereecken et al. [65] for instance, state that the impact of soil texture on
groundwater is highly nonlinear, that is why simple texture-yield dependence is difficult
to assess and understand. This is further complicated by the fact that soils with the same
textural parameters can have drastically different structures and therefore water retention
behaviors due to the variability in soil compaction, organic content, or aggregation [61,66].
In other studies, the key role of groundwater during dry periods is pointed out, which, if
available, can account for 50–100% of total water use in the case of many crops [57,67–73].
Since the amount of used water grows in direct proportion to the increase in yield [74],
in the areas of high yield where there has been a substantial reduction in the water table,
crop losses will be significant, especially during the years of lower than average rainfall.
The difficulties in estimating the losses are further complicated by the fact that in different
parts of the same field or at different times during the growing season, depending on local
conditions, differences in yield loss can vary considerably.

Additionally, the shortage of data and the difficulty in measuring and analyzing the
data on groundwater and soil texture makes it necessary to use, for many studies, topo-
graphic features instead, such as the gradient of the slope or the elevation above sea level,
which can cause discrepancies in the obtained results such as permanent fluctuations in
yield within the same field [61,75–77]. Again, in this case, assessing the impact of changing
groundwater levels on the yield is difficult because despite a fairly large number of ground-
water level monitoring instruments located within the area of an open-pit it is possible to
observe the trends only for a specific spot.

195



Energies 2021, 14, 1917

A significant challenge in the process of valuing the external costs of agriculture
associated with open-pit mining is time. This is primarily related to the period of several
decades that is required to design and launch an open-pit mine, the exploitation and the
restoration of water relations.

Designing a large open-cast mining plant is a multifaceted, complicated, and time-
consuming process [78]. In the case of the Tagebau Garzweiler lignite opencast mine in the
Rhineland basin, it took 30 years from the decision to start a preparatory work until the
proverbial “first shovel” hit the ground [35]. The process of de-watering begins with the
construction of an access trench and, depending on its depth and width, it usually starts
several years before the commencement of extraction of the raw material of the deposit.
The main factor that determines the period of mining of deposits is the volume of the
resources to be extracted and the demand for that raw material. Once the process of mining
is complete, the reclamation process begins. In the majority of cases of open-pits, in the
lowest parts of the excavation, water reclamation is most popular and it involves flooding
the area and creating a water reservoir. The remaining area is covered with forests or it
undergoes a process of recreational reclamation. Agricultural reclamation is not performed
by many countries or it is implemented to a small extent because it is expensive. Farming
on the reclaimed land can only be successful if the texture of topsoil is maintained based on
scientific standards [79]. Moreover, the restoration of fully balanced and productive soils is
a rather difficult task that lasts several decades [80]. The reclaimed areas, that represent a
group of urban soils, often differ significantly from naturally formed soils in terms of many
properties: lack of accumulation potential, low content of nutrients, yield instability, which
makes them economically unattractive for farmers for many years [33,81,82]. In Poland,
out of the three lignite basins, land reclamation is performed only in the Konin-Turek
one, what is more, the share of land reclamation towards agriculture is decreasing over
the subsequent years [83,84]. More and more often, industrial parks, and recently also
photovoltaic power stations, are created in reclaimed post-mining areas to mitigate the
social consequences of mining activities [81]. An example here is the activities of ZE PAK
SA (Power Plant Group Pątnów-Adamów-Konin joint-stock company), which, in August
2021, plans to launch a 70 MWp solar farm on the reclaimed area of the Koźmin mine [85].

The process of restoring water conditions in the areas affected by a cone of depression
is long and depends on many factors. Though it is one of the most important components in
groundwater studies, recharge is also one of the least understood, largely because recharge
rates vary widely in space and time, and rates are difficult to directly measure [86,87]. In
the case of Polish lignite open-pit mines, it is estimated that the process of restoring water
conditions will be equal to, and sometimes even longer than, the time it took to drain
the coal bed [88]. This requires estimating the external costs in agriculture over several
dozen or even 100s of years. It is also important to be aware that the full restoration of
water relations in the majority of open pits will never be possible. This is related to water
reclamation of the lowest-lying parts of excavation, where the water table level can be
located several dozen meters below the original ground level, which is typical in the case
of most open pits.

Over such a long period, huge changes take place, not only in the crop yield, which is
the result of technological modifications (i.e., management practices and crop varieties) and
meteorological (mainly precipitation, its structure and temperature, which is particularly
important in drought-prone areas). There are also changes in the amount of agricultural
land and its structure, the structure of sown areas, prices of crop raw materials and means
of production, time value of money, and the volume of livestock production, which may, to
a greater or lesser extent, determine the demand for fodder and the share of crop production
intended for sale.

Launching an open-cast mine and the decrease in the yield caused by the impact of the
mine on water resources leads to a decline in the profits of the farms operating in this area.
Over time, the mine has an increasing impact on the investment capacity of those farms,
which leads to large discrepancies in the level of agricultural development compared
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to the neighboring areas, to gradual resignation from keeping livestock and running
agricultural production. In extreme cases, it can lead to a local collapse of agriculture and
related industries (pre- and post-production). An example here may be the midwestern
regions of the United States, [89] or the intensively irrigated North China Plain [90] and
Syria [91], where agriculture has collapsed over vast areas due to overexploitation of
groundwater resources.

The main reasons for spatial differences in the crop yield are technological changes
(i.e., management practices and variations), meteorological factors (mainly precipitation in
the areas of dry farming), types of soil and the amount of stored groundwater available to
crops, and interactions among all the above-mentioned factors [92,93].

3. Materials and Methods

Calculations of external costs may be carried out at different points in the life cycle of
a mining project. The optimal time is the period when a decision is being made whether to
conduct (or not conduct) the mining of a given deposit as it makes it possible to estimate
the actual cost of the project, not only for the entrepreneur, but also with regard to the
environment, and abandon projects that do not increase the welfare of the whole society.

In order to fulfil Georgescu-Roegen’s principle of absolute totality [36] for the processes
associated with opencast lignite mining, it is necessary to determine the temporal and
spatial extent of the impact of the opencast in three areas: coal extraction, the impact of the
depression funnel created in the coal mining process on agriculture, and the impact on the
rest of nature, including humans. In this study, only the second area will be analyzed.

When calculating the full external cost associated with open-pit mining of raw materials
for agriculture, external costs stemming from the following must be taken into consideration:

• Use of agricultural land for an open pit, an external dump, and the necessary accom-
panying infrastructure, e.g., a power plant, conveyor belts, access roads, etc. (the term
“open pit area” will be also used later in this paper),

• The occurrence of areas with lowered groundwater level (the term “cone of depression
area” will be also used later in the paper),

• Changes in animal populations in the area impacted by the open pit (it will not be
analyzed in this paper).

When calculating the external costs in crop production, one must take into account
the fact that in the case of larger deposits, the exploitation of which lasts from around a
dozen to several dozen years, the exclusion of land from agricultural production is gradual.
For this reason, it is necessary to calculate the average agricultural area excluded from
agricultural production, which can be done using the following formula:

AoAL =
∑n

i=1 Ac1 × S
100 + Ac2 × S

100 + . . . + Acn × S
100

t

where:

AoAL—stands for the average area of agricultural land excluded from agricultural produc-
tion in the area of the open-pit mine (ha AL),
Ac—stands for the surface allocated for the open-pit mine, the external dump, and the
necessary infrastructure, in particular years (ha),
S—stands for the share of agricultural land in the total area of the analyzed territory (%),
t—stands for the period of the impact of the open-pit mine, covering the period from the
first exclusion of agricultural land until the completion of reclamation, or the entire period
of the open-pit mine exerting its impact (years).

If the level of average exclusion of grounds for the open-pit mine is known, the average
area of agricultural land excluded from agricultural production can be calculated from
the formula:

AoAL = Act × EAL ∗ S
100

,
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where

Act—stands for total surface allocated for the open-pit mine, the external dump, and the
necessary infrastructure (ha),
EAL—is an indicator of the average exclusion of area for open-pit mining (%).

The information on the rate at which areas are being taken up by the open-pit mine
is usually provided by the investor, or the indicator for similar open-cast mines can also
be used. In the case of smaller open-pit mines and a shorter mining time, the indicators
will be higher and will oscillate around 80–90%; in the case of larger open-pit mines with
longer mining time, they may reach approx. 60% [34,94].

The external costs for the agriculture located in the area of the open-pit mine, the
external dump, and the necessary infrastructure can be calculated from the formula:

Eco =
n

∑
i=1

AoAL × Spi
100

× Yoixt × pi × Pi,

where

Eco—stands for the external cost in the area of the open-pit mine, the external dump, and
the necessary infrastructure ($, €),
Spi—stands for the average share of the i-th crop in the structure of agricultural land (%),
Yoi—stands for the yield of the i-th crop in the area of the open-pit mine (t × ha−1),
pi—stands for the average selling price of the i-th crop ($, € × t−1),
Pi—stands for the profitability of the production of the i-th crop (%). The average prof-
itability of the whole crop production can also be used in the calculations, but in such a
case, it is necessary to use this value for all analyzed crops.

In the case of calculating external costs in the cone of depression area, the first step
should also be to determine the average area of the cone of depression. At the initial
stage, when drainage of the open-pit mine is commenced, the cone of depression develops;
subsequently, together with the movement of the mining front and the storage of the mined
part of the open-pit, the cone of depression moves as well, and after the completion of
the drainage, water relationships, as well as the area of the cone of depression, are slowly
restored. The average area of farmland within the cone of depression area can be calculated
from the following formula:

AdAL =
∑n

i=1 A f1 × S
100 + A f2 × S

100 + . . . + A fn × S
100

t
,

where

AdAL—stands for the average area of agricultural land (UR) within the area of the cone of
depression (ha UR),
Af —stands for the area of the cone of depression in subsequent years.

Due to the fact that it is virtually impossible to realistically determine the area of the
cone of depression in particular years, it is necessary to include the estimates of an average
cone of depression area, which are uncertain.

External costs within the area of the cone of depression can be calculated from the
following formula:

Ec f = ∑n
i=1 AdAL × S fi

100
× Y fi × t × pi × Pi ∗ cli

100
,

where

Ecf—stands for the external cost in the area of the cone of depression,
Sfi—stands for the share of the i-th crop in the structure of agricultural land in the area of
the cone of depression (%),
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Yfi—stands for the yield of the i-th crop in the area of the cone of depression, in the period
where the cone of depression does not exert impact (t × ha−1),
Cli—stands for the estimated average loss of yield for i-th crop (%). For crops where it is
not possible to estimate losses, one may use an average weighted level of losses, calculated
from losses incurred in crops for which the parameter is known. The average loss in yield
for the entire crop production can also be used in calculations, but in such a case, it is
recommended that the value be used for all analyzed crops. The amount of lost yield
when calculations are based on the level of yield that does not take into account decreased
yield due to the cone of depression (mainly ex-ante analyses) can be calculated from the
following formula:

Cli = 100 − Y f di
Y fi

∗ 100

When calculations are based on the level of yield taking into account lower yields due
to the cone of depression (mainly ex-post analyses), the following formula can be used:

Cli =
Y fi

Y f di
× 100 − 100,

where

Yfdi—stands for the yield of the i-th crop in the area of the cone of depression, in the period
where the cone of depression exerts impact.

In the case of crops for which there are no data on yields, marketing prices, and/or
prices of production profitability, one may calculate the value of external costs for crops for
which full data are available, and estimate the external cost for other crops with the use of
the following formula:

Eco = ∑n
i=1 AdAL × s fo

100
× V × t × Pi × Cli

100
,

where

Eco—stands for the external cost in the area of the cone of depression,
Sfo—stands for the average share of other crops in the structure of agricultural land (%),
V—the average value of crop production sales ($, € × ha−1).

A practical simplification that allows omitting the process of estimating the area of a
depression funnel is to use statistical data available for administrative units, e.g., counties
or regions. In this case, the estimated yield losses will show the average yield loss for the
administrative units concerned, i.e., both the areas most affected by the depression funnel
and the areas with smaller or even no impact. However, care should be taken to ensure
that the proportion of areas not affected by the impact of open pits is as small as possible.
In this case, the AdAL area will cover farmland within these administrative units.

The total Ec external costs constitute the sum of the costs from the area of the open-pit
mine and the cone of depression:

Ec = Eco + Eci

Both in the area of the open-pit mine and in the area of the cone of depression, the
average cultivation area of individual crops can be calculated using the structure of sown
areas in the analyzed territory in the period preceding the analysis. Alternatively, one may
take into account the trends into the structure of sown areas from a longer period of time,
however, it is not certain whether the trends will continue as the structure of sown area
constitutes a response to changes in the profitability of particular crops.

Proper determination of the level of yield is important in the context of cost estimation.
In recent decades, the development of crop cultivation (which is providing increasingly
prolific types of cultivated crops), crop technology, as well as an increase in the level of
mineral fertilization and the development of technological advice, have contributed to a
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significant increase in the level of yields in most regions of the world. However, there are
very large regional differences.

In countries with a high level of yields the possibilities of their further development
are already quite limited, especially in the context of the tendency to limit the use of
mineral fertilizers (especially yield-forming nitrogen fertilizers) and reduce the use of plant
protection products. It particularly pertains to EU countries in which, according to the
latest plans of the European Commission, the use of mineral fertilizers and pesticides is
to be reduced by 2030, and the use of the most dangerous pesticides is to be reduced by
half [95]. It seems reasonable to use the current level of yields in calculations concerning
countries of Western Europe.

However, in countries and regions where yields are poor (especially in comparison
with countries characterized by similar natural and climatic conditions with the highest
average yield), it is reasonable to prepare a yield forecast. To this end, one may use trends in
the level of yielding of the most important crops cultivated in the area of the open-pit mine,
for which the external costs are estimated. If the period of the impact of the open-mine pit
is estimated for, e.g., 60 years, it is reasonable to include in the forecast the increase in yields
from half of the period, that is the changes in yields from the last 30 years. A comparative
analysis based on the method of spatio-temporal analogy of agricultural development can
also be performed by simulating the development of agriculture in the open pit region on
the example of agricultural development in a country with similar natural and climatic
conditions. Considering country “X”, which 30 years earlier was at the level of agricultural
development close to the current level of agricultural development in the open pit area, it
can be assumed that in 30 years, the assessed region will achieve production results similar
to those currently present in country X. The average results from three variants can also be
taken into account: the current yield level, the yield level estimated based on the trends, or
the level based on spatio-temporal analysis [35].

To avoid overestimations and underestimations associated with long-term price fore-
casting, it seems optimal to include current prices in the calculation, using average prices
from the last 3–5 years or from a period corresponding to the length of the price cycle for
a given product, e.g., 4 years, which corresponds to the length of the pork cycle and the
length of the cycle in the grain market [96].

The profitability of agricultural production, which is strongly correlated with purchase
prices, can be estimated similarly. It is also justified to take into account the fixed costs for
the profit generated on farms, as reducing the scale of production will cause a deterioration
in the use of the existing fixed assets, and to adjust it to the reduced scale of production
takes a long time. Taking Polish conditions into account, it is reasonable to assume the
profitability level adjusted for fixed costs at 25% [35].

The last factor, but at the same time the most important one, taken into account when
estimating external costs caused by the cone of depression created during opencast mining,
is the decrease in the crop yield. Since the analysis of the external costs of a given open-cast
mine should be performed before the commencement of the operation, it seems optimal
to conduct an external cost analysis based on the studies conducted for the mines which
are already closed and reclaimed or several dozen years old, where the negative effects of
the cone of depression have already fully developed. In Poland, this criterion is best met
by the Konin-Turek lignite basin, where large-scale mining began in 1955 and is due to be
completed by 2030. As the level of the yield in individual years is characterized by a high
dependence on weather conditions, primarily on rainfall, the amount and distribution of
which may significantly differ between various regions and over individual years, therefore,
to reduce the level of variability of the yield conditioned by weather factors, it is advisable
to adopt averaging, e.g., of 5 years, which was also done for the analyses of this study.

Due to the multitude of interacting factors affecting the decrease in the level of the
yield as a result of the occurrence of the cone of depression, the estimation of the losses
based on the level of the yield obtained only in the area of the impact of open-cast mines is
associated with high uncertainty. Therefore, a comparative analysis of the crops of grain,
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sugar beet, and potatoes in the area of the influence of an open pit and the yields of those
crops obtained in neighboring areas will be conducted. The choice of those particular crops
was dictated by their dominant role in the sown areas. Furthermore, the above-mentioned
crops can be considered indicative in the context of estimating the dependency of the yield
on lowering of groundwater table, as they differ in: root system, soil requirements, and
demand for water during the growing season. The analysis will be conducted in two ways.
First, an analysis of the yield at the voivodship level will be performed (in the analysis
conducted for this work, the administrative division will be used which was in force in
the years 1975–1998, when Poland was divided into 49 voivodships). The time range
for this scenario will be 1956–1997. Because over the years 1956–1974, in Poland, there
was a three-tier administrative division in force (voivodships—regions, poviats—districts,
and gminas—local authorities), it was necessary to calculate the average yield in the area
corresponding to the area of voivodships for the division in the period 1975–1998, based on
the data on individual powiats. To assess the yield of a certain voivodship, poviats were
taken into account, which, in 1975, were part of a given voivodeship; the weighted mean
was calculated. Second, an analysis at the district level will be conducted, however, due
to data availability, it will cover only the years 1960–1973. Despite the short period of the
analysis, it allows determining whether, and to what extent, the decrease in the yield in the
immediate vicinity of the open pit is different from the areas located further away, and it
helps to assess the range of an impact of the open-cast mine.

For the above-mentioned analyses, Statistics Poland data was used, such as Statistical
Yearbook of Voivodships, Statistical Yearbook of the Regions, etc. [97–107]. To determine
the impact of multi-pit lignite mining on the level of the yield, the districts were divided
into 5 groups:

– The first group, “up to 20 km”, includes the districts of Konin and Turek, where brown
lignite open-pit mines are located,

– The second group, 4 districts located at an average distance of 21–40 km away from
the open pits,

– The third group, 6 districts located at an average distance of 41–60 km away from the
open pits,

– The fourth group, 10 districts located at an average distance of 61–80 km away from
the mines,

– The fifth group, 16 districts located at an average distance of 81–100 km away from
the mines.

Łódź is not included in the analyses, and the areas which until 1974 were part of the
administrative Łódź Voivodship are also excluded from the calculations, where, as a result
of the expansion of the city, according to Sinclair’s theory, the extensification of production
could already proceed, which anticipated the urban use of agricultural land [108].

For the analyses at the voivodship level, three groups of regions were created:

– Group I, the district of Konin Voivodship, where lignite open-cast mines are located,
– Group II, the Bydgoszcz and Włocławek Voivodship, which are located closest to

the open-cast mines. In this group, it was also possible to include the district of
Sieradz, however, after 1980, the southern part of it was located within the range of
strong influence of Bełchatów open-cast mine, which could cause discrepancies in the
calculations of the yield level in this group in that period,

– Group III, the remaining 6 voivodships located at an average distance of up to 100 km
away from the nearest open pits, i.e., Leszno, Kalisz, Płock, Poznań, Sieradz, and
Toruń Voivodships.

The time range of the study for which external costs associated with lignite mining in
the Konin-Turek Basin were estimated to cover the years 1960–2060. In order to determine
the current level of external costs that should be included in electricity prices paid by
current consumers, the average level of external costs for generated electricity in the
Konin-Turek Basin for the years 2015–2024 was estimated.
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Kruskal-Wallis one-way analysis of variance by ranks test was used to test the ho-
mogeneity of the distributions of yield change dynamics in the studied regions. This test
was used to verify the hypothesis that the differences between the medians of the study
variable were not significant in several populations.

The hypothesis concerns medians of consecutive populations:

H0: 1 = 2= . . . = k
H1: i, jε{1, . . . ,k} i �= j, where

1, 2, . . . k is the median of the tested variable x for the i-th group.

Hypothesis verification was based on a statistic defined by the formula:

H =
1
C

(
12

n(n + 1) ∑k
i=1

T2
i

n1
− 3(n + 1)

)
,

where

n = n1+ n2+ . . . + nk;
T1 (i- 1,2, . . . ,k) denotes the sum of ranks in each trial;

C—correction for bind ranks C = 1 − ∑(k3−k)
n3−n

The p value determined on the basis of the test statistic was compared with the
significance level α:

if p ≤ α ⇒ we reject H0 and accept H1
if p > α ⇒ there are no grounds to reject H0

In assessing yield level differences between starting years (1956–1960) and final years
(1993–1997), analysis of variance (ANOVA, Analysis of variance) was also used to show
statistically significant differences between the means in the three groups identified. In the

analysis of variance, groups of ni elements were compared, yielding a total of n =
k
∑

i=1
ni

independent observations xij for j = 1, 2, . . . ni [109]. The presence of differences between
the means indicated an association between the mean for the tested observation and the
qualitative variable that was the basis for separating the groups (here: distance from the
outcrop). The null hypothesis of equality of all group means μ (1, 2, . . . , i) was tested:

H0: μ1 = μ2 = μ3 = . . . = μk, where
μ (1, 2, . . . , k) denotes the mean of the dependent variable in the k-th group,
towards the alternative hypothesis:
H1: at least two group means differ.

In view of this, the alternative hypothesis was that there was a significant difference
between the compared groups means.

The decision to accept or reject the null hypothesis was based on the Fisher-Snedecor
F test determined as:

F =
intergroup variance
intragroup variance

If the analyzed factor of group separation is significant, then the variation within
each separated group will be small (the intragroup variance will be small). The greater
the difference between the groups (the intergroup variance) and the smaller the difference
between the elements of each group (the intragroup variance), then the value of the F
statistic is large, which argues against the null hypothesis of equality of means in the com-
pared groups, and therefore is the basis for the rejection of H0. The presence of statistically
significant differences in yields was verified using the analysis of variance at the significance
level of α = 0.05 [109].

4. Characteristics of the Konin-Turek Lignite Basin

The Konin-Turek lignite basin is located in the Wielkopolskie Voivodship, approx-
imately 100 km east of Poznań and 200 km west of Warsaw. In Poland, apart from the
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Konin-Turek coal basin, lignite is mined on an industrial scale in three open-pit mines:
Bełchatów and Szczerców located south of Łódź and Turów, situated in the south-western
part of the country near the border with Germany and the Czech Republic. The character-
istic feature of the Konin-Turek basin is the relatively shallow coal seam, located mainly
at the depth of up to 70 m, the low abundance of coal deposits, and their geographical
dispersion over the districts of Konin and Turek (Figures 1 and 2). Only the Drzewce
open-pit mine is located in the neighboring district of Koło. The first open pit of the deposit
in Morzysław was exploited in the period 1941–1953 and 1.04 Mg of lignite was extracted
from it, which was used mainly by the local population and to supply a briquetting plant.
Lignite produced by the open-pit mine in Niesłusz was managed in a similar way. The
exploitation of lignite on an industrial scale started with the opening of the “Konin” power
station in 1958. For the purpose of the power plant, an open-cast mine in Gosławice
was launched, which operated from 1957 to 1974. The lignite was stored in shallow coal
seams (up to 18.7 m), which was associated with a formation of a relatively small cone of
depression. It also involved fairly low external costs incurred by agriculture. It was not
until more open-pit mines were launched that lignite was mined over larger areas and from
greater depths (Table 1), which justifies the need to undertake the research on the external
costs incurred by agriculture in the area affected by the appearance of the outcrops. The
actual depth of operation of dry wells is several meters greater. In the years 1991–2009,
lignite was extracted from as many as 9 open pits.

Figure 1. Location of coal deposits and cones of depression in the district of Konin as of 1996. Source: Map from [113]. Map
legend: 1-lignite open-cast mines and a level of the drainage of coal bed; 2-external waste banks; 3-rivers and water level
gauges of the Institute of Meteorology and Water Management; 4-rainfall and groundwater measuring stations of IMGW;
5-boundaries of the inflow zone of filtered water from lakes; 6-the range of the cone of depression in the Cretaceous-Neogene
aquifer; 7-hydroisohipsa curves (meters above sea level) of the water table of the Cretaceous-Neogene aquifer as of 1996;
8-directions of groundwater runoff; 9-hydrogeological water parting of the catchment area.
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Figure 2. Location of coal deposits and cones of depression in the district of Turek as of 1996. Source:
Map from [113]. Map legend as in Figure 1.

Table 1. Characteristics of lignite open-cast mines in the Konin-Turek Basin.

Coal Seam
Extraction Period

(Years)
Production Volume

Until 2019 (Mg)
Remaining to be

Mined (Mg)
Depth of Deposit

(m)

Completion of
Filling in the End
Reservoir (Year)

Deposits of coal in the districts of Konin and Koło

Morzysław 1941–1953 1 - 15 -
Niesłusz 1953–1961 4.1 - 27 -

Gosławice 1958–1973 38.9 - 55 -
Pątnów 1962–2001 129.8 - 70 -

Kazimierz 1965–2011 131 - 70 2024
Jóźwin 1971–2022 146 4.9 58 2055

Lubstów 1982–2009 107 - 158 2026
Drzewce 2005–2023 31.2 4 55 2035

Tomisławice 2010–2030 15.1 26.8 67 2042

Deposits of coal in the district of Turek

Adamów 1964–2020 109 0.8 55 2036
Bogdałów 1975–1991 38 - 50 -

Władysławów 1976–2012 38 - 55 2024
Koźmin 1991–2016 31.8 45 2023

Sources: Based on [88,110–116].
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In total, from 1947 to 2019, approximately 631.1 Mg of lignite was mined from the
deposits located in the districts of Konin and Koło, and approximately 216.8 Mg of lignite
was extracted in the district of Turek. Only 36.5 Mg is left to be mined in the entire Konin-
Turek Basin, in four oh the open-pit mines, three will have their production completed
by 2023. The operation of the extraction required moving a total of over 4.8 billion m3 of
material and occupying 20.8 thousand ha of land. In the years 1945–2017, 5.34 billion m3

of water was pumped out of the deposits located in the districts of Konin and Koło and
4.21 billion m3 of water in the district of Turek, resulting in a waterlogging index of 8.6 m3

water × Mg−1 and 19.6 m3 water × Mg−1 of extracted lignite respectively, compared to an
average of 6.8 m3 × Mg−1 in the entire Polish lignite mining industry. The recent years
of mining are characterized by an increase in the amount of pumped-out water per the
amount of extracted coal. In 2017, for instance, the waterlogging index in the Konin-Turek
Basin was 13.5 m3 × Mg−1 and 42.3 m3 × Mg−1 [16].

The amount of water pumped out and the multi-pit mining method in the Konin-
Turek Basin have resulted in the formation of extensive cones of depression, some of which
are combined into a regional cone of depression area. The area of cones of depression is
changing due to the opening of new open-cast mines and the simultaneous completion
of the exploitation of other deposits. As of 1996, in the district of Konin, the range of the
cone of depression was approximately 100 km2 in the Pliocene aquifer (discharge cone) and
approximately 450 km2, the later Tertiary period (Figure 1). In the district of Turek, discharge
cones of depression within the Quaternary period (overburden) layers covered several km2 of
the area around the mines, and the cone of depression area covered approximately 90 km2

in the Neogene formations and nearly 200 km2 in the Cretaceous formations (Figure 2). The
inflows to the drainage systems of individual open pits ranged from approximately 20 to
approximately 80 m3 × min−1. During the period of maximum drainage, the total amount
of water inflows into the mines in the district of Konin reached 130–150 m3 × min−1, and
in the district of Turek—120–170 m3 × min−1. The range of the cones of depression created
over the later Tertiary period reached 50–80 m [113]. Meanwhile, before the commencement
of exploitation in the area of Pątnów, the level of the groundwater table lay at a depth of
up to 7.5 m below ground level, from 2 to 4 m below ground level on average. The natural
fluctuations of the level of the water table in the annual cycle ranged from 0.4 m to 3.8 m [117].
Regarding the open-cast mine in the region of Tomisławice, before the mine was launched, the
groundwater table was located mostly at the depth of 0.5−1.5 m, and in the case of only 7%
of the measurement stations, the level of the water table was observed on the depth of over
2.0 m [118]. The above data indicate relatively good water conditions in the period preceding
the exploitation of lignite in the studied coalfield.

The expected period of restoration of water conditions is significantly varied. In the
case of the analyzed open pits, the restoration of water relations is difficult because it is the
region with the lowest precipitation in Poland. Filling in the end reservoirs may take from
approximately 10 years in the case of the mine in Lubstów, up to 25 years for the open-pit
mine in Kazimierz Północ, to approximately 40 years in the case of the Jóźwin IIB open-cast
mine [88,119,120] and it also depends on the possibility of accelerating those processes
through the discharge of water from the drainage of other outcrops and supplying the
reservoirs with water from rivers. The estimates regarding filling in the post-mining
reservoirs differ from the forecasts provided by the management of the open-cast mines
and those included in Table 1. Since the water surface of mining subsidence reservoirs in
post-mining areas is usually located significantly lower than the original ground level, the
full restoration of water conditions within the territory of the open pit will take even longer.
Therefore, it has been assumed that the reconstruction of water relations in the region will
probably not be completed by 2060.

The productivity of lignite depends on its calorific value and the efficiency of the power
units. The net calorific value of lignite mined in Poland in the years 2004–2019, was ap-
proximately 8437 MJ–kg−1 on average [121] within a range of 7400 to 10300 MJ–kg−1 [122].
Lignite-fired power plants are among the oldest power stations in Poland and are mostly
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characterized by low net/gross generation efficiency of 29.2/32.0% for Konin, 30.0/32.9%
for Adamów, 31.0/33.7% for Pątnów, and 41.0/44.0% for Pątnów II [123]. Consequently, in
the period 2015–2019, 1.364 Mg of lignite were consumed per net MWh × 106 [124–126],
which, taking this efficiency into account, allows to produce approximately MWh × 106 of net
electricity from the extracted coal, and the coal planned to be mined, in the Konin-Turek Basin.

5. Results

Agriculture in Poland, until 1990, was functioning within a centrally planned economy.
Despite many attempts to reconstruct agriculture following the Soviet model, Polish
agriculture was dominated by small individual farms. Until the end of the 1960s, it
remained stagnant and without any prospects for development. The restrictions on access
to new machinery, means of production, and fodder were particularly bothersome (the
priority was given to state farms). Strong attachment to land along with the restrictions
on trade associated with agricultural land limited the restructuring of Polish agriculture,
e.g., the average size of a private farm increased from 5.3 ha in 1960 to 6.7 ha in 1990 [96].
Agriculture in Poland was also characterized by low productivity, including a low amount
of yield. The introduction of the market economy accelerated restructuring processes in
agriculture, however, the improvement of productivity of Polish farming and the pace of
concentration processes are still too slow to achieve the level of the development of the
Western European countries [127,128]. The above-mentioned conditions also apply to the
area under examination.

Grain harvest, sugar beet, and potato yield in the analyzed region, in the years
1956–1973, was characterized by a high growth rate, however, it started from a very low
level. In the districts of Konin and Turek, where coal was produced, the average level of
yield in the years 1956–1960 was similar to the yield in the other districts under the study,
however, grain harvest was lower by 5–10%, and in the case of sugar beet and potatoes,
it was higher than in the other groups of the analyzed districts (Table 2). Over the years
1969–1973, the level of crops in the districts of Konin and Turek was less favorable compared
to the other districts. This was due to the lowest growth pace, which was 4.9–8.9 percentage
points lower in the case of grain and more than 10 percentage points lower for potatoes and
sugar beet. The analysis of changes in the level of yield, presented in Figure 3, shows that
the pace of growth of yield in the districts with coal mines was similar to the pace in other
regions until the late 1960s, however, later on, there was a progressive differentiation observed
regarding the growth of yield. This coincides with the period of launching new open-pit mines
in the districts of Konin and Turek, i.e., Pątnów (1962), Adamów (1964), Kazimierz (1965),
and Jóźwin (1971) and the development of cones of depression. It may indicate the growing
negative impact of the developing cones of depression on the level of yield in the districts of
Konin and Turek. No negative impact on the crop yield in the neighboring districts was noted
during this period.

Table 2. The yield of selected crops and the dynamics of yield depending on the distance from the open-pit mines (according
to the data from the analyzed districts).

Group

Average Yield in 1956–1960
Years [t × ha−1]

Average Yield in 1969–1973
Years [t × ha−1]

Dynamic [%]

Cereal Potato Sugar Beet Cereal Potato Sugar Beet Cereal Potato Suger Beet

up to 20 km 1.56 13.7 21.9 2.11 17.4 32.1 135.0 127.4 146.5

20–40 km 1.67 13.4 19.4 2.33 18.6 32.9 140.0 138.5 169.6

40–60 km 1.72 13.3 21.8 2.40 18.5 34.4 139.9 139.2 158.1

60–80 km 1.70 12.8 18.0 2.37 17.7 27.4 139.9 139.0 152.5

80–100 km 1.64 12.6 19.9 2.35 18.2 30.2 143.9 144.1 151.4

Sources: Calculations based on [100–106].
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Figure 3. Yield level dynamics of selected crops depending on the distance from the open–cast mines
(according to the data from the analyzed districts): (a) cereal; (b) potato; (c) sugar beet. Source: Based
on [100–106].

The analysis at the voivodship level, due to the longer time period for which the data is
available, allowed us to determine the long-term impact of the open-pit mines located in the
Konin-Turek lignite basin. The average agricultural productivity of grain, potatoes, and sugar
beet in 1956–1960, did not differ significantly among the three analyzed groups of voivodships.
In the case of grain, the analysis of the yield, according to the data from the voivodships, also
indicates an increase in the negative impact of open-pit mines on agricultural output since the
late 1960s, and in the case of potatoes, since the mid-1970s. (Figure 4).
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Figure 4. Yield level dynamics of selected crops depending on the distance from the open-cast mines
(according to the data from the analyzed voivodships): (a) cereal; (b) potato; (c) sugar beet. Source:
Based on [100–106].
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In the case of sugar beet, this applied to a lesser extent, as in the second part of the
analyzed period, for all voivodships, there was a stabilization or even a decline in the yield.
The lower sensitivity of sugar beet to falling levels of groundwater may be due to the fact
that the plant has a deeper root system, which allows taking water from deeper layers of
soil, and the requirement for the vegetable to be cultivated on better quality soils naturally
helps to reduce the sensitivity of sugar beet to changes in the levels of groundwater. This
does not mean that the farmers growing this plant did not experience any losses. As can
be seen from the data in Figure 3, the reduction in sugar beet yields occurred only in the
vicinity of the open-pit mines, where the decrease of the level of the water table was the
greatest, and it was compensated, at the voivodship level, with the highest increase of the
yield in the districts located 20–40 km away from the open-cast mines. Therefore, it can be
assumed that if there were no open-pit mines in the Konin Voivodship, the dynamics of
the agricultural productivity of sugar beet would be higher than in the voivodships from
group III.

In the case of grain and potatoes, however, the disproportions in the level of yield
between particular groups of voivodships increased. Regarding grain, the agricultural
output in the Konin Voivodship, in the years 1956–1961, was lower than in the voivodships
from group III by 2.0%, while in the period 1993–1997 by 20.1%, which indicates a loss
of 18.4% of the yield. When it comes to potatoes, instead of 4.5% higher yields, the level
of agricultural productivity was lower by 7.5%, which means a decrease in the yield by
11.4%. For the voivodships from group II, the yield loss during this period was 7.4% for
grain and 5.2% in the case of potatoes. Taking into account the importance of particular
crops in the structure of arable land, the farmers in the Konin Voivodship lost 16.4% of their
harvest, on average, and in the case of the voivodships from group II—7.0%. Considering
the average of the last 10 five-year periods that are analyzed, the losses amounted to 17.2%
and 7.5%, respectively.

Kruskal-Wallis one-way analysis of variance by ranks test was used to test the homo-
geneity of the distributions of yield change dynamics in the studied regions. This test is
used to verify the hypothesis that the differences between the medians of the study variable
are not significant in several populations.

As a result of the analysis, it is noted that there are no statistically significant differences
in yield changes for sugar beets. The test probability level p = 0.5084 exceeds the critical
value in this case, so there is no basis for rejecting the hypothesis of an equal rate of
change in sugar beet yields. On the other hand, the test probability level p ≤ 0.05 allows
rejecting the input null hypothesis of equality of the dynamics of changes in yields of cereals
(p = 0.0047) and potatoes (p = 0.0005). Thus, distance from the mine had a statistically
significant effect on yield gains in the three regions studied. The multiple comparisons test
indicates that the difference in the rate of increase in cereals and potato yields between
Konin Voivodeship and Voivodeships from group III (the furthest from the outcrop) proved
statistically significant at the 0.05 significance level. The significance of differences in
yield changes between Konin Voivodeship and Voivodeships from group II was slightly
weaker; these results were significant at the 0.08 significance level. The results confirm
previous findings indicating that as the distance of farms from the outcrop increased, the
rate of increase in yields of cereals and potatoes, shallow-rooted crops, was much faster. As
explained earlier, the lack of response of sugar beets to the decrease in water table caused
by the outcrop was due to the biological specificity of this crop, where the deeper root
system allows the use of sub-bottom water resources located even deeper (lowered due to
the loss of water due to the outcrop).

In addition to analyzing the dynamics of change in Table 3, changes in absolute values
of yields of selected crops were presented.
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Table 3. The yield of selected crops and the dynamics of yield depending on the distance from the open-pits mines
(according to the data from the analyzed voivodships).

Group
Average Yield in 1956–1960

Years [t × ha−1]
Average Yield in 1993–1997

Years [t × ha−1]
Dynamic [%]

Cereal Potato Suger Beet Cereal Potato Suger Beet Cereal Potato Suger Beet

group I 1.63 13.5 20.13 2.56 17.0 35.7 156.4 126.5 177.5

group II 1.68 13.0 19.48 2.98 17.6 34.1 177.4 135.4 175.1

group III 1.67 12.9 20.28 3.20 18.4 37.6 191.7 142.8 185.5

Sources: Calculations based on [100–106].

The ANOVA analysis of variance indicates that at the adopted level of significance
α = 0.05, there are no grounds to reject the null hypothesis of equality of the mean values
of grain, potato, and sugar beet yields in the compared groups. Nevertheless, it is worth
noting changes in statistical significance when comparing the starting and final periods.
The observed changes in average yield height (Table 3) are reflected in the change in the
probability of significance of the differences: in the first period they were completely
insignificant (cereals p = 0.91; potatoes p = 0.58; sugar beets p = 0.62), and in the last
period the probabilities were 0.52, 0.43 and 0.49, respectively (although still significantly
above the α = 0.05 level) (Table 4). Despite the lack of significance of differences, this
interpretation of the results was proposed because the observed changes are related to
agricultural production. Since agricultural field production determines the livelihood of
a farm, managers make every effort to offset the impact of adverse factors. Nevertheless,
the presented calculations show an outlined trend of yield divergence, to the disadvantage
of the regions closest to the outcrop. Even if they are small, for selected crops they can
determine the profitability of production in general.

Table 4. Results of the analysis of variance test for significance of differences in yields of selected crops in three groups depending
on the distance from the outcrop (according to data from voivodeships) at the beginning and end of the analysis period.

Cultivation Time Period Test Results

Cereals

1956–1960

Analysis of variance F = 0.0962 p = 0.9096
Levene’s test for homogeneity of variance F = 0.5161 p = 0.6212

Least significant differences test {1}↔{2}
p = 0.6763

{1}↔{3}
p = 0.7570

{2}↔{3}
p = 0.8262

1993–1997

Analysis of variance F = 0.7265 p = 0.5217
Levene’s test for homogeneity of variance F = 2.1508 p = 0.1976

Least significant differences test {1}↔{2}
p = 0.5278

{1}↔{3}
p = 0.2892

{2}↔{3}
p = 0.6133

Potatoes

1956–1960

Analysis of variance F = 1.4104 p = 0.3147
Levene’s test for homogeneity of variance F = 0.6015 p = 0.5780

Least significant differences test {1}↔{2}
p = 0.3755

{1}↔{3}
p = 0.1549

{2}↔{3}
p = 0.5005

1993–1997

Analysis of variance F = 0.9901 p = 0.4250
Levene’s test for homogeneity of variance F = 3.6032 p = 0.0938

Least significant differences test {1}↔{2}
p = 0.6946

{1}↔{3}
p = 0.2785

{2}↔{3}
p = 0.3745

Sugar Beets

1956–1960

Analysis of variance F = 0.5185 p = 0.6199
Levene’s test for homogeneity of variance F = 0.5371 p = 0.6101

Least significant differences test {1}↔{2}
p = 0.6732

{1}↔{3}
p = 0.7997

{2}↔{3}
p = 0.3490

1993–1997

Analysis of variance F = 0.8080 p = 0.4889
Levene’s test for homogeneity of variance F = 3.3950 p = 0.1032

Least significant differences test {1}↔{2}
p = 0.6574

{1}↔{3}
p = 0.6880

{2}↔{3}
p = 0.2554

{1}—group I; {2}—group II; {3}—group III.
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Due to the long period of the impact of external costs on agriculture associated with the
operation of open-pit mines in the Konin-Turek Basin, estimated until 2060, three reference
periods were adopted to calculate the costs: first—for the years 1961–1987, taking into
account the level of yield loss compared to the average figure from the period 1956–1960,
second—for the years 1988–2033, assuming the average level of yield loss from 10 five-year
periods, and third—for the years 2034–2060, considering the level of yield reduction as
assumed for the first period, but in the reverse order. With such assumptions, in the whole
analyzed period of 100 years, the decline of the yield in the Konin Voivodship amounted to
11.7%, and in the voivodships from group II—4.7%.

Three variants of yield level were adopted. First, the average yield from the years
2015–2019 was assumed for the whole period of the impact of the open-pit mine in Konin
district, i.e., until 2060. Second, until 2019, the actual yield was assumed for each group of
voivodships, and after 2019, the yield level was adjusted by the average annual increase
in productivity from the period 1999 to 2019. For the third variant, the actual yield was
also assumed until 2019, while for the following years it was assumed that in 2050 the level
of the yield in the areas of voivodships from group III will reach the level of the output
achieved by Germany in 2015.

Calculating the external costs of crop production resulting from the seizure of 20.8 thou-
sand ha of land, the share of arable land was assumed to correspond to the share of arable
land in the district of Konin, and a share of 60% of land excluded from agricultural produc-
tion during the whole period of the operation of open-cast mines and after reclamation.
The average share of arable land in the total area of the Konin Voivodship, in the entire
analyzed period, was estimated at 68.9%.

The total of external costs for the entire period of the research, assuming that the
decrease in the yield in the area affected by the operation of opencast mines is entirely the
result of the cones of depression, was estimated at €5.6 billion, which, with an estimated
electricity production of 648.4 TWh, equals to €8.66 per kWh (Table 5), which accounted for
16.1% of the price on the Polish market of SPOT TGE S.A. in 2019 [129].

Table 5. External costs related to the exploitation of lignite in the Konin-Turek Basin, in the period
1961–2060 (€ million).

Specification Variant I Variant II Variant III Average € × MWh−1

Yield decline caused by the operation of open-cast lignite mines

Open-pit mining area 19 17 17 18 0.03

Group I 3094 2752 2815 2887 4.45

Group II 2863 2603 2657 2708 4.18

Total 5976 5372 5489 5612 8.66
Source: own calculations.

6. Discussion

In Polish literature, there is no analysis of the influence of open-cast mining on
agriculture. In the ongoing discussion, the most popular subject is the impact of open-pit
mining on the level of soil moisture. Most of the authors [130–136] claim that there is
no negative impact of cones of depression on the upper layers of the terrain and they
concentrate on the negative effects of the cones on deeper layers. However, a significant
decline in levels of groundwater is noticed [137]. Among the few researchers who suggest
the negative impact of cones of depression on the content of moisture of farmland are
Chodak et al. [138,139] and Wlodek et al. [140], however, they do not indicate the level of
losses that farmers should consider.

The conducted analysis presents a huge influence of multi-pit lignite mining in the
Konin-Turek Basin. The long period of exploitation and the related deficits of underground
water resources led to a systematic increase in losses resulting from a slower pace of
growth of agricultural productivity compared to the areas located further away from the
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open-pit mines. This undoubtedly contributed to a significant weakening of the economic
strength of agriculture in the areas of cones of depression, which indirectly, through
reduced investment and intensity of production, caused an increase in losses of the yield
and insufficient use of the already limited productive capacity of soils. The loss of 16.4% of
crops in the perspective of 10 years in the entire Konin Voivodship should be considered as
significant, especially in the economic context, because regardless of the level of agricultural
output farmers are forced to perform all cultivation and care treatments, bear the full costs
of crop protection and seeds and the majority of the costs of fertilizers. Consequently, any
loss of yield means a reduction in profit. It should also be assumed (in the context of the
research at the district level) that in the regions located closer to open-pit mines the level
of the loss of the yield will be even greater. This was confirmed by a survey conducted
among farmers living in the area where open-cast mines were planned to be launched,
whose farmlands were located approximately 20 km away from the spot. They expected a
40% decline in their yield [35].

The level of future yield and losses in agriculture will be determined by the level of
agricultural development, production intensity, and the technologies that are used. High
levels of local agricultural development, adequate know-how, capital, and the ability to
adapt technology to changing conditions can minimize the losses caused by the appearance
of a cone of depression.

The reason for the decline in agricultural productivity was the lowering level of the
water table in large areas surrounding the open pit, which increased the dependence of the
crops on rainfall during the growing season. With relatively favorable weather conditions,
the effects of lowering the water table as a result of the appearance of a cone of depression
are insignificant, however, in the period of deficiency in rainfall, the importance of the possi-
bility to be able to use groundwater increases. The great decline in grain production with a
limited impact of a cone of depression on sugar beet indicates that shallow-rooted crops are
particularly vulnerable to drainage caused by open-pit mining. They are subject to greater
damage during the years with a low amount of rainfall. Assessing the impact of drought
on agricultural production is particularly difficult, despite the fact that there has been some
research performed that allowed us to estimate the effect of the dry season on the soil at
a regional scale [63]. A study conducted in the Czech Republic, on the effects of drought
on crop yields, has shown that in the case of severe drought, the crop, depending on the
species, decreases by 0.8–1.5 t × ha−1 (with average yield in recent years at approximately
5.8 t × ha−1), potato yield declined by approximately 3.0 t × ha−1 (with average yield in
recent years at approximately 28.0 t × ha−1), and rapeseed yield declined by 0.55 t × ha−1

(with average yield over the recent years at approximately 3.3 t × ha−1). According to the
studies, sweetcorn is characterized by relatively high tolerance to drought [141].

The optimal level of groundwater to obtain the highest yield is 0.7–1.6 m, and it is
1.5–2.5 m in the case of corn [57,142,143]. Therefore, it can be assumed that to achieve high
agricultural output, the level of groundwater should be 1–3 m [61,72,144]. In turn, the level
of groundwater below 4.0 m leads to a collapse of agricultural productivity. For example,
according to the studies conducted on the Inland Pampas, during two growing seasons
(2006/2007 and 2007/2008), the areas within these optimum bands had yields that were
3.7, 3.0, and 1.8 times larger than those where the water table was below 4 m for wheat,
maize, and soybean, respectively [143]. According to research in the Hungarian Plain, the
decline in groundwater level led to a stagnation in wheat and sweetcorn yield. In the case
of sweetcorn, the yield loss was estimated at an average 0.65 t × ha−1, indicating that a
1.0 m drop in the level of groundwater, under the conditions recorded between 1986 and
2010, would result in a 2.33 t × ha−1 decline in corn yield in this region [57]. The level of
the yield loss, according to the above-mentioned studies, is therefore similar to the losses
resulting from the occurrence of cones of depression in the Konin-Turek lignite basin.

The estimated external costs of €5.6 billion, resulting in €8.66 per MWh of produced
electricity must be considered as significant from an economic point of view. Current
consumers of electricity generated from 2015 to 2024 from lignite from the Konin-Turek
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Basin should pay even more, €14.29. Despite the numerous uncertainties regarding the
impact of cones of depression on the level of yield, the conducted research proved a huge
level of external costs involved, which should not be completely ignored. There is also a lot
of discrepancies in the studies on external costs in the case of power generation, e.g., the
costs related to health damage and internalization of emission costs [28]. If the estimated
external costs were to be included in the costs of electricity production, e.g., a necessity
to cover the estimated losses for farmers, the profitability of electricity production from
lignite would significantly change and, consequently, its attractiveness would decrease
compared to other renewable and non-renewable energy sources. The performed analysis
concerned the open-pit mine terminating its operation, therefore, the research covered a
period when the level of yield was much lower than it is presently. In the case of analyses
of external costs for open-pit mines which are planned to be launched, and in the regions
with a higher level of agricultural development, even greater losses should be expected.

The production of electricity from fossil fuels, including lignite, and its impact on
the environment have also been the subject of many studies. The issue of environmental
pollution caused by dust and gases from their combustion was addressed most often. The
estimations of external costs differ significantly due to the variety of analyzed factors, vari-
ous research methodologies, availability of data, the efficiency of power plants, combustion
technology, etc. (Table 6). For example, in the case of Thailand, only the impact of the
emission of PM10 and NOx in sparsely-populated areas was analyzed, while the study
conducted by Macy et al. included sulfur dioxide, nitrogen oxides, dust particles, carbon
monoxide and dioxide, volatile organic compounds, polycyclic aromatic hydrocarbons,
and the difference in the level of external costs was approximately 10 times higher. In the
case of Bosnia and Herzegovina, lignite with different calorific values and sulfur content
was analyzed.

Table 6. External costs of air pollution caused by lignite combustion € × MWh−1.

Study
Georgakellos

[145]
Sakulniyomporn

[42]
Büke, Köne

[146]
Dimitrijević

[147]
Coester

[39]
Máca [32]

Wang
[31]

Taranto
[148]

Country Greece Thailand Turkey Bosnia and
Herzegovina Germany

Czech,
Hungary,
Poland

China Turkey

Year of analysis 2003–2004 2006–2008 2007 2008 1995–2003 2010 2015 2018
Health impacts No Yes Yes No Yes Yes Yes No
External costs 43.9 6.8 1.8–35.2 2.7–19.2 11.1 58.1–77.5 63.8 36.3

Source: own calculations.

One of the few works analyzing external costs at the stage of lignite extraction as-
sociated with the emission of suspended particulate matter during the mining process
estimated external costs at 5.0 € × MWh−1 [149]. The external costs estimated in this study,
on the effects of open-cast lignite mining on agricultural plant production, are similar. To
determine the full amount of external costs borne by agriculture, it is still necessary to
perform analyses for livestock production, which, due to its dependence on feed produced
on the farmland where the animals are kept (especially the large dependence in the case of
cattle and sheep), is also subject to restrictions related to cones of depression.

Conducting full research on external costs is particularly important in the context
of the Energy Policy of Poland until 2040 [150], approved in January 2021, which leaves
it to the discretion of potential investors to launch two more lignite open-pit mines in
Złoczew and Ościsłowo, the coal seams of which, according to this document, are not to
be extracted. The prices of CO2 emission allowances, environmental conditions, and the
development of new technologies are to play a key role in the management of the terrain.
However, in the published strategy, as well as in other government documents, there is no
mention of external costs, which should support the decision-making processes regarding
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the profitability of coal extraction and its combustion. To determine the total amount of
external costs, it is necessary to assess the following:

– External costs associated with the emission of dust in combustion processes and the
impact on human health and global warming,

– External costs associated with the emission of suspended particulates as a result of
mining processes,

– External costs for agriculture (both crop and animal production), for agri-food industry
and forestry, related to the drainage of open pits.

The inclusion of these external costs as essential factors in rational decision-making
with regard to investments will surely contribute to abandoning the mining of other
deposits in Poland and will contribute to faster improvement of air quality.
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35. Poczta, W.; Pepliński, B.; Sadowski, A.; Czubak, W. Impact of the Planned Oczkowice Mine on the Economic, Productive and Social

Potential of Agriculture and its Surroundings in the South–Western Functional Area of the Wielkopolskie Voivodeship; Poznań University
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96. Pepliński, B. Determinants of Regional Changes in the Pig Production Sector in Poland; Poznań University of Life Sciences: Poznan,
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126. Zespół Elektrowni Pątnów-Adamów-Konin SA, 2012 Results. Available online: https://ri.zepak.com.pl/en/presentations.html?
y=2013 (accessed on 31 January 2021).
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Abstract: The article presents an analysis of geographical-settlement and legal-planning conditions
for the development of Poland’s distributed generation. The choice of this country is important
and interesting due to the highly dispersed settlement, which may be a factor stimulating the
development of this type of energy systems. For this reason, the analysis can be a model for other
countries and regions, indicating ways to analyze and evaluate settlement and planning conditions
for the development of renewable and distributed energy. At the same time, Poland is struggling with
a severe crisis of spatial planning. By analysing these opportunities and threats, empirical analyses
try to indicate regularities in this respect in Poland’s regions in a detailed approach to communes
and detailed legal and planning conditions. The conclusions emphasise the usefulness of distributed
generation development for peripheral and sparsely populated areas of Europe and other parts of
the world and appropriate directions of changes in spatial development law.

Keywords: distributed generation; settlement systems; local development

1. Introduction

The currently observed strong changes in the world’s energy sector make it necessary
to reconstruct current local and regional development views adequately. It applies espe-
cially to Poland, where when the world is experiencing an increasingly advanced energy
evolution, most of the energy produced is still obtained from non-renewable sources, in-
cluding geographically concentrated large professional thermal power plants (over 70% of
electricity in 2019). It is deeply embedded in this country’s history, including the model
of economic development chosen after World War II in the conditions of a command
and distribution system, consisting in the development of particularly energy-intensive
industries, and accelerated industrialisation [1,2]. Meanwhile, most of the more developed
countries have been observing a reorientation towards renewable energy sources (RES) for
at least two decades and a strongly related shift towards the deconcentration of energy
production, especially in rural and urban-rural transition areas [3].

At the same time, apart from the development of transport systems, energy production
is one of the fundamental factors determining the operation of infrastructure and the
movement of people and goods, and thus economic and social development. Hence,
ensuring optimal conditions for the development of energy and energy use becomes a
fundamental issue that also determines appropriate spatial development.

With the problem formulated in this way, the article aims to identify barriers and
stimulants for the development of renewable energy in Poland, resulting from the set-
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tlement, demographic, economic and formal-legal conditions of the spatial management
system. The research objective is also an attempt to find an answer to the extent to which
communes secure the areas for possible functions related to energy. It is an important
issue of a demand and supply nature, related to investment opportunities on the one
hand and spatial (and development) policies of local governments on the other. It is the
dimension of spatial policies that significantly determines the development of renewable
energy in Poland. The significant relationship of the indicated issues is confirmed by the
latest Territorial Agenda of the European Union 2030 [4]. The possibilities of locating the
energy sector guaranteed by the national spatial management systems are determined by
the priorities of “Fair Europe” and “Green Europe” included in the Agenda (regardless of
the above, renewable energy is promoted in other EU acts and documents [5]).

Considering the above goals, the following research questions were formulated:

(1) How does spatial policy in Poland determine the development of distributed renew-
able energy? In which ranges is it positive and stimulating, and in which negative
and destimulating?

(2) In which parts of the country is the planning situation better organised, and are there
any regularities related to communes’ morphological and functional specificity?

(3) In which regions of the country should the settlement structure be particularly suited
to developing dispersed renewable energy?

(4) What legal and planning actions should be taken to promote the development of
distributed renewable energy more effectively?

To answer these questions, in the empirical part, based on data on the development of
settlement in Poland, the correlation between the dispersion of settlement and the expan-
sion and reduction of energy emissions will be determined. In this context, Poland’s choice
as a research field is important and interesting for several reasons. First, it is the largest
country in Central Europe, undergoing the so-called political transformation after 1989 and
the economic system’s change from command and distribution (centrally controlled) to a
free-market one. Secondly, this country struggles with a crisis in spatial management, and
the scale of neglect in spatial planning is one of the largest in Europe [6,7]. It may cause
significant barriers to the development of renewable energy. Finding and describing them
should answer how to avoid and prevent such problems in other countries. Thirdly, Poland
is characterised by a highly dispersed settlement arrangement [8], which is constantly
deepening today [9,10], which translates into a different energy demand structure.

There follows a premise: the main thesis and the guiding axis of the article that
Poland’s settlement structure, especially in rural areas, may be a significant stimulator of
distributed generation of renewable energy. In the opinion of the authors, this problem
is insufficiently researched, and it can be a model for other countries and regions by
indicating the ways of analysis and evaluation of settlement and planning conditions for
the development of renewable and distributed energy. It is connected with better efficiency
of energy systems and broadly understood spatial organization as well as with energy
security. The literature highlights the mismatch between broadly defined spatial structures
and the challenges of both natural processes (especially climate change) and civilization
change [7]. This problem may be exacerbated by the post-COVID-19 pandemic situation,
as changes in the mobility of societies and locations of residence are predicted, involving a
greater desire to live in less populated areas, with lower population densities, in smaller
towns and villages [11].

These issues are connected to the challenges of public policies, especially spatial
policies (which is also the perspective of this article). It must be emphasized that the
implementation of RES investments, as well as other demands (such as those mentioned
above, included in the Territorial Agenda 2030) require adaptation and efficiency of spe-
cific spatial policy tools [12–14]. Also in this context, the Polish example is very good—
because it includes a system containing numerous inefficiencies of public authorities.
The article indicates the relationship between these (presented) manifestations of inef-

222



Energies 2021, 14, 1935

ficiencies of public authorities and spatial policy tools and the real possibilities of RES
investment implementation.

The findings in the first part of the article will be related to the legal framework for the
location of renewable energy sources (and the planning problems that arise on this occasion).
Recognition of renewable energy sources in the legal framework required modification of
the scope of spatial policy tools, also covering the sphere of development of other areas. In
this regard, the article identifies possible spatial conflicts between the location of renewable
energy sources and the implementation of other functions of individual areas.

The article firstly analyses determinants of renewable energy development in Poland
against the background of global trends. Especially the European context was taken into
account. Then the methods were described. The next part includes the characteristics of
planning and settlement conditions in Poland. These parts, apart from referring to the
literature and legal regulations, contain the results of the study. The results are discussed.
The conclusions include a summary and recommendations for spatial policies.

2. Determinants of Renewable Energy Development in Poland against the
Background of Global Trends

The literature on the subject repeatedly points to the significant role of renewable
energy sources in social and economic development [15]. It is also why the role of national
policy and national conditions in shaping the energy market is so important [16–18]. This
role must often be reduced to various public authorities activities related to the economic
policy of states and regions [15–17]. In this context, it is particularly important to empha-
sise the energy policy’s role, also related to increasing the share of renewable energy in
total energy consumption [18]. Undoubtedly, the reference point on this occasion will be
income and energy consumption [19,20]. Among the key objectives of RES development
are both issues related to efficient management and ensuring wider environmental protec-
tion [21]. Besides, RES have a very wide potential, broadly responding to diverse forms
of urban demand [22,23]. This provides a basis for further postulates related to different
contexts of RES analyses and their effects [24], also in the context of linking public policies
with innovations.

Depending on the specificity of individual countries, the possibilities of obtaining
income and increasing the share of renewable energy directly depend on these countries.
The reasons for such differentiation may be broadly understood as natural conditions and
economic profitability [25–27]. Despite these differences, the very fact of the growing role
of renewable energy is beyond doubt, for example, in the context of the development of
rural areas, the development of the local energy value chain [28–32], as well as mitigating
climate change and greater care for the environment [33]. Recent studies also highlight the
important role of RES in the context of COVID-19 impacts [34].

In this context, we come to the issue of important determinants of distributed gen-
eration (DG), which include sources located independent of central planning and, at the
same time, with powers in the range most often from 15 kW to 10 MW [35–37]. Renewable
energy sources create specific conditions for the development of DG. They can be used
by medium and low-power plants located near consumers. Currently, apart from energy
production costs, there is also a technical barrier [38] to the development of distributed
energy and investment risk in competitive energy markets [39].

In Poland’s case, the power system’s current shape, adapted to large generating units,
is a serious problem (Polish coal-fired commercial power plants are among the largest in
Europe) [40]. The inclusion in the DG system of small units generating energy with different
technical parameters and the amount of energy production varying in time makes it difficult
to control and monitor the entire system. However, their implementation may bring many
technical, economic and environmental benefits, such as power improvement, reliability,
system safety, reduction of high-level investment outlays, or reduction of greenhouse gas
emissions [36,37,41].

The literature points to numerous problems when conducting research in the aforemen-
tioned area. These include lack of knowledge on appropriate research software, broader
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classifications and typologies of renewable and non-renewable sources, as well as shortages
in the literature on the subject [42]. It seems all the more appropriate to approach this
problem in different contexts, including those related to settlement and spatial policy. The
role of public authorities can be understood very broadly, for example, by increasing the
importance of the regional and local level (e.g., through appropriate legislative initiatives
that give more freedom in the organisation of local energy systems and independence
from the monopoly of energy suppliers). Increasing distributed energy resources at this
level is equivalent to the need to reorganise centralised energy systems in many cases [43].
Also thanks to the tools of spatial policy, diversified incentives (considered crucial in the
literature [44]) may be developed for the implementation—both on a national, regional and
local scale—of RES investments.

The above problem is well illustrated by the changes that have taken place in Poland
since accession to the European Union (2004) in connection with the increasing share of
energy production from renewable sources (Figure 1). Data are available for 16 voivodships,
which were grouped into 3 clusters according to urbanization level. In the less urbanized
regions, the level was the highest, but it stopped at the same level since 2014. The lowest
share was in the most urbanized provinces, which is due to higher energy demand, in-
cluding the location of industry. Meanwhile, these provinces through conventional power
plants contribute the most to environmental pollution, smog, etc. For example, the most
heavily industrialized Śląskie (Silesian) voivodship produced 21.6 TWh of electricity in
2019, while the share of renevable energy was only 4.4%. This example shows how serious
the problem is the structure of energy production in Poland in relation to the settlement
system of the country.

Figure 1. Share of energy production from renewable sources in Poland in 2005–2019 by level of
urbanisation of provinces.Source: based on data from Local Data Bank of Central Statistical Office
of Poland.

Therefore, there is no doubt that the issues mentioned above are important from both
a national and local perspective. In the latter context, it is related to the issues of spatial
policies [45]. As a rule, planning authorities act as energy users, participants of the compet-
itive energy market, local energy regulators, and investors and energy producers [46–49].
The local authorities can stimulate local communities to generate renewable energy for
their needs [50]. The state must support the development of the energy sector in a way that
enables the achievement of specific socio-economic goals at the national, regional and local
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level, which is partly at odds with the principles of economic freedom and competition in
the energy market [51].

The literature indicates that the location of a particular power plant itself is important
from a variety of perspectives [52]. Besides the question of location, other important issues
may be connected with the requirements of spatial policy. One of them may be the attempt
to define comprehensive urban energy planning, especially adapting it to predictable
changes in the environment [22]. However, the very aspect of integrating energy policy
with environmental protection is also important [20]. The basis for an adequate connection
of these spheres, apart from the demands of individual solutions [53,54], may be an
adequate spatial policy. It is from the perspective of specific spatial policy actors that it will
be possible to propose solutions to reconcile potential collisions of various policies and
potential spatial conflicts.

Issues related to the verification of RES development for Central European countries
were the subject of research. They show, among other things, that in all countries the
use of renewable energy generally has a positive impact on economic growth. In some
cases, the lack of some unambiguous statistical confirmation is due to the smaller scope of
renewable energy in these countries compared to other EU member states [55]. Besides,
internal variations also occur in the countries of Central and Eastern Europe [56]. They also
result from settlement characteristics. A particularly important condition is that Poland
belongs to the countries with a local settlement’s dispersed structure. It applies to both
typical rural areas and urban areas and, to a large extent, cities of various sizes. The
dispersion conditions are different for each of these settlement types: historical [57] and
contemporary [10]. The highly dispersed development is the basic reason for the high
operating costs of the technical and social infrastructure intended for its operation [58].
Against the background of the Central European region, Poland has the lowest renevable
energy share index (12.2). It should also be noted that this share increased between 2004
and 2019 by only 5.3 percentage points (in the other four countries, i.e., Austria, Czechia,
Hungary, Slovakia—by 8.3–11.1 pp.). These results show the importance of Poland catching
up with the requirements of Directive (EU) 2018/2001 of the European Parliament and of
the Council of 11 December 2018. At the same time, it justifies undertaking studies that
could accelerate the achievement of this objective.

3. Materials and Methods

The empirical analyses used unique data from the survey. The Central Statistical
Office sends to all municipalities (gminas) in Poland (2477 units in 2019) to cooperate
with the ministry responsible for spatial management. These data show the planned
directions of land use in communes in two types of planning documents: studies of the
conditions and directions of spatial development (commune studies) and local spatial
development plans (local plans). In this, the key question about the share of land intended
for industrial functions (allowing the construction of small power plants) was answered
in 2019 by 2302 units (nearly 93%), and of the 2325 municipalities with at least one local
plan—2302 (i.e., almost all). All larger cities were excluded from the analysis (i.e., cities
with poviat rights, where the conditions for the development of energy based on RES are
significantly different from those occurring in rural areas, urban-rural transition areas and
smaller towns.

According to the existing regulations, there is no strict definition of production sites in
the municipal study. It is treated by default as related to industrial production and facilities
(warehouses, stores). On the other hand, local plans use the category of “technical and
product development areas”, which include “areas of production facilities and warehouses”
and “mining areas”.

In part concerning settlement analysis, data on the distribution of buildings and the
average distances between them were used. The data was obtained from the Database of
Topographical Objects (BDOT). A detailed description of this source can be found in [10].
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Besides, data on the tangible effects of investments were used, i.e., the usable floor
area of buildings completed, broken down into residential and non-residential buildings
(data based on the Local Data Bank of the Central Statistical Office of Poland). Data exclude
non-residential farm buildings.

The analyses used the communes’ classification into ten types, prepared especially to
monitor spatial planning [59]. This classification was developed based on the deductive-
inductive method. A settlement system forms the “skeleton” with different administrative
and functional hierarchy levels. The remaining types of communes are separated mainly
because of their socio-economic functions and morphological features (Table 1).

4. Results—Determinants of the Location of Renewable Energy Sources in Poland

4.1. Planning Conditions

The Polish spatial planning system’s numerous weaknesses have been pointed out
for years [60–62]. They have recently been expressed by defining and distinguishing
the specific costs of spatial chaos [10]. At the local level, three direct spatial policy tools
are distinguished: studies of the conditions and directions of spatial development, local
spatial development plans and decisions on building conditions and land development.
The studies of the conditions and directions of spatial development are documents of a
creative and conceptual nature. The regulatory action is the local spatial development
plans, which bind the purpose and principles of land development. However, local plans
are not obligatory: municipal authorities freely decide on their adoption. Often barriers
to their enactment are concerns about the compensation consequences that municipalities
would have to pay to property owners.

A problem in the Polish spatial management system is that studies of the conditions
and directions of spatial development have limited impact. Their provisions are only
binding for local spatial development plans. However, local plans are not obligatory (and
have not been enacted in most parts of Poland). In this situation, many municipalities do
not create a broader spatial policy. On the other hand, even the fact of enacting local plans
is not synonymous with positive effects. Very often, local plans are constructed incorrectly
(and cause doubts in interpretation [63]). Many municipalities, fearing claims of property
owners, allow too wide development in their local plans.

Moreover, spatial policy tools at the local level are still not sufficiently integrated
with other policy acts, such as local development strategies [64]. It is possible (and often
happens) that such documents diverge completely. In the Polish spatial development law
there is a principle of municipality independence. This means that the municipality may
shape the local space on its own, unless the specific possibilities of interference are directly
assigned to the supra-local level of government. At the same time, the Polish spatial
planning system strongly (in the authors’ opinion too strongly) protects the individual
rights of property owners [65]. It contributes to numerous spatial conflicts and barriers to
the protection of spatial order [66].

On the other hand, in a situation when a local plan does not cover a given area, an
administrative decision becomes a specific counterpart of the plan (a decision on building
conditions and land development, completely ‘detached’ from the local planning order,
often independent of the content of the study of conditions and directions of spatial
development [67]. Such decisions protect the spatial order even less than other spatial
policy tools [68]. In order to issue such decisions, municipalities must verify whether the
criteria set forth in the law are met. In practice, these criteria are formulated in very general
terms and in different cases they are interpreted quite differently.
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Table 1. Characteristics of the analysed communes (gminas) in Poland, for the year 2019.

Type *
Included in the

Analysis
Number of
Communes

Area (km2)
Population

(Thous.)

A No 33 5004 9563
B Yes 265 27,589 4873
C No 55 3399 4322
D Yes 201 21,468 2452
E Yes 142 10,265 3783
F Yes 137 19,964 1435
G Yes 222 33,856 1817
H Yes 496 62,971 3048
I Yes 665 86,532 5179
J Yes 261 41,657 1910

Total (Poland) 2477 312,705 38,383
Total % (“Yes”) 96.4% 97.3% 63.8%

* A—functional urban areas of voivodeship capitals; B—their external zones; C—functional urban; areas of
subregional centres; D—their external zones; E—multifunctional urban centres; F—gminas (communes) with
developed transport functions; G—gminas with other developed non-agricultural functions (tourism and large-
scale functions, including mining); H—gminas with intensively developed agricultural functions; I—gminas with
moderately developed agricultural functions; J—extensively developed gminas (with forests or nature protection
areas). Source: based on Śleszyński and Komornicki classification [65] and data from the Ministry of Development
and Central Statistical Office of Poland.

The basic planning order shaped in this way in Poland is modified by numerous
sectoral laws. The conditions for the implementation of individual investments are also
influenced in a different way. This also applies to investments in renewable energy sources.
Problems occur with both the use of local plans and location decisions. In the case of local
plans, the investments in question are presented in an inconsistent manner. A frequent
tendency is limiting the scope of RES investments, as well as including them in an unclear,
undefined way. This causes specific barriers in the implementation of investments [69].
Changing investment needs (or the need to clarify them) will usually require a time-
consuming amendment to the local plan.

On the other hand, potentially overly broad permissions for designated investments
in local plans exacerbate spatial conflicts. The situation is even worse in the case of RES
investments carried out on the basis of decisions on development conditions. Judicial
decisions on the conditions of considering investments under this procedure are very
diverse, which creates chaos when applying specific criteria.

The Polish legislator has separately addressed the planning basis for the implemen-
tation of wind power plants. The Act of 20 May 2016 on investments in wind power
plants introduced (in Article 3) the principle that the location of wind power plants that
are not micro-installations can only take place on the basis of local spatial development
plans. Moreover, investments in wind turbines may be implemented at a certain distance
from residential developments (residential buildings or buildings with mixed functions
including residential functions). The minimum distance in this respect must be equal to ten
times the height of the wind turbine. A local plan adopted for an investment specifying the
location of a wind power plant must cover the entire area associated with the obligatory
development restrictions.

The above solution is rigorous, especially in relation to the previous legal status. The
said restriction is binding not only for the realization of an investment in the scope of a
wind power plant, but also for the realization of residential buildings in a close proximity to
the completed wind power plant (and on this occasion it applies not only to local plans, but
also to decisions on development conditions). At the same time, it should be stressed that
under the legal status before the enactment of the act in question, there were no top-down
(statutorily imposed) limitations of this type (only the limitations of permissible noise
levels for specific developments could be derived). As a result, power plants were built in
too close proximity to buildings, especially residential buildings.
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A certain problem in the context of spatial policy is also the lack of differentiation of
competencies of municipalities with respect to specific types of municipalities. This means
that e.g., authorities of agricultural and urban communes have exactly the same spatial
policy tools at their disposal. At the same time, the role of the powiat level in this context
(a higher local government unit than municipalities) is negligible.

Planning securing the areas for functions related to the energy sector depends not only
on the legal framework but also on the widely understood planning practice adopted in a
given country. Planning coverage with applicable local plans means conscious planning
for future use and securing land for investments of various activity profiles, including
RES infrastructure facilities. In Poland, at the end of 2019, there were 55.6 thousand valid
local plans and another 9.0 thous. were in the design process (including 54.6% of their area
related to the existing plan change). The coverage was very uneven, both between regions
(Figure 2) and in the types of communes (Table 2).

Figure 2. Planning coverage in Poland, for the year 2019. Source: based on data from the Ministry of
Development and Central Statistical Office of Poland.

Table 2. Planning coverage by commune type and by population density, for the year 2019.

Commune Type

Planing
Coverage (%)

Including in Communes with Population Density
(Persons Per 1 sq. km)

Total Below 50 50–150 Above 150

BD 42.1 13.6 39.0 63.4

EFG 29.9 21.4 36.5 42.0

HIJ 28.1 23.6 33.1 58.0

Total 31.2 22.7 35.1 54.0
Source: based on data from the Ministry of Development and Central Statistical Office of Poland.
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In general, in Poland, it is visible that the planning coverage is high in the south of the
country: in the Dolnośląskie, Śląskie and Małopolskie voivodeships, as well as in Lubelskie
and partly Opolskie. In many communes of these regions, all communes or slightly less
(90%) are covered by local law’s binding document. In other voivodeships, this indicator
is high only in some areas, including agglomerations (coming from the north—Szczecin,
Tri-City, Poznań, Łódź, Warsaw, Kielce).

At the other extreme, there is the northern part of the country, including its part of
the lake district (especially the Zachodniopomorskie, Lubuskie, Kujawsko-Pomorskie and
Warmińsko-Mazurskie voivodeships). In the south of the country, it is the Podkarpackie
Province. The planning coverage indices there generally do not exceed 10% of the area of
communes. In 146 communes in Poland (out of 2477 existing ones), in 2019, there was not
a single local plan (e.g., concentrations of such communes are in Podlasie).

If the municipalities are grouped by population density (Table 2), it turns out that there
is a clear relationship with the planning coverage. It is the lowest in sparsely populated
communes (less than 50 people per 1 km2). The most disturbing fact is that the low coverage
in this category of population density occurs in B and D types, i.e., suburban zones (only
13.6%). In general, coverage is also lower in typically rural areas (HIJ—28.1%) and urban
areas outside agglomerations (EGF—29.9%). On the other hand, in the mentioned suburban
zones (BD), the coverage is relatively high (42.1%), though certainly too small relating to
the needs resulting from intensive suburbanisation processes.

However, the planning coverage itself is not the only and exhaustive indicator that
would assess the protection of areas for various functions. Next, Figure 3 and Table 3
show the share of the area intended for production functions in local plans, which should
illustrate the protection of the areas for energy investments. In total, there were 403,000 ha
such areas. On average, it was 1.29% of communes’ area for the whole country, and again
the least in the least populated areas (0.68%). However, it is worth noting that such areas
are anticipated in many municipalities where coverage is low (in northern Poland). But
even there, these areas generally do not exceed 1% or even 0.2% of the communes’ area.

Figure 3. Share of the area of communes allocated to production functions in the spatial development
local plans (local plans), for the year 2019 (relating to the area of communes). Source: based on data
from the Ministry of Development and Central Statistical Office of Poland.
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Table 3. Share of the area of communes with the production function planned in the local plans, for
the year 2019.

Commune Type

Planing
Coverage (%)

Including in Communes with Population Density
(Persons Per 1 sq. km)

Total Below 50 50–150 Above 150

BD 2.19 0.65 2.08 3.21

EFG 1.19 0.36 1.28 3.73

HIJ 0.93 0.77 1.04 3.34

Total 1.29 0.68 1.32 3.79
Source: based on data from the Ministry of Development and Central Statistical Office of Poland.

Besides, the documents of the study of the conditions and directions of spatial devel-
opment for production functions provide for 592 thousand ha (data from 1687 communes
for 68% of their number and 66% of the country’s area). It is on average 2.9%, the highest
in urban types A and C (7.6–8.7%), and the lowest in types D, F, G and H (less than 3%),
including type G—1.2%.

All in all, it should be acknowledged that the features resulting from the planning
documents are not favourable for locating the energy sector in Poland. Securing the sites is
only available in a smaller part of the country. Moreover, apart from the indicated data,
one should bear in mind the varied content of planning provisions. As indicated above,
the mere fact of a specific destination of the area does not constitute a guarantee that a
given investment will be implemented quickly and without problems (judging only from
the planning perspective). Barriers related to the Polish spatial management system (also
the lack of sufficient flexibility in planning) will be noticeable also in the described context.
More problems may arise when using a tool alternative to local plans, i.e., the decision
on development conditions. One should also bear in mind the institutional limitations in
implementing investments in wind farms implemented based on local plans.

4.2. Settlement Conditions

Poland’s settlement structure’s uniqueness results from the fact that it was shaped
as a result of special historical influences, including significant shifts of borders in the
20th century. Regions of Poland’s present-day territory developed basically independently
of each other, which allowed for the emergence of large cities. After the Second World
War, a large city system, known as polycentric, was finally formed. However, historical
processes also had an overwhelming influence when it comes to small towns and rural
settlements. The foundations of the rural settlement structure were formed as early as
in the Middle Ages and under the influence of feudalism, which determined agrarian
relations and the distribution and size of villages [57]. The agrarian relations were quite
different in individual magnate states, and additionally, this was due to the different natural
conditions. The situation in the nineteenth century had a significant impact. When the
European countries were undergoing the industrial revolution and intensive urbanisation,
Poland was a country divided among the partitioning states that pursued various policies
in this regard.

Nowadays, in Poland, we can distinguish three partition zones (Russia, Prussia,
Aussie) with differently advanced urbanisation processes, as well as historically indus-
trialised (Silesia) and peripheral lands (Lubusz, Pomerania) of the German states. Two
regularities follow from this. First, the area with the highest population density has the
shape of a triangle, the base of which is the south of the country, and the peak is in the
Tri-City. Secondly, there are different types of rural settlement in the country. The south is
dominated by large and quite densely distributed villages, and in the north—small and
rare (Figure 4).
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Figure 4. Typology of rural settlement in Poland in terms of village size and distribution, for the year
2019. Source: based on data of the Central Statistical Office of Poland.

In Poland, after around 1995, the process of centrifugal dispersion of buildings is
progressing, and thus the deconcentration of settlement is part of the suburbanisation
process [70,71]. Buildings “spread” far beyond the administrative borders of cities, as
well as in many rural areas, especially attractive for tourists. However, it is not a simple
“spreading” in Polish conditions, consisting of a gradual, relatively regular, centrifugal and
elongated along the roads, occupying successive stretches of land, called “urban sprawl”
in Western literature. In Poland, it consists of the chaotic induction of buildings in places
that are often very distant from the previous settlement [72]. Between them, there are
undeveloped, extensively developed spaces.

In total, the observed and growing dispersion of buildings and the deconcentration
of settlement systems directly increase their functioning costs. It concerns three aspects
resulting from lower population density and greater distances between places of residence,
work, and services [10]:

- construction, modernisation, and maintenance costs of all line and point infrastructure,
- the costs of establishing relationships since places with different socio-economic

functions are too far away,
- lower or no synergy effects and the so-called agglomeration benefits (scale).

The total costs of this are estimated at over PLN 80 billion per year.
The last data on the size structure of rural settlement in Poland comes from 2009. In

this period, 41.7 thous. villages (Table 4). The vast majority of the rural population was
concentrated in medium and large villages (101–3.333 inhabitants—90.2%). On the other
hand, the number of villages up to 100 inhabitants was relatively large (22.1%), but they
concentrated only 3.7% of the rural population. The share of villages with such a few
inhabitants was characteristic, especially in the country’s north-east (Figure 5).
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Table 4. Size structure of villages in Poland, for the year 2009.

Size
Number of

Villages
Share of

Number (%)
Number of

Population (thous.)
Share of

Population (%)

<33 1450 3.5 22 0.1

34–100 7751 18.6 537 3.6

101–333 19,499 46.8 3822 25.4

334–1000 10,168 24.4 5575 37.0

1001–3333 2587 6.2 4178 27.7

>3333 204 0.5 939 6.2

Total 41,659 100.0 15,073 100.0
Source: based on Central Statistical Office of Poland data.

Figure 5. Share of the rural population in the smallest villages (up to 100 inhabitants). Source: based
on Central Statistical Office of Poland data.

Moreover, there were very few large villages (over 1000 inhabitants) in this area. It
is worth noting that this is a region with a high value for the natural environment, not
accidentally known as the “Green Lungs of Poland” [73]. Hence, the use of RES-based
distributed generation seems to have particularly strong foundations there.

5. Discussion

The described issues are part of settlement efficiency’s fundamental problem and the
optimal degree of concentration of various functions and activities. In this respect, energy
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production, distribution, and consumption are not yet satisfactorily identified and certainly
require further research [74]. Even in very sparsely populated countries, the geographic
and settlement conditions for the development of distributed energy are practically not
discussed [75]. Meanwhile, the low efficiency of settlement systems in rural areas causes a
reduction in “functional efficiency” and the ineffectiveness of traditional energy supply
methods [76]. Examples of studies from Poland using the Minimum Spanning Tree (MST)
methodology show that the indicators of the efficiency and effectiveness of the technical
and settlement network in rural areas differ even ten times [77]. It creates enormous
potential for more rational planning of energy systems (electric, heating). It seems that in
the light of the empirical analyses in the previous section, this has been well documented.

In scattered development areas, the infrastructure network’s length per person (per
household) must be longer and thus more expensive. This is the case of Poland [58]. Hence,
many rural areas of Poland have unfavourable conditions for the development of traditional
linear infrastructure but favourable for the development of distributed generation. It is
especially true of the northern part of the country, where the settlements are far apart, and
the villages are small.

On the other hand, it is worth pointing to the south of the country. The problem of
low emissions from traditional coal and wood-fired heating boilers is related to specific
natural conditions in mountain valleys and land depression, very unfavourably exposed to
smog [78]. Due to Poland’s size, the importance of these issues is very great and may bring
important conclusions for planning energy systems in other countries. The analysis of the
contents in local spatial development plans shows that the problem may be securing land
for energy infrastructure in many areas of the country.

In the context of the spatial management system’s conditions, it is worth paying
attention to several issues. First, the way of presenting the tools of spatial policy determines
the effectiveness of the implementation of energy investments. In Poland’s case, both the
indeterminacy of a significant part of local spatial development plans and the unclear
statutory provisions relating to development conditions’ decisions determine the extension
and actual blocking of this type of investment. The dependence of the clarity of planning
regulations and the efficiency of energy investments implementation requires examination
in other countries with different regulations and different planning practices [75]. To a
limited extent, it may be a factor that determines the development of the energy sector,
noticeable so far in the literature on the subject.

The issue of spatial conflicts that arise during the implementation of larger energy
investments in wind farms is also important [79]. In the first place, they relate to the
protection of the cultural landscape and possible collisions with the housing function.
There is a discussion on how significantly different considerations regarding the protection
of the cultural landscape may limit the possibilities of development (and implementation
of energy investments) in the legal sphere [80]. The authors believe that this scope should
be wide, and detailed analyses should be reflected as broadly as possible in legal and plan-
ning regulations (which must be considered when determining the scale and investment
opportunities in the field of energy). Moreover, it can be indicated that some publications
also differentiate the impact of individual RES on the environment [36,37,81]. Therefore,
there is no doubt that the spatial policy perspective should balance the indicated problems
and interests.

Changes in the spatial policy should contribute to solving these problems. On the
one hand, it is related to the demand to specify the scope of environmental, nature and
landscape protection in the Polish spatial management system. At present, the terminologi-
cal diversity is too wide (also in law), which generates spatial conflicts to an even greater
extent. The role of local municipal authorities seems to be important; through their own
analyses, they should define threats to environment, nature and landscape much better
than it is now. Better definition of threats will make it easier to correlate spatial policy
with the goal of implementing RES investments. This problem is important in the context
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that, as shown in the Results section, the planning coverage is particularly low in areas
especially predestined for renewable energy development (northern and eastern Poland).

Another sphere of significant conflicts concerns housing development. Firstly, resi-
dents’ protests may lead to limitations in implementing investments, even if the formal
framework theoretically does not prevent it. Hence, in this context, the postulate of deepen-
ing social participation in the development policy, including spatial planning, also seems
to be right. No such blockages appear at the implementation stage [81]. It should also be
remembered that these investments play an important role in improving the inhabitants’
quality of life. Secondly, after 2016 large investments in wind farms are subject to significant
restrictions in the development of neighbouring areas in the Polish reality. Determining the
possibility of implementing such an investment in local plans is equivalent to prohibiting
development around it. Especially in the case of scattered development, it may cause accu-
sations of blocking the residential function’s development. These dilemmas are interesting,
especially in the context of signalling in the literature on the need to reconcile diffused
energy facilities’ location and operation with other purposes related to land use [82]. It
makes it even more important to reconcile individual expectations when developing rural
areas [30].

The above circumstance leads to the deepening of barriers in implementing invest-
ments in the field of large wind farms—even because it is often difficult to find an area
that would meet all distance requirements. Thus, another dilemma is noticeable on this
occasion: balancing the relationship between the scope of protection of residential areas
and the effective implementation of investments in the field of wind farms. There will be
much fewer problems in determining the planning foundations for implementing micro-
installations (including distributed energy). Of course, the barriers mentioned above to
the possible ambiguity of post-planning and ambiguities related to the interpretation of
regulations related to spatial development appear on this occasion. Nevertheless, the
implementation of this type of investment does not face such barriers as those resulting
from the act on investments in wind farms (without causing any damage related to the
exploitation of non-renewable energy sources).

Poland’s case also shows how the framework related to the local spatial policy can
be a derivative of specific administrative-political decisions. This issue is all the more
important because local authorities’ role in energy policy is strongly emphasised in the
literature [83]. Based on the conducted research, it is possible to confirm the importance of
local authorities in this respect [47,48] and the validity of further expectations towards the
authorities [50]. In the Polish spatial management system, the change allowing for a much
wider inclusion of micro-installations in local plans entered into force in 2016 (previously,
micro-installations were associated only with the production purpose of the area, and a
significant part of the jurisprudence indicated that they must be directly provided for in the
plan). The change resulted from both the discussion on the importance of renewable energy
sources for individual countries and the European Union’s examples and recommendations.
Thanks to this, it is possible to implement micro-installations not only in areas with assigned
production purposes.

However, it should be emphasised that the interpretation dilemmas in the Polish spa-
tial management system are related to entirely formal and legal issues. Both the problems
with the interpretation of local plans and the different qualifications of micro-installations
in the context of the decision on land development and development conditions do not lead
to better land development (or even to a discussion in this respect), but to the problems
related to the interpretation of the regulations that obscure this context. It requires cor-
rection, especially when recalling the European Parliament’s recommendations regarding
the transparency of administrative procedures related to a certain freedom of action by
planning bodies. Wider use of soft (e.g., informal) spatial policy tools could be helpful here.

The case of Poland confirms that the quality of specific spatial policy tools and the
related quality of spatial policies themselves significantly affects the implementation of
other sectoral objectives. This is the case of RES investments. Problems related to the
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interpretation of local plans or conditions for issuing decisions on development conditions
can often prolong or block the implementation of specific investments. In the long-term
perspective, they may even determine the very concept regarding the scope of RES invest-
ments. This is why it seems so important to improve the current factual and legal situation
in Poland. The necessity of broadening and adapting the analyses of spatial determinants
to different levels of spatial policies has been already indicated [84].

Improving the quality of these analyses and adapting them to the local spatial policies
is very important. It also seems important to ensure (at a later, implementation stage) some
flexibility in planning. This should include at least some of the investments. The scheme
would be such that the spatial policy tools based on the spatial development analyses
would create certain frameworks, which would be specified in detail at the implementation
stage (a similar principle is based on e.g., the British spatial planning model) [85–87].

In the context of the discussion on the integrated model of development planning,
it is worth pointing to the need for a more coordinated energy policy and spatial policy
integration. It can be reflected in integrated energy plans that consider spatial conditions.
The recommendations contained in the 2030 Territorial Agenda can be a particular inspi-
ration here. The more so as it is addressed to various stakeholders (not only the central
level of individual countries) [88]. The specific conditions and potentials of individual
countries, indicated in the literature review as the basic point of reference for energy policy
issues, perfectly correspond to development policies’ focus on specific places promoted in
the Agenda.

The implementation of the Agenda 2030 guidelines may pose interesting challenges,
also for local spatial policies [89]. Agenda 2030 defines the key directions, but its advantage
is that it leaves a lot of flexibility for specific public authorities. The place-based policy
proposals contained in the Agenda can therefore be applied holistically to the case of Poland
(and its settlement specificity in the context of RES investment opportunities), as well as its
specific areas. The concept of expanding RES investments should also be correlated with
the concept of “Green Europe” included in the Agenda. While discussing public policies, it
is also worth noting in passing that the COVID-19 pandemic is an opportunity to redefine
many aspects of these policies [90]. It also provides a basis for developing new approaches
to public policy tools. Adaptation of spatial policy tools to the indicated postulates is also
fully in line with these trends.

To conclude the discussion, it is still worth noting the problem of locating renewable
and distributed energy systems in the context of the social situation, including energy
exclusion [91]. Other studies show that sparsely populated areas in Poland with dispersed
settlement are also problem areas [92], subject to economic stagnation and depopulation.
Meanwhile, the implementation of renewable energy for single households is most often
associated with serious unit costs at the beginning of the investment. This requires a
particularly skillful development policy at the local level, but also regional and national
support programs in the form of an offer of economic instruments (e.g., subsidies). This is
all the more so as the first studies from Poland indicate a widening of energy poverty due
to the COVID-19 pandemic [34].

6. Conclusions

Answering the research questions posed in the introduction, based on the analyses
performed, it can be indicated that dispersed development in Poland is a factor favourable
for the development of a RES-based distributed generation. Its implementation, especially
with the domination of non-renewable energy sources, is associated with limiting potential
spatial conflicts. It is also confirmed by a relatively smaller number of spatial conflicts
regarding implementing these investments (especially if we refer to wider problems of the
spatial management system). Planning doubts and ambiguities do occur, of course, but
on a much smaller scale. Anyway, the direction of reducing these ambiguities should be a
wider adaptation of local spatial policy tools to the types of renewable energy sources (e.g.,
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wind, solar, water). Consideration should also be given to allow for smaller power plants,
particularly biomass power plants, to be located in residential areas.

The above conclusions confirm the thesis about the high homogeneousness of the Pol-
ish law of spatial development. The diagnosed barriers constitute the basis for confirming
that the legal regulations do not consider the needs related to the differentiation of the
applicable guidelines and their adaptation to the diverse settlement structure. Problems
regarding the classification of micro-installations as public purpose investments and techni-
cal infrastructure devices confirm the thesis that in the Polish spatial management system,
overly detailed, formal and legal perception of individual solutions contributes to artificial
dilemmas, introducing unnecessary barriers and difficulties. Additionally, this formal
and legal approach does not bring the expected results to prevent spatial conflicts. In this
context, key directions for changes can be recommended. First, they should reduce to
covering larger areas (constituting a whole in terms of functionality) with local plans. Such
local plans should consider the guidelines related to integrated development planning, i.e.,
their decisions should be based on broader analyses, considering the context and needs of
energy policy (the more so as it should also be different for individual areas). The direction
limiting the detail of planning regulations (and the related non-substantive dilemmas)
may be at least a partial introduction of flexibility in planning (based on the British spatial
management system). It is also connected with broadening the scope of application of soft
(e.g., informal) tools of spatial policy.

Based on the analyses carried out, the following recommendations can be made for
spatial policies:

- expanding the role of analyses in spatial management—first of all on a local scale (a
postulate both to local authorities and national authorities responsible for the entire
spatial management system);

- wider correlation between the conditions for RES investments and the requirements
of environmental, nature and landscape protection (both to the local authorities and
national authorities);

- Clarification of the scope of local spatial policy tools and the introduction of greater
flexibility at the implementation stage (demand to national authorities);

Include these proposals in the context of discussions on changes in public policy
caused by the COVID-19 pandemic (request to local and national authorities), also in
relation to the problem of energy exclusion.

It should also be emphasised that there is potential for further research. Such studies
should specify which of the DG/RES types would be the most optimal from the point
of view of efficiency and rationality for different areas. As has been shown, the north-
eastern part of Poland is an area with a particularly large share of small villages (less
than 100 inhabitants). In comparison, there are many large villages in the southern part of
the country (more than 1000 inhabitants). This type of analysis should also be included
in the formal and legal framework defining the spatial management system’s principles,
differentiated by territory. Other directions for further research should address:

- comparison of barriers when applying spatial policy tools in different countries;
- ways of solving spatial conflicts when determining the location and implementation

of RES (including distributed renewable energy production) in different countries;
- public participation in RES planning and implementation process. There is no doubt

that dispersed development can be a significant stimulator of distributed renewable
energy production. For this to be possible, it seems of key importance to modify
the current spatial policy tools, first to the extent that will guarantee a wider than
currently differentiation of the conditions for the development of individual areas.

For the reasons mentioned above, it can be concluded that the securing of land for
the energy-related functions by communes is insufficient. The implementation of most
large wind farms in many places is indeed blocked or very difficult. Regarding distributed
energy, within the framework of spatial policy tools, some grounds for further actions and
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facilitation can be found. However, procedural barriers (related to the interpretation of
detailed provisions) are often serious obstacle.

Conclusions from the presented research for Poland are also crucial for other countries
or will undergo energy transformation. The use of distributed renewable energy may prove
particularly useful in peripheral and depopulating regions (the Iberian Peninsula, southern
Italy, Central and Eastern Europe).
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review and editing, M.N., P.Ś. and A.B.; visualization, P.Ś. and N.O.; supervision, M.N.;project
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4. Rezolucja Zgromadzenia Ogólnego A/RES/70/1 z dnia 25 Września 2015 r. (bez Odniesienia do Komitetu Głównego (A/70/L.1)).
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i spójności sieci osadniczej województwa mazowieckiego. Przegląd Geogr. 2019, 91, 61–80. [CrossRef]
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79. Gawlikowska, A.P. Odnawialne źródła energii w planowaniu przestrzennym na przykładzie energetyki wiatrowej. Kwart. Archit.

I Urban. 2013, 58, 131–159.
80. Tomczak, A. Otwarty Krajobraz Kulturowy z Zabytkiem w Tle. Formy Ochrony Przyrody na Przykładach z Ziemi Łódzkiej; Politechnika
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Abstract: Energy sustainability constitutes an important goal for development, as declared at the
global and the European levels. Some conditions decisive for energy performance, as suggested by
the Environmental Kuznets Curve (EKC) hypothesis, may be specified by the sectoral structure of
production, as industries vary in the intensity of energy consumption. Nevertheless, sustainability
is not automatically induced along with economic development and it is important to identify
its determinants. The aim of the study is to empirically verify whether the sectoral structure of
an economy differentiates energy sustainability within 28 European Union member states (the
EU-28). To fulfil the task, a static approach was adopted and such taxonomic methods as the Ward
agglomeration method and linear ordering based on the Hellwig synthetic measure were used. The
hypothesis concerning the essential role of structural features in energy achievements was verified
by a one-way analysis of variance. Our results do not confirm the decisive role of economic structure
in energy performance for the EU-28 states; however, they suggest some complex relationships. The
interference between energy performance and sectoral structure mostly concerned primary and final
energy consumptions and energy poverty, as well as the shares of agriculture, industry, traditional
services and finance in total production. The findings reveal a need for further research into the
potential interlinkages between different dimensions of sustainable development (SD).

Keywords: sustainable development; energy; the SDG 7; sectoral structure of production; Euro-
pean Union

1. Introduction

Sustainable development (SD) is a central issue in the public debate led by scientists,
politicians, activists and many others, since the way in which the development process
occurs has an influence on all spheres of human existence. SD is commonly defined as
in the Brundtland report [1,2] (p. 20) as “development which meets the needs of the
current generations without compromising the ability of future generations to meet their
own needs”. It assumes that human socio-economic needs can be met in harmony with
environmental issues [3] and that society’s productive base per capita does not decline over
time [4].

The importance of achieving SD is perceived at a global level, which is reflected by
numerous political declarations, of which the UN’s “2030 Agenda for Sustainable De-
velopment” [2,5,6] is the most current in expressing the international pursuit of SD. At
the European Union level, SD also comprises a central policy objective. It has been en-
shrined in its treaties since 1997, including its ascending strategies of development and
policy initiatives (such as the “Europe 2020 strategy” (2010) [7], the European Commis-
sion’s Communication “Next steps for a sustainable European future: European action for
sustainability” (2016) [8] and “European Green Deal” (2019) [9]) [2].

SD is usually specified by its three dimensions: economic, social and environmental,
with a strong interdependence [10,11] and, thus, the 2030 Agenda presents a complex and
holistic attitude, one which has been adopted at the EU level as well. This is expressed
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by the 17 Sustainable Development Goals (SDGs), with progress towards them being
regularly monitored to maintain balance between the social, economic, environmental
and, additionally, institutional dimensions of sustainability. All the spheres are internally
complex, which results in difficulties in both their description and assessment as well as the
possible trade-offs or synergies between the SD dimensions, together making the issue even
more complicated. Some efforts to identify the interlinkages between the SDGs have been
already taken by researchers and institutions (e.g., European Commission’s Joint Research
Centre (JRC) [12], International Council for Science [13] and Interlinkages Working Group
of the IAEG-SDGs [14]) [2]. Nevertheless, there is still a need to investigate the potential
interlinkages between different aspects of the process of development and not just limited
to those specified in the SDGs.

This study forms part of wide-ranging research into the relationships between dif-
ferent aspects of SD; however, it considers the relatively neglected issue of the structural
foundation of the achievements in terms of the sectoral/branch-level distribution of pro-
duction, which is beyond the SDGs’ scope. The economic structure is understood here as
proportions between contribution of each sector into total production and is expressed by
sectoral shares in gross value added (GVA). This paper focuses on the importance of the
structural features of economic production for the energy goals of SD as an issue appealing
to the modern actions declared by the EU.

The SDG 7 pays special attention to energy use and production as an essential aspect
of the environmental dimension of SD, especially considering climate change. The goal
is specified as “Ensure access to affordable, reliable, sustainable and modern energy for
all” and efforts towards achieving it cover improving energy efficiency and productivity,
reducing energy consumption (in all economic sectors and households), increasing the
share of renewable energy production, ensuring the security of energy supply and limiting
energy poverty [2]. In the EU context the achievements are monitored based on the EU
SDG indicator set prepared by Eurostat [15]. As reflected in the Europe 2030 climate and
energy framework, the EU aimed to improve energy efficiency by 20% by 2020 [5] and
by at least 32.5% by 2030 according to the revised Energy Efficiency Directive [16]. In
the Europe 2020 Strategy [5], the target for the share of renewable energy sources in final
energy consumption was 20% by 2020 and at least 32% by 2030, according to the revised
Renewable Energy Directive [17]. The Energy Union Package [18] set the goal of the EU
becoming a world leader in renewable energy sources [2]. The energy results appear to
differ between EU member states and, thus, identifying the sources of such differences is
an important task from the theoretical and application points of view. This study examines
the issue in reference to the structural characteristics of production.

The theoretical background for setting the structural features as a determinant of
energy usage and production is derived from the widely discussed environmental Kuznets
curve (EKC) [19–31]. Although it is still not plausible whether a broad relationship exists
between economic development and environmental quality, as the EKC suggests [24] and
while many scientists perceive the EKC as a statistical artefact [26] or consider it to offer
little if any empirical support for its existence [28], then the concept remains of vivid
interest. Generally, it suggests that with increasing income per capita the indicators of
environmental degradation first rise and then fall [19]. The main explanation for this lies
in structural changes “from a clean agrarian economy to a polluting industrial economy
and then to a clean service economy” [22,29]. The logic behind the EKC is that if there
were no change in the structure or technology of the economy, then pure growth on
the scale of the economy would result in a proportional growth in pollution and other
environmental impacts [23]. This relates to the fact that each industry is specified by a
different environmental effect in terms of pollution emission, energy intensity and input
mix. At higher levels of development, such as those that apply to the EU member states,
structural change towards information-intensive industries and services is expected to
result in a gradual decline in environmental degradation [19,30]. Verification of the thesis
tends to be ambiguous. Some researchers claim that although structural changes (on the
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input and output sides) may be important in some countries at certain times for modifying
the “gross scale effect”, their average contribution seems less important quantitatively than
“time-related effects” [19]. For developed countries in particular, structural change is often
less important than technological innovation across sectors [22]. Despite the controversies
about the role of structural patterns for environmental quality in advanced economies, it is
still an important task to empirically verify their validity for EU countries.

Moreover, EKC studies are based on different proxies of environmental quality. One
of the most general attitudes aimed at capturing all environmental impacts is to estimate
the EKCs for total energy use [19,23]. The results usually indicate a monotonic increase in
energy usage along with income per capita, although this does not preclude an inverted
U-shaped curve [19,20,27,31]. Some results [21] suggest long-term relationships between
economic growth, energy consumption and energy pollutants and, hence, confirm the EKC
hypothesis with energy consumption as a major contributor to energy pollution. Moreover,
researchers [22] suggest that the high share of manufacturing in total GDP is associated
with higher levels of energy consumption and, thus, a structural shift may induce the
occurrence of the energy Kuznets curve.

Independently of the EKC hypothesis itself, it is worth stressing that energy goals are
strictly connected with the condition of the natural environment as well as other dimensions
of human existence and if achieving them is sectoral specific, then it is important to specify
the existence of such relationships.

Thus, the aim of the study is to identify interferences between the sectoral structure
of production and the state of energy usage and production in the context of the SDG 7
in the EU-28 states. The paper verifies an initial general hypothesis that sectoral features
differentiate the energy achievements, that is the countries that differ concerning sectoral
proportions in gross value added (GVA) differ also by their energy performance. It is
tested adopting a static approach, basing on comparisons between national economies in
2018. The approach cannot directly prove any causality; however, it may indicate whether
sectoral pattern of production is a factor interfering with differences in energy performance
or not.

The aim covers:

• comparing energy usage and production across EU countries and specifying the
leaders and the laggers. A detailed hypothesis verified at the research stage assumes
higher energy achievements in more affluent countries, in accordance with the EKC
for advanced economies.

• distinguishing groups of EU countries expressing variety of structural patterns for
production. A detailed hypothesis assumes that the groups differ in relation to their
levels of economic development expressed as GDP per capita and the higher the GDP
per capita, the higher the share of knowledge-based services and the lower the share
of agriculture, in accordance with sectoral development theory.

• identifying the differentiating potential of sectoral features for energy achievements
across the dimensions of energy achievements and specific industries. More detailed
hypotheses assume that relationships appear at least between the final and primary
energy consumptions, energy productivity and greenhouse gas emissions as well as
economic structure and that the more industrialized an economy becomes, the more
severe the energy problems they encounter.

Our findings indicate no clear relationships between general energy achievements
and structural features; however, some unexpected interlinkages can be identified. The
results concerning the energy performance of EU countries offer some support for an
increase in energy tensions along with production level and, thus, do not confirm the
EKC positive assumption of declining environmental pressure in more affluent economies.
Moreover, while structural patterns in production differ according to GDP per capita,
revealing a typical shift from agriculture and industry towards knowledge-based services,
their relations with energy achievements are not so obvious. The interference refers to
primary and final energy consumptions, which may be a direct relation induced by different
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patterns of energy use in different industries, as well as to energy poverty, which in turn
reflects indirect linkages occurring through average income level. Another finding is that
the explanatory role of energy achievements is not clearly fulfilled by the “polluting”
industrial sector of the economy, which unexpectedly appears to be linked positively to
aggregated energy sustainability while does not reveal relations with detailed indices of
energy performance. Of importance are the structural features of economies, such as the
shares of agriculture, traditional services and finance in total production. What is especially
important, is that the relation seems not to result from technological specificity or the
energy needs of these sectors but rather expresses sectoral linkages with GDP per capita.
Some trade-offs concerning sectoral influence on different energy goals seem to be a cause
for the lack of a general relation between aggregated energy achievements and production
structure. This ambiguity does not reject the research hypothesis; rather, it suggests a
need to research the possible interlinkages between different dimensions of SD at a more
disaggregated level, with more attention placed on possible trade-offs and synergies.

2. Materials and Methods

The study deals with two important aspects of development: the structural features
of an economy and the characteristics of energy usage and production. It compares 28
European Union member states in year 2018, considering the possible relations between
the two dimensions of development. To provide a longer horizon for the relationships, the
main results were supported by comparisons for 2010.

The structural features of an economy are defined as proportions of sectoral contribu-
tion into total activity and specified in terms of the classification sections under Statistical
Classification of Economic Activities in the European Community, Rev. 2 (NACE Rev. 2).
Data in this field are arranged according to Eurostat grouping, with a breakdown of 10
industries:

• Agriculture, forestry and fishing (A);
• Industry (except construction) (BCDE);
• Construction (F);
• Wholesale and retail trade, transport, accommodation and food service activities

(GHI);
• Information and communication (J);
• Financial and insurance activities (K);
• Real estate activities (L);
• Professional, scientific and technical activities; administrative and support service

activities (MN);
• Public administration, defence, education, human health and social work activities

(OPQ);
• Arts, entertainment and recreation; other service activities; activities of household and

extra-territorial organizations and bodies (RSTU).

Economic activity is expressed by gross value added (GVA) in millions of euro, at
current prices. The most current data were used, from the year 2018 and supplemented by
data for 2010. The share of each section group in the total economic activity (totaling 100%)
was calculated to enable comparability between the different scales of the economies. All
data were extracted from the Eurostat database [32].

The energy usage characteristics were described in line with the European Union
Sustainable Development Goals (EU SDGs). Goal 7: “Ensure access to affordable, reliable,
sustainable and modern energy for all” (SDG 7) was monitored by a set of 6 indices (with
one of them being presented in more detail as 2 separate indicators) and 1 multi-purpose
indicator. For the purpose of the study, they were derived from the EU SDG indicator set
prepared by Eurostat:

• Primary energy consumption [SDG_07_10]—tonnes of oil equivalent (TOE) per capita [33];
• Final energy consumption [SDG_07_11]—tonnes of oil equivalent (TOE) per capita [34];
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• Final energy consumption in households per capita [SDG_07_20]—kilogram of oil
equivalent (KGOE) [35];

• Energy productivity [SDG_07_30]—PPS per kilogram of oil equivalent (KGOE) [36];
• Share of renewable energy in gross final energy consumption by sector [SDG_07_40]—

percentage [37];
• Energy import dependency by products [SDG_07_50]—percentage [38];
• Population unable to keep home adequately warm by poverty status [SDG_07_60]—

percentage [39];
• Greenhouse gas emissions (source: EEA) [SDG_13_10]—tonnes per capita [40] (origi-

nal indicator Greenhouse gas emissions intensity of energy consumption [SDG_13_20]—
available only as index, 2000 = 100 was replaced to ensure comparability across the
countries).

All data on the SDG 7 described the achievements from the year 2018 by the EU
countries towards affordable and clean energy, concerning consumption, supply and
accessibility, as targeted in the UN’s “2030 Agenda for Sustainable Development”. However,
they were also supplemented by indicators for 2010 year, as the initial for the “Europe 2020
strategy”.

Moreover, data on final energy consumption by sectors: industry, transport, commer-
cial and public services and households (thousand tonnes of oil equivalent (TOE)) in 2018,
extracted from Eurostat database [41], were used to give a more general view on energy
usage patterns across the economies. As, in the database, agriculture is not distinguished
as a separate sector, its share in total energy consumption was computed as residual. It
may lead to some inaccuracy of estimation; however, allows to draw a general view of a
contribution of each sector into energy consumption.

The study was based on the preliminary assumption that development is a multi-
dimensional process and all its dimensions are mutually related. Structural features of
economic activity in terms of industry breakdowns may be decisive for patterns of energy
usage and production. Thus, the economic structure of production may influence the
progress of a country towards its energy targets for sustainable development (SD). The aim
of the paper was to identify empirically the occurrence of such relations.

We verified the hypothesis that the structural patterns of economies describe their
progress towards SDG 7. To fulfil this task, we adopted a static approach and followed
three steps:

1. Identify the achievements of the EU-28 states towards the SDG 7 using a synthetic
measure of development.

2. Identify structural patterns in the economic activity of EU states by grouping the
economies according to their branch structure of gross value added.

3. Verify differences in energy usage and production between the specified groups of
economies.

For the first stage of our research taxonomic linear ordering methods, which are
used to rank objects (e.g., countries) described by multidimensional characteristics, were
adopted. In linear ordering empirically observed diagnostic variables are a base to calculate
a synthetic indicator. The synthetic indicator may be specified adopting approach with
a target model or without it. The Hellwig concept [42], which was a base for the study,
assumes the former solution. In these group of ordering methods, the objects (countries)
may be ranked by calculating a distance to the target. In the study, the synthetic indicator
was calculated to measure development towards the SDG 7 by each of the EU-28 states. All
8 indicators of the SDG 7 were taken into account, of which 2 were specified as stimulants
(SDG_07_30 and SDG_07_40) and 6 as destimulants (SDG_07_10, SDG_07_11, SDG_07_20,
SDG_07_50, SDG_07_60, SDG_13_10). According to the method:

• values of the indicators were standardized (using the average value and standard
deviation);
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• the target model was specified with maximum values of the stimulants and minimum
values of the destimulants (as well as the anti-model with minimum values of the
stimulants and maximum values of the destimulants);

• distances between the objects (countries) and the target model were calculated using
the Euclidean distance formula, which is a geometric mean of variables in multi-
dimensional space;

• the synthetic indicator was calculated based on the formula:

SMi = 1 − di
d0

(1)

where di—Euclidean distance between object i (country) and the target model; d0—Euclidean
distance between the target model and the anti-model. It is a slight modification of the
Hellwig method, however, allows to avoid negative signs of the SM.

The synthetic measure SMi adopted values in the range [0;1]. The value 0 described
the anti-model and the value 1 the target model and for each object the higher the value,
the better results achieved.

Finally, a ranking of the EU-28 states concerning their energy performance (SM)
was specified. To compare the results in time, similar SM was calculated for 2010 and
Spearman’s rank correlation coefficient allowed to check similarity of the rankings.

During the second stage, clustering of the EU economies according to their sectoral
structures of production in 2018 was based on the Ward agglomeration method [43]. The
Ward method assumes adopting a minimum variance criterion that minimizes the total
within-cluster variance. It is perceived as one of the most effective classical methods of
agglomeration, by leading to clustering with an equalized although not numerous quantity
of objects [44,45]. For clustering we used Euclidean distance as a “natural” measure of
distance between the objects. The variables were not standardized because we took into
account the share of each industry in the total value added. Statistica software was used
for the calculations.

During the third stage, the analysis of variance (ANOVA) was used to verify whether
differences concerning energy usage and production among groups of economies were
essential. The single-factor ANOVA F-test allowed a p-value to be specified and compared
with an assumed value α = 0.05 to verify any statistically significant differences between
the groups concerning their energy performance.

The clusters were also tested for differentiation by a general level of economic de-
velopment, measured by GDP per capita (GDP at market prices, current prices, euro). In
this case Eurostat data for 2018 [46] were used. The relations between GDP per capita,
structural features and energy usage shed some light on the character of the causality. GDP
per capita for 2010 [46] were also used in the study to check stability of the results in time.

The study also tracked in detail the potential relations between sectoral features
and the energy characteristics of the economies. It attempted to identify those sectors
with any connection to energy achievements. To fulfil the task, the Pearson’s correlation
coefficient was adopted and tested at the α = 0.05 level to examine whether the relations
were statistically significant.

3. Results

The results are divided into sections to aid verification of the main hypothesis con-
cerning the explanatory role of structural features of production in terms of energy use and
production in the EU-28 states.

The preliminary assumption is supported by general data related to energy consump-
tion in different sectors (see Figure 1).

For the EU-28 more than 30% of the energy was used by transport, ranging from
17% in Finland to 56% in Luxembourg. This sector was, thus, of most importance for
achieving the energy targets. Households were responsible for nearly 27% of energy
consumption, with the highest share in Croatia (34%) and the lowest in Luxembourg
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(13%), indicating essential differences in lifestyle, as well as the scale of complementing—
productive activities between the countries. Industry was responsible for nearly 25% of
the energy usage, with the lowest amounts used in Malta (11%) and the highest in Finland
(44%). The 10 percentage points lower share in energy consumption (about 14%) occurred
with commercial and public services, at about 8% for Romania and 24% for Malta. This
suggests that the development of a service economy typical for the most advanced stage
of development should reduce energy usage and, thus, enable the fulfilling of the SDG
7. The lowest share (just above 3%) characterized agriculture, ranging from 9% in the
Netherlands to merely 0.6% in Luxembourg. Agriculture also had the highest variation
across the EU-28 states (coefficient of variation CV = 53%). Comparing shares of agriculture
in energy consumption and GVA indicates that the sector is relatively energy intensive and
may negatively influence the SDG 7; however, the feature may be very diversified.

 

Figure 1. Share of sectors in final energy consumption (%) in the EU-28 states in 2018. Source: Own
calculation based on [41]. * share of agriculture is computed as residual.

3.1. Achievements towards the SDG 7 in the European Union Member States

The first stage assumed a diagnosis of the achievements by the EU-28 states of the
energy goals. A ranking of the countries in 2018 based on a synthetic measure (SM) is
presented in Figure 2a. It may be compared to a ranking in 2010 (Figure 2b), as in the initial
period for the “Europe 2020 strategy”.

Our results revealed that the most advanced in economic development and affluent
economies were not the leaders in fulfilling the energy goal. Romania, which had one of the
lowest GDP rates per capita, achieved the highest score, while Luxembourg, the wealthiest
state, achieved the lowest score. The position of Romania was derived from its lowest
levels of primary and final energy consumption, supported by high ranks (three) in energy
productivity, import dependency and greenhouse gas emissions. A relatively low produc-
tion may be a reason for such results. As its economy is still catching up, it is expected that
it will increase its low energy consumption and greenhouse gas emissions and, thus, its
position. An important challenge for Romania is to take advantage of the newest, more
environmentally friendly technologies in the course of economic development. The score
of Luxembourg also resulted from primary and final energy consumption and greenhouse
gas emissions, the highest across the EU-28 states. Moreover, Luxembourg also performed
relatively poorly concerning energy consumption in households, import dependency and
renewable energy (27th or 26th place). In addition, in this case, a high production level
may be responsible for such unfavorable energy performance. Relatively poor scores were
also achieved by other affluent economies, such as Finland, Belgium and the Netherlands.
Moreover, Latvia and Croatia (both with relatively low GDPs per capita) were among
the five best performing states in terms of the SDG 7. The correlation coefficient between
GDP per capita and SM value was negative and statistically significant (−0.50) (calculation
based on [33–40,46]), demonstrating that the richer countries tended not to reduce their
negative influence on the environment in the energy sphere. Some countries broke this
rule, such as Denmark and the UK (and to some extent also Austria and Sweden), proving
that reducing energy usage was possible even with high production and that their energy
solutions could be considered as potential benchmarks. The observation was that the level
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of production was an important although not decisive factor of energy usage, leading us to
consider the structure of production as a potential explanatory factor.

  
(a) (b) 

Figure 2. Synthetic measure of development towards the SDG 7 for the EU-28 states in 2018 (a) and in 2010 (b). Source:
Own calculation based on [33–40].

Moreover, it appeared that the ranking of the EU-28 states is relatively stable concern-
ing the period between 2010 and 2018. At the beginning of the initiative “Europe 2020” it
revealed a similar pattern of higher energy achievements in less-developed economies and
less environmentally friendly performance in the most affluent countries (with correlation
coefficient −0.63). Although the values of SM in 2010 and 2018 are not directly comparable
because of construction of the measure, the rank correlation was high (0.87), confirming
similarity of results in energy usage and production. It also indicates that changes towards
the SDG 7 are a challenging and longstanding task.

3.2. Structural Patterns of Economic Development in the European Union Member States

The sectoral structure of gross value added formed a basis to group the EU-28 states
into clusters sharing similar industrial patterns in terms of economic development. The
results of the cluster analysis are presented in Figure 3.
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Figure 3. Clustering results—dendrogram (Ward method, Euclidean distance) for the EU-28 states concerning their sectoral
structure of gross value added in 2018. Source: Own calculation based on [32].

We decided to stop the clustering at a distance 0.4 and, thus, grouped the EU countries
into three clusters. Cluster 1 had 10 economies, Cluster 2 had 11 and Cluster 3 had 7. Their
structural features are presented in Table 1.

Table 1. Sectoral features of the groups of EU countries.

Share of NACE
Section(s) in

GVA (%)

Group 1 Group 2 Group 3

Belgium, Denmark, France,
Cyprus, Luxembourg, Malta,

Netherlands, Finland, Sweden,
United Kingdom

Bulgaria, Estonia, Greece, Spain,
Croatia, Italy, Latvia, Lithuania,

Austria, Poland, Portugal

Czechia, Germany, Ireland,
Hungary, Romania, Slovenia,

Slovakia

Avg. (%) CV (%) Avg. (%) CV (%) Avg. (%) CV (%)

A 1.4 57 3.0 32 2.6 58
BCDE 14.1 32 19.4 17 27.6 16

F 5.8 17 5.4 33 5.4 29
GHI 19.0 16 24.6 12 17.8 18

J 6.0 19 4.5 27 6.1 49
K 8.0 83 4.6 26 3.9 27
L 9.8 26 10.7 30 8.8 17

MN 12.8 21 8.1 18 9.8 16
OPQ 19.7 11 16.6 12 15.2 16
RSTU 3.5 59 3.1 27 2.8 31

GDP pc (euro) 44,660 47 20,004 49 27,226 74

Avg.—Average/Arithmetic mean. CV—Coefficient of variation. Source: Own calculation based on [32,46].
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Cluster 1 consisted of the most advanced economies, as reflected by their average GDP
per capita. Their structural characteristics were also the most advanced as the average share
of agriculture (A) as well as industry (BCDE) was the lowest. Their stage of development
reflected the introduction of a service knowledge-based economy. This was specified, in
particular, by the highest share of professional services (MN). Moreover, the economies
were characterized by the strongest financial sector (K) and the essential role of welfare
services (OPQ). The last feature might indicate an essential role of the state in the economies.

Cluster 2 was the most numerous one and simultaneously the least developed in
terms of general economic results, expressed in GDP per capita. The structural features
revealed the highest share of agriculture. Service sector development was at the initial
stage as the cluster was specified by the highest share of traditional services (GHI) and the
lowest was the role of ICT activities (J), as well as professional services (MN). The cluster
was also characterized by the highest importance of real estate activities (L), which might
reflect dynamic changes occurring within the economies.

Cluster 3 was the least numerous and its decisive feature was strong industrializa-
tion (BCDE). Moreover, industrial sector development was supported by more modern
solutions, expressed by the highest share of the ICT sector (J). However, most of service
activities were characterized by the lowest share among the clusters, which concerned both
traditional ones (GHI) as well as financial (K) and welfare services (OPQ).

Generally, the clustering results confirmed a universal pattern in structural devel-
opment along with growing GDP per capita. The least affluent countries were the most
agrarian, then industrialization led to an increase in the level of production and, finally, the
richest countries were characterized by knowledge-based service economies.

3.3. Achievements towards the SDG 7 and the Structural Patterns of Economic Development

Our initial hypothesis assumed that energy usage and production were influenced
by the industrial structure of an economy. To verify this statement, we adopted a static
approach and checked differences in each of the SDG 7 indicators between each of the
three clusters of the EU-28 states. The comparisons across clusters cannot directly prove
any causality; however, they may generally suggest whether sectoral pattern of production
is a factor interfering with differences in energy performance or not. The general energy
characteristics and the results of the test for validity of between-group differences are
presented in Table 2.

Table 2. SDG 7 indicators in the 3 clusters of EU-28 states in 2018.

SDG 7
Indicator

Group 1 Group 2 Group 3

Analysis of
Variance:
p-Value

Belgium, Denmark, France,
Cyprus, Luxembourg, Malta,

Netherlands, Finland,
Sweden, United Kingdom

Bulgaria, Estonia, Greece,
Spain, Croatia, Italy, Latvia,
Lithuania, Austria, Poland,

Portugal

Czechia, Germany, Ireland,
Hungary, Romania, Slovenia,

Slovakia

Avg. (%) CV (%) Avg. (%) CV (%) Avg. (%) CV (%)

SDG_07_10 3.97 42 2.69 29 2.94 24 0.0491 *
SDG_07_11 3.14 53 1.95 25 2.15 23 0.0455 *
SDG_07_20 639.10 37 500.55 32 541.00 22 0.2327
SDG_07_30 8.16 31 8.46 21 9.87 42 0.4437
SDG_07_40 20.65 81 24.74 34 15.99 30 0.3149
SDG_07_50 60.72 48 55.76 42 52.15 31 0.7635
SDG_07_60 5.64 107 13.74 78 4.80 51 0.0329 *
SDG_13_10 9.89 44 8.57 31 9.31 30 0.6745

SM 0.434 32 0.521 10 0.528 13 0.0834
GDP pc (euro) 44,660 47 20,004 49 27,226 74 0.0096 *

Avg.—Average/Arithmetic mean. CV—Coefficient of variation. SM—synthetic measure of development towards the SDG 7. * statistically
significant at 0.05. Source: Own calculation based on [32–40,46].
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Cluster 1 appeared to encounter the highest level of energy usage, concerning primary
and final consumptions and consumption in households, as well as the highest greenhouse
gas emissions. Moreover, it also had the lowest energy productivity, indicating that the
countries were not taking advantage of the economies of scale in production and an increase
in production led to growing energy usage. The cluster also faced the severe problem of
energy import dependency, which may be induced by continuously growing demand for
energy. Generally, it seemed that the most economically developed cluster was still far
from energy neutrality, stemming from the fact that a high level of production required
high energy usage.

In contrary, Cluster 2 was characterized by the lowest primary and final energy
consumptions, consumption in households and greenhouse gas emission. The profile of
energy consumption was also favorable as the share of renewable energy was the highest
in the group. However, the cluster was coping with the severe problem of energy poverty,
which was related to the more general issue of material poverty specified by low incomes.

Cluster 3 could be distinguished as having the most favorable indicators of energy
dependency as well as energy poverty. Moreover, its energy productivity was the highest
among the clusters. Nevertheless, its structure of energy consumption was specified by the
lowest share of renewable sources and this feature might be attributed to a very traditional
industrial structure of production.

Despite the above distinguishing features of each cluster, an analysis of variance
confirmed essential differences between the groups only in the case of primary energy
consumption, final energy consumption and energy poverty. It appeared that for most
of the SDG 7 indicators the in-cluster differences were too significant to unambiguously
attribute an energy specificity to the clusters. However, the clusters differed significantly
concerning their economic results in terms of GDP per capita. Hence, some traditional
patterns in development might be indicated, as the poorest economies were still using
less energy than the wealthier ones and, thus, the former might be more environmentally
friendly. This indicates that within the EU the pattern of development still seemed to reflect
the initial part of the EKC and there remained much to do towards the SDG 7 concerning
all European societies.

An in-depth analysis of the relations between the structural features of economic
production and energy characteristics aimed to identify the specific kinds of activity that
correlated with energy usage and production. The correlation matrix is presented in
Table 3.

Table 3. Correlation matrix between structural features of economy and the SDG 7’s indicators for the EU-28 states, 2018.

SDG 7
Indicator

Share of NACE Section(s) in GVA

A BCDE F GHI J K L MN OPQ RSTU

SDG_07_10 −0.48 * −0.17 0.31 −0.48 * 0.23 0.55 * −0.09 0.23 0.24 −0.42 *
SDG_07_11 −0.49 * −0.25 0.24 −0.45 * 0.21 0.71 * −0.15 0.25 0.18 −0.37
SDG_07_20 −0.33 0.08 0.39 * −0.43 * 0.12 0.15 0.00 0.08 0.25 −0.48 *
SDG_07_30 −0.20 0.31 −0.30 −0.30 0.39 * 0.14 −0.03 −0.06 −0.30 −0.24
SDG_07_40 0.23 0.04 0.32 0.12 −0.07 −0.33 0.23 −0.38 * 0.24 −0.10
SDG_07_50 −0.27 −0.36 −0.35 0.10 −0.08 0.42 * −0.09 0.31 0.02 0.30
SDG_07_60 0.46 * −0.16 −0.35 0.64 * −0.17 −0.07 0.24 −0.47 * −0.16 0.05
SDG_13_10 −0.45 * −0.03 0.01 −0.28 0.31 0.65 * −0.25 0.08 −0.16 −0.47 *

SM 0.41 * 0.38 * −0.03 0.20 −0.17 −0.69 * 0.21 −0.32 −0.08 0.09
GDP pc (euro) −0.74 * −0.19 −0.06 −0.61 * 0.44 * 0.69 * −0.17 0.46 * 0.18 −0.24

SM—synthetic measure of development towards the SDG 7. * statistically significant at 0.05. Source: Own calculation based on [32–40,46].

There were several types of economic activity that correlated significantly with some
detailed indicators of energy usage and production: agriculture (A), traditional services
(GHI), financial activities (K), with four indices; other services (RSTU), with three indices;
professional business services (MN), with two indices; and construction (F) and ICT
activities (J), with one indicator. Unexpectedly, there was no confirmed relation between

251



Energies 2021, 14, 2229

any individual energy goal and the role of industry in the economy. Nevertheless, industry
did correlate with the aggregated energy achievements (SM), which drew attention to the
mutual interlinkages between energy goals.

Some of the identified correlations took an unexpected sign, inconsistent with the
EKC assumptions of “polluting” industry and “clean” services. We examined the details to
consider which were the most essential.

For agriculture, we observed that when the role of the agricultural sector was high,
both primary and final energy consumptions, as well as greenhouse gas emissions were
limited, indicating that agriculture was not responsible for most energy pressures. How-
ever, a high share of agriculture in an economy appeared together with energy poverty,
stressing the rural character of many social problems. Deagrarization is a trend universal
for economic development, as was confirmed by the correlation with GDP per capita. Si-
multaneously, the process of development encompasses greater energy use for production
purposes and, thus, the relation with agriculture might be an indirect one. As poverty,
including in the energy dimension, is induced by low income, then development and
deagrarization might alleviate it. Thus, some trade-offs existed concerning the influence of
agricultural production on the energy goals (limiting energy usage and greenhouse gas
emissions but inducing energy poverty).

Similar considerations might be true for traditional services (trade, transport, accom-
modation and food service activities), where the role grew at the initial stage of service
economy development, usually as supporting activities for industrial production. In more
advanced economies, their share in economic production tends to decrease, probably caus-
ing the negative correlation with energy consumption (primary, final and in households),
and this intermediary nature of the relation was responsible for the lack of support for
the EKC thesis. Moreover, as the sector usually employs less qualified people, jobs in
traditional services are typically low-paid and low-secure, inducing poverty problems.

The opposite relations may be described for financial activities (K). Their development
is often perceived as a sign of economic advancement and characterizes the most affluent
economies. It goes in line with high energy consumption (primary and final), greenhouse
gas emissions and energy dependency. The relations are not of a causative nature but are
an indirect one.

Generally, the synthetic measure of energy performance SM revealed some interlink-
ages with traditional kinds of activities, namely agriculture and industry, as well as with
financial activity perceived as a sign of structural advancement. In the first case, the positive
correlation coefficient indicated that the economies with high shares of traditional activities
were also those with more environmentally friendly patterns of energy production and
usage. In the second case, the coefficient was negative, indicating more severe energy
tensions in economies with a high share of financial GVA. The observations suggested an
indirect nature for the relationships between economic structure and energy performance,
expressing the directions of structural change within the process of economic development.

In summary, the relations of the structural features to energy usage and production
were mainly of an indirect nature, reflecting a connection with the general level of economic
development. The connection could be observed for the SDG 7 indicators: primary energy
consumption (four significant correlation coefficients), final energy consumption (three),
energy consumption in households (three), energy poverty (three) and greenhouse gas
emission (three). Three out of the five energy indicators distinguished the specified clusters
of the EU-28 states. Unexpectedly, only one correlation coefficient detailed a relation
concerning energy productivity: those having an ICT industry and which supported the
EKC thesis about the positive influence of the information sector on the environment.

Moreover, the results appeared to be similar concerning 2010. As shown in Table 4,
SM for 2010 was also positively correlated with a share of agriculture and industry in GVA,
while it negatively correlated with financial activities. It confirms stability of potential
relationships between sectoral structure of production and energy performance.
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Table 4. Correlation matrix between structural features of economy and the SDG 7’s indicators for the EU-28 states, 2010.

SDG 7 Indicator
Share of NACE Section(s) in GVA

A BCDE F GHI J K L MN OPQ RSTU

SDG_07_10 −0.55 * −0.28 −0.13 −0.38 * 0.33 0.59 * −0.10 0.43 * 0.19 −0.26
SDG_07_11 −0.53 * −0.34 −0.17 −0.31 0.30 0.70 * −0.14 0.36 0.14 −0.27
SDG_07_20 −0.39 * 0.05 −0.34 −0.34 0.34 0.20 −0.12 0.44 * 0.25 −0.47 *
SDG_07_30 −0.21 −0.14 −0.21 −0.06 0.05 0.14 0.21 −0.07 0.23 −0.07
SDG_07_40 0.37 0.32 0.09 0.09 −0.05 −0.44 * 0.06 −0.29 0.04 −0.23
SDG_07_50 −0.29 −0.43 * −0.11 0.21 −0.03 0.36 −0.03 0.09 −0.01 0.35
SDG_07_60 0.52 * −0.06 0.23 0.33 −0.24 −0.04 0.17 −0.50* −0.28 0.00
SDG_13_10 −0.50 * −0.33 −0.18 −0.25 0.27 0.74 * −0.15 0.25 0.04 −0.25

SM 0.47 * 0.45 * 0.18 0.19 −0.31 −0.77 * 0.17 −0.30 0.01 0.01

SM—synthetic measure of development towards the SDG 7. * statistically significant at 0.05. Source: Own calculation based on [32–40,46].

4. Discussion

The general results of the study do not confirm the hypothesis related to the explana-
tory role of the sectoral structure of production in terms of the energy characteristics of the
EU-28 states in the context of the SDG 7. Nevertheless, the results are rather ambiguous as
there are some signs of possible relations in line with economic structure to energy produc-
tion and usage. First, by easing the statistical restriction and setting a significance level at
α = 0.1, the analysis of variance confirmed the differences between the clusters of EU-28
states concerning their synthetic measure of achievements towards the SDG 7. Moreover,
even at significance level α = 0.05, the differentiation is essential for some indicators of the
SDG 7, namely final and primary energy consumptions and energy poverty. Finally, iden-
tification was possible for some essential correlations between the energy indicators and
the sectoral characteristics, especially those concerning the share of agriculture, industry,
traditional services and financial activities in GVA. All these findings suggest a need to
extend the search for interlinkages between structural features and energy achievements.

Other interesting results concern the role of industry in energy performance. Detailed
correlations with individual energy goals appeared to be not significant, while aggregated
energy achievements correlated positively with the share of industry in the GVA. The find-
ing stresses the importance of mutual interlinkages: synergies and trade-offs between
detailed energy goals. This suggests a need for further research into specifying such
interlinkages. Generally, the industrial activities did not appear to be causing the most
severe environmental tensions in the EU, suggesting that new energy technologies are not
sectoral specific.

The study adopts an aggregated approach to both energy goals as well as the structure
of an economy. A synthetic measure of energy achievements was used to simultaneously
take into account the different problems related to energy consumption, supply and acces-
sibility. However, this may be misleading, as there are some trade-offs and unintended
consequences between the individual energy goals of SD, such as between energy consump-
tion in households and energy poverty. Nevertheless, it creates the opportunity to capture
the general specificity of the economy and to compare achievements between the countries.
Ranking of the EU-28 states based on their energy achievements is an important outcome
of our study and indicates the generally more environmentally friendly characteristics of
less affluent economies. A similar ranking was achieved by Kiselakova et al. [47]. This
observation supports some theses about the monotonic growth of energy pressures on the
environment within the process of economic development [23]. Once again, the relation
identified in our study was not strong (correlation between the GDP per capita and the
SM value was −0.5) and, thus, it is not able to reject the EKC hypothesis. Moreover, the
causal functional relation was not intended to be tested in the study and the correlation
coefficient used here merely signaled the possibility of unidentified mutual interlinkages.

Numerous studies on the existence of the EKC curve still do not achieve a common
conclusion, even though sophisticated techniques have often been used with different
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indicators adopted to specify environmental tensions [19–31]. Some of them focused on
energy consumption as a general factor of environmental pressure and tested the EKCs
for total energy use, seen as a proxy indicator for all environmental impacts [23]. Shahbaz
et al. [21] confirmed the existence of long-term relationship between economic growth and
energy intensity; in addition, in another study [27], the relationship between economic
growth, energy consumption and energy pollutants indicated energy consumption as a
major contributor to energy pollution. Acaravci and Ozturk [27,48] examined the causal
relationship between carbon dioxide emissions, energy consumption and economic growth
for some European countries, confirming it only in a few cases. Unidirectional causality
between financial development and CO2 emissions was identified by Chang et al. [49]
and related to industrial structure. Similarly, the inclusion of sectoral features identified
energy consumption as an important factor for manufacturing GDP [21,50] and generally,
as Dinda [22] claims, a high share of manufacturing in total GDP is associated with higher
levels of energy consumption. On the contrary, Jober and Karanfil [21,51] report that
there is no causality between energy consumption and economic growth at the aggregate
level and at the sectoral industry level. In addition, Luzzati and Orsini [27,31] do not
support an energy-EKC hypothesis after studying the relationship between absolute energy
consumption and GDP per capita. A number of studies adopted a dynamic approach
and tested causality between the variables. In contrast, this study takes a static approach
and attempts to identify whether any interference between sectoral structure and energy
performance measured at an aggregated level exists. This is checked by testing differences
in the SDG 7 indices between clusters of countries specified by structural patterns of
production.

In this vein, our findings suggest that there exists a relationship between the structure
of production and the final and primary energy consumptions; however, the relationship is
mainly induced by interlinkages with agricultural production, traditional services (with
a positive environmental impact) and financial services (with a negative impact). As
agricultural production is usually connected with “a clean economy”, the assumption is
confirmed by its positive correlation with general energy performance. It is specified not
only by low energy consumption and greenhouse gas emissions, as detailed relations in
our research suggest, but also, as other researchers point out [52], agriculture is expected
to supply an economy with most of the energy renewable resources, thus fulfilling the
climate and energy goals. The unexpected signs of the correlation coefficients in the case of
traditional services and financial services indicate that the relation is not a direct one (as
there is no explanation why the financial sector should itself consume a lot of energy or that
traditional services such as transport should be less energy consuming), but it expresses a
general level of economic development (as the advanced post-industrial knowledge-based
countries with a high level of GDP per capita appear to be more energy consuming). It
suggests that the EU-28 states still have to reach the level at which the environmental
pressure can be essentially lowered and that there exist yet more reasons to doubt the
validity of the EKC.

The study notes that important linkages can be specified between the problems of
energy poverty and the structural features of production. The idea of a structural basis for
economic poverty was sought, e.g., by Loayza and Raddatz [53] to indicate the alleviating
role of labor-intensive sectors, such as agriculture, construction and industry. On the
other hand, the service sector was specified as the most favorable for limiting the risk
of poverty by Cyrek [54] and Ghani and Kharas [55], while Cyrek and Cyrek [56] found
that the most socially favorable results were typical for employment in other knowledge-
intensive services in contrary to market knowledge-intensive services. Thus, the results
are ambiguous and do not allow definite indications as to the role played by the structural
patterns of development in terms of material poverty. The findings depend on the method,
data, geographical scope and period of analysis, indicating the specificity of the poverty
problems faced by economies at different stages of economic development. Our study
focuses on the relatively homogenous group of EU-28 states and finds that poverty in
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its energy dimension is induced by a low level of economic advancement expressed
by a high role of agriculture and traditional services, which can be alleviated within
the developmental process towards economies with a higher share of business services.
Moreover, the relationship between the sectoral structure of production and energy poverty
may either have a direct (connected with inter-sectoral differences in incomes and wages)
or indirect character (specified by a general level of social welfare). The character of such
interlinkages appears to be an interesting field for future research.

5. Conclusions

The paper empirically contributes to a relatively neglected issue of relations between
sectoral features of the EU economies and their energy performance as interlinked dimen-
sions of sustainable development. It adopts a static approach to search for such connections;
however, it expresses a holistic attitude to SD. It searches for interlinkages between multi-
dimensional features of these phenomena, in contrary to the more common focus on one
chosen characteristic of energy performance (e.g., CO2 emissions) or sectoral structure (e.g.,
a share of manufacturing in economy). It considers simultaneously shares of many sectors
in production and, thus, does not limit sectoral advancement to one sector. Similarly,
energy achievements are measured by a synthetic measure which aggregates detailed
indices. The aggregated general approach allows to catch existence of some synergy and
trade-offs between detailed dimensions and indicates that some phenomena are not simply
additive. Thus, it gives different results than the research on partial relations.

The research presented in this study indicates the indirect character of the relationships
between the sectoral structure of production and energy sustainability across the EU-28
states. The main hypothesis concerning the differentiating role of structural patterns for
energy performance in the context of the SDG 7 was not confirmed, at least at the aggregate
level. Nevertheless, it was possible to identify some detailed relationships that still suggest
that certain sectoral features of an economy may influence energy achievements. These
were mainly related to the primary and final energy consumptions and energy poverty, as
well as the shares of agriculture, industry and finance in the GVA.

Another important conclusion indicates that the interlinkages with GDP per capita
expressed by both the energy achievements and the structural characteristics. The relation-
ships revealed, however, an unexpected result that causes some doubts as to the existence
of the U-inverted EKC for the EU-28 states and, instead, suggests an increase in energy
tensions in parallel with production level. Thus, the most affluent EU-28 economies need to
face severe energy challenges. However, it is still important to enable spillovers concerning
energy-saving or renewable resource technology usage to the catching-up countries to
avoid repeating the same environment-harming phases of development and make the
“time-effect” significant enough to exceed the “gross scale effect” for the benefit of all.

From practical point of view the results suggest a need to synchronize efforts in
different dimensions of SD. Politicians must balance all the possible costs and benefits and
their decisions should be based on as broad diagnosis as possible. Aggregated approach
adopted in the study may be of help in the decision-making process. If policy is focused
only on one aspect of energy performance it may lead to unexpected side-effects and,
finally, miss its goal of SD. If sectoral policy supports development of a specified branch
concerning possible outcomings in one sphere of energy goals, it may appear unfavorable
in the other. The practical implication of the findings about indirect character of the
relationships is a need to implement horizontal measures of policy aimed at stimulating
SD, instead of sectoral specific ones. One must take into consideration that it is necessary
to simultaneously create conditions for development of many branches.

Nevertheless, the aggregated approach reveals simultaneously strengths and weak-
nesses. The mutual interlinkages make it difficult to get robust unequivocal results. The
ambiguity of our results suggests a need for further research into the possible interlink-
ages between different dimensions of SD at a more disaggregated level and to focus
more attention on the possible trade-offs and synergies between the detailed goals and
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structural features. Moreover, a general character of the static diagnosis identifying po-
tential relations makes it valuable to research in-depth the causality in line: economic
structure–energy goals. This requires the adopting of a dynamic approach and in-time
comparisons. However, it induces some problems to be resolved, such as specification of
one measure of structural development that includes numerous sectors, as well as ensuring
time-comparability of a synthetic measure of energy performance. Alternatively, the search
for interlinkages requires development of quite new methodology of research.
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Abstract: In many circles, including in Poland, lignite is still viewed as a cheap source of energy,
which is only possible if the external costs associated with mining and burning coal are not taken into
account. In Poland, this is reflected in plans to open new Złoczew opencast lignite mines. In previous
studies, the analysis of external costs has focused on the external costs of coal combustion and related
pollutant emissions. This paper focuses on the extraction phase. The aim of the work here described
was to estimate the external costs that agriculture may incur due to the formation of a depression
funnel for the projected lignite mine in the Złoczew deposit. This paper discusses factors causing
uncertainty in calculated estimates of external costs in agriculture, and characterizes the Bełchatów
and Złoczew opencast mines. In the paper, a methodology for calculating external costs in livestock
production is then proposed. In the next part of the study, the decrease in cereal and potato yields
and in the number of cattle and pigs in the area of the cone of depression of the Bełchatów opencast
mine, which has been in operation for 40 years, were estimated. The estimates obtained formed the
basis for estimating external costs for the planned Złoczew lignite opencast. The analyses showed
high external costs for plant production and much lower for animal production. The inclusion of the
estimated external costs of 12.2 € × kWh−1 in the costs of electricity production will significantly
worsen the profitability of launching this opencast. The paper discusses factors causing uncertainty
in calculated estimates of external costs in agriculture, and characterizes the Bełchatów and Złoczew
opencast mines. The discussion also shows that the level of losses incurred in crop production due to
opencast coal mining is similar to the losses incurred in crop production in extremely dry years.

Keywords: external cost; opencast lignite; plant production; animal production; depression funnel

1. Introduction

Poland is a country with large lignite resources. At the end of 2014, the total geolog-
ical balance resources of lignite, located in 90 deposits throughout Poland, amounted to
23.5 billion Mg, of which nearly 1.5 billion Mg has already been developed [1]. Currently,
the annual mining of over 60 million Mg is carried out in six opencast mines in three lignite
areas. The extracted lignite generates electricity, which satisfies approximately 30–35%
of Poland’s demand. If new opencast mines are not put into operation, coal mining of
more than 50 million Mg will continue only until 2030. By 2036, it would decrease to less
than 20 million Mg, to cease around 2045 [2]. Energy companies are currently working on
putting more lignite deposits into operation in Poland. To date, the most advanced mining
works are performed in Złoczew and Ościsłowo deposits. In the case of the Złoczew
deposit, with 611 million Mg of resources, a decision on environmental conditions for
the proposed opencast mine was issued on 28 March 2018. The only requirement that is
missing to launch the opencast mine is the exploitation concession [3]. For the second
deposit, the implementation of the investment project was suspended due to the lack of a
decision concerning environmental conditions that have to occur for the opencast mine
to operate. The demands of the energy sector are partially reflected in the Energy Policy
of Poland until 2040 [4], approved in February 2021, which provides for the possibility
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of initiating lignite mining in two new deposits, Złoczew and Ościsłowo. The strategy
leaves the final decision on launching such exploitation to investors, indicating the key role
of the price of CO2 emission rights, environmental conditions, and development of new
technologies. However, the said document does not mention the external costs associated
with the potential exploitation of these deposits.

New mining and energy projects are being implemented in numerous developing
countries with large coal reserves, such as China, India, Turkey, Vietnam, Indonesia,
Bangladesh, Japan, South Africa, and the Philippines [5,6]. On one hand, their implemen-
tation is motivated by a rapidly growing demand for electricity while on the other, by
very high security of supply, which no other mined energy source can match [7]. The
continuously popular opinion that lignite is the cheapest or one of the cheapest sources of
energy, is also crucially important [8–11]. This applies to Poland as well [12–15]. However,
such a perception of lignite is only possible if external costs associated with mining and
burning coal are not taken into account. They also point out that, in view of the lack of large
reserves of other energy resources, further coal mining in Poland is necessary to ensure
energy security [12–15].

There are many definitions of external costs. In the case of electricity production, they
indicate costs incurred in connection with the production of electricity by third parties
and future generations, rather than the expenditures of direct recipients and providers
of electricity [16,17]. In contrast, the external cost, understood as the monetary value of
the damage caused by electricity production, is today the most widely accepted common
denominator for valuing environmental impacts [18–20].

Such costs are associated with coal burning and the resulting air pollution, which
affects climate change (e.g., through CO2 emissions) and human health by increasing the
number of respiratory, vascular and other diseases, premature deaths, medical costs and
days of medical leave, as well as reducing the productivity of the economy. Furthermore,
opencast coal mining entails costs incurred by the environment, in particular related to
the deterioration of the surface and underground water quality and the occurrence of a
depression cone, which causes losses in agricultural and forestry production, as well as
leading to surface deformation, increased dustiness, noise, etc. The environment also bears
significant costs through depletion of biodiversity, elimination or obstruction of functioning
of ecological corridors, as well as the loss or reduction of natural and tourist values in
large areas [21,22]. Their valuation is necessary to render the costs of electricity production
real, thanks to which, the undertaken decision will be as close as possible to the ecological,
economic, and social optima.

Tol’s review of the literature on damage caused by climate change, which includes
over 588 estimates from 75 published studies, indicates that the problem of external costs
associated with CO2 emissions into the atmosphere is widely recognized [23]. Numerous
studies have also been undertaken to value the costs arising in connection with deteriora-
tion of human health caused by emissions from burning coal [16,22,24–27]. The literature
estimating the external costs associated with opencast coal mining is much poorer [28].
Authors of one of the few studies in this area analyzed the impact of particulate matter
emissions from lignite mining performed in the South Field Mine of the Lignite Center
Ptolemais-Amyntaion located in Greece [28]. A team led by Pepliński have undertaken
another research project, which focused on studying the effects of a depression cone created
as a result of the opencast lignite mining in Poland on agricultural production. During the
initial works [29–31], the authors assumed numerous simplifications regarding the level of
decrease in crops and livestock, e.g., an identical level of decrease in crops and livestock
throughout the entire period of studies concerning the influence of opencast mines. It was
calculated by comparing the crop level from the region of the Konin lignite field (located in
the eastern part of Wielkopolskie Voivodship in Poland) with the referential crop level (i.e.,
from the rest of the said voivodship) before launching the opencast mines and 30 years
later, which raises the risk of significant overestimation or underestimation of external
costs for the intermediate periods. A subsequent paper undertook a more detailed study
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on the decline in the level of crops in this region [32]. However, to our knowledge there
have been no studies that analyze the impact of opencast lignite mining on the level of
animal production.

In connection with plans to launch the Złoczew opencast mine, it is necessary to
estimate the actual costs of electricity production using coal from this deposit, including
the external costs. The following study aimed to estimate the external costs associated
with the exploitation of lignite in agriculture, both in plant and animal production, for the
projected Złoczew opencast mine, which will complement the knowledge of the actual
costs of electricity production from lignite.

2. External Costs in Agriculture and Difficulties Associated with Their Estimation

In agriculture, external costs are connected with depression cones found around the
opencast lignite and other resource mines. Their formation is linked with the deposit
drainage, which must be carried out to the depth at which the raw materials are mined.
In the case of lignite, it is usually a range between tens and over 200 m b.g.l. There are
two types of depression cones: discharge and pressure relief. The former is created due to
the gravitational flow of water towards the drained deposit. This results in the creation
of a depression cone, which in the vertical section is a cone-shaped curve, i.e., the water
table at the edge of the opencast mine rises quickly, but as the distance increases, the water
table rises at a slower pace. The Polish law obliges the investor to define the estimated
area around the opencast mine where the water table will be permanently lowered by
at least one meter, creating an area of depression cone. In the case of lignite opencast
mines, the range of the depression cone usually varies between a few to several kilometers,
starting from the edge of the opencast, and has the shape of an ellipse. However, in the
case of agriculture, for which groundwater is particularly important in plant production,
the impact area extends far beyond the area of the established depression cone and reaches
up to several dozen kilometers from the edge of the opencast.

In turn, the pressure relief cone, which is much larger than the depression cone area, is
the territory where groundwater pressure is reduced. A change in water pressure in deeper
aquifers caused by hydrogeological windows can lower the groundwater and surface water
levels, as it triggers a local outflow of water to deeper ground layers. It can also reduce
or generate a decline in subsoil resource supply system, which uses water from deeper
aquifers [32–34].

Difficulties in estimating production losses and assessing the external costs in crop
production result from numerous interrelating factors. These include geological, natural
and climatic, agricultural and production, as well as temporal and spatial factors.

The key geological factors include:

• Dewatering depth and time;
• The location of the opencast in the catchment area, the size of the catchment area and

directions of the groundwater flow;
• Geological structure of drained areas;
• The size of supply with rainwater and surface water; and
• The initial (primary) level of groundwater, which in the case of peripheral areas of

the impact zone indicates that the mine would affect areas with higher water levels
and would have no influence on the surrounding areas with lower water tables, even
those located further away.

In terms of natural and climatic conditions, the intensity of precipitation and its
distribution during the growing season are particularly important in the context of the
topic under discussion.

Agricultural and production difficulties are linked to the biological nature of produc-
tion. The crop levels obtained by farmers depend, among other things, on natural factors,
such as type, quality and pH level of soil, topography, length of the growing season, precip-
itation, temperature, and water table. There are also economic factors which include, e.g.,
the level of agricultural development, agrarian structure, production intensity, availability
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of techniques and technologies, and quality of human capital. A broader description of
difficulties arising in connection with estimating production losses in crop production in
the area of influence of opencast mines was presented by Pepliński and Czubak [32].

The launch of an opencast mine disrupts the existing production conditions. However,
their importance varies in particular areas around the opencast due to the factors described
above. Such influence would also differ in opencast mines located in different regions of a
country, continent, or other areas of the world, rendering it impossible to fully apply the
results of the observation from one object to another.

Many factors determine the level of impact of opencast mines on the amount of
livestock, also in the case of animal production. Their direct influence is restricted to the
elimination of livestock herds (or flocks) from farms located above the deposit and the area
of associated infrastructure. Farms located in the vicinity of an opencast may also cease or
reduce their production and subsequently lose all or part of their agricultural land, which
constitutes their primary feed base. The indirect influence of opencast mines is associated
with a decrease in livestock due to a decline in feed production, which in turn results from
a drop in feed crops occurring in the area of a depression cone. The decrease in livestock in
the depression cone area is influenced, i.e., by:

• The level of crop decline—in the case of farms located in the vicinity of an opencast,
the rate of livestock decline would be higher than in regions located further away
from the edge of the opencast, although it is difficult to establish the limit of crop
decline that would not translate into a decline in livestock;

• Animal species—the most sensitive are ruminants, i.e., cattle and sheep that require
large quantities of roughage, such as green fodder, haylage, silage and hay, which are
usually produced on the farm itself or in the immediate vicinity. Due to their high
economic sensitivity to transport, the possibilities of long-distance transit are limited.
In the case of roughage stored in silos, its daily delivery also constitutes a restriction
due to the rapid rate of feed spoilage. Pig farming is less sensitive to a decrease in
feed production. In Poland, the share of own feed in pig farming reaches approx.
50% [31]. In contrast, poultry production, which relies almost entirely on industrial
feed, is independent of its own feed;

• Production scale—smaller farms are more sensitive to decreases in production on their
farm, as they cannot rely on discounts due to the purchase of small quantities of feed.
Over time, smaller farms are more likely to cease animal production. Development of
animal production is also inhibited since the increase in costs of producing own feed
reduces the yield of the entire farm, thus decreasing the number of funds allocated
for investment projects and development. In the case of farms operating on a large
scale, emerging feed shortages are supplemented with purchased feed. In ruminant
farming, it is common to purchase or lease additional land, which further inhibits the
growth of these units in the long-term perspective;

• The level of production yield in the long term, which determines the economic condi-
tion of agriculture. At low profitability of animal production, the additional reduction
in profit resulting from the loss of a part of own feed increases the propensity to cease
a given production and the tendency to take over farms by successors;

• The level of agricultural development, including the level of plant production, the
acquired expertise, wealth, and the degree of cooperation between local agriculture
and the environment;

• Time of occurrence of the depression cone, since the economic conditions for agricul-
ture in the impact area deteriorates as the period of the opencast mine’s operation
lengthens. This would be expressed by the reduction of investment projects and the
purchase of modern technologies.

Such a large number of factors, together with the difficulty in estimating the impact
of the depression cone and the associated decrease in the amount of own feed on the
level of animal production, indicate that the obtained results would be characterized by a
certain level of underestimation or overestimation. However, uncertainty is a well-known
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phenomenon associated with the estimation of external costs of electricity production, as it
is better to acquire even an estimated assessment of external effects rather than completely
disregard or ignore such influence. Furthermore, despite the uncertain results, they allow
drawing sensible conclusions [24]. Further research may expand the knowledge and reduce
the level of uncertainty, thus validating the performance of subsequent studies concerning
all external costs associated with electricity production.

3. Characteristics of Bełchatów and Złoczew Opencast Mines

Since the process of coal mining from the Złoczew deposit is still in the planning
phase, estimation of losses in agricultural production must be conducted based on data
from an already existing opencast mine that is characterized by similar parameters in terms
of the size and depth of the lignite deposit. In the case of the Złoczew deposit, these criteria
are best met by the Bełchatow deposit.

The Bełchatow deposit is one of the largest opencast lignite mines in the world. The
maximum depth from which coal is extracted reaches an average of 280 m b.g.l., which
indicates that the original groundwater table in the mining area is lowered by an average
of 280 m, but 352 m at the maximum (Table 1). Dewatering of the Bełchatów deposit began
in the second half of 1975, while mining launched at the end of 1980. Originally, the plans
involved exploitation of the Bełchatow field until 2020, but this term was extended until
2026 to extract small amounts of coal from the sidewalls of the excavation. In turn, it
is expected that the Szczerców field will be mined until around 2038. Total resources of
this deposit were estimated at 1.8 billion Mg, of which approximately 1.1 billion Mg were
located in the Bełchatów field, while 720 million Mg were in the Szczerców field. By the end
of 2017, 1169 Mg of coal had been mined while 618 Mg remained to be extracted [12,35]. It
was necessary to remove more than 4510 million m3 of overburden, of which 1400 million
m3 formed Kamieńsk Hill, which has an elevation of 195 m and is located next to the
Bełchatów field, and a spoil tip located next to the Szczerców field, which has an elevation
of 170 m and consists of 1100 million m3 of the overburden. They occupy a total of 2640 ha
and are currently being reclaimed for forestry and recreation [12,36,37].

Table 1. Parameters of the geological location of the coal seam(s) in individual deposits.

Deposit Name
Overburden Thickness (m) Coal Thickness (m) Depth of the Deposit Floor (m b.g.l.)

Min. Average Max. Min. Average Max. Min. Average Max.

Bełchatów—Bełchatów field 0.0 24.3 158.8 3.0 55.1 230.5 3.0 79.5 245.5
Bełchatów—Szczerców field 7.6 119.5 239.8 8.9 50.3 196.1 65 171.1 351.7

Złoczew 138.4 215.1 280.9 12.1 51.4 127.8 150.5 266.6 354.3

Source: Based on [35].

Since the beginning of the opencast mine’s operation, 9.3 billion m3 of water have been
pumped out. As a result, the average waterlogging index amounts to 7.96 m3 × Mg−1,
while the average for the entire Polish lignite mining industry is 6.8 m3 × Mg−1. In 2017
alone, 200 million m3 of water was pumped out, which gave the waterlogging index of
4.71 m3 × Mg−1 [12]. The area of the depression cone is subjected to continuous changes
along with the progress of mining and dewatering depth, as well as depending on the
amount of precipitation. Between 1976 and 2004, the average area of the groundwater
depression cone was 438 km2, with a maximum area of 635 km2 in 1992. The depression
cone was shaped similarly to an ellipse, measuring 40 km (W-E axis) and 20 km (S-N axis).
After launching the dewatering process in the Szczerców field in 2000, the depression cone
rapidly expanded towards the west, which increased the dimensions of the depression area
to 45 km and 25 km, while the maximum area amounted to approx. 800 km2 [35,38,39].
The investigation also revealed numerous areas of lowered groundwater levels outside of
the main depression cone area, indicating the presence of multiple hydrological windows.
They cause groundwater outflows into the deeper layers due to a decrease in water pressure
(pressure relief cone) located below the discharge cone [40].
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Reclamation plans provide for the creation of a lake, with a maximum depth of approx.
100 m, over an area of about 3250 ha located in the final excavations of both fields. Its filling
is expected to take place over a period of 20 years and be completed around 2070. The
remaining land will be reclaimed and used primarily for forestry and, to a lesser extent,
recreation and industry [41]. It is estimated that in the absence of an additional supply,
the restoration of water relations around the Bełchatów mine will be completed by 2110.
With the use of an additional external water supply system, this time may be shortened by
15 years. It would require additional 60 years to achieve the steady-state conditions, i.e.,
invariability of the water flow over time [39,42].

The Złoczew deposit is located approximately 50 km (in a straight line) from the
Bełchatów deposit and stretches from south-west to north-east, in the form of a narrow,
1000–1500 m wide strip for about 10 km. To accommodate an opencast mine, an external
spoil tip and the necessary infrastructure, it will be necessary to occupy approx. 6100 ha of
land [43]. The coal is deposited at a depth of about 300 m, while the maximum exploita-
tion depth will amount to approx. 354 m b.g.l. It is expected that this deposit will allow
485.8 Mg of lignite to be extracted over 31 years, with a maximum annual extraction of
18 million Mg. Significant depth of the deposit and the long mining period will contribute
to the creation of a depression cone over a large area. However, there are considerable
discrepancies in this regard. According to the authors of the 2017 report on the environ-
mental impact, commissioned by the investor, the maximum reach of the discharge cone
would amount to 311.53 km2 [44]. In turn, other authors estimate the maximum reach of
the said discharge cone to be 14–16 km from the center of the mine at the moment of its
full expansion, i.e., 615–803 km2, which is a cone area similar to the size of the Bełchatów
opencast [35,45]. In extreme cases, it may even reach 3100 km2 [43]. Although the lignite
in the Złoczew deposit, similarly to that in the Bełchatów deposit, is located in a rift valley,
in Jurassic and Cretaceous formations filled with Miocene and Quaternary formations it
is characterized by significantly different factors influencing the extent of the depression
cone. Contrary to the Bełchatów deposit, in the case of the Złoczew deposit, attention
should be focused primarily on the predominance of water-bearing formations (sand and
gravel) over impermeable formations (clays and loams) in the vertical profile, which has
numerous hydrogeological windows, and common, strong fractures with developed karstic
features and faults conducive to the shaping of a depression cone in the Jurassic aquifer
(Figure 1) [43,45,46]. Hydrogeological windows would also account for local declines in
groundwater levels outside the area of the designated depression cone due to decreases in
water pressure in deeper soil layers.

Within 6.5 years of accessing the deposit [47] and 31 years of exploitation, about
6300 m3 of water will be pumped out, which, with the extraction of 485 milion Mg of coal,
gives a waterlogging index of 13.1 m3 × Mg−1, i.e., more than a half higher than in the
Bełchatów deposit [45]. After the coal extraction, the initial plans provided for the creation
of a water reservoir on an area of 2345 ha, located in the place of the final excavation, in
the eastern part of the opencast mine. The reservoir’s filling would be supported by water
from Warta and Oleśnica rivers extracted during the periods of increased water flow, which
is expected to take place within 16 years [44].

For most opencast mines, it is estimated that after dewatering the deposit, water
relations will normalize in an amount of time that is approximately equal to the dewatering
period. In the case of the deposit in Bełchatów, the dewatering period is expected to last
about 73 years while the restoration of water relations is planned to be completed after
72 years, provided that the final reservoir is filled naturally. A higher waterlogging index
of the Złoczew deposit indicates that the said process may take longer than 38 years, par-
ticularly since this is a region of low rainfall, snowless winters, and long-lasting droughts.

264



Energies 2021, 14, 2660

 

Figure 1. Geological cross sections through the Złoczew lignite deposit. Source: Based on [46].

The high complexity of the processes and the desire to obtain reliable loss estimation
resulted in the adoption of fairly conservative assumptions that the impact area of the
Złoczew opencast would be similar to that of the Bełchatów opencast and the period
during which the Złoczew opencast will influence the surrounding area would be 76 years,
including 38 years of dewatering and further 38 years of restoring water relations.

4. Materials and Methods

To estimate the external costs associated with the planned launch of the Złoczew
deposit that are borne by agriculture, it is necessary to estimate the potential losses in plant
and animal production, which result from:

• Occupying the area of agricultural land by the opencast, the external spoil tip and the
necessary infrastructure, e.g., power plant, conveyor belts, access roads, etc., which in
further parts of this paper will be referred to as the “opencast area”; and

• The presence of areas with lowered groundwater level (also those lowered by less
than 1.0 m), which in further parts of this paper will be referred to as “the depression
cone area” or “area of influence of the opencast”.

In the case of plant production, crops of cereals and potatoes were analyzed, which
was dictated by the availability of data on crops and agricultural acreage regarding the
entire period under review. In turn, the sugar beet harvest was not analyzed, as in the
area influenced by the Bełchatów opencast the cultivation of sugar beet has a marginal
significance—e.g., in the (former) Piotrków Voivodship, it did not exceed 50 ha in several
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years of the analyzed period. In the case of animal production, the following types of
livestock were analyzed: cattle, cows, pigs, and sows, i.e., groups of animals, whose
feeding, in Polish conditions, is based primarily on the feed produced on the farm. Since
the Złoczew deposit is in the planning phase, the level of production losses was estimated
based on the changes in crops of the aforementioned plants and changes in selected types of
livestock in the area of influence of the Bełchatów deposit. Since the period of influence of
the Bełchatów opencast on the surroundings, including agriculture, is longer than the one
of the Złoczew deposit, the analysis included losses in agricultural production covering a
period of 38 years from the launch of dewatering of the Bełchatów opencast, i.e., from 1975
to 2013. The time necessary for the water relations to restore would cause the disappearance
of the depression cone at a rate corresponding to its formation. Therefore, it was assumed
that the losses in agricultural production, which occurred in particular years of the period
required for water relations to normalize, would correspond to the losses from the opencast
mining period in reverse order, i.e., from the last to the first year of exploitation.

Analyses estimating losses in agricultural production included data from a series
of statistical yearbooks prepared by Statistics Poland, such as the Statistical Yearbook of
Voivodships, the Yearbook, the Statistical Yearbook of Regions, statistical yearbooks of
individual voivodships, and others [48–58].

Due to the level of detail of the available data and the administrative reforms imple-
mented in Poland, the analysis was carried out using a multivariate approach. The basic
analysis was conducted at the level of voivodships, in accordance with the administrative
division effective in 1975–1998, which distinguished 49 Polish voivodships. The assessment
of losses in crops and livestock occurring in the area affected by the Bełchatów opencast
was based on three groups of voivodships:

• Group I, which included only the Piotrków Voivodship, where the Bełchatów lignite
opencast mine is located;

• Group II, which included Sieradz and Czestochowa voivodships, located in the nearest
vicinity of the opencast mines; and

• Group III, which included another six voivodships, located at an average distance of
up to 100 km from the Bełchatów opencast, i.e., Kalisz, Kielce, Opole, Płock, Radom,
and Skierniewice voivodships. This area will also be referred to as the reference area.

In the case of plant production, the analysis included the period until 1997 due to
the fact that, from 1998 onwards, data on crops are available only according to the new
administrative division, which distinguishes 16 voivodships. Such an administrative
division renders it impossible to assess the impact of the Bełchatów opencast on agriculture.
Therefore, an additional analysis, comparing the crop level decrease rate in areas influenced
by the Bełchatów opencast with the crop level decrease rate in areas affected by opencast
mines located in the Konin lignite field, was conducted and subsequently published by
Pepliński and Czubak [32]. The analysis of changes in crop levels was conducted using five-
year averages, thus reducing the level of crop variability resulting from weather conditions.

Regarding animal production, data on livestock are available at a district level, cover-
ing 1973, 1996, 2002, and 2010. Such data were used to calculate the number of analyzed
animal species in areas corresponding to the area of voivodships distinguished according
to the 1975–1998 division.

Moreover, only in the case of animal production, an analysis of changes in the head of
cattle (without cows), cows, pigs (without sows), and sows around the Bełchatów opencast
mine was conducted at a district level, in which 5 sectors were distinguished:

• The first sector, marked as “up to 20 km”, includes the district of Bełchatów, in which
the Bełchatów opencast mine is located;

• The second sector includes two districts located at an average distance of 21–40 km
away from the opencast mines;

• The third sector includes five districts located at an average distance of 41–60 km away
from the opencast mines;
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• The fourth sector includes five districts located at an average distance of 61–80 km
away from opencast mines; and

• The fifth sector includes twelve districts located at an average distance of 81–100 km
from the opencast mines and constitutes the reference area for the other sectors.

Taking into consideration the assumption that the area of influence of the planned
Złoczew opencast will be similar to the area of influence of the Bełchatów deposit, it is also
necessary to define “Area I” and “Area II” for the Złoczew deposit. It was established that
“Area I” covers the whole of the Sieradz Voivodship, where the planned Złoczew opencast
is located, and 9.7% of Kalisz and Częstochowa voivodships, which in total corresponds
to the area of the Piotrków Voivodship, where the Bełchatów deposit is located. The area
of Kalisz, Częstochowa, Opole, and Piotrków voivodships, which corresponds to the area
of voivodships from Group II for the Bełchatów opencast, was defined as “Area II”. The
area of five district sectors around the Złoczew opencast was determined according to
similar principles.

With regard to external costs of plant production, arising in connection with the
opencast lignite mining in the Bełchatów deposit, the study adopted the methodology
developed by Pepliński and Czubak [32]. In the following study, external costs were calcu-
lated by distinguishing two depression cone areas (AdAL), i.e., “Area I” corresponding to
the amount of agricultural land in voivodships from Group I, and “Area II” corresponding
to the amount of agricultural land in voivodships from Group II.

In the case of animal production, the plan provides for the performance of an analysis
comparing changes in the head of cattle, cows, pigs, and sows with the said livestock
converted to a large size unit (LSU) at voivodship and district levels. The LSU is a unit of
500 kg. The conversion was based on indicators used by Eurostat [59]. The estimated losses,
expressed as the LSU, will be subsequently used to calculate the external costs for each
animal group. The decrease in livestock, which resulted from the launch of the Bełchatów
opencast, was calculated for individual years based on the following formula:

SLi = 100 − 100 + LSUdi
100 + LSUi

∗ 100 (1)

where SLi—the estimated loss level (%), LSUdi—the change in the head of cattle (excluding
cows), cows, pigs (excluding sows) and sows occurring in the examined area of impact of
the opencast in the i-th year, compared to the base year, i.e., 1975, expressed as the LSU (%).
In the paper, losses occurring in “Area I” and “Area II” and sectors 1–4 will be estimated
separately, LSUi—the change in the head of cattle (excluding cows), cows, pigs (excluding
sows), and sows occurring in the designated reference area, i.e., “Area III” and sector 5 in
the i-th year, compared to the base year, i.e., 1975, expressed as the LSU (%).

External costs in animal production in the depression cone area were calculated
according to the following formula:

Ecz f =
n

∑
i=1

Si
SLi
100

∗ Pri ∗ t ∗ pi ∗ Pi (2)

where Eczf—external costs in animal production, Si—the average livestock level of the i-th
group of animals in the analyzed area (number of animals), SLi—the estimated average
level of livestock losses over the entire period of impact of the opencast mine (%), Pri—
annual productivity of a given group of animals (kg of beef/pork per animal, litres of milk
per cow, piglets per sow), t—time of influence of the opencast mine (years), pi—the average
selling price of an animal product (e.g., USD, EUR × kg−1). Pi—yield of production
concerning the i-th group of animals (%). Regarding the calculations, it is also possible to
adopt equal levels of yield for all animal production.

In the case of production losses occurring in the area occupied by the opencast mine,
the external spoil tip and the necessary coexisting infrastructure, e.g., a power plant,
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conveyor belts, access roads, etc., together forming the external costs (Eczo), were calculated
according to the following formula:

Eczo =
n

∑
i=1

Si ∗ Pri ∗ t ∗ pi ∗ Pi (3)

The estimation of external costs associated with the possible launch of the Złoczew
opencast mine for agriculture was based on the most recent statistical data from Statistics
Poland [57]. In the calculations, the study assumed:

• The average sowing structure from the 2015–2019 period for the analyzed areas;
• The acreage of the agricultural land from 2019, including subsequent changes in

agricultural land acreage from the 2010–2019 period;
• Average selling prices for plant and animal products from the 2015–2019 period,
• The average yield for plant and animal production at identical, 25% level [31];
• Three variants of changes in crop levels. Variant I assumed the average level of

cereal and potato crops from the 2015–2019 period. In Variant II, the crop level from
the 2015–2019 period was subsequently adjusted to include trends in productivity
changes occurring in the area of influence of the Złoczew opencast mine between
1981 and 2019. In turn, Variant III includes the rate of crop increase based on the rate
of crop changes occurring in the two most agriculturally important German states,
North Rhine-Westphalia and Lower Saxony between 1981 and 2019 [60]. Due to a
large increase in crops between 1981 and 2019, it was also assumed that between the
39th and the 76th year since the launch of the Złoczew opencast, the level of crops
would not change in Variant II and Variant III, remaining at the level of productivity
estimated for the 39th year after the launch of the opencast;

• Three variants of changes in the population of cattle (excluding cows), cows, pigs
(excluding sows) and sows and their productivity. Variant I—the animal population
and productivity from 2019 was adopted, Variant II—the animal population and
productivity from 2019 were adjusted according to the average pace of changes in
the number of animals and productivity in the period from 2010 to 2019. Variant
III—an average pace of changes in the animal population and productivity in North
Rhine-Westphalia and Lower Saxony from 1981 to 2019 was adopted [60];

• The average rate of exclusion of the land for the exploitation of Złoczew opencast
mine during the operation period of 60% [30,61]. Since non-agricultural reclamation
of the area is planned for the region of Bełchatów [62], a similar method of reclamation
of Złoczew opencast mine is also adopted. Therefore, the average shutdown rate of
the opencast mine in Złoczew over 76 years is going to be 80%.

Kruskal-Wallis one–way analysis of variance by ranks test was used to test the ho-
mogeneity of the distributions of yield change dynamics in the studied regions. This test
was used to verify the hypothesis that the differences between the medians of the study
variable were not significant in several populations.

The hypothesis concerns medians of consecutive populations:

H0: 1 = 2 = . . . = k

H1: ∃i, j ε {1, . . . , k} i �= j

where 1, 2, . . . , k is the median of the tested variable x for the i-th group.
Hypothesis verification was based on a statistic defined by the formula:

H =
1
C

(
12

n(n + 1)

k

∑
i=1

T2
i

n1
− 3(n + 1)

)
(4)

where n = n1 + n2 + . . . + nk; T1 (i–1, 2, . . . , k) denotes the sum of ranks in each trial;
C—correction for bind ranks C = 1 − ∑ (k3−k)

n3−n .
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The p value determined on the basis of the test statistic was compared with the
significance level α:

if p ≤ α ⇒ we reject H0 and accept H1
if p > α ⇒ there are no grounds to reject H0
In assessing yield level differences between starting years (1956–1960) and final years

(1993–1997), analysis of variance (ANOVA) was also used to show statistically significant
differences between the means in the three groups identified. In the analysis of variance,

groups of ni elements were compared, yielding a total of n =
k
∑

i=1
ni independent observa-

tions xij for j = 1, 2, . . . , ni [63]. The presence of differences between the means indicated
an association between the mean for the tested observation and the qualitative variable
that was the basis for separating the groups (here: distance from the outcrop). The null
hypothesis of equality of all group means μ (1, 2, . . . , i) was tested:

H0: μ1 = μ2 = μ3 = . . . = μk

where μ(1, 2, . . . , k) denotes the mean of the dependent variable in the k-th group, towards
the alternative hypothesis:

H1: at least two group means differ.
In view of this, the alternative hypothesis was that there was a significant difference

between the compared groups means.
The decision to accept or reject the null hypothesis was based on the Fisher-Snedecor

F test determined as:
F =

intergroup variance
intragroup variance

(5)

If the analyzed factor of group separation is significant, then the variation within
each separated group will be small (the intragroup variance will be small). The greater
the difference between the groups (the intergroup variance) and the smaller the difference
between the elements of each group (the intragroup variance), the larger the value of the F
statistic, which argues against the null hypothesis of equality of means in the compared
groups, and therefore is the basis for the rejection of H0. The presence of statistically
significant differences in yields was verified using the analysis of variance at the significance
level of α = 0.05 [63].

The lignite deposits in Złoczew will be used in the Bełchatów power plant. Currently,
there are 12 power units in operation, 11 out of which of a capacity of 370–390 MW
and gross efficiency after modernization of approximately 38.5% with a net efficiency of
approximately 36.0% were put into service in the period from 1981 to 1988. The last unit, of
a capacity of 858 MW, was commissioned in 2011 and its gross efficiency was 44.4%, while
net efficiency was 41.3% [64]. In 2018, in the power plant in Bełchatów, 1.355 Mg of lignite
was used to produce 1 MWh of net electricity [65]. Assuming that the efficiency of the coal
extracted from the deposits in Złoczew, as a result of the modernization of the units, is
going to be approximately 10% more and that the least efficient units are going to be shut
down, the average consumption of lignite will be approximately 1220 Mg. There will be
approximately 398.2 TWh of net electricity generated.

5. Results

Agriculture in Poland is characterized by a low level of concentration, which is re-
flected by a small acreage of an average farm and a low average number of farm animals in
farms that run livestock production. It is also characterized by low productivity, includ-
ing low yield and low animal production. The pace of improvement of productivity of
Polish farming and the concentration processes are still too slow to achieve the level of
development of Western European countries [66–68]. Agriculture in the areas affected by
the extraction of coal deposits in Bełchatów and Złoczew is characterized by smaller farms
compared to other parts of Poland—25% smaller on average, and a slower than average
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growth rate of the size of farms. The milk yield of dairy cows and the fertility of sows are
also slightly lower [58,68].

Construction of the opencast mine in Bełchatów and the formation of the depression
cone had a negative effect on the level of cereal and potato yield and, out of all plants
analyzed, the highest increase of the yield was observed in the voivodships of Group III,
i.e., the areas not affected by the operation of lignite opencast mines (Table 2). The results
obtained that show the lowest increase in the yield in the voivodships of Group II might
be a consequence of poor data received from Sieradz Voivodship, where the agricultural
productivity of cereal and potato in the period 1993–1997 was lower by 2.2% and by 7.7%
than in 1971–1975. This is due to the impact not only of Bełchatów opencast mine, which
has a negative influence on the yield in the southern part of the voivodship, but also of the
opencast mines located in the Konin Basin, which negatively affect the north-western area.

Table 2. The yield of selected crops and the dynamics of the yield depending on the distance from
Bełchatów opencast mines (according to the data from the analyzed voivodships).

Group

Average Yield in
1971–1975

Average Yield in
1993–1997 Dynamic [%]

Years [t × ha−1] Years [t × ha−1]

Cereal Potato Cereal Potato Cereal Potato

Group I 21.8 162.1 24.1 170.4 110.7 105.1
Group II 24.3 187.3 25.1 175.4 103.2 93.7
Group III 28.5 196.6 34.6 216.2 121.5 110.0

Sources: Based on [49–57].

The launching of the field drainage system in Szczerców in 2000 and the poor avail-
ability of data on the yield until 1997 make it impossible to fully estimate the impact of
Bełchatów opencast mine on agriculture, especially after 2000, when the full influence of
the opencast mine became obvious and the area of the depression cone reached its maxi-
mum range. To make a proper assessment of the possible range of influence of Bełchatów
opencast mine after 1997, a comparative analysis was performed of the changes in the level
of the yield in the area of the impact of Bełchatów opencast mine and the opencast mines
located in the Konin Basin. For the Konin Basin, the base period was the average yield
from 1956 to 1960, marked as year 1 in Figure 2, and for Bełchatow opencast mine it was
the average yield from 1971 to 1975. The dynamics of the decline in the level of the yield in
Areas I and II compared to the dynamics of the yield in Area III for individual opencast
mines were different (Figure 2). In the case of the area of Bełchatów, over the period of
23 years, the yield of cereal in Area I fell by 9.9% compared to the yield in Area III, on
average, while in the case of the Konin Basin, the decline in the first 23 years was 5.6%. For
potatoes, the difference in agricultural productivity was 6.5% and 4.4%, respectively. The
differences in the level of agricultural productivity resulted from the fact that in the case
of the Bełchatów opencast mine the relative decrease in the yield occurred in the first few
years, whereas in the case of the deposits in Konin the decrease in the yield occurred with a
delay of several years. However, in the following 15 years, the average decline in the yield
for the area of Konin was larger and amounted to 17.2% for cereal and 14.0% for potatoes,
which translated into 10.2% and 8.2% decline in the yield respectively over the period of
38 years since the opencast mine in Konin was launched.
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Figure 2. The dynamics of the yield of cereal and potatoes in Area I and II compared to the dynamics of the yield in Area III
for Bełchatów opencast mine (base period—1971–1975 years) and the Konin Basin (base period—1956–1960 years) at the
voivodship level: (a) cereal; (b) potato. Source: based on [50–58].

Therefore, it should be assumed that the decline in the yield in the area of influence
of Bełchatów opencast mine was still the case after 1997. The above might be confirmed
by a slower increase in the yield of cereal, by approximately 5.2%, in the period 1997–
2013, in the area of present Łódzkie Voivodship (which also includes voivodships located
outside the area of the influence of Bełchatów opencast mine) compared to the neighboring
voivodships [58]. In the context of the trends, Figure 2, it was assumed that in the area of
influence of Bełchatów opencast mine, Area I, the average decrease in the yield of cereal
24–38 years after the launch of the field drainage system, will be similar to the decrease in
the yield in the area of Konin opencast mine. The average decrease in the yield of cereal
for the whole period of 38 years of the drainage of the deposits in Bełchatów, adopted for
calculation of external costs for Area I, was approximately 14.8%. In the case of potatoes,
for 24–38 years after the launch of the drainage system there was a faster increase in the
yield in the present Łódzkie Voivodship compared to the neighboring provinces; therefore,
for the whole period of the impact, the level of decline in the yield was assumed to be the
same as for the Konin Basin, i.e., 7.7%.

In the case of the Bełchatów deposit, the decline in the yield in Area II was larger than
in Area I and it was also greater than in Area II, that is the Konin Basin. This was related,
as mentioned earlier, to a decline in the level of the yield in Sieradzkie Voivodship and
with a simultaneous systematic increase in the yield in the areas of the other analyzed
voivodships. Due to the difficulty of determining the actual impact of Bełchatów opencast
mine on the level of the yield in Area II, the level of the loss was assumed to be the same as
the loss in the area of the Konin Basin. For the entire period of the impact of the opencast
mine, the loss was 3.8% for cereals and 3.3% for potatoes.

The data in Figure 3 do not give a clear answer regarding the impact of Bełchatów
opencast mine on cattle or pig population. The observed changeability of the population
of farm animals in Area I compared to the changes in the livestock in Area III, during the
period analyzed, could be assumed to be the result of ordinary changes in local agricultural
conditions. In the case of Area II, a systematic decrease in the size of livestock was observed
compared to Area III, which may indicate the loss in animal production.
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Figure 3. The dynamics of the livestock of cattle, cows, pigs, sows and the number of Large Size Units in Area I and II
compared to the dynamics of the livestock in Area III for Bełchatów opencast mine (on the voivodship level): (a) cattle
(without cows) and cows; (b) pigs (without sows) and sows; (c) large size unit (LSU). Source: based on [49–57].

A slightly different picture of the impact of Bełchatów opencast mine on animal
production is presented in Figure 4. There is a visible significant impact on livestock
production in the districts located up to 40 km away from the opencast mine. In the
case of the districts located up to 60 km away from the opencast mine, the systematic
decline in livestock compared to the areas located 80–100 km away from the open cast
mine was noticed only for cattle and cows. In the case of pigs and sows, those areas
were characterized by the greatest increase in the number of those animals, which was
related to a large increase in the size of livestock in the area of Piotrków, mainly due to the
increased importance of contract fattening. The popularity of the above contributed to the
reconstruction of herds for fattening in the districts of Bełchatów and Radomsko located
20–40 km away from Bełchatów opencast mine. A detailed analysis of the changes in the
livestock in individual districts located within 100 km of the Bełchatów opencast mine
shows great diversity. In the case of 3 districts located up to 40 km away from the opencast
mine, the decrease in the population of cattle was not compensated by an increase in the
number of pigs and sows. In the case of other districts, a large decline in the population
of one type of animal species was usually compensated by an increase in the number of
other types of animals, which indicated the growing specialization of districts and regions
in livestock production.
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Figure 4. The dynamics of changes in the number of cattle, cows, pigs, sows and large size units in
the districts depending on the distance from Bełchatów opencast mine compared to the dynamics
of changes in the size of livestock in the districts located 80–100 km away from the mine: (a) cattle
(without cows); (b) cows; (c) pigs (without sows); (d) sows; (e) LSU. Source: based on [50,58].

Due to the lack of proper data concerning the impact of Bełchatów opencast mine on
livestock production in specific voivodships, to estimate the external costs for the deposits
in Złoczew the data on the changes in animal production at the district level converted
to LSU was used. For the analysis, only the areas located up to 60 km away from the
opencast mine were taken into account. In the case of districts where there was an opencast
mine located, the population of the animals under study decreased by 11.0% on average
in the entire period under review—13.8% in the districts located 20–40 km away from the
opencast mine and 6.7% in the districts located 40–60 km away from the opencast mine.

273



Energies 2021, 14, 2660

Based on the conducted analysis, it can be noticed that for the probability level
p ≤ 0.05, the initial null hypothesis of equality of the dynamics of the changes in the yield
of cereal and potatoes can be rejected (p = 0.0000). Thus, the distance from the mine
had a statistically significant effect on the yield in the three groups of voivodships under
review (Table 3). The results of the multiple comparison test indicate that for cereal, the
difference in the growth rate of the yield between Area I and Area II was not statistically
significant. However, for both types of crops analyzed, the difference in the pace of the
changes between the region located furthest from the opencast mine (Area III) and Area I
and II was statistically significant and the significance level was 0.05. As was expected, the
growth rate in the yield in the region located outside the area of impact of the opencast
mine was significantly higher.

Table 3. The results of the Kruskal-Wallis multiple comparisons test performed to analyze the dy-
namics of the changes in the yield of selected crops (according to the data from specific voivodships).

Cereals Potatoes

test Kruskal-Wallis test Kruskal-Wallis

H (2, N = 66) = 28.3275; p = 0.0000 H (2, N = 111) = 46.25747; p = 0.0000

post-hoc comparisons

group I vs. II 0.19488 group I vs. II 0.00023
group I vs. III 0.00202 group I vs. III 0.01444
group II vs. III 0.00000 group II vs. III 0.00000

Based on the data received from the districts, there was no difference in the pace
of changes in livestock production in the five areas, regardless of the distance from an
opencast mine, for the period from 1975 to 2010, for cattle, cows, and livestock density in
LSU (Table 4). The dynamics of changes was significantly different in the case of pigs and
sows. Based on the analysis of the obtained data, from the point of view of the hypothesis
of the impact of an opencast mine on the animal population, it can be noticed that in the
case of districts located in the area near Bełchatów opencast mine, the rate of change in the
population of pigs did not differ from the pace of the changes in districts located 20–40 km
away from the opencast mine, however, it was significantly different in the districts located
40–60 km away and 80–100 km away from the opencast mine. The analysis of the input data
indicates that the pace of changes in livestock was faster in the districts located 20–40 km
away from the opencast mine than in the district of Bełchatów. Regarding the dynamics of
the changes at the voivodship level, a significant difference in the rate of the changes in
the livestock was recorded only for sows for the voivodships in Group II compared to the
voivodships in Groups I and III (Table 5).

The results of the analysis of variance indicate that for the assumed significance level of
α = 0.05 the null hypothesis that the mean values of the number of animals in the compared
groups of districts are equal should be rejected (Table 6). The increase in the significance
of the differences in the period from 2006 to 2010, compared to the years 1975–1979, was
mainly the case of the livestock converted to LSU and sows for the districts located close to
the opencast mine compared to the districts located further away from the opencast mine.
The decrease in the significance of the differences was primarily the case of the population
of cattle.
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Table 4. The results of the Kruskal-Wallis multiple comparisons test * performed to analyze the
dynamics of the changes in livestock (according to the data from the districts).

Indicator Cattle Cows Pigs Sows LSU

test Kruskal-Wallis

H (4, N = 175) 6.79541 5.55901 82.19775 47.57426 5.64238
p 0.1471 0.2346 0.0000 * 0.0000 * 0.2275

post-hoc comparisons

do 20 km vs. 20–40 km 1.0000 1.0000 1.0000 0.4393 1.0000
do 20 km vs. 40–60 km 1.0000 0.2501 0.0000 * 0.0001 * 1.0000
do 20 km vs. 60–80 km 1.0000 1.0000 0.0726 * 1.0000 1.0000

do 20 km vs. 80–100 km 1.0000 1.0000 0.0000 * 0.2707 * 1.0000
20–40 km vs. 40–60 km 1.0000 1.0000 0.0000 * 0.0000 * 1.0000
20–40 km vs. 60–80 km 1.0000 1.0000 0.0901 * 0.0037 * 0.9961

20–40 km vs. 80–100 km 0.4912 1.0000 0.0000 * 0.0002 * 0.2309
40–60 km vs. 60–80 km 1.0000 1.0000 0.0000 * 0.0314 * 1.0000

40–60 km vs. 80–100 km 0.3514 1.0000 0.3899 0.2211 1.0000
60–80 km vs. 80–100 km 1.0000 1.0000 0.1084 1.0000 1.0000

*—p ≤ 0.05.

Table 5. The results of the Kruskal-Wallis multiple comparisons test * performed to analyze the
dynamics of the changes in livestock (according to the data from the voivodships).

Indicator Cattle Cows Pigs Sows LSU

test Kruskal-Wallis

H (2, N = 105) 0.8107 0.2670 0.8303 9.6380 0.1869
p 0.6667 0.8750 0.6603 0.0081 * 0.9108

post-hoc comparisons

group I vs. II 1.0000 1.0000 1.0000 0.0135 * 1.0000
group I vs. III 1.0000 1.0000 1.0000 1.0000 1.0000
group II vs. III 1.0000 1.0000 1.0000 0.0369 * 1.0000

*—p ≤ 0.05.

Table 6. Results of the analysis of variance regarding the significance of the differences in livestock for specific districts at
the beginning and the end of the analyzed period (average for five years).

Indicator
Cattle Cows Pigs Sows LSU

1975–1979 2006–2010 1975–1979 2006–2010 1975–1979 2006–2010 1975–1979 2006–2010 1975–1979 2006–2010

Analysis of variance

F 8.0281 3.7215 9.816 2.9987 4.7954 2.8436 4.6972 3.4328 8.1074 3.8956
p 0.0000 0.0068 0.0000 0.0212 0.0013 0.0271 0.0015 0.0108 0.0000 0.0052

Least significant differences test

{1} vs. {2} 0.0697 0.5428 0.1517 0.9491 0.0926 0.6464 0.2294 0.0683 0.5170 0.0697
{1} vs. {3} 0.6538 0.9148 0.8076 0.4921 0.2935 0.1484 0.1360 0.5483 0.5376 0.6538
{2} vs. {3} 0.0387 * 0.3032 0.0756 0.3213 0.2732 0.2206 0.8443 0.0592 0.8873 0.0387 *
{1} vs. {4} 0.0253 * 0.0601 0.0634 0.3095 0.0115 * 0.1132 0.0216 * 0.0195 * 0.0365 * 0.0253 *
{2} vs. {4} 0.7740 0.1141 0.7336 0.2164 0.3815 0.1595 0.2032 0.6843 0.0716 0.7740
{3} vs. {4} 0.0021 * 0.0007 * 0.0056 * 0.0037 * 0.0100 * 0.8078 0.1547 0.0027 * 0.0107 * 0.0021 *
{1} vs. {5} 0.8105 0.7618 0.3387 0.5899 0.5212 0.7772 0.4702 0.8654 0.7952 0.8105
{2} vs. {5} 0.0014 * 0.5732 0.0004 * 0.4031 0.0679 0.7261 0.3439 0.0019 * 0.4929 0.0014 *
{3} vs. {5} 0.1656 0.4169 0.0189 * 0.7184 0.3630 0.0162 * 0.0970 0.1188 0.4466 0.1656
{4} vs. {5} 0.0000 * 0.0012 * 0.0000 * 0.0020 * 0.0001 * 0.0073 * 0.0010 * 0.0000 * 0.0002 * 0.0000 *

Group symbol: {1}—up to 20 km; {2}—20–40 km; {3}—40–60 km; {4}—60–80 km; {5}—80–100 km. *—p ≤ 0.05.

The levels of significance of the differences in the size of livestock in the three analyzed
groups of voivodships are more noticeable. (Table 7). In both the initial and the final periods
of the study, significant differences were recorded in the voivodships in Group II and III.
In the case of provinces from groups I and III, at the beginning of the period, significant
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differences in the level of stock were obtained only for pigs, sows, and LSU. In most of the
others the level of significance decreased or did not change.

Table 7. Results of the analysis of variance regarding the significance of the differences in livestock for individual voivodships
at the beginning and the end of the analyzed period (average for five years).

Indicator
Cattle Cows Pigs Sows LSU

1975–1979 2006–2010 1975–1979 2006–2010 1975–1979 2006–2010 1975–1979 2006–2010 1975–1979 2006–2010

Analysis of variance

F 4.4239 4.3387 3.6278 3.8527 11.5614 4.6843 15.9750 4.4968 7.0029 7.0029
p 0.0181 * 0.0194 * 0.0352 * 0.0291 * 0.0001 * 0.0146 * 0.0000 * 0.0170 * 0.0024 * 0.0066 *

Least significant differences test

group I vs. II 0.9396 0.9582 0.2855 0.2136 0.3599 0.0815 0.1773 0.3836 0.6150 0.2739
group I vs. III 0.0658 0.0659 0.4299 0.5106 0.0214 * 0.7820 0.0144 * 0.2326 0.0472 * 0.2198
group II vs. III 0.0124 * 0.0136 * 0.0105 * 0.0083 * 0.0000 * 0.0040 * 0.0000 * 0.0056 * 0.0012 * 0.0019 *

*—p ≤ 0.05.

The large area of impact of the opencast mine and the increasing productivity of
agriculture in the regions located within the area affected by Złoczew and Bełchatów
opencast mines resulted in the high level of external costs incurred due to the launch of the
Złoczew opencast mine (Table 8). The average value of external costs for the three variants
adopted for the analysis was approximately €4.86 billion, which, with the estimated net
electricity production of 398.2 TWh, gives €12.20 × MWh−1. Since in 2019, the average
price of electricity in Poland was €53.74 × MWh−1 and to calculate the external costs
incurred by agriculture, the electricity prices should be increased by 22.7%. Among the
adopted variants of changes in the productivity of crops and livestock, the value of the
external costs will be the lowest if the technical and economic parameters in the entire
period of the impact of Złoczew opencast mine are similar to current costs, and the value
of incurred costs will be the highest if agriculture in the analyzed area develops at the pace
at which German agriculture has developed over the past 38 years.

Table 8. External costs of exploitation of lignite from Złoczew deposit for 76 years of the impact of
the opencast mine (million €).

Specification Variant I Variant II Variant III Average € × MWh−1

Plant production

Open-pit mining area 61 71 97 76 0.19
Group I 2137 2529 3402 2689 6.75
Group II 1234 1445 1821 1500 3.77

Total 3432 4045 5320 4266 10.71

Animal production

Open-pit mining area 3 3 4 3 0.01
up to 20 km 98 255 195 109 0.27

20–40 km 104 270 204 261 0.66
40–60 km 126 259 251 217 0.54

Total 331 787 654 591 1.48

All in total 3763 4833 5974 4857 12.20

6. Discussion

The estimated expected losses borne by agriculture is connected with uncertainty
resulting from the multitude of influencing factors. Comparison of changes in yields and
numbers of livestock in the regions affected by the impact of the opencast mines with the
neighboring areas not affected by the impact of the opencast mines significantly reduces
the uncertainty resulting from changes in macroeconomic, natural, and climatic conditions,
which occurred similarly in the area affected by the opencast mines and regions outside
of this area. However, the reaction of farmers in these areas to these changes may differ.
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The risk of incorrect estimation of the impact of the opencast on agriculture also stems
from the changes in the administrative division made in 1999, which does not allow for
estimating the changes in the crop levels within and outside the Bełchatów opencast area.
The slower growth rate in the present Łódzkie voivodship, where the Bełchatów opencast
is located, as compared to the neighboring voivodships, suggests further deepening of the
negative impact of the opencast after 1997, and the results obtained should be treated only
as approximate. The risk of overestimation or underestimation of the obtained external
costs for the Złoczew deposit also results from other uncertainties and factors described in
Chapter 2. Despite these limitations and uncertainties, the cost estimates obtained should
be treated as highly probable. Even a small correction of these results will not change
the general conclusion that after taking into account the costs incurred in agriculture, the
launching of the Złoczew open pit is not economically justified.

According to the analysis conducted, almost 88% of the external costs related to
the extraction of lignite from the deposits in Złoczew are the result of the decrease in
the yield of plant production. The above is the result of the specificity of production,
in the case of which a decrease in the yield means not only a decline in the value of
production but also a decrease of agricultural productivity by a similar value. Farmers,
regardless of the level of the yield, have to perform all basic agro-technical tasks, use the
standard quantity of means of production such as seeds, fertilizers, and plant protection
products, and devote the same amount of time. The likelihood of this scenario is even
greater due to ongoing climate changes. The area influenced by Złoczew opencast mine
is located in central Poland and it is the region where steppe-formation processes are
common phenomena due to very low rainfall. The region is also characterized by long
periods of drought [69]. The observed systematic increase in global temperatures causes
the increase in evaporation which reduces the amount of rainwater available to plants and
the agricultural efficiency of precipitation [70,71]. The above-mentioned efficiency is also
decreased by the latest changes in the nature of precipitation. The occurrence of convective
precipitation and heavy rainfall instead of continuous precipitation has a particularly
negative influence on agriculture [72–74]. According to research conducted in Germany,
an increase in temperature by one-degree results in an increase in the amount of heavy
rainfall by 6.5% [75]. Those processes also lead to a decline in the amount of subsurface
water and a decrease in the level of the groundwater table. All of the above, in turn, lead to
an increase in the dependence of crops on the level of groundwater [76,77]

Those trends are confirmed by the studies conducted in the Great Hungarian Plain,
which showed a 0.21–0.60 m decline in the level of groundwater between 1986 and 2010
compared to the state from 1961 to 1985. Despite the insignificant correlation between the
levels of groundwater and crop output, the potential impact of reduced level of ground-
water on the production of corn was estimated to be 0.65 t × ha−1, i.e., 11.6 % of the
average annual yield from 1986 to 2010. There was also stagnation in the level of the
yield of wheat [76]. Regrettably, similar studies, despite the importance of the problem
of lowering levels of groundwater in many regions of the world, are a rarely recorded
element of the latest global environmental crisis, which can be a threat to food security.
First of all, there is a lack of detailed data and no information collected over a long period,
to analyze the progressive effects of lowering levels of groundwater on a regional scale [76].
Poland also faces the above-mentioned issues. Although, the problem of the decrease of
the level of groundwater is obvious, there are no comprehensive and long-term analyses
on how common and serious this phenomenon is. Thus, it is difficult to assess whether the
observed decline in the yield in the area of the Great Hungarian Plain is typical for this
region of the world.

The observed decrease in the level of cereal and potato yield over the period of 23 years
since the launch of Bełchatów opencast mine in the area of Piotrkowskie Voivodship is
similar to the decrease in the yield observed in the area affected by the opencast mine in
the Konin Basin (Figure 2) and in the Great Hungarian Plain. A much larger drop in the
yield, which was observed in the subsequent years of the operation of the mine in the
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Konin Basin, suggests a high probability of the occurrence of similar trends also for the
coal deposits in Bełchatów.

Further, in the case of the deposits in Złoczew, a similar pattern of the changes in the
yield should be expected, although, in this case, there is a possibility of a greater loss. It is
related to an increase in the sensitivity of crops to water deficiency along with an increase
in agricultural productivity [78,79] and with the expected further increase in the yield of
plants in Poland, including the region affected by the opencast mine in Złoczew. What is
more, the increase in the amount of water used by arable crops, which is proportionate to
the increase in the yield, means that further increase in the yield may be difficult in the case
of the groundwater table lowering, even though in the neighboring areas the increase in
the yield will continue [80]. The feasibility of this scenario is confirmed by a decrease in the
yield of cereal and potato in the period from 1971 to 1997, in Sieradzkie Voivodship, which
was affected by both Bełchatów opencast mine and the opencast mines in the Konin Basin.

Groundwater is of key importance during dry periods and for many cultivated plants
water stored in the upper layers of the soil can account for 50%–100% of the total use of
water [77,81–87]. The above is also important because of the increasing frequency of rain-
free periods and rising average air temperature. The forecasts on climate change indicate
a further increase in temperatures in Europe and a multiple increase in the frequency of
centennial drought in Europe, including Poland. A centennial drought is a drought never
recorded in a certain area in the 20th century [88–90]. If the forecasts prove correct, the
estimated external costs caused by the construction of a new opencast mine will be even
higher. According to research conducted in the Czech Republic for the years 1961–2000,
during severe drought, the yield of grain decreased by 25%–35%, depending on the type
of species (average yield during the period under review of approximately 3.5 t × ha−1),
the yield of potato decreased by approximately 20% (average yield of 16.9 t × ha−1), and
the yield of rapeseed by 25% (average yield of 2.2 t × ha−1). The above-mentioned studies
confirmed the relatively high drought tolerance of corn, and the decline in the yield was
not more than 10% (average yield of 4.2 t × ha−1) [91]. Since the level of the yield obtained
in the period under study was low, it should be expected that for the forecasted higher
level of the yield in the area of the influence of Złoczew opencast mine, the decrease in the
level of agricultural productivity may be even higher during the periods of severe drought.

The drop in the yield during periods of drought depends on the type of species of the
cultivated plant and its sensitivity to the lowered level of the groundwater table. In the
case of wheat, for instance, the optimum growth of the plant is guaranteed by the level
of the groundwater table at 0.7–1.6 m and in the case of corn at 1.0–3.0 m [76,78,86,92–94].
The level of groundwater table being lower than 4.0 m leads to a significant reduction of
water stored in the upper layers of soil and the need for plants to use only rainwater. An
example here, is research conducted in the Inland Pampas, during two growing seasons
(2006/2007 and 2007/2008), according to which the yield of wheat, soybean and corn in
the areas with the optimum level of groundwater was 3.7, 3.0, and 1.8 times larger than the
yield in the regions where the water table was located below 4.0 m [93].

Studies conducted for Bełchatów opencast mine indicate a dynamic decline in the
level of groundwater already in the first years of dewatering the mine, which explains,
to some extent, the significant decrease in the yield that was noticed since the launch of
the opencast mine. In the years 1982–1985, i.e., 6–9 years after the launch of the drainage
system of the opencast mine near Brudzice, which is a town located approximately 6 km
away from the southern edge of the opencast mine, the level of groundwater was lowered
by approximately 5.22 cm per month, with the initial level of groundwater at 356 cm, and in
Woźniki—a town located approximately 10 km away from the edge of the mine—the level
of groundwater dropped at the rate of 1.1 cm per month; the initial level was at 244 cm.
The sub clay water-bearing level was dewatered at the same time. In Ligota Wielka, a town
located approximately 9 km away from the edge of the mine, the decrease in the level of
groundwater table was at the pace of 9.14 cm per month [95]. According to another study, in
places located at the same distance from the opencast mine, the level of groundwater table,
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even during the period of high precipitation, was lower than 200 cm, although there were
places where the level of groundwater table was at 200 cm [96–99], which might have been
caused by the irregularity of the area of the depression cone and the impermeable layers
which hold water. The above-mentioned areas are used to conduct comparative analyses
of moisture conditions of the soil. For the majority of the analyses, there is one conclusion:
“There is no negative impact of Bełchatów opencast mine on the level of moisture of arable
land, regardless of the distance of the place from the opencast mine” [96–101] or “the
impact is insignificant” [102]. According to the review of the results of the research, in the
case of soil layers located up to 200 cm below the surface, where there was groundwater,
the level of soil moisture at a depth of 25 cm and 45 cm was approximately 25% and it
was higher by approximately 10 percentage points than in the layers where there was no
groundwater [97–99]. To investigate the above, there was an experiment performed, the
results of which are very interesting. It was a laboratory assessment on the effect of the
capillary action in soil on the moisture of the top layers. It was proved that groundwater
is important for the productivity of soil and plants can access water via their root system
thanks to the capillary action, additionally, within the range of a depression cone, where
there is no groundwater, the possibilities of using rainwater by plants are also limited [103].

A similar level of humidity of soil may be the evidence that dewatering of a mine does
not, or may not, pose a threat to water management and agricultural losses such as reduc-
tion of the yield of cultivated plants, and the decrease in the yield depends on many other
factors, including the direction of the water flow and the amount of rainfall [99,104–111].
Moreover, lower levels of groundwater might be a consequence of deforestation, inten-
sification of agriculture, river regulation land reclamation, climate change and higher
temperatures, or the increase of the level of precipitation in winter at the expense of the
amount of precipitation in summer [99,112,113]. The above are not dominant factors that
affect the level of groundwater table in the areas surrounding opencast mines.

There are also limited options for large-scale irrigation as it involves drawing water
from deeper layers of soil and high costs associated with the construction and operation
of irrigation systems. Launching irrigation systems on a larger scale delays the process of
restoration of water surface and, in extreme cases, prevents it, which permanently limits
the possibility of intensification of agricultural production. The above was confirmed by
various research conducted in different regions of the world where overexploitation of
underground resources led to a decline in the level of groundwater. The examples here are
the Midwestern regions of the United States [114], the intensively irrigated North China
Plain [115], and Syria [116], where there was a decrease in the level of groundwater by
several dozen meters and a collapse of agricultural production in vast areas. Moreover,
agriculture in those regions depends on costly irrigation and if it is not possible to organize
it the yield varies according to the amount of rainwater.

The research conducted on external costs show that opencast lignite mining has a
negative impact on the yield in large areas located around the mine, which is confirmed by
analyses of the deposits in Bełchatów and in the Konin Basin. Nevertheless, it is necessary
to conduct more research for other opencast mines.

According to the analysis conducted, there are relatively low costs incurred by live-
stock producers. This is mainly due to the decline in the number of cows and pigs over the
last 10 years and the stabilization of cattle population in the areas affected by the opencast
mines, as well as a much smaller area (almost 50% smaller), where livestock production is
affected by Bełchatów opencast mine. It might be assumed that in the case of a forecasted
slight decrease in the yield, the tendency of farmers to reduce or eliminate livestock pro-
duction is the same as in the areas located further away from the opencast mines. The loss
of profits from plant production is so small that it does not affect the investment decisions
regarding livestock production. The tendency of some farmers to increase the number
of animals may be a response to the decline in profits from plant production, which is
compensated for by the development of livestock production.
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Interesting results are provided by a survey conducted in Poland among 190 farmers
in a region of high intensity of agriculture, where an opencast lignite mine was planned
to be launched. The farmers did not plan to reduce their livestock even if the level of
the yield was going to fall to 10%. Every fifth farmer declared a reduction of livestock
production by at least 20% if the yield of fodder fell by 10–20%, and another one third of the
farmers would reduce the production if the yield fell by 20–30%. Complete abandonment
of livestock production with a yield drop to 30% was confirmed by every fourth farmer,
and another 44% of farmers would stop the production if the yields fell by 30–50% [29].
The survey indicates a relatively high sensitivity of animal production to a decrease in
the yield by at least 10%, which is usually caused by the appearance of a depression cone.
The above may be partly related to the dominance of small and very small farms, with a
standard production of less than €25,000, in the case of which it is important to produce
own fodder.

The location of the Złoczew opencast mine is unfavorable from the point of view of
the distance to large urban centers. It is located 72 km away from the center of Łódź, i.e.,
the area that, according to Sinclair’s theory, should be designated for intensive agricultural
production, including animal production [117]. According to the studies conducted for
Poland, the areas located 50–100 km away from major urban centers are characterized
by the highest cow and pig density [68,117,118]. The launch of an opencast mine in
such areas disrupts the system, forcing an increased concentration of production in the
neighboring regions.

The analysis conducted gives only the approximate external costs related to the
planned launching of the opencast mine in Złoczew. The demonstrated loss of 22.7% of
the estimated net value of electricity production and the expected further increase in the
costs related to the emission of CO2 indicate that the plans to launch an opencast mine
in Złoczew should be abandoned. In order to fully estimate the costs, it is still necessary
to estimate other external costs, primarily those related to coal combustion. Studies by
various authors show that depending on the range of factors analyzed, study methodology,
data availability, power plant efficiency, combustion technology, land population, and
others, the spread of external costs varies considerably (Table 9). For example, in the case
of Thailand, where only the impacts of PM10 and NOx emissions in sparsely populated
areas were analyzed, while the Macy et al. study included sulfur dioxide, nitrogen oxides,
dust particles, carbon monovide and dioxide, volatile organic compounds, polycyclic
aromatic hydrocarbons, and heavy metals, resulting in a difference in external costs of
about 10 times. In the case of Bosnia and Herzegovina, brown coals with different calorific
and sulfur contents were analyzed [32]. There was less disproportion in the case of the
study of external costs associated with opencast coal mining and these were lower than in
the case of the projected external costs for the Złoczew opencast.

Table 9. External costs of air pollution caused by lignite combustion and opencast coal mining € × MWh−1.

Study
Georgakellos

[119]
Sakulniyomporn

[120]
Büke, Köne

[121]
Dimitrijević

[122] Coester [16] Máca [26] Wang [25] Taranto [123]
Papagiannis

[28]
Pepliński,

Czubak [32]

Country Greece Thailand Turkey Bosnia and
Herzegovina Germany

Czech,
Hungary,
Poland

China Turkey Greece Poland

Year of
analysis 2003–2004 2006–2008 2007 2008 1995–2003 2010 2015 2018 2014 2021

Health
impacts No Yes Yes No Yes Yes Yes No Yes No

External
costs 43.9 6.8 1.8–35.2 2.7–19.2 11.1 58.1–77.5 63.8 36.3 5.0 8.7

Source: Based on [32].

This analysis is the first comprehensive estimate of external costs in crop and livestock
production associated with the depression funnel created by opencast coal mining. It is
necessary to carry out further studies of external costs for currently operating and planned
opencast coal and other natural resources in other countries and on other continents, which
will extend the knowledge of factors affecting crop production losses and the magnitude of
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external costs in different regions of the world and with different agricultural structures. It
will also reduce uncertainty about the value of estimated external costs.
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13. Kasztelewicz, Z.; Tajduś, A.; Cała, M.; Ptak, M.; Sikora, M. Strategic conditions for the future of brown coal mining in Poland.
Energy Policy J. 2018, 21, 155–178. [CrossRef]

14. Pietraszewski, A. Polish lignite mining in 2014. Węgiel Brunatny 2015, 90, 4–14. (In Polish)
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83. Karimov, A.K.; Šimůnek, J.; Hanjra, M.A.; Avliyakulov, M.; Forkutsa, I. Effects of the shallow water table on water use of winter
wheat and ecosystem health: Implications for unlocking the potential of groundwater in the Fergana Valley (Central Asia). Agric.
Water Manag. 2014, 131, 57–69. [CrossRef]

84. Ayars, J.E.; Shouse, P.; Lesch, S.M. In situ use of groundwater by alfalfa. Agric. Water Manag. 2009, 96, 1579–1586. [CrossRef]
85. Yang, J.; Wan, W.; Deng, W.; Zhang, G. Water fluxes at a fluctuating water table and groundwater contributions to wheat water

use in the lower Yellow River flood plain, China. Hydrol. Proc. 2007, 21, 717–724. [CrossRef]

283



Energies 2021, 14, 2660

86. Kahlown, M.A.; Ashraf, M.; Zia-Ul-Haq. Effect of shallow groundwater table on crop water requirements and crop yields. Agric.
Water Manag. 2005, 76, 24–35. [CrossRef]

87. Hutmacher, R.B.; Ayars, J.E.; Vail, S.S.; Bravo, A.D.; Dettinger, D.; Schoneman, R.A. Uptake of shallow groundwater by cotton:
Growth stage, groundwater salinity effects in column lysimeters. Agric. Water Manag. 1996, 31, 205–223. [CrossRef]

88. Parry, M.L.; Canziani, O.F.; Palutikof, J.P.; van der Linden, P.J.; Hanson, C.E. Climate Change 2007: Impacts, Adaptation and
Vulnerability. Contribution of Working Group II to the Fourth Assessment Report of the Intergovernmental Panel on Climate Change;
Cambridge University Press: Cambridge, UK, 2007.

89. Field, C.B.; Barros, V.; Stocker, T.F.; Dahe, Q.; Dokken, D.J.; Ebi, K.L.; Mastrandrea, M.D.; Mach, K.J.; Plattner, G.-K.; Allen, S.K.;
et al. Managing the Risks of Extreme Events and Disasters to Advance Climate Change Adaptation. Special Report of the Intergovernmental
Panel on Climate Change; IPCC, Cambridge University Press: Cambridge, UK, 2012.

90. Wawer, R. Agricultural water management in a changing climate. The prospect of transition to irrigated agriculture versus
equitable and sustainable water use in the light of Spanish solutions and advances in information technology. Pol. J. Agron. 2020,
41, 38–48. (In Polish) [CrossRef]

91. Hlavinka, P.; Trnka, M.; Semerádová, D.; Dubrovský, M.; Žalud, Z.; Možný, M. Effect of drought on yield variability of key crops
in Czech Republic. Agric. For. Meteorol. 2009, 149, 431–442. [CrossRef]

92. Ren, D.; Xu, X.; Engel, B.; Huang, G. Growth responses of crops and natural vegetation to irrigation and water table changes in an
agro–ecosystem of Hetao, upper Yellow River basin: Scenario analysis on maize, sunflower, watermelon and tamarisk. Agric.
Water Manag. 2018, 199, 93–104. [CrossRef]

93. Nosetto, M.D.; Jobbágy, E.G.; Jackson, R.B.; Sznaider, G.A. Reciprocal influence of crops and shallow ground water in sandy
landscapes of the Inland Pampas. Field Crop. Res. 2009, 113, 138–148. [CrossRef]

94. Morgan, B.J.; Daughtry, C.S.; Russ, A.L.; Dulaney, W.P.; Gish, T.J.; Pachepsky, Y.A. Effect of shallow subsurface flow pathway
networks on corn yield spatial variation under different weather and nutrient management. Int. Agrophys. 2019, 33, 271–276.
[CrossRef]

95. Jokiel, P.; Maksymiuk, Z. The impact of the “Bełchatów” open pit on run-off changes. In Antropogenic Determinants of Changes
in River Run-Off and Regimen in Different Regions of Poland. Dok. Geogr. 1988, 4, 79–95. (In Polish)

96. Włodek, S.; Biskupski, A. Soil moisture dynamics in the Belchatow brown coal mine area. Soil Sci. Annu. 2011, 62, 420–427.
(In Polish)

97. Biskupski, A.; Włodek, S.; Pabin, J. Soil moisture dynamics within the depression sink of brown coal open mine at Belchatow. Soil
Sci. Annu. 2008, 59, 18–24. (In Polish)

98. Pabin, J.; Włodek, S.; Biskupski, A. The influence of the deep drainage of the brown coal strip mine at Belchatow on soil water
content. Soil Sci. Annu. 2008, 59, 191–195. (In Polish)

99. Biskupski, A.; Włodek, S. Influence of the Bełchatów brown coal open-cast mine on soil moisture. Soil Sci. Annu. 2011, 62, 32–39.
(In Polish)
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Kalisz Voivodeship. Melior. Inż. Środ. 1997, 19, 311–317. (In Polish)

284



Energies 2021, 14, 2660
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Abstract: The aim of the article is to identify and assess the relationship between the investment
attractiveness of regions for agricultural enterprises and the energy factor. Classical theories of the
location of agriculture emphasise the importance of the market factor. The energy factor has so far
been ignored, despite the global trend related to the increasing importance of production scales and
rising energy consumption in agriculture. There are also no methodological proposals that allow a
comprehensive assessment of the investment attractiveness of regions for agricultural enterprises,
taking into account the leading location factors. The article presents the author’s methodological
model based on the weight-correlation method of valorisation of investment attractiveness of regions
for economic entities that invest in agricultural production. It contains a sub-aggregate describing the
energy factor. This proposal is a contribution to the theory of the location of agriculture in the field of
location factor analysis. The developed methodological model is used to explain location decisions
of agricultural enterprises at the regional level. Access to energy as well as energy management
increase locational advantages and reduce the economic risk of carrying out agricultural activities in
economic units, which contributes to an increase in the sustainability of agricultural production. This
is especially true in areas dominated in the past by state-owned and cooperative enterprises, which
are the dominant group of enterprises in this area after privatization. The proposed methodology
was positively verified on the example of Polish regions, as a significant influence of the energy factor
on investment attractiveness at the local level was demonstrated.

Keywords: investment attractiveness of regions; energy; agriculture; economic entities; sustainability

1. Introduction

Investment attractiveness of regions has been a subject of interest for researchers deal-
ing with the analysis of locational advantages of potential industrial or service investment
locations. Papers that take into account the location needs of enterprises, whose main
economic activity is agricultural production, are rarely published.

The need for studies on this subject arises from changes in the ownership structure
within the agricultural sector, as individual farms are falling out of land use. This is linked
to an ageing population in rural areas. Migration of the rural population to cities causes
succession problems in regard to individual farms. This gives rise to a farmland trade.

A second reason for the legitimacy of undertaking studies on this subject is the
privatisation of former state farms and agricultural cooperatives. Privatised farms of this
type manage their estates according to changes in the market for agricultural and food
products. For this reason, there is an emerging offer of real property in rural areas that can
be the subject of location decisions by agricultural enterprises.

Agricultural enterprises can achieve competitive advantages in the form of low busi-
ness costs and can also compete with high product quality. One of the most important
elements influencing the possibility of obtaining competitive advantages by these units is
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the lack of interference in the course of operational processes. The course is the result of
numerous elements of a technical and organisational nature. The energy factor plays a fun-
damental role among them. This is shown by the 12.9% increase in energy use in agriculture
and forestry in the EU 28 countries over the period 2009–2018, based on EUROSTAT data.
It was particularly high in Germany, United Kingdom, Albania, Romania, and Hungary.
In Poland, this increase reached 9.7% of the 2009 value. Agricultural enterprises achieve
economies of scale and diversity benefits through the use of modern technologies. There-
fore, the process of selecting the location of agricultural enterprises should be considered
in an analogous way to the location analysis of industrial and service enterprises.

It is worth noting that, nowadays, investment activity is a prerequisite for increasing
the competitiveness of agricultural production, increasing its innovativeness, increasing
its export potential, low-carbon emissions, and climate neutrality, thus contributing to the
development of the bioeconomy in the area. Investments by agri-enterprises can thus, in
the long term, support the socioeconomic development of areas traditionally relying on the
agricultural sector in order to ensure sustainable regional and local development.

The Polish regions can serve as an example of a location environment for agricultural
enterprises representative of other countries and regions in Central and Eastern Europe.
Following the privatisation of state or cooperative farms, opportunities are being sought to
improve the functioning of agriculture by, among other things, introducing the principle
of spatial order, according to which the right activity should be located in the right place.
Regions with a strong agricultural function can therefore be included in the location analy-
sis, not only for the domestic real estate market, but also for foreign investors. Therefore,
the study of locational determinants of agricultural enterprises is a research gap that the
authors of this study wish to fill.

The goal of this paper was to identify and assess the relationship between the invest-
ment attractiveness of regions for agricultural enterprises and the of energy factor.

The following research hypothesis was verified in the process of execution of the
above mentioned goal: there is a positive relationship between the energy factor and the
investment attractiveness of regions for enterprises from Section A (agriculture, forestry,
and fishing) (H1).

The specific objectives are as follows:

1. Identification of the essence of investment attractiveness of regions in the light of
literature, with particular emphasis on the investment attractiveness of regions for
agricultural enterprises (O1).

2. Development of a methodological model for evaluating investment attractiveness of
regions for Section A enterprises (agriculture, forestry, hunting, and fishing), taking
into account the energy factor (O2).

The paper poses the following research questions related to the specific objectives:

I. How is the specificity of investment attractiveness of regions for agricultural enter-
prises (Section A) expressed?

II. How can the investment attractiveness of regions be evaluated for investments by
economic entities from Section A, taking into account the energy factor?

2. Literature Review

2.1. Theories of Agricultural Location and Current Trends in Practice

The theoretical basis for analysing the distribution of agricultural production is con-
tained in the pioneering work of Johann Wolfgang von Thünen [1]. According to the
agricultural location theory formulated by the author, commodity agricultural production
was concentrated in the form of concentric rings around a market formed by a large city.
The rings were characterised by production specialisation determined by the amount of
the land rent, which was the resultant of transport costs and the difference between the
unit price of a given agricultural product and its unit production cost [2]. Due to the
limited shelf life of fruit and milk, which was reflected in high transport rates, this type of
production was located close to the market. While extensive livestock production occupied
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areas further afield, representing the outermost ring of agricultural production. It is worth
noting that, according to the theory, the forest ring was closest to the town due to the fact
that in the 18th century firewood was the main energy resource. The disadvantage of this
model is that it assumes that the space is homogeneous and isotropic, whereas in reality
it is heterogeneous. Therefore, the author applied a modification of his model, extending
the range of zones in that part of the suburban zone where areas with above-average soil
values occurred, as assumed. However, one can agree with U. Mäki that J. H. von Thünen
was a realist who deliberately used unrealistic assumptions to pursue a truthful account of
an important aspect of determining agricultural land use patterns [3].

This model, despite being developed at the end of the 18th century, is an interesting
starting point for a contemporary explanation of the relationship between the distribution
of agricultural enterprises and the locational pattern of large markets. Although a long time
has passed since this theory was formulated, it can be noted that to this day the presence
of large markets influenced the distribution of agricultural commodity production [4].

The theory of rings has been the basis for the development of numerous theoretical
modifications aimed at explaining the regularities of agricultural development and distri-
bution, as well as other economic theories [5]. An example of such approaches may be,
for example, the Sinclair’s inverted food rings models [6], according to which production
results and productivity per unit area increase with distance from the city. At the same time,
the value of agricultural land near cities is inversely proportional to its market price [7]. It
is also important that industrialisation contributes to the contamination of food produced
in suburban areas. It was therefore suggested that a forest ring should be maintained
around the town, followed by a strip of meadow and pastureland for grazing animals.
The suburban forest belt can also act as a local forest landscape with cultural value for the
community living in large cities [8].

The theory of rings, although it originated from observations made in southern
Germany, has gained universal value because the actual spatial structures of agricultural
production were formed according to this model. This is evidenced, for example, by
the very frequent direction of special agricultural production in the form of greenhouse
cultivation of vegetables, fruits, and flowers in the suburban zone. To this day, provision
zones can still be seen around large cities [9], resulting from the desire to compete on the
quality of agricultural products for direct consumption by the inhabitants of large cities.
The significant influence of large and spatially concentrated markets on the location of the
agricultural commodity sector has therefore been maintained. However, it should be noted
that in agriculture the outlets created by the processing industry as well as by wholesale
trade (for example, commodity exchanges) are also important [10]. Consequently, the
distribution of agricultural enterprises is influenced by the spatial arrangement of outlets
created in all three of their types mentioned above.

A prerequisite for obtaining the benefits of proximity to markets is communication
accessibility for agricultural enterprises, as well as a sufficiently high level of production
concentration to obtain economies of scale in production and rationalisation of energy
management. The proximity of markets does not exclude multiple transports of agricultural
raw materials to urban food processing plants, nor does it eliminate the need for multiple
transports of food delivered to residents or other customers forming the first tier of supply
chains [11].

The organisation of transport also brings with it the issue of energy efficiency. The
location of agricultural enterprises is linked to the energy factor not only because of the
need to secure the energy needs of the enterprise, but also has an impact on rationalising
the use of fuels necessary for organising the transport of both raw materials and products.
Furthermore, from the point of view of the public good, the energy aspects of losses and
damage to raw materials and agricultural products caused by the irrational organisation of
shipping or transport arrangements must be taken into account. The resulting losses and
damages during transport are a waste of the energy that was used to produce them [12].
Therefore, when considering the energy determinants of the location of agricultural en-
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terprises, account must be taken not only of ensuring a sufficient supply of energy, but
also of reducing the various sources of energy wastage. In developing countries, it is
also important to streamline energy management and exploit all opportunities to obtain
additional energy sources. For example, the use of digestate from biogas plants helps to
reduce energy consumption in the production of certain industrial products in developing
countries, such as cement, which also has a positive impact on energy management and
helps to reduce the impact on the natural environment [13].

The locational advantages relevant for agricultural enterprises have another context
related to energy management. In addition to the already mentioned great importance of
access to energy supply and energy savings in the logistical sphere, it is worth mentioning
the energy savings resulting from closed-loop energy management. The opportunities in
this regard are related to the use of production waste or agricultural by-products for energy
purposes. Products hitherto regarded as sources of environmental pollution can be used as
sources of energy, especially heat. These include, for example, manure, slurry, straw, and
other by-products generated in agriculture. Another possibility is to produce energy from
purpose-grown phytomass, which has a rapid growth rate [14]. They can be a source of
energy for the distributed energy system.

With this solution, it is possible to reduce the consumption of energy in agricultural
production, as well as to reduce the nuisance to the natural environment resulting from
the activities of agricultural enterprises. The closed loop circuit applied to electricity
management is an element, which will allow for greater self-sufficiency on the part of
agricultural enterprises, provided that they can be integrated into the national or regional
energy system. The electricity from biogas combustion creates an additional source of
income. This is especially important in developing countries [15].

It is worth noting that initiatives to prevent waste production or to maximise its treat-
ment and use in order to reduce its quantity and harmfulness are part of the bioeconomy
model promoted by the European Union. In addition, with careful energy management,
it is possible to use energy from other renewable sources that are inextricably linked to
the advantages of rural locations (e.g., wind or hydroelectric power stations, as well as
biogas and biomass). An example that illustrates this point well is the use of photovoltaic
cells in rural areas with a high number of sunny days. The installed photovoltaic panels
provide a source of energy that is independent of other energy suppliers, thus allowing
economic activity to be carried out in an environmentally friendly manner. The use of
renewable energy sources by agricultural production entities contributes to increasing the
sustainability of agricultural production, to increasing the self-sufficiency of entities in the
sphere of energy supply, which reduces the economic risk of doing business.

2.2. New Technologies as a Basis for New Location Trends in Agriculture

Taking into account the fact that agricultural enterprises are in terms of technological
advancement similar to industrial and service enterprises, the application of modern
technologies in their activity is also of significance. This type of technology requires an
adequate supply of energy to be secured, as well as a high level of energy security.

Despite the fact that agriculture is perceived as a traditional branch of the economy,
modern technologies are being used in it with great success [16]. Key enabling technologies
have been presented by the European Commission [17]. Among these, there are solutions
based on nanotechnology [18], micro-technology [19], and technologies derived from life
sciences. Agricultural enterprises can develop genetically modified food. This issue is
admittedly very controversial [20] because the impact of genetic modification on the entire
food chain is not fully known yet. However, without the work of geneticists in agriculture,
it would not be possible to achieve improvements in the functional traits of many crop
and livestock species, and consequently to reduce world hunger. Thus, the literature
presents both positive and negative effects of GM foods [21]. Agricultural production units
dealing with the genetics and breeding of crops and livestock may have similar location
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requirements to those of research and development units accompanying industrial or
service activities.

Another new technology being used in agriculture is artificial intelligence in the
context of agriculture automation [22] and getting value in agriculture [23]. Modern tech-
nologies related to connectivity are also important, for example related to the use of mobile
phones [24], especially SMS information [25]. Another new technology is the Internet of
Things [26], also in the context of sustainable rural development [27]. They contribute to a
significant acceleration of information flows in modern managed farms through artificial
intelligence based solutions. One example is computer control of physical and chemical
parameters of livestock habitat. Other new technologies related to agriculture that can
be mentioned here include precision agriculture [28] (considering factors influencing the
adoption of precision agriculture technologies [29]) and Industry 4.0 [30].

Modern technologies are therefore finding more and more widespread use especially
in agriculture in highly economically developed countries, where human labour has long
been replaced by machines. An investment in an agricultural enterprise by a foreign
investor may therefore need to take into account not only traditional factors of agricultural
development and distribution [31]. This is particularly important for entrepreneurs who are
diversifying their business activities. Consequently, they can invest not only in agricultural
real estate, but also in industry or services that are linked to agricultural activity through
the value chain. This is a feature that significantly distinguishes agricultural enterprises
from individual farms. These farms are bound to households and not to industrial or
service enterprises. All of this makes it necessary to learn about the method of assessing
location advantages for agricultural economic entities, not only from the theoretical point
of view, but also from the practical one.

To conclude, the specificity of the location requirements of agricultural enterprises
compared to individual farms lies in the following elements:

• The large scale of agricultural production within individual agricultural enterprises.
• Greater opportunities and the associated benefits of using modern technologies.
• Cooperation with research facilities in the event of specialisation in plant and/or

animal breeding.
• More frequent ownership and organisational links with industrial and/or commer-

cial entities.

Agricultural enterprises depend on the energy factor because of:

• Greater dependence on energy supplies, due to the large scale of production and
greater mechanisation of work than on traditional individual farms.

• Greater opportunities to use distributed renewable energy sources in a closed loop system.

2.3. The Essence of Investment Attractiveness of Regions

It is worth noting that in the literature the concept of investment attractiveness func-
tions both in relation to enterprises [32], including agricultural enterprises [33], as well as
spatial units. The subject of the research in this study was investment attractiveness of
spatial units. There are numerous scientific elaborations in the literature on investment
attractiveness of spatial units, but there is no unambiguous definition of this concept. A
number of studies examine investment attractiveness of spatial units of various taxonomic
levels (e.g., countries, regions, communes) without providing a concrete definition of this
concept. In such a situation, investment attractiveness is often interpreted as a set of factors,
e.g., geographic, economic, natural, political, social, the knowledge of which enables an
investor to imagine the possibility of investing in a given country, region, or industry [34].
The multitude of factors influencing the level of investment attractiveness testifies to the
multifaceted nature of this concept.

In a general sense it can be stated that investment attractiveness is the ability to induce
investors to choose a region as a location for an investment [35]. According to E. Czerwie-
niec, investment attractiveness can be understood as a set of advantages of a given place
(country, region), as certain areas show relatively better conditions for investment activity
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than others [36]. A similar interpretation of the concept of investment attractiveness is
presented by T. Kalinowski, who states that it is a combination of location-specific advan-
tages which can be achieved in the course of business activity and result from the specific
features of the area in which the activity takes place [37]. Other researchers understand
investment attractiveness as the purposefulness of making capital investments in the expan-
sion and technical reconstruction of operating enterprises, defined as potential investment
objects [38]. Investment attractiveness is also considered as a combination of signs, factors
and conditions affecting the intensity of investment inflows [39], and as a system of existing
opportunities, and measures affecting the demand for investment in a particular location
or industry [40]. Investment attractiveness for agro-industrial production requires the
creation of appropriate conditions (e.g., economic–financial, organisational–regulatory,
and social) aimed at minimising the investment risk, which consequently contributes to
increasing the investment value [41].

To sum up, investment attractiveness can be understood as the possibilities of satisfy-
ing the expectations of investors investing in a given region. Due to the fact that investor’s
satisfaction can be considered from the point of view of the locational advantages of a
given place as well as the expected effects of an investment, two types of investment attrac-
tiveness are distinguished, i.e., potential investment attractiveness and actual investment
attractiveness. Whereas actual investment attractiveness concerns the expected effects of an
investment—it is the ability of a region to absorb financial and physical capital in the form
of an investment [42]; and potential investment attractiveness of regions is understood
as a set of regional location-specific advantages, which influence the attainment of the
investor’s objectives [43]. On the basis of literature studies, it has been demonstrated that
there is no unambiguous and universally accepted definition of investment attractiveness
in the literature. To sum up the above considerations, it should be stated that investment
attractiveness is a multifaceted notion.

The subject of research in this study was potential investment attractiveness. The
starting point is an analysis of the locational advantages of a place, understood as the
elements of the geographical environment accumulated in a given part of space (natural,
human, cultural resources, etc.), which become locational factors if they constitute the
grounds for the investor’s locational decision. Hence, for a particular enterprise, only those
location advantages are relevant which at the same time constitute important location
factors for that enterprise.

The concept of location factors was introduced to the literature by Alfred Weber. Ac-
cording to this author’s concept, the location factor is a precisely defined benefit in the
form of a reduction in production costs associated with conducting industrial activity in a
precisely specified location (the transport factor was fundamental, and the labour and ag-
glomeration factors were modifying) [44]. It should be noted that, in the modern economy,
the scope of location factors has expanded and their role has been re-evaluated [45].

Thus, currently in the literature there are many divisions of location factors, among
others a division into factors forcing investment (strategic) and encouraging investment
(institutional) [46], factors stimulating to undertake activity, factors de-stimulating (dis-
couraging) to undertake activity and factors that are indifferent [47], or a division into en-
vironmental, spatial, economic, sociocultural, political, legal–administrative, and technical–
technological factors [48]. In addition, a distinction is made between hard factors (objective—
they directly affect the enterprise’s operations and are easily measurable) and soft factors
(subjective—they are difficult to measure or estimate, but play an important role in the
operation of the enterprise as they shape the investment environment) [49]. When making
location decisions, investors should consider the specifics of the location and incorporate
various elements, such as earnings management [50].

It is worth noting that the issues related to investment attractiveness are often con-
sidered in the literature in the context of an inflow of foreign direct investment, which is
related to the progressing processes of globalisation, the development of new forms of
integration of economic entities and the formation of corporate structures. In the literature,
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investment attractiveness of spatial units is relatively often analysed in various taxonomic
scales, i.e., national [51], regional [52], and local [53].

Investment attractiveness of cities [54] and, to a lesser extent, of rural areas [55], is
relatively often examined. The researchers are probably less interested in the issue of
investment attractiveness of rural areas due to the fact that they are characterised by a
significantly lower economic and social potential in comparison with urban areas, where the
accumulation of economic activity takes place. However, due to the fact that in the modern
economy the location factors considered important are evolving, it should be stressed
that rural areas can offer potential investors important advantages, e.g., in the form of
the quality of the natural environment, and a greater supply of free land for investment
than in cities [56]. Studies on investment attractiveness of rural areas most often concern
location factors characteristic for various types of service and industrial activities, which
is connected with the idea of multifunctional development of rural areas and creation of
non-agricultural jobs. In literature it is relatively rare to find studies focusing on investment
attractiveness of rural areas for agricultural activity.

Therefore, taking into account the above scientific discussion on the essence of in-
vestment attractiveness, the authors propose to apply a definition of potential investment
attractiveness understood as a set of regional location advantages that influence achieving
investors’ goals (such as costs of running a business, sales revenues, net return on invest-
ment, and investment’s competitiveness) [57]. These are the elements of the geographical
environment accumulated in a given part of space (natural, human, cultural resources,
etc.), which become locational factors if they constitute the grounds for the investor’s
locational decision. Hence, for a particular enterprise, only those location advantages are
relevant, which, at the same time, constitute important location factors for that enterprise.
Location advantages important for agricultural enterprises include not only socioeconomic
characteristics but also natural features of the location environment.

3. Materials and Methods

Empirical analyses were based on indices of potential investment attractiveness of
local government units for Section A businesses based on the methodology developed by
the team led by H. Godlewska-Majkowska within the framework of statutory research
conducted at the Collegium of Business Administration of the Warsaw School of Eco-
nomics [58]. The analysis of potential investment attractiveness for Sections A businesses
was conducted on two taxonomic levels, i.e., on the regional level—for all Polish voivode-
ships (16 units) and on the local level—for all rural counties (314 units). Urban counties
were excluded from the analyses due to their urban nature [59]. (Since 1 January, 1999,
Poland has had a three-tier administrative (territorial) division, under which the Polish
territory has been divided into voivodeships, then into counties (including municipalities
with the status of cities with county rights), and the smallest units—communes. As of
1 January, 2021, the administrative division of Poland included: 16 voivodeships, 314
counties (comprising several or more neighbouring communes—so-called rural counties),
and 66 cities with county rights (a county can also be a spatial unit consisting of one city
with county rights)).

The data for calculating the potential investment attractiveness index for businesses
classified under Section A was obtained from the Central Statistical Office (GUS) and the
Institute of Soil Science and Plant Cultivation in Puławy (IUNG) (data concerning the
assessment of agricultural production space). All data are for 2019. The research methods
used for this article are the weight-correlation method and cartographic analysis.

The weight-correlation method [60] used in this article makes it possible to standardise
the individual input variables through the use of standardisation of the variables which avoids
the problem of comparability of the sub-measures. It consists in transforming the univariate
variables into pseudo univariate variables and further the set of pseudo univariate indices
into a synthetic measure. The pseudo univariate indices make up microclimates and the
microclimates make up the synthetic index of potential investment attractiveness.
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This article presents a proposal for calculating investment attractiveness indicators for
agricultural enterprises in two variants—one at the regional and one at the local level. This
is dictated by the different level of availability of statistical data—more statistical data are
available at the regional level than at the local level. The research procedure is the same in
both cases.

The research procedure consisted of the following steps:

• Selection of input variables for investment attractiveness assessment.
• Determination of the type of variables (stimulant or destimulant).
• Standardization of input variables.
• Division of variables into microclimates.
• Selection of microclimate weights to be included in the final index.
• The iterative part of calculation of the final index of investment attractiveness.
• Definition of final indicators of investment attractiveness.
• Division of statistical units into classes of investment attractiveness.

In the first step, statistical data for investment attractiveness assessment for regional
and local levels were selected and transformed into input indices, taking into account the
size of the studied statistical units (per capita, unit area, etc.).

In the second step, for the purpose of evaluating investment attractiveness, the vari-
ables, which unambiguously constitute the stimulants or destimulants of investment
attractiveness, were used, i.e.:

• Destimulant (D): if the level of the variable arises, the potential attractiveness of a
region will rise too.

• Stimulant (S): if the level of the variable arises, the potential attractiveness of a region
will shrink.

In this step, some of the data that did not allow a clear assignment to stimulant or
destimulant was also rejected.

In the third step, the input variables were standardised based on the following formulas.

• For stimulants:

x′ij =
xij−xmin.j

xmax.j−xmin.j
× 100 (1)

• For destimulants:

x′ij =
xmax.j −xij

xmax.j−xmin.j
× 100 (2)

where:
j—number of the next attribute sequential number of the spatial unit.
x′ij—normalised j-variable in i-spatial unit.
xij—value of j-variable in i-spatial unit.
xmin.j—minimum of j-variable.
xmax.j—maximum of j-variable.
In the fourth step, the input variables were divided into microclimates corresponding

to the main factors of the location of agricultural enterprises. The number of microclimates
and the list of input variables constituting them were determined according to access to
statistical data. For the study of investment attractiveness for Section A enterprises at the re-
gional level, 61 variables were used, while a total of 36 variables were used for the analyses
at the local level. For analysis at the regional level, these variables were grouped into eight
microclimates: i.e., energy, labour resources, technical infrastructure, social infrastructure,
market, administration, agricultural production intensity, and microclimate—quality and
determinants of agricultural production. At the local level, this included 7 microclimates,
as, due to the lower availability of statistical data at this taxonomic level, the intensity
of agricultural production as well as quality and conditions of agricultural production
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microclimates were abandoned, and the agricultural values microclimate consisting of one
index (i.e., quality of agricultural productive area) was introduced.

The table below presents input variables for evaluating potential investment attrac-
tiveness of agricultural enterprises at the regional level (voivodeship) in Poland (PAI
A REGION), which form particular microclimates, together with their character (stimu-
lant/destimulant) (Table 1).

Table 1. Input variables for estimating potential investment attractiveness of Section A businesses at regional level
(voivodeships) in Poland in 2019 (PAI A REGION).

No. Microclimate/Input Variables Character

Microclimate—Energy

1. Heat energy produced per year from the treatment of landfill gas in degassing installations per
1000 inhabitants S

2. Electrical energy produced per year from the treatment of landfill gas in degassing installations
per 1000 inhabitants S

3. Electricity consumption in rural areas per 1 inhabitant S

4. Piped gas consumption in rural households per 1 inhabitant S

5. Fluctuation of gas consumption in rural households per 1 inhabitant D

6. Gas users in rural areas as % of total population S

7. Distribution network in km per 100 km2—gas distribution infrastructure in rural areas S

8. Density of heat transmission and distribution network in rural areas in km/km2 S

9. Electricity production from renewable sources per 1 inhabitant S

10. Electricity consumption in agriculture per 100 ha of arable land S

11. Rural electricity consumption including consumption for agricultural production per 1 inhabitant S

12. Expenditure on fixed assets for environmental protection—energy saving per 1 inhabitant S

13. Municipal waste management—weight of collected municipal waste for thermal treatment with
energy recovery per 1000 inhabitants (tons/person) S

Microclimate—Labour Resources

14. Percentage of the population in non-productive age per 100 people in productive age D

15. Labour force participation rate S

16. Population in post-productive age per 100 people in pre-productive age D

17. Share of population in productive age S

Microclimate—Technical Infrastructure

18. % share of the population covered by the water supply system S

19. % share of dwellings connected to the gas pipeline S

20. % share of the population covered by the sewage system S

21. Density of the water supply network in km per 100 km2 S

22. Density of the gas pipeline network in km per 100 km2 S

23. Density of the sewage network in km per 100 km2 S

24. Sludge previously stored (accumulated) on the premises of the treatment plant—as of 31.12 (tons
of dry matter) per 1000 inhabitants D

25. Waste generated during the year—disposed of/waste generated during the year S

26. Share of treated wastewater in wastewater requiring treatment S
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Table 1. Cont.

No. Microclimate/Input Variables Character

Microclimate—Social Infrastructure

27. Medical practices in the countryside and in the city per 100,000 inhabitants S

28. Number of health care facilities per 100 thousand inhabitants S

29. Number of pharmacies per 100 thousand inhabitants S

30. Usable floor area of apartments per capita S

31. The number of viewers in stationary cinemas per 100 inhabitants S

32. Number of visitors to museums with branches per 1000 inhabitants S

33. Length of bicycle paths per 1000 inhabitants S

Microclimate—Market

34. Population density per km2 S

35. Value added per person employed in Section A S

36. Share of value added in Section A in relation to share of those employed in Section A S

Microclimate—Administration

37. Funds for financing own tasks obtained from other sources per capita S

38. Share of own revenues in total revenues S

39. Expenditure on municipal management and environmental protection and on safety and fire
protection per capita S

Microclimate—Agricultural Production Intensity

40. Value of final agricultural production per 1 ha of arable land (PLN/ha) S

41. Share of agricultural commodity production in the final agricultural production (%) S

42. Livestock (cattle, sheep, goats, horses, pigs, poultry) in livestock units (LSU) per 1 ha of arable
land S

43. Livestock production per ha of arable land—milk (litres) S

44. Livestock production per 1 ha of arable land—slaughter livestock converted into meat (kg) S

45. Crop production—yield per ha—total cereals (dt/ha) S

46. Agricultural crops—yield per hectare—field vegetables + tree fruit + berry fruit (dt/ha) S

47. Other agricultural crops—yield per ha S

48. Purchase of products per 1 ha of arable land—basic cereals S

49. Purchase of products per 1 ha of arable land—potatoes S

50. Purchase of products per 1 ha of arable land—sugar beets S

51. Purchase of products per 1 ha of arable land—cow’s milk S

52. Mineral fertiliser consumption (nitrogen, phosphorus, potassium) per 1 ha of arable land in good
cultivation (kg/ha) S

53. Calcium fertiliser consumption per 1 ha of arable land in good cultivation (kg/ha) S

Microclimate—Quality and Determinants of Agricultural Production

54. Samples disqualified as % of total tested—fruit D

55. Share of arable land area in certified organic farms in the total arable land (%) S

56. Expenditure on fixed assets for environmental protection—protection and restoration of use
value of soil, protection of underground and surface water per 1 ha of total area S
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Table 1. Cont.

No. Microclimate/Input Variables Character

57. Share of devastated and degraded land which has been rehabilitated or developed for
agricultural purposes in the total area of arable land (%) S

58. Share of area of fires on meadows, stubble and wasteland in the total area of arable land (%) D

59. Quality index for agricultural production area S

60. Share of agricultural tax revenue in tax revenues S

61. Arable land area per inhabitant S

Note: the quality index for agricultural production area consists of the following components: soil quality and agricultural suitability,
agroclimate, land topography, and soil water relations [61]. Source: own study based on data from the Central Statistical Office (GUS) and
the Institute of Soil Science and Plant Cultivation in Puławy (IUNG).

Due to the lower availability of statistical data at the county level in Poland, a slightly
smaller number of input variables were used to assess the potential investment attractiveness
for agricultural enterprises on the local level (counties) (PAI A LOCAL) (Table 2).

Table 2. Input variables for assessing potential investment attractiveness of Section A businesses on the local level (counties)
in Poland in 2019 (PAI A LOCAL).

No. Microclimate/Input Variables Character

Microclimate—Energy

1. Electrical energy produced per year from the treatment of landfill gas in degassing installations
per 1000 inhabitants S

2. Electricity consumption in rural areas per 1 inhabitant S

3. Piped gas consumption in rural households per 1 inhabitant S

4. Fluctuation of gas consumption in rural households per 1 inhabitant D

5. Gas users in rural areas as % of total population S

6. Distribution network in km per 100 km2—gas distribution infrastructure in rural areas S

7. Density of heat transmission and distribution network in rural areas in km/km2 S

Microclimate—Labour Resources

8. Percentage of the population in non-productive age per 100 people in productive age D

9. Labour force participation rate S

10. Internal permanent migration rate per 1000 inhabitants S

11. Population in post-productive age per 100 people in pre-productive age D

12. Share of population in productive age S

No. Microclimate/Input Variables Character

Microclimate—Technical Infrastructure

13. % share of the population covered by the water supply system S

14. % share of dwellings connected to the gas pipeline S

15. % share of the population covered by the sewage system S

16. Density of the water supply network in km per 100 km2 S

17. Density of the gas pipeline network in km per 100 km2 S

18. Density of the sewage network in km per 100 km2 S

19. Sludge previously stored (accumulated) on the premises of the treatment plant—as of 31.12 (tons
of dry matter) per 1000 inhabitants D

20. Waste generated during the year—disposed of/waste generated during the year S

21. Share of treated wastewater in wastewater requiring treatment S
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Table 2. Cont.

Microclimate—Social Infrastructure

22. Medical practices in the countryside and in the city per 100,000 inhabitants S

23. Number of health care facilities per 100 thousand inhabitants S

24. Number of pharmacies per 100 thousand inhabitants S

25. Usable floor area of apartments per capita S

26. The number of viewers in stationary cinemas per 100 inhabitants S

27. Number of visitors to museums with branches per 1000 inhabitants S

28. Length of bicycle paths per 1000 inhabitants S

Microclimate—Market

29. Population density per km2 S

30. Revenue of commune budgets from personal income tax (PIT) per 1000 inhabitants S

31. Share of social welfare expenditure in commune budget expenditure D

32. Agricultural tax revenue per inhabitant S

Microclimate—Administration

33. Funds for financing own tasks obtained from other sources per 1 inhabitant S

34. Share of own revenues in total revenues S

35. Expenditure on municipal management and environmental protection and on safety and fire
protection per 1 inhabitant S

Microclimate—Agricultural Values
36. Quality index for agricultural production area S

Note: the quality index for agricultural production area consists of the following components: soil quality and agricultural suitability,
agroclimate, land topography, and soil water relations [61]. Source: own study based on data from the Central Statistical Office (GUS) and
the Institute of Soil Science and Plant Cultivation in Puławy (IUNG).

In the case of the regional level, the agricultural factors were included in two micro-
climates according to the availability of data allowing for additional identification of the
microclimates: agricultural production intensity and quality and determinants of agricul-
tural production. However, in the case of the investment attractiveness index at the local
level, the availability of data allowed only the use of the Quality index for agricultural pro-
duction area developed by IUNG (hence, the original name of this index as a microclimate
was retained). Therefore, when this method is used at the local level by researchers from
other countries, we recommend the use of analogous indices describing the valorisation of
agricultural production space, developed by relevant scientific institutions. In both tables,
the energy microclimate was introduced as an original proposal that allows to demonstrate
the influence of the energy factor on the investment attractiveness of the regions, which is
directly related to the research hypothesis H1. Due to the different availability of statistical
data, the structure of the energy microclimate at the regional level consists of a greater
number of input variables than compared to the local level.

In the fifth step, the microclimate weights included in the final index were selected. For
each microclimate, an aggregated vector of standardised sums was determined according
to the formula:

qi,n = 1
mn

×
mn
∑

j=1
x′ij (3)

where:
qi,n—evaluation of n-microclimate in i-spatial unit.
mn—number of explanatory variables comprising the microclimate in question.
n—number of microclimate.
The sixth step is the iterative part of the calculation of the final index of investment

attractiveness. It consisted in the calculation of the output correlation vector rn (using
Pearson’s correlation coefficient) between the value of each microclimate and the vector of
microclimates sums. The correlation vector r′n between the microclimate and the vector
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of microclimate sums was then iteratively determined until the changes of correlation
coefficients between following iterations became irrelevant.

The seventh step was to identify the final index of investment attractiveness. The
final correlation coefficients, r′n, thus determined, constitute weights for the individual
microclimates, reflecting their strength of influence on the synthetic index, according to
the formula:

PAIi =
1
n

n
∑

k=1
r′n × qi,n (4)

where:
PAIi—summary evaluation.
qi,n—evaluation of n-microclimate in i-spatial unit.
n—number of microclimate.
r′n—final correlation between each microclimate and the sum of all microclimates.
By an iterative route, multiple recalculations yielded stabilised correlation coefficients

between individual microclimates and the aggregated potential investment attractiveness
index (PAI A). According to the methodology used in the article, the presented correlation
indices are the weights with which the individual microclimates are accounted for in the
aggregated investment attractiveness index (according to formula (4)). These indices are
presented in the figures below.

The results presented in Figures 1 and 2 allow to assess the strength of the relationship
between the energy factor and the investment attractiveness of territorial units for agricul-
tural enterprises, which is the basis for testing the research hypothesis H1. The results also
enable the identification of other important localization factors. It is important that the
preliminary research results allow the identification of factors with significant importance
(the correlation index should be at least 0.6). In addition, none of the correlation indices
should be negative. However, if any of the correlation indices has a negative value, the
input variables should be checked and the whole testing procedure should be repeated.
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Figure 1. Correlation coefficient between individual microclimates and the aggregated potential invest-
ment attractiveness index at the regional level (PAI A REGION) in Poland. Source: own research.
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Figure 2. Correlation coefficient between individual microclimates and the aggregated potential
investment attractiveness index at the local level (PAI A LOCAL) in Poland. Source: own research.

In the eighth step, the statistical units were classified into investment attractiveness
classes. The PAI index determined on the basis of the presented procedure constitutes a
basis for the division of spatial units into classes A–F, where class A stands for the highest
investment attractiveness, while class F stands for the lowest investment attractiveness.
The class range was determined in accordance with formula (5). In other words, class
A contains spatial units with the PAI level higher than sum of average and standard
deviation derived from the PAI measure (inclusively). Respectively, class B ranges from
sum of average and half of standard deviation (inclusively) to sum of average and standard
deviation (exclusively).

WPAI =

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

A : PAIi ≥ xPAI + SPAI
B : PAIi ≥ xPAI + 0.5 × SPAI ∧ PAIi < xPAI + SPAI

C : PAIi ≥ xPAI < xPAI + 0.5 × SPAI
D : PAIi ≥ xPAI − 0.5 × SPAI ∧ PAIi < xPAI

E : PAIi ≥ xPAI − SPAI ∧ PAIi < xPAI − 0.5 × SPAI
F : PAIi < xPAI − SPAI

(5)

where:
A–F—investment attractiveness classes, where A stands for the highest level of invest-

ment attractiveness, and F for the lowest level of investment attractiveness.
PAI—potential investment attractiveness index.
xPAI—average of PAI for each level type of regions.
SPAI—standard deviation of PAI for each level type of regions.

4. Results

The spatial analysis is based on the cartograms presented in Figures 3 and 4. The first
refers to the spatial differentiation of potential investment attractiveness of NUT2 level
regions for investment in agriculture (Section A). As shown in Figure 3, voivodeships char-
acterised by the highest investment attractiveness (Class A) are those that are provisioning
regions for big cities and/or characterised by long-term food surpluses, obtained as a result
of high level of agricultural culture, with a tradition of food export and above-average level
of production intensity. That is why the list of highest ranked voivodeships opens with
the Greater Poland voivodeship (investment attractiveness class A), which fulfils all of the
above mentioned conditions. The Mazowieckie and Pomorskie voivodeships were also
highly rated (Class A). The Zachodniopomorskie and Kujawsko-Pomorskie voivodeships
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also achieved high class B. Voivodeships: Dolnoslaskie, Opolskie, Warminsko-Mazurskie,
and Slaskie are also ranked above average (class C).

 

Figure 3. Spatial diversification of the potential investment attractiveness index for Section A
enterprises at the regional level (voivodeships) in Poland in 2019 (PAI A REGION). More about the
regions of Poland: https://www.paih.gov.pl/publications/regions. (accessed on 30 April 2021).
Source: own research (using the program Map Viewer).

The specificity of investment attractiveness of regions for enterprises in agriculture is
already expressed in higher assessment of investment attractiveness of regions in which in
the past agriculture was dominated by state farms or production cooperatives. Agricul-
tural enterprises are already located in such regions as Wielkopolskie (10,641 economic
entities out of 70,347 in Poland in 2019), Mazowieckie (8301), Pomorskie (4117), and Slaskie
voivodeships (4833). The majority of the regions, due to their location in western Poland,
used to provide provisions not only for the home regions, but also as a provisioning area for
Germany, especially in the period before the Second World War. The legacy of this period
is an extensive road network, a higher level of agricultural culture and better education of
the rural population compared to eastern Poland.

Due to the fact that regions show great internal differentiation, the analysis of invest-
ment attractiveness at the regional level provides a source of directional guidance in the
choice of location options. Therefore, a valuable supplement to the regional analysis is the
presentation of indices based on the analysis of investment attractiveness on a local scale
(counties), which is presented in Figure 4.

As can be seen from Figure 4, the regions with the highest attractiveness classes are
often located in the provisioning zones of large cities, which is particularly evident in the
provisioning zones of Warsaw (districts surrounding Warsaw), also the suburban areas of
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the agglomerations of Kraków, Wrocław, and other cities serving as regional capitals. The
role of natural factors is also evident, as well as that of wholesale or industrial markets in
regions located in the Lubelskie, Podkarpackie, and Zachodniopomorskie voivodeships. In
addition, attention is drawn to the southern provisioning zone of the Slaskie voivodeship
(Silesia) that is more distant from the immediate vicinity.

 

Figure 4. Spatial diversification of the potential investment attractiveness index for Section A
enterprises at the local level (counties) in Poland in 2019 (PAI A LOCAL). White colour means cities
with county rights, which are not covered by the study due to the lack of agricultural functions.
Source: own research (using the program Map Viewer).

Analyses carried out using econometric and cartographic methods indicate that there
is a directly proportional (positive) relationship between the investment attractiveness
of regions and energy management, which is reflected in the high correlation coefficient
between the energy microclimate and the aggregated investment attractiveness index at
a local level (0.681), and not so high at regional level (0.336)—see Figures 1 and 2. This
confirms the research hypothesis H1: there is a positive relationship between the energy
factor and the investment attractiveness of regions for enterprises from Section A. This
relationship is stronger at the local level, which is due to the reduced level of differentiation
of locational assets at the local scale compared to the regional scale.

Taking into account the fact that the assessment of the energy factor comprised com-
ponents describing access to energy infrastructure as well as variables describing the
rationality of the use of energy sources, it can also be concluded that good energy supply
conditions and the rationalisation of energy management favour the creation of well-
organised supply chains for agriculture. This applies both to the supply of inputs for
agricultural production and to the distribution of agricultural products. The existence
of such locational advantages is indicated by the high rating of the energy microclimate
in voivodeships such as: Sląskie (which results from the specialisation in coal and steel
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production associated with the traditions of hard coal mining and steel production, as
well as the largest urban complex in Poland). In addition, the Małopolska voivodeship
received a high rating, which is related to the presence of the second largest city in Poland
after Warsaw, i.e., Krakow. The city of Krakow is an important centre with good electricity
supply conditions as a consequence of its industrial specialisation. The lowest rating was
given to the Warminsko-Mazurskie voivodeship, which is located in north-eastern Poland,
far from large Polish cities.

At the county level, counties that are part of the suburban zones of Polish urban
agglomerations, as well as individual industrial centres, were rated highest in terms of
energy values. The following counties belong to the most prominent ones in terms of
energy values favourable for agriculture: Pruszkowski, Grodziski, Warszawski Zachodni,
Legionowski, Piaseczyński, which surround the capital city of Poland and at the same time
constitute its direct provisioning base. In addition, counties surrounding other large cities
in Poland, notably Krakow, Wroclaw, Poznan, and Szczecin, received high scores based
on this criterion. Interestingly, these cities form a network of regional level centres which
occur in Poland with a regularity corresponding to the assumptions of Thünen’s theory or
the creator of the theory of central places, W. Christaller. This can therefore be linked to the
type of hierarchical settlement network specific to Central Europe, which was the starting
point for the formulation of assumptions about isotropic space in location theories.

Both the cartographic analysis and the level of location indices demonstrate the
high validity of Thünen’s rings theory. This is evidenced by the high weight of the
market microclimate in the regional and local model of potential investment attractiveness.
(Figures 1 and 2). In addition, the distribution of the most attractive spatial units shows
a strong correlation with the location of markets both created by large cities and their
provisioning zones.

To summarise: based on the analysis of the spatial diversification of the proposed
index, it can be concluded that:

- The most attractive regions for investment in the agricultural sector are those with
well-developed market outlets and well-equipped with technical infrastructure, char-
acterised by a high level of agricultural culture,

- The historical factor and the new location arrangement of agricultural enterprises
formed as a result of privatisation of state and cooperative farms have a great influence
on the formation of location advantages for agricultural enterprises,

- The spatial diversification of investment attractiveness for agricultural enterprises is
explained by the spatial diversification of settlement network distribution, in particu-
lar, the proximity of big cities, and also shows a relation to the spatial diversification
of natural values (the quality of agricultural production space.

The next step was to analyse the results of the evaluation of the investment attrac-
tiveness and the actual distribution of agricultural enterprises in Poland. The analysis
of correlation indices between the number of Section A enterprises operating in individ-
ual voivodeships and the potential attractiveness index (PAI REGION) showed a high
correlation (0.75). The deeper analysis of the data also showed a significant importance
of specialization in livestock production as a factor influencing the actual distribution of
agricultural enterprises at the regional level. At the local level, this correlation could not be
found due to the lack of data on the production specialization of each region.

It is worth emphasising that the Polish regions can serve as an example of a location
environment for agricultural enterprises representative of other countries and regions
in Central and Eastern Europe. This is the result of similar historical determinants of
agricultural development in these countries, as well as contemporary trends. These include
the determinants associated with the privatisation of agricultural state enterprises, as well
as similar demographic problems in rural areas. Furthermore, the example of Poland
allows for generalisations due to the fact that the long-term effects of the loss of sovereignty
(the partitions of Poland) persist to this day in the Polish economic space, including in
particular the division of space between three countries, i.e., Germany, Russia, and Austria.
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Consequently, the settlement network and agricultural development were shaped by the
settlement and agricultural policies of the three countries. This has led to significant
disparities in Poland’s regional development, which remain to this day.

5. Discussion

The issue of investment attractiveness of regions for Section A enterprises (agriculture,
forestry, hunting and fishing) is relatively rarely studied in the literature. It is tackled, for
example, in the Russian literature, but the conditions of the agricultural sector in Russia
(operating under international economic sanctions and import substitution) are different
from those typical of free-competitive economies. In addition, sometimes the analyses
lack a proposal for an aggregate measure of investment attractiveness of regions for
agricultural enterprises, they are descriptive in nature presenting the volume of production
of agricultural crops, indicators of land use and livestock and some indicators of the
socioeconomic development [41].

M. Vasilchenko, E. Derunova, in turn, analyse investment attractiveness in terms of
agricultural organization, rather than spatial units. They define investment attractiveness
as “ability to realise its innovative potential by attracting additional sources of investment
and introducing new innovative forms and methods of investment policy” [62] (p. 513).
The authors propose to use for assessment of investment attractiveness of agriculture an
integrated indicator based on evaluation of innovative, scientific, intellectual, production
and technological potential, natural resources, as well as taking into account the risks of
financial and economic activity [62]. Their research approach refers to the entrepreneurial
and sectoral context of institutional theory, not to the location theory.

To assess the investment attractiveness of the agro-industrial complex of the Lipetsk
region (using a balanced scorecard), it was proposed factors characterizing the level of
investment attractiveness of regional agribusiness are grouped into ten groups: the current
state of investment activity, the potential of the agro-industrial complex, the group of
indicators of staffing, production factors, the innovative development opportunities of the
agro-industrial complex, the group of infrastructural factors of the investment process, the
financial conditions for investment, the institutional conditions for making investments,
consumer restrictions and social restrictions. One of the factors belonging to the group of
infrastructural factors of the investment process was the level of energy supply, but it was
not explained how this level should be measured at regional or local level [63].

Ukrainian researchers suggest using SWOT analysis to assess the investment attrac-
tiveness of the region for the agricultural sector, which is a useful proposition for analysing
the investment attractiveness of a single selected region (it was presented on the basis of
Cherkasy region) [64].

The literature also suggests internal and external factors determining investment
attractiveness of agricultural enterprises at the national level without taking into account
regional and local differences [65]. With regard to the quantitative measurement of in-
vestment attractiveness, the analyses look at the country’s place in world attractiveness
rankings and the level of the Total Support Estimate (TSE), which presents the amount
of gross transfers received from taxpayers and consumers so that the government can
implement policies to support agriculture [65]. In the research on investment potential of
agriculture in Kazakhstan, the correlation–regression model was used, in which indicators
that influence investment attractiveness of agriculture include: employed population in
agriculture, agriculture expenses form state budget, GDP, gross output of agriculture, and
number of agricultural enterprises [66]. The analysis of the Investment Attractiveness of
the Agricultural Sector in Republic of Moldova was based mainly on financial data, i.e.,
financial statements of commercial banks and other financial institutions determining the
involvement of these entities in investments in agriculture [67]. This approach also does
not provide a basis for analysing the spatial differentiation of investment attractiveness,
including the energy factor.
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On the basis of the conducted literature research, it can be concluded that the issue of
investment attractiveness of regions for agricultural enterprises has not yet been the subject
of in-depth scientific analyses, which indicates the existence of a research gap in this area.

The presented research streams on the investment attractiveness of regions or the
agricultural sector do not provide guidelines for measuring investment attractiveness as a
spatially diversified phenomenon, nor do they provide insights into the current location
factors of agricultural enterprises.

This gap is both theoretical (connected with a small number of scientific publications
on investment attractiveness of regions for agricultural enterprises, which implies poor
recognition of the problem) and methodological. Moreover, the lack of recognition in the
literature of the influence of the energy factor on the investment attractiveness of regions
for agricultural enterprises, as well as the lack of emphasis on the significance of this factor
in shaping the level of investment attractiveness of regions was also demonstrated. This
study contributes to reducing the identified research gap.

Therefore, the conducted analysis allows for generalizations regarding the directions
of changes in spatial structure not only in the Polish economic area, but also in other
European regions that underwent the system transformation in the 1990s. The long-term
effects of the urbanization processes, denaturalization of food consumption, and increasing
energy consumption are visible. The current importance of location factors for agricultural
enterprises is related to historically-shaped sales markets created by large agglomerations,
but natural values, access to technical infrastructure, and energy are also important at the
local level.

It should be noted that the research results obtained have certain limitations. They
are mainly related to the lower availability of data at the local level than at the regional
level. Therefore, in this study, the construction of the investment attractiveness index
at the local level is based on a smaller number of input variables than at the regional
level. However, due to the smaller area (i.e., greater internal similarity), the investment
attractiveness indices for local units are subject to a smaller cognitive error than the regional
ones. Therefore, at the local level, the dependence of investment attractiveness on factors
related to the proximity of markets, the quality of natural factors, access to technical
infrastructure and the energy factor is more visible.

On the other hand, the investment attractiveness index at the regional level is based on
a larger number of input variables than at the local level. While a limitation of the regional
index is the greater internal differentiation of regions due to their larger area. Therefore,
the regional indices take into account the internal differentiation of the location values for
agriculture to a lesser extent.

Another limitation is the frequency of collecting detailed statistical data on agriculture
based on the Agricultural Census, which is conducted every 10 years in all EU Member
States. Currently, data from the last census, conducted in 2020, is not yet available. More-
over, it should be noted that some of the indices used to characterise agriculture are a
generalisations of data collected on the basis of a selected sample, while maintaining its
representativeness.

It should be stressed that the research method used has both advantages and dis-
advantages. The advantages of the adopted research method include the elimination of
mutually correlated features, as well as taking into account the impact strength of individ-
ual diagnostic features on the final result without the need for the authors of the analysis
to assign ranks subjectively. Omitting the ranks of sub-variables could risk distorting the
assessment of investment attractiveness of spatial units.

The limitation of the weight correlation method is the lack of comparability of the
computational results for the time series, since the vector of weights is different for each
period of analysis. In addition, like most methods based on multicriteria analysis, this
method also has drawbacks in the form of: discretion in the selection of input variables,
lack of full access to spatial data and incomparability of data for units with changed
administrative boundaries.
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Another methodological limitation is the availability of regional and local databases,
which varies across countries. The proposed model uses the quality index for agricultural
production area developed by the IUNG (the index is available in Poland for all territorial
units at both regional and local levels). Due to the fact that its development requires the
assessment of soil quality, topography, and agroclimate, analogous indices may not be
available for other European regions. Therefore, the possibility of valorisation of investment
attractiveness for agricultural enterprises may be hampered by the limited availability
of data.

Despite these limitations, the weight-correlation method is also gaining interest among
researchers who create multi-criteria indices for example to assess lake trophic status [68] or
monitoring and managing aquatic environment quality in regional eutrophic lakes around
the world [69]. However, this is hardly the case for spatial analyses, especially those carried
out at different taxonomic levels taking into account sectoral specificities.

Further research directions should be associated with the expansion of the scope
of diagnostic variables and the verification of the statistical model with the application
of other methods, which will allow the study of this phenomenon for European regions
(including their verification based on the actual course of capital inflow into the sector of
agricultural enterprises, taking into account the attractiveness class and specialization of
production regions and development paths). It may be particularly interesting to look for
development paths of regions with agricultural specialization that combine agricultural
specialization with sustainable development and bioeconomy as a basis for complex
regional development.

6. Conclusions

Current location trends in the activities of agricultural enterprises are still closely
linked to the distribution of markets. This is especially true of enterprises similar in
character to industrial enterprises, taking into account the use of equipment, which makes
it possible to increase the scale of operations. This means that the J.H. Thünen agricultural
location theory is still applicable. In this theory, the city was the main element of the
organization of the spatial structure of agricultural production. Taking into account the
growing importance of electricity in agricultural production—the availability, prices, and
cost of obtaining energy should be included in the land rent.

In the location theory, attempts have been made to create a model that would allow
optimization of decisions on the location of entrepreneurial activity. However, there is
still no model approach that would allow for rationalisation of location decisions under
the conditions of the global economy and the creation of extensive spatial structures by
agricultural enterprises. There is, therefore, a need to develop a model that would allow
the investment attractiveness of regions to be assessed at different taxonomic levels.

In light of the research results presented in this study, it can be concluded that the
application of the valorisation model of investment attractiveness of regions developed
by the authors allows the simultaneous comparison of any number of statistical units at
the regional level at the scale of a country or a group of countries, subject to a harmonised
statistical reporting system. On the basis of the model used for the location analysis of
investment attractiveness of Polish regions, it can be stated that the location advantages
and location factors can be explained on the basis of the path dependence theory. The
region, which in the past was a food base for large markets, still has high investment
attractiveness for agricultural activity due to the historically high level of agricultural
culture and specialization in livestock breeding.

The research model based on the proposed sub-aggregates (microclimates) separately
for the regional and local level, subject to the availability of data, is an original solution
that so far has no counterparts in the literature. The correlation-weight method is also
relatively rarely used. The results of the presented analysis indicate the validity of its wider
application in spatial studies. An important argument in favour of its application is the
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achievement of non-modal solutions, which are nowadays the subject of exploration in
decision-making analyses based on multi-criteria models.

When looking for model approaches, it is worth verifying the results of in-depth
research on the example of a single country, provided that it is representative of spatial
structures that go beyond the political borders of a single country. It is worth emphasising
that the Polish regions can serve as an example of a location environment for agricultural
enterprises representative of other countries and regions in Central and Eastern Europe.
This is the result of the similarity between the historical and contemporary conditions of
agricultural development in these countries.

Further work on finding links between the location decisions made and the investment
attractiveness of regions for agricultural enterprises requires the standardisation of basic
concepts. Due to the fact that there is no unambiguous, universally accepted definition
of investment attractiveness in the literature. Investment attractiveness is a multifaceted
notion, which translates into a lack of unanimity in its definition. Moreover, it has been
proven that the issue of investment attractiveness of regions for agricultural enterprises has
not been the subject of in-depth scientific analyses so far, which indicates the existence of a
research gap in this field of theoretical and methodological nature. This is the achievement
of the first specific objective (O1).

The authors therefore propose to define investment attractiveness as: understood as a
set of regional location advantages that influence achieving investors’ goals (such as costs
of running a business, sales revenues, net return on investment and investment’s compet-
itiveness), understood as the elements of the geographical environment accumulated in
a given part of space (natural, human, cultural resources, etc.), which become locational
factors if they constitute the grounds for the investor’s locational decision. Hence, for
a particular enterprise, only those location advantages are relevant, which, at the same
time, constitute important location factors for that enterprise. In the case of locational
advantages, not only the socioeconomic characteristics, but also the natural features of the
locational environment will be important for agricultural enterprises.

The author’s potential investment attractiveness index for agricultural enterprises
(PAI A) proposed in the article was enhanced in comparison with other proposals of the H.
Godlewska-Majkowska’s team by adding the following microclimates: energy, agriculture
values (index for local units), as well as quality and determinants of agricultural production
microclimates, and microclimate of agricultural production intensity (regional level). This
is the achievement of the second specific objective (O2).

The applied components of the assessment of energy values, while showing a directly
proportional relationship between investment attractiveness and the energy factor, indicate
that the use of renewable energy sources by agricultural production entities contributes to
increasing the sustainability of agricultural production, to increasing the self-sufficiency of
entities in the sphere of energy supply, which reduces the economic risk of doing business.
Due to the high internal differentiation of locational values at the regional level, this
relationship is weaker in the case of NUTS2 regions, while it is stronger for local units. This
confirms the research hypothesis (H1), which indicates that the main research objective has
been achieved.

The results of the research can be used by local government units to develop and
implement regional and local agricultural development programmes, as well as to shape
investment attractiveness for agricultural enterprises. They can provide valuable practical
guidance on what type of actions should be implemented to achieve synergies. This is
particularly important in view of the fact that investments by agricultural enterprises can
support the socioeconomic development of areas traditionally relying on the agricultural
sector, in order to ensure sustainable regional and local development based on the bioeconomy.

Further research directions may be based on an attempt to generalise the location
theory approach, which is based on the use of elements of the path dependence theory and
complex region theory.
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Poland, 2000; p. 7.
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Abstract: Energy innovation is critical for addressing climate change and the ecological transitions of
both developed and emerging economies. The present paper aims at the identification and assessment
of patterns in energy innovation convergence across a sample of 27 European countries over the
period 2000–2018. The research is based on data covering a broad category of patents related to
climate change mitigation technologies in the energy sector, including combustion inventions with
mitigation potential (e.g., using biomass), extracted from the Organisation for Economic Co-operation
and Development (OECD) Statistical Database. Using a nonlinear time-varying factor model, the
paper demonstrates that energy innovation efforts in the examined sample follow a pattern of club
convergence. The findings allow the identification of three convergence clubs characterised by
distinct disparities in energy patent intensity, as measured by the number of patent applications
per 10 million inhabitants. Moreover, the results of an ordered logit model demonstrate that the
emergence of the identified convergence clubs might be attributable to initial differences in per
capita environmental research and development (R&D) expenditure, human resources in science
and technology (HRST), and environmental policy stringency. The findings have important policy
implications as they suggest the need for more tailored policies based on smart development and
specialization frameworks designed to boost the energy innovation performance of the laggard
countries, more fully exploiting the potential of their less technologically advanced sectors, such
as agriculture.

Keywords: energy innovation; energy patents; convergence; club convergence; R&D expenditure;
HRST; environmental policy stringency

1. Introduction

Facing the constantly growing consumption of energy in the world on the one hand,
and the scarcity of natural resources and the looming perspective of climate change on
the other, the search for new sources of energy, increasing the use of renewable ones, and
improving their efficiency inevitably become the central issues of sustainable development
and ecological transition of both developed and emerging economies. Reduction of the
harmful environmental impacts of energy production and consumption is of crucial rel-
evance from the standpoint of policies aiming at mitigation of adverse consequences of
climate change. Not surprisingly, therefore, the issues related to those processes constitute
the most important dimensions of contemporary environmental protection frameworks [1].

The intensity and efficiency of innovative activities in the field of energy become
critical for addressing key challenges related to environmental protection and ensuring a
more sustainable consumption of natural resources, such as energy security, combating
pollution or limiting global warming. Other vital challenges in the area of energy include
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improving access to modern energy carriers, in particular electricity, and the security and
resiliency of energy supply and distribution systems [2]. The development of more efficient
and less polluting technologies related to energy use, supply and conversion is, therefore,
undoubtedly one of the most important and socially desirable directions of international
technological progress. Given the complexity and turbulent nature of the contemporary
socio-economic environment, successful energy innovations often result from collective
learning processes combining knowledge, skills, R&D and the deployment efforts of
suppliers and users of particular technologies. It is worth pointing out, however, that such
processes are usually possible only in specific contexts and within particular incentive
structures [3]. Mutual relationships and feedback between the economic, environmental,
and political dimensions of energy efficiency and sustainability render the ecological
transition of the energy sector a particularly difficult issue. Every energy strategy must
accommodate a multitude of often conflicting goals related to security, reliability, ecological
performance, and costs of possible energy sources [4].

Energy innovation processes are often impeded by intrinsic structural weaknesses
which tend to hamper both demand for the new technologies and the short-term business
prospects of their potential providers. Firstly, the large scale of necessary investment
outlays as well as significant technological and regulatory inertia of existing energy systems
render the lead times needed to provide new technologies to mass market use particularly
long. Secondly, new energy technologies are usually more expensive and not necessarily
more effective than the existing substitutes, which likely slows down the pace of market
penetration. Moreover, in the particular context of eco-innovations in the field of energy,
the direct benefits accrue primarily to society as a whole, rather than the final users. Finally,
energy innovations typically have to confront a multitude of barriers to entry, including, in
particular, incompatibility of existing network infrastructure, extensive market power of
key competitors, price controls or unstable regulatory frameworks. In the light of the above
difficulties, successful market implementation of energy innovations largely depends on
public policy support [5] (p. 3).

The so-called Porter hypothesis claims that “the properly designed environmental
standards can trigger innovation that may partially or more than fully offset the costs of
complying with them” [6] (p. 98). What is worth pointing out, however, is that innovation
is likely driven not only by the quantity of regulations but primarily by their stringency.
Additionally, as Fabrizi et al. [7] demonstrate, the effectiveness of environmental regulation
policies can be increased by combining them with appropriate innovation policies. The
actual impact of environmental regulation on innovation performance has been explored
by an increasing bulk of studies, e.g., [8,9]. Furthermore, as a type of an environmen-
tal innovation, energy innovation has a “double externality” nature. As Rennings [10]
(pp. 325–326) stresses, environmental innovation reduces negative environmental exter-
nalities and it is subject to externalities arising from knowledge spill-overs involving both
environmental and standard innovation processes. Both these externalities, however, result
in sub-optimal investment in environmental innovation, thus indicating the importance of
the regulatory framework.

The general directions for ecological transition of energy sectors worldwide result
from the Paris Agreement on climate change adopted in 2015 by nearly 200 countries [11].
The challenges related to the mitigation of adverse consequences of climate change increase
the importance of innovation in all the major areas of contemporary energy policies, i.e.,
energy conversion, distribution and use. Effectiveness of energy innovation impacts a
broad spectrum of energy development policy goals, including energy security, access, cost,
international competitiveness, modernization of energy systems and reduction of adverse
environmental impact [12]. At the national level the development of energy innovation
policy is not only constrained by existing institutional, economic and social factors, but also
involves multiple stakeholders, often with conflicting interests. In turn, policy guidelines
shape each country’s energy innovation development and deployment models. In the
context of the EU, a policy framework for energy research and innovation activities is
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outlined in several strategic documents: the Strategic Energy Technology Plan (originally
issued in 2007 [5] and revised in 2015 [13]), and the ‘Accelerating Clean Energy Innovation’
communication from the European Commission, adopted as an integral part of the ‘Clean
energy for all Europeans’ package [14], following the Paris Agreement [11]. Given the
fact that contemporarily energy is responsible for more than 75% of the EU’s greenhouse
gas (GHG) emissions [15], energy innovations become critically important for successful
transition towards climate neutrality. To tackle the key environmental and climate-related
challenges by decoupling economic growth from resource use and achieving climate
neutrality (no net emissions of GHG) by 2050, a new EU strategy, the European Green Deal,
was designed [16]. The strategy strongly emphasizes the role of cross-border and regional
cooperation in achieving the benefits of clean energy at affordable prices, as well as the
need for efficient regulatory framework and financing schemes to foster the deployment of
innovative energy technologies and infrastructure. The research and innovation efforts in
the field of energy are to be supported by the full range of instruments available under the
Horizon Europe programme [17]. Given the specificity and the aforementioned structural
weaknesses of energy innovation processes, the programme aims at fostering initiatives
designed to combine societal pull and technology push effects.

Although energy innovation leading to transformational changes in energy sector is
vital for limiting the adverse consequences of global climate change, no single country
seems capable of addressing all the related energy and environmental challenges alone [18].
As demonstrated by Costantini et al. [19], the speed of innovation in the renewable energy
sector is higher if more countries are engaged in R&D and invention activities. Innovative
capacity, however, is not uniformly distributed across countries, which in turn results in
significant disparities both in the actual effectiveness of R&D efforts, as well as in general
approach to the creation of new knowledge. This problem is particularly important in the
context of the European Union, which has set convergence across the Member States as
one of its key priorities, and recognized innovation policy as a fundamental instrument
in reaching this goal [20]. Moreover, as argued by Archibugi and Coco [21], reduction of
cross-country disparities in innovative capacity is also a vital condition for boosting the
global competitiveness of the EU’s economy.

As economic growth is driven primarily by technological progress and innovation [22],
long-run economic convergence is largely dependent on technological convergence. Ac-
cording to Jungmittag [23], given varying production technologies across countries, the
convergence of national innovation capabilities (i.e., adoption and accumulation of tech-
nologies) is a sine qua non condition of the convergence in terms of labour productivities
and per capita incomes. The convergence of labour productivities is largely driven by the
diffusion of technologies, which in turn becomes a crucial determinant of economic growth
for the catching-up countries. At the same time, for the advanced economies, transferable
technological knowledge is the level of Ricardian technological specialization. In turn,
larger differences in the level of technological specialisation are likely to impede the process
of convergence.

Although economic integration fosters dissemination of innovative infrastructure,
it may also exert the exactly opposite effect on the very creation of new knowledge and
innovations, which tend to agglomerate in the most developed regions [20]. The return on
investment in technological research usually increases in the areas where other research
activities take place [24], in particular due to “agglomeration effects” and other kinds of
positive spillovers and externalities resultant from geographical proximity [25]. Inventive
firms and researchers are, therefore, often attracted to locations of intense innovative
activities in a given field, where the returns on new knowledge tend to be much larger than
in a less competitive environment of laggard regions [26].

Following Sharp [27], convergence in terms of innovation performance becomes
an important driver of successful integration, as innovations foster not only economic
performance, but also general socio-political cohesion. The latter notion is particularly
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important from the standpoint of overcoming aforementioned structural weaknesses of
energy innovation.

Given the above, patterns of energy innovation convergence might shape the progress
in reaching the policy goals regarding mitigation of the adverse consequences of climate
change in Europe. Investigation of these patterns in the long run not only becomes an
interesting research problem, but also might have important policy implications.

An assessment of the outcomes of innovation activities in the field of energy oriented
towards mitigation of the adverse consequences of climate change is, however, not an easy
task. One of the approaches to the above issue most commonly adopted in the relevant
literature is based on the analyses of patent intensity, see e.g., [26,28,29], as measured by
the number of energy patent applications per a given number of inhabitants [30].

The convergence in terms of patenting activity implies that countries exhibiting lower
initial levels of patent intensity over time increase their innovative capacity, achieving
higher rates of growth in per capita patent applications than their counterparts in the
examined sample. This in turn allows them to gradually reduce their distance from
the leaders.

The fact that knowledge is considered to be largely a public good might however
render the issue of convergence in patent activity less important, since many countries
may simultaneously benefit from their creation in one of them. Notwithstanding the above
notion, several arguments of political and economic nature supporting the view that such
a process is desirable might be brought up [17].

From an economic perspective, convergence in terms of patenting activity might
indicate the improvement of innovation absorption capacity across the examined sample of
countries, i.e., their ability to successfully adopt, adapt and implement knowledge created
elsewhere. This capacity is, in turn, crucial not only from the standpoint of individual
economies, as it enables them to guide their innovation efforts with respect to the conditions
of the local markets for factors of production and improve their innovative productivity,
but it also determines the directions and scale of international technology flows, see
e.g., [31,32]. Following Cohen and Levinthal [33], it is worth pointing out, however, that
the potential gains from technological spillovers are largely determined by the given
country’s past experience in relevant R&D. The improvement of innovation absorption
capacity is also of crucial importance for the less technologically advanced economies, as
it allows them to strengthen and expand their innovative potential and improves their
resilience to external shocks.

The political importance of convergence in energy patent intensity, and in particular
in the area of climate change mitigation technologies, results from its potential negative
relationship with the scale of free-riding on innovation between countries. As demonstrated
by Bosetti et al. [34], international knowledge spillovers typically encourage free-riding
on already developed technologies, which likely crowds out domestic R&D investments.
Higher convergence in energy patent intensity in the area of climate change mitigation
technologies may therefore contribute to the limitation of innovation free-riding across
countries. It may also reflect both the increasing engagement in the ecological transition of
their energy sectors and public acceptance for the necessary costs of this process. In contrast,
lower convergence within a largely homogenous regulatory environment suggests that
some countries tend to free-ride on environmental-friendly solutions developed elsewhere.
This in turn increases the risk that the innovation leaders might become discouraged from
bearing disproportionately high costs of ecological transformation, which would make the
achievement of the established energy policy targets even more difficult [35].

A vast majority of studies addressing convergence in the area of innovative capacity
investigate the general dimension of these processes, abstracting from their course in
particular technology fields, see e.g., [36–39]. Even though the relevant literature on energy
innovation seems quite extensive (among others: [40–44]), to date only a couple of studies
have directly addressed the problem of convergence in this area.
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Using the data for 13 EU member countries over the period of 1990–2012, Graf-
ström [26] found the evidence of conditional β- and σ-divergence in renewable energy
innovation capabilities (patent applications per capita).This means that both the gap in
patent intensity between innovation leaders and laggard countries and its dispersion in-
creased in the examined period. It also implies that some EU countries tend to free-ride on
the development efforts of other Member States. More recently, Bai et al. [45] examined
trends in the renewable energy technology innovation (RETI) levels, as measured by the
number of patents granted, adjusted for technology depreciation and diffusion, across the
provinces of China over the period of 1997–2015 and found the evidence of club conver-
gence. Their results demonstrate that over the examined period thirty provinces converged
to three clubs characterized with significant disparities both in the level and the annual
growth rate of RETI.

Given the above considerations and largely limited prior empirical evidence, the
present study aims at the identification and assessment of patterns in energy innovation con-
vergence in the area of climate change mitigation technologies across European countries.

The paper contributes to the relevant literature in three ways.
First, bearing in mind the complexity and multidimensionality of energy innovation,

the study investigates a broader and more comprehensive category of patent applications
related to climate change mitigation technologies in the energy sector that have sought
protection in at least two jurisdictions. Such an approach allows reflection upon the relevant
outcomes of R&D in the field of clean and energy saving technologies, irrespective of the
industry in which they are introduced, which makes it a useful, direct and comprehensive
proxy of the inventive activities oriented towards energy, e.g., [1]. Moreover, the paper
examines a larger set of countries and a longer time span than prior research in the
European context.

Second, the significant disparities in the innovative capacity between European coun-
tries, and the specificity of their individual development paths, render absolute conver-
gence in terms of energy patent intensity in the field of climate change mitigation technolo-
gies highly unlikely. Therefore, given the historical, political, and socio-economic factors
shaping the directions of technological progress in Europe, it can be hypothesized that
patent intensity in the above area is characterised by the presence of convergence clubs.
Given the above, the study makes an original attempt to delineate the related convergence
clubs using the regression t test proposed by Phillips and Sul [46].

Third, the paper identifies and assesses the key determinants of the hypothesized club
convergence. Given the evidence in the prior studies, it is likely that the energy innovation
convergence paths are driven primarily by initial levels of the following factors: R&D,
human capital and environmental policy-related measures. Therefore, the paper attempts
to explain the emergence of the convergence clubs using the logit model by McKelvey and
Zavoina [47].

The obtained results allowed the identification of three convergence clubs charac-
terised by distinct disparities in energy patent intensity. The paper also demonstrates
that the emergence of the identified convergence clubs might be attributable to the ini-
tial differences in per capita environmental R&D expenditure, HRST, and environmental
policy stringency.

The remainder of the paper is organised as follows. Section 2 presents the methodologi-
cal framework of the study and the details of the data selection procedures. Sections 3 and 4
present and discuss the results of the empirical analyses. The paper ends with conclusions
recapitulating its main findings along with policy recommendations and suggestions for
future research.
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2. Materials and Methods

The examined sample covers 27 European countries, including 24 EU Member States,
GB, Norway, and Switzerland, over the period 2000–2018, as determined by the availability
of data on energy patent applications in the OECD Patent Database. [48]. Although other
patent databases (see e.g., the World Intellectual Property Organization Patent Database)
offer more recent data, the patent statistics presented in the OECD Patent Database are
constructed using algorithms, which allows for the precise identification of climate change
mitigation technologies related to energy generation, transmission or distribution. These
technologies pertain to renewable energy generation, energy generation from fuels of non-
fossil origin, nuclear energy, combustion inventions with mitigation potential (e.g., using
biomass), inventions for efficient electrical power generation, transmission or distribution,
and inventions with potential or indirect contribution to GHG emission mitigation. There-
fore, relying on a single data source allows for the avoidance of potential issues related to
data comparability. The number of inventions related to energy generation, transmission
or distribution was identified by:

• Inventor country—fractional counts by country of residence of the inventor(s).
• Family size—“2 and greater”, which counts only the higher-value inventions that

have sought patent protection in at least two jurisdictions.
• Priority date—the first filing date worldwide.

Regarding factors potentially affecting the process of convergence club formation, the
Eurostat and OECD datasets were used. The former includes R&D related to environmental
protection per capita and human resources in science and technology (i.e., persons with ter-
tiary education as percentage of active population). The latter relates to the Environmental
Policy Stringency Index (EPS). It measures the degree to which environmental policies set a
real or shadow price on environmentally undesirable activities primarily related to climate
and air pollution. The index is scaled from zero to six, where six indicates the highest
degree of stringency. The data on initial conditions refers to 2000.

To find convergence patterns in energy patent intensity across European countries, a
regression t test proposed by Phillips and Sul [46] was applied. The test is based on the
time varying factor representation of the convergence variable:

Xit = δitμt, (1)

where μt is the common factor and δit is the time varying idiosyncratic distance from the
common factor. In this study, Xit refers to energy patent intensity, as measured by the
number of patent applications per 10 million inhabitants. The time varying element δit is
modelled in semi-parametric form as:

δit = δi + σiξitL(t)
−1t−α, (2)

where δi is the time-invariant part of δit, σi is the idiosyncratic scale parameter, ξit is
iid(0, 1) across i and weakly dependent over t, and L(t) is a slowly varying function for
which L(t) → ∞ as t → ∞.

Relative loading coefficient:

hit =
Xit

N−1 ∑N
i=1 Xit

=
δit

N−1 ∑N
i=1 δit

, (3)

measures the relation of the loading coefficient δit to the panel average at time t. As the
cross sectional mean of hit is unity, its variance is given by:

Ht =
1
N ∑N

i=1(hit − 1)2. (4)

The convergence is present if Ht → ∞ as t → ∞.
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Considering the approach of Philips and Sul [46], the null hypothesis of the conver-
gence test is formulated as follows:

H0 : δi = δ and α ≥ 0 against H1 : δi �= δ for all i or α < 0. (5)

The testing procedure consists of the following steps:

1. Calculation of cross-sectional variance ratios H1/Ht (t = 1, 2, . . . , T).
2. Estimation of the following regression:

log
(

H1

Ht

)
− 2 log L(t) = a + b log t + ut, for t = (rT), (rT) + 1, . . . , T, (6)

where r ∈ (0, 1). Following the results of their simulations, Philips and Sul [46]
recommend the use of r ∈ (0.2, 0.3). When T is small, r = 0.2 is preferred, and if T is
large, r = 0.3 is better choice.

3. Application of autocorrelation and a heteroskedasticity robust one-sided t test to
verify the null hypothesis α ≥ 0 using b̂ = 2α̂ and a HAC standard error. At a
standard significance level (0.05), the null hypothesis is rejected if tb̂ < −1.65.

Rejection of the null hypothesis means that there is no convergence in the group
of all panel units. It does not imply, however, that there is no evidence of convergence
in subgroups of units (i.e., club convergence). Philips and Sul [46] propose a specific
procedure for testing club convergence. The algorithm includes four steps. First, the units
are arranged in descending order with respect to the last period. Next, a core group is
formed by adding countries one after another to a group of the two highest-patent countries
at the start and performing the log t test up until the tb̂ for this group is larger than −1.65.
Then, the log t test is performed again for this group and all the other units (one after
another) forming the sample to determine if they converge. If they do not converge, the
first three steps are performed for the all the other units. In the case that no clubs are
identified, it means that those units diverge.

In order to explain the process of club formation within the sample of European
countries, an ordered logit model pioneered by McKelvey and Zavoina [47] was used.
This model designates every country to a particular club and allows for explaining vari-
ation in an ordered categorical dependent variable (i.e., belonging to alternative clubs
ranked in line with the steady-state energy patent intensity of every club) as a function of
independent variables.

3. Results

The log t test used for the whole sample indicates that the hypothesis of overall
convergence can be rejected at the 5% significance level (−6.2339). As a consequence, the
procedure for testing club convergence was applied. Table 1 shows summary results for the
clustering and merging test procedures (i.e., the number of clubs and countries belonging
to the particular club, the estimated parameters, and the standard errors).

Table 1. Summary results for the log t test.

Club No. of Countries
^
b SE t

1 8 0.2321 0.6459 0.3594
2 11 −0.2362 0.2122 −1.1127
3 6 −0.2888 0.2546 −1.1347

The results of the analysis allowed the identification of 3 clubs and two non-converging
countries (Denmark and Romania). Club 1, with the lowest energy patent intensity, in-
cludes: Bulgaria, Czech Republic, Greece, Hungary, Latvia, Lithuania, Luxembourg, and
Poland. Club 2 is composed of medium energy patent active countries such as: Belgium,
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Estonia, Ireland, Italy, Netherlands, Norway, Portugal, Slovak Republic, Slovenia, Spain,
and United Kingdom. The last club, with the highest energy patent intensity, is comprised
of Austria, Finland, France, Germany, Sweden, and Switzerland. Figure 1 provides a
visualization of club membership. Interestingly, club 1 is dominated by Central and Eastern
European countries, whereas club 2 is more dispersed geographically and covers most parts
of Europe. The smallest club (club 3) is formed of Western and Northwestern European
countries. Geographic effects seem to be evident for club 1 and club 3.

Figure 1. Spatial distribution of club members.
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Figure 2 illustrates the change of energy patent intensities of the countries (in logs)
belonging to particular clubs over the research period. As can be seen, there exists a catch-
up effect, which is especially visible within club 2 and club 3, where countries with low
energy patent intensities in 2000 are characterised by higher growth rates (i.e., the distances
between points and the 45 degree line) than countries with medium and high energy patent
intensities. Interestingly, the points representing countries of each club are distributed
horizontally. Such a pattern of energy patent intensity distribution indicates indirectly
the convergence processes to different steady states in each individual club. It is worth
noting that in the case of club 1 the observed tendency is distorted by Luxembourg that
significantly reduced patent intensity in the research period. This situation may result from
the fact that Luxembourg’s energy system is characterised by high import dependence.

Figure 2. Shifts in energy patent intensity in clubs.

To find the factors influencing membership of a certain club, the ordered logit model
was used with a three-level club membership—CM-outcome variable (coded 1, 2, 3) and
three predictors: R&D related to environmental protection per capita—RD, human resources
in science and technology—HRST, and the Environmental Policy Stringency Index—EPS.
For the reasons of data availability, 5 countries were excluded from the analyses (i.e.,
Bulgaria, Estonia, Latvia, Lithuania, and Luxembourg). Due to non-intuitive interpretation
of estimated coefficients of the ordered logit model, Table 2 presents the marginal effects,
which show how the probabilities of each outcome (club membership) change with respect
to changes in RD, HRST, and EPS. The marginal effects were computed as an average of
the marginal effects at each value of covariates.

In the next step, the variations in marginal effects in response to the changes in the
level of club membership determinants were examined (Figure 3). It should be noted that
for higher levels of HRST, marginal effects increase for club 1 and club 3, but in the former
case they remain negative. A similar trend is visible for the EPS variable and to some extent
to the RD variable. In the case of club 2 the sign of marginal effects of the HRST variable
and the EPS variable changes when we move from low values to high values of covariates,
which results in the insignificance of marginal effect averages (see Table 2).
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Table 2. Marginal effects on probabilities.

Variable dy/dx SE z P > z

RD
Club 1 −0.0213 0.010 −2.06 0.039
Club 2 −0.008 0.005 −1.41 0.159
Club 3 0.029 0.012 2.41 0.016

HRST
Club 1 −0.015 0.0047 −3.19 0.001
Club 2 −0.005 0.005 −1.03 0.304
Club 3 0.020 0.009 2.30 0.021

EPS
Club 1 −0.172 0.096 −1.80 0.071
Club 2 −0.062 0.051 −1.21 0.228
Club 3 0.234 0.123 1.91 0.056

Pseudo R2 = 0.2997, LR chi2(3) = 12.34

Figure 3. Changes of marginal effects: (a) Marginal effects of RD; (b) Marginal effects of HRST; (c) Marginal effects of EPS.
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The sign of the marginal effects of the RD variable indicates that a one-unit increase
in R&D related to environmental protection increases the probability of belonging to the
high energy patent intensity club. The opposite holds true for club 1. These findings
are consistent with results of many general studies on the drivers of eco-innovation,
where renewable energy patenting is regarded as a function of public R&D expenditures
and the remaining factors [49–51]. On the other hand, R&D investment is a necessary
but not sufficient condition to generate high quality inventions, since the effect of R&D
expenditure is inherently uncertain and depends on the cumulative R&D capacity (learning-
by-searching). For example, Nesta et al. [52] report the statistically insignificant effect of
R&D on innovation activities in renewable energy and explain it by the omission of a patent
quality dimension.

Concerning the marginal effects of HRST, the probability of club membership is
explained well for club 1 and club 3. As with the marginal effects of RD, a one-unit increase
in persons with tertiary education increases the probability of belonging to the high energy
patent intensity club. The opposite effect can be observed for club 1. This means that
specialised human capital is an important driver for countries patenting activities in energy.
As suggested by Beise and Rennings [53] and Keller [54], a country’s potential to become a
leader in a particular field of technology results from its inventive and absorptive capacity
formed by skilled human capital. In particular, tertiary education is often considered as
one of the most valuable inputs into the inventive process in the field of eco-innovation. As
reported by the OECD [55], several European countries (e.g., Germany and Sweden) have
tailored their curricula or vocational training to environmental issues and eco-innovation.

Consistent with prior evidence in the relevant literature [1,45], the results of the
present study indicate that the stringency of environmental policies plays an important
role in shaping the trajectories of energy patent intensity across the European countries.
In particular, higher stringency of environmental instruments increases the probability
of being a member of the high energy patent intensive club. This finding supports the
so-called Porter hypothesis. However, the interpretation of the results should take into
account the fact that that the analysis was based on an aggregate measure of the stringency
of environmental policy instruments. Therefore, the impact of its particular components
on energy inventions trajectories remains unexplored and may vary according to the
instrument type (i.e., market-based or non-market-based instrument) [7].

4. Discussion

The results of the research indicate the presence of club convergence in energy innova-
tion across European countries over the years 2000–2018. The empirical evidence indicates
that, over the analysed period, 25 out of the 27 examined countries have converged to three
clubs characterised with significant disparities in energy patent intensity, as measured by
the number of energy patent applications per 10 million inhabitants. These findings are
generally in line with Bai et al. [45] who found evidence of club convergence in renewable
energy technology innovation (RETI) across Chinese provinces and also identified three
distinct clubs. Regarding the European context, delineation of the convergence clubs al-
lowed the identification of a set of countries that are potentially most prone to free-riding
on energy innovation efforts developed abroad. These results add value to the evidence
provided by Grafström [26], who found conditional β- and σ-divergence in renewable
energy invention capabilities across the 13 EU countries, suggesting that some of them
tend to free-ride on the development efforts of other Member States.

Bearing in mind the complexity and multidimensionality of climate change mitigation
challenges in the energy sector, unlike the prior studies on convergence in energy inno-
vation that focused primarily on patents related to renewable energy technologies, the
present research explores the patterns of energy innovation convergence using a broad
category of patent applications in the field of climate change mitigation technologies.
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Regarding patent applications as a proxy for innovation, it is important to keep in
mind some drawbacks of using such a measure, arising, in particular, from the large
disproportions in actual economic and technological performance of individual patents.
In fact, many patented inventions have no or marginal economic value and quite short
market life [56], as they turn out to be unattractive for the intended users, for instance due
to technological underperformance or incompatibility with the existing infrastructure and
complementary technologies. In contrast, a relatively small fraction of patents are often
able to capture even over 90% of total monetary returns available in a given market (see
e.g., [57] or [58]). Additionally, many patent applications are unsuccessful or do not ever
become genuine innovations, which makes the linkages between patenting and the actual
technological progress even harder to capture [59].

Moreover, given the complexity and difficulties inherent in patent application pro-
cedures, many smaller firms actually employ the effects of their research activities in
production, attempting to veil them from competitors as trade secrets [60], without even
trying to obtain a formal patent protection [61]. In addition, as pointed out by Schetino
and Sterlacchini [62], the propensity to apply for patent protection is largely dependent
on the individual firm’s size, strategy, or ability to enforce patent rights, and thus varies
significantly both across and within particular industries.

Due to the specificity of individual climate change-related technologies, both the
effectiveness of patent protection rights and the propensity to patent differ significantly
across diverse technological fields [59]. Moreover, different countries develop and apply
different green technologies, basing on their suitability for a given geographical location,
compatibility with a county’s industrial structure and stage of development.

Notwithstanding the above limitations, a broad and comprehensive measure of patent
applications employed in the present study allowed the capture of general patterns in
energy innovation convergence in the European context.

The study has also identified three factors contributing to the emergence of the conver-
gence clubs: i.e., per capita environmental R&D expenditures, HRST and environmental
policy stringency. Given the above, the results indicate that the convergence paths in
energy innovation intensity across the examined countries are determined by the initial
levels of each of the above factors. These findings seem to be largely consistent with the
results presented by Bai et al. [45], according to whom the convergence paths of individual
Chinese provinces are shaped, in particular, by historical intensity of both R&D investment
and environmental regulation. The results of the present study suggest that, due to the
large gaps in the initial levels of the identified determinants between the weakest and the
strongest countries, the former ones were largely unable to reduce the distance dividing
them from technological leaders in the field of energy innovation.

Given the large distance still dividing many European economies from the established
climate change mitigation goals [63,64] the success of the envisioned ecological transition
depends critically on joint innovative effort and stronger inclusion of the laggard countries
in the processes of technological convergence in the field of energy.

The emergence of the energy innovation convergence clubs might also be linked to
the technological and industrial composition of particular economies. In the light of the
so-called Porter hypothesis [6], the observed disparities in the relative energy innovation
performance, as measured by patent intensity, might result from cross-country differences
in the effective reach of environmental regulations. As demonstrated by [65], unregu-
lated enterprises tend to exhibit a relatively low propensity to innovate in comparison to
regulated ones. Additionally, in light of prior studies [64], willingness to engage in the
development of climate change mitigation technologies appears to be driven by the actual
costs of polluting. If such costs are relatively low, enterprises typically lack incentives to
invest in environmental-friendly solutions.
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Moreover, since the private sector appears to be generally more reluctant to innovate
in the field of energy, trying to postpone costly ecological transition and reinforce the
existing fossil-based paradigm, boosting the energy innovativeness of the laggard countries
seems to be crucially dependent on public support for the related research, development,
and deployment of innovative technologies [66].

The presence of convergence clubs in terms of energy innovation has several important
implications of economic, environmental, and political nature.

Given the fact that energy is an essential input in almost every productive activity and
that technological progress and innovations play a crucial role in economic growth, the
patterns of technological convergence in the energy sector likely affect the course of overall
economic convergence in Europe. The revealed disparities in energy innovation perfor-
mance within each of the identified convergence clubs might, therefore, shape the paths of
economic growth of the corresponding countries [22]. The process of ecological transition
generates a substantial demand for innovative environmental-friendly technologies and
complementary investments. It also leads to the emergence of new market arenas, products,
and services, as well as creation of new job opportunities and broader structural shifts in
the labour markets [17]. As the global market for eco-innovation is currently estimated
at about one trillion euro per annum and expected to triple its size by 2030, the area of
eco-innovation is naturally offering the EU economy a unique opportunity to improve
competitiveness and job creation [67]. This opportunity seems particularly important in
the wake of the COVID-19 pandemic, as intensification of research, development, and tech-
nology deployment activities related to energy innovation might also become an important
driver of economic recovery.

The existence of convergence clubs suggests a persistently uneven contribution of their
‘members’ to the collective effort of combating climate change. Such disproportions might,
in turn, increase the overall costs of achieving the energy-related goals of environmental
policy adopted by the European countries [35].

From a political perspective, a persistently uneven burden of energy innovation efforts
poses a more general threat to the fulfillment of the adopted policy goals. While combating
climate change depends critically on collective international effort, the countries belonging
to the least innovative club appear to be more prone to free-riding on innovations developed
abroad [26]. Given the above, the innovation leaders may gradually become discouraged
by an unsatisfactory engagement of other countries in the development of climate change
mitigation technologies related to energy [35].

Given the above, club convergence in the field of energy innovation suggests the
need for more tailored policies, based on smart development and specialization strategies,
rather than ‘one-size-fits-all’ frameworks. Such policies should take into account both the
specificity of individual economies, as well as the existence of apparent path dependence
in their long-run energy innovation performance. Therefore, the results seem to be in line
with Tödtling and Trippl [68] who argue that there is no ‘ideal model’ for innovation policy
as innovation activities differ strongly between central, peripheral, and old industrial areas.

As the results of the present study attribute the emergence of the identified con-
vergence clubs to the initial differences in environmental R&D expenditure, HRST and
environmental policy stringency, it seems that the suggested revision of the relevant poli-
cies may be focused precisely on these areas. Additionally, the identified positive impact of
the above variables on energy innovation performance seems to corroborate the findings
of Fabrizi et al. [7] who demonstrate that the effectiveness of environmental regulation
policies might be improved by an appropriate innovation policy.

In particular, boosting the relative innovation performance of the countries belonging
to the least-innovative club might require the development and implementation of special
economic incentives and financing schemes allowing them to more fully exploit the inno-
vative potential of their less technologically advanced sectors, such as agriculture, and to
increase R&D efforts and HRST engaged in the search for innovative solutions in the field
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of energy. Properly designed policies and incentives may therefore allow them to reduce
the distance from the innovation leaders faster.

Theoretically, the same goal can be achieved by increasing the stringency of the rele-
vant environmental policies or their reach. However, given the fact that weaker innovative
performance is usually associated with a lower level of overall economic and technological
development, such a solution would imply that the less advanced countries would have
to comply with more stringent policies. This, in turn, could likely raise doubts about the
fairness of such an approach and cause an increasing reluctance towards its adoption.
Moreover, given the prior empirical evidence, suggesting the existence of optimal limits
to the regulation stringency, the latter solution bears the risk of overregulation, which
would likely impede the innovative performance of the laggard countries. Given the above,
the identified club convergence and the related problem of free-riding on energy inno-
vation should be addressed primarily by properly designed incentives oriented towards
increasing the R&D expenditure and HRST in that field.

5. Conclusions

The present study aimed at the identification and assessment of patterns in energy
innovation convergence across a sample of 27 European countries, including 24 current EU
Member States, GB, Norway and Switzerland, over the period 2000–2018. The results of
the conducted analyses indicate that energy innovation efforts in the area of climate change
mitigation technologies, as measured by the number of patent applications per 10 million
inhabitants, follow the pattern of club convergence.

The novelty of the paper arises from the following aspects. First, unlike previous
energy innovation convergence studies that focused on renewable energy, it investigates a
broad and comprehensive category of patent applications in the area of climate change mit-
igation technologies related to energy production, transmission or distribution. Moreover,
the examined sample covers a larger set of countries and a longer time span than prior
research in the European context. Second, to the Authors’ knowledge, the present study is
the first to find and delineate energy innovation convergence clubs in Europe. Third, the
conducted analyses allowed the identification and assessment of the key factors that had
contributed to the emergence of the identified clubs.

Consistent with prior research, the findings suggest a lack of overall convergence
in energy innovation performance in the European context. The present study, however,
enhances the existing literature on convergence patterns in the field of energy-related
innovation by the identification of three distinct convergence clubs. The strongest energy
innovation performance is observed in the club composed of the advanced economies of
Western and North-Western Europe, while the ‘laggard’ one is dominated by Central and
Eastern European countries. The observed disparities in energy patent intensity suggest a
risk of free-riding on energy innovation.

As the mitigation of adverse consequences of climate change requires collective en-
gagement of the European countries, the observed disparities may be addressed by proper
policy actions. Since the obtained results attribute the emergence of energy innovation
convergence clubs to the initial gaps in per capita environmental R&D expenditure, HRST,
and environmental policy stringency between the countries exhibiting the lowest patent
intensity and the innovation leaders the revision of policy should focus particularly on
these areas. Therefore, the above findings suggest the need for more tailored policies
based on smart development and specialization strategies designed to boost the energy
innovation performance of the laggard countries, more fully exploiting the potential of their
less technologically advanced sectors, such as agriculture. Given the risk of overregulation
resultant from implementation of more stringent policies, fostering R&D and HRST by
economic incentives and financing schemes oriented towards laggard countries seems to
be the preferred direction of policy revision.
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The main limitation of the study results from the incompleteness of the long-run
statistical data that has rendered the exploration of the patterns of energy innovation
convergence in the field of climate change mitigation technologies and their determinants
across a larger set of European countries not possible.

Given the importance of the formulated research problem and its policy implications,
the conducted analyses could be further extended by assessing the impact of a broader set
of determinants shaping the course of convergence in the area of energy innovation.
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Abstract: The deployment of renewable energy at the local level can contribute significantly to miti-
gating climate change, improving energy security and increasing social, economic and environmental
benefits. In many countries local authorities play an important role in the local development, but
renewable energy deployment is not an obligatory task for them. Hence there are two research
questions: (1) Do local governments think investments in renewable energy (RE) are urgent and
affordable within the local budgets? (2) How do they react to the public aid co-financing investments
in renewable energy? To provide the answer we performed qualitative analysis and non-parametric
tests of data from a survey of 252 local authorities, analysis of 292 strategies of local development
and datasets of 1170 renewable energy projects co-financed by EU funds under operational programs
2007–2013 and 2014–2020 in Poland. Findings showed that local authorities’ attitudes were rather
careful, caused by financial constraints of local budgets and the scope of obligatory tasks, which made
renewable energy investments not the most urgent. Public aid was a factor significantly affecting
local authorities’ behavior. It triggered local authorities’ renewable energy initiatives, increasing the
number and scope of renewable energy investments as well cooperation with other municipalities
and local communities. Despite this general trend, there were also considerable regional differences
in local authorities’ renewable energy behavior.

Keywords: renewable energy; local authorities; European Union funds

1. Introduction

Do local governments think investments in renewable energy are urgent and afford-
able within the local budgets? How do they react to the public aid co-financing investments
in renewable energy? The crucial and still growing role of renewable energy sources in
meeting the urgent need of mitigating climate change, improving energy security and
increasing social, economic and environmental benefits has been well recognised and
acknowledged [1–6]. Despite all the drawbacks of fossil fuel energy use and benefits of
renewable energy (RE), the deployment of renewable energy happens neither on its own
nor fast enough [7–9]. It needs to be policy-driven [10–14], supported by adequate legal
regulations, international and national strategies, and public aid and incentives [15–19]
addressed to relevant beneficiaries. Local governments are considered very important
entities in the process of increasing renewable energy production and use at the local level,
in many economic, social and political contexts. However, the literature lacks cohesive
conclusions on the renewable energy attitudes and behavior of local governments in Poland.
This study aims to fill this gap.

2. Literature Review

The European Union began to build its policy framework for renewable energy in
1997 with the White Paper for a Community Strategy and Action Plan Energy for the future:
Renewable sources of energy [20], setting basis for the policy on renewable energy. The
policy has significantly evolved afterwards [21–26]. The recent legal framework for the
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promotion of renewable energy sources until 2020 was laid down in directive adopted
in 2009 [27], while renewable energy production and consumption goals until 2030 are
set in the Regulation on the Governance of the Energy Union and Climate Action (EU)
2018/1999 [28], for the EU as a whole and for its individual member states [29].

To promote renewable energy and thus achieve climate goals, the EU applies Cohe-
sion policy instruments, including structural and cohesion funds. They are said to be the
most important funding sources for promoting renewable energy among the EU spend-
ing programmes, of continusly increasing value—from only 600 million euro during the
2000–2006 programming period, through approximately 4.7 billion euro in the 2007–2013,
up to 27 billion euro in 2014–2020 [30]. The EU policy is based on the already well veri-
fied assumption that decarbonisation requires solutions at all levels of governance and
collaboration—global, regional, national and especially local [31–37].

The focus on the deployment of renewable energy at the local level results from its
positive impact on local communities, economies and environment. Renewable energy
production and use provide new job opportunities [38–40], cause income generation, diver-
sification of economic activities, use of endogenous resources [41], contribute to satisfying
local energy demands [42,43], are drivers of economic recovery in peripheral or remote
areas [44–46] and drivers of relevant business opportunities in large metropolitan areas [47].
Renewable energy enables transfer to community-owned energy sources [48,49], decen-
tralisation of energy production and supplies [50,51], even local and regional energy au-
tarky [52–55]. Renewable energy can cause such externalities as positive health effects [56].
However, achieving these benefits requires social capital [57] and the involvement of local
actors. Local authorities are of particular significance in this process.

Many studies, providing insight into different political, economic and administrative
backgrounds argue that local authorities can play a key role in promoting renewable energy
production and use [58–62]. Local authorities can initiate, invest, produce and be the end
users of renewable energy [63–66]. Due to the importance of renewable energy the EU
addresses its structural funds also to potential beneficiaries who can invest in renewable
energy. Local authorities implement some of the state’s tasks on a local scale because they
have the best knowledge of local factors and development conditions as well as of the
needs of local communities. This enables a more accurate adjustment of the supply of
public goods and services to local demand. Such approach is in line with the principle of
subsidiarity enforced in the cohesion policy of the EU [67]. It orders the decentralization
of activities and the delegation of decision-making and executive powers to the lowest
possible level of administration, capable of implementing them, in order to ensure the most
effective use of public funds. The principle of subsidiarity is anchored in Art. 4, Section 3
of the European Charter of Local Self-Government [68]. Despite this general rule, local
authorities in individual member states of the EU have different obligatory and facultative
tasks to perform, as well as different measures to obtain their goals. Thus they also play
different roles in supporting renewable energy deployment at the local level.

In the Polish legal system, there are currently three main statutory acts that directly
regulate the production and use of renewable energy. These are: the Act of 10 April 1997
Energy Law [69], the Act of 20 February 2015 on renewable energy sources [70], and the
Act of 20 May 2016 on investments in wind farms [71]. The Act of 20 February 2015 on
renewable energy sources defines renewable energy sources as renewable, non-fossil energy
sources, including wind energy, energy solar radiation, aerothermal energy, geothermal
energy, hydrothermal energy, hydropower, wave, current and tidal energy, energy obtained
from biomass, biogas, agricultural biogas and bioliquids. The Energy Law Act specifies,
among other, the development of the use of renewable energy installations and provides
for certain tasks and competences of administrators, also in relation to local authorities
(Articles 17–19 of the EPA). According to Polish law local authorities in Poland are to create
and implement the development policy and monitor its effects, using the instruments
available and effective in the given conditions [72]. They can support the deployment of
renewable energy within their own public tasks, in order to meet the needs of the local
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community, as pursuant to the Act of 8 March 1990 on the commune self-government [73],
art. 7 sec. 1, they are responsible for ‘meeting the collective needs of the community’.
Electricity, heat and gas supplies are mentioned expressis verbis among the tasks of the
local government.

In Poland, local authorities of municipalities (called in Polish ‘gmina’ and classified
by the European Union as lower LAUs [74]) which are the basic local government unit,
can play a special role on the energy market and in the field of renewable energy sources.
On one hand, they can independently create energy through their own activities, and
on the other hand, they can support the development of energy in their area, due to the
applicable regulations [75]. According to some authors [76], a commune and its local
authority may act as ‘an energy user and a participant in the competitive energy market, as
a local energy regulator, as an investor and producer of energy, and as an entity responsible
for planning and financing the lighting of public places and roads within its area’. It should
be stressed however, that Polish law does not give local authorities too many tools to
effectively stimulate the development of renewable energy. The law does not introduce a
transparent system of tasks of competences of the administrative entities, in particular in
case of the local government [77]. Summing up, Polish local authorities are allowed to, but
do not have to support renewable energy.

The European Union structural and cohesion funds allocated in eligible member states
in consequent budget perspectives under operational programmes of regional policy were
to suport member states also in deploying renewable energy and in achieving overall
national targets in this field [78]. In 2007–2013 EU funds co-financing renewable energy
investments were available in Poland from the Operational Program Infrastructure and En-
vironment 2007–2013, which received the highest EU funding for any operational program
in the history of the EU regional and cohesion policy and from 16 regional operational
programs [79]. In financial perspective of 2014–2020 renewable energy projects were sup-
ported by EU funds under 16 regional operational programmes. In both these financial
perspectives EU funds for renewable energy projects have been addressed to many groups
of potential beneficiaries, including local governments.

The review of literature provides theoretical assumptions on the role of local govern-
ments in deployment of renewable energy, while the European Union and national legal
frameworks together with the EU financial support give local governments opportunities
to actively participate in renewable energy deployment. Despite all the above, the literature
lacks a broader insight into renewable energy attitudes of local governments in Poland.
It also lacks comparative analysis of local governments behavior related to the deploy-
ment of renewable energy, supported by EU funds in 2007–2013 and 2014–2020 financial
perspectives. The aim of this study is to fill in this gap.

3. Materials and Methods

The main aim of the study was to answer the following research questions on the
attitudes and behavior of local governments: (1) Do local governments think investments
in renewable energy are urgent and affordable within the local budgets? (2) How do they
react to the public aid co-financing investments in renewable energy? To answer these
questions, the study was based on qualitative and quantitative data analyses.

The attitudes of local governments to renewable energy investments were analysed
based on the answers to the first research questions, i.e., whether local governments
think that investments in renewable energy are urgent and affordable within the local
budgets. The data used to answer these questions came from two sources: (i) a survey
of local governments of municipalities of Mazovian Voivodship and (ii) a qualitative
analysis of data obtained from the strategies of development of municipalities of Mazovian
Voivodship. Both analyses were carried out for the municipalities of Mazovian, which
is currently NUTS 1 by Eurostat [80]. It was selected for the survey, as it is the largest
voivodship in Poland, both in terms of population and the area. At the same time it is a
voivodship with the biggest number of municipalities and consequently the largest number
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of local governments, which are a subject of this research. As the local governments have
been functioning within the borders of the same region, they have been addressees of
the same regional operational programmes for 2007–2013 and 2014–2020. On the other
hand, municipalities of Mazovian Voivodship represent very different types concerning
population, population density, total annual budget revenues, rural-urban categories, etc.
All these give rationale for the studying the attitudes of local governments to renewable
energy investments based on municipalities of Mazovian Voivodship.

The survey questionnaire was sent by mail to governments of all 314 municipalities of
Mazovian Voivodship in 2017. The response rate reached 62%. The questionnaire included
questions that were compiled to avoid suggesting any answers. The respondents were
asked: (i) what investments, that could be carried out by the self-government, were most
urgent? (ii) what investments were necessary to improve the quality of natural environment
in the municipality? (iii) how they assessed the quality of natural environment in the
municipality? (iv) what were the biggest obstacles in supporting the development of the
municipalities by local governments?

Strategies of local development of 292 municipalities of Mazovian Voivodship were
another source of qualitative data used for the investigation into the attitudes of local
self-governments to renewable energy investments. The strategies were retrieved from the
websites of municipalities between 3 January 2021 and 20 January 2021. Based on these, we
studied 93% of all 314 municipalities of this voivodship. Strategies of local development
for the remaining 22 municipalities were not available. In Poland, pursuant to the Act
of 8 March 1990 on the municipality government [73], the municipality may develop a
development strategy. Although strategies are not obligatory, they are a great help in
effective acquisition of funds from European funds and other external sources, including
funds for the development of energy from renewable sources.

The retrieved strategies were analysed to find answer to the following, set a priori,
research questions: (i) does the strategy include any plans for renewable energy invest-
ments? (ii) If so, is the type of renewable energy investment defined? (iii) What type
is it (solar, wind, biomass etc.), if defined? (iv) Is the source of financing for renewable
energy investments indicated (domestic, EU etc.)? (v) Are the conditions for renewable
energy investments favorable in the municipality? (vi) If so, what kind of renewable energy
investments are the conditions good for?

The behaviour of local self-governments in the field of renewable energy was analyzed
based on qualitative and quantitative data on projects (investments) in renewable energy
made by all municipalities in Poland under the 2007–2013 and 2014–2020 operational
programs co-financed by the European Union funds (Table 1).

The TERYT codes, names and types of administrative units, as well as addresses and
codes of municipality offices were used to verify, complete and merge the datasets, as well
as to carry out data curation. To analyze qualitative data we used standard qualitative
analysis tools [81–83].

To analyse quantitative data we first applied selected methods of descriptive statistics
and tested the distribution of quantitative variables using Kolmogorov-Smirnov test. As the
results showed that the distribution of the majority of variables is non-normal, the further
analysis was performed using non-parametric tests, including and Kruskal-Wallis H test,
Mann-Whitney U test together with Wilcoxon rank-sum test and Wilcoxon signed-rank test
(Table 2). We applied these non-parametric tests as they are appropriate to obtain answers
to our research questions based on variables of non-normal distribution.
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Table 1. Data categories and sources.

Data Categories Description and Sources

For 2007–2013:
Number of renewable energy projects
Total value of RE projects (mln Polish zloties)
EU funds for RE projects (mln Polish zloties)
Types of projects by renewable energy sources
Location of renewable energy investments
Leading beneficiaries and partners

Qualitative and quantitative data on projects carried out in
Poland under Operational Programmes 2007–2013, obtained
from the National Information System SIMIK 07–13 [84] run by
the Ministry of Regional Development (name of the Ministry as
of 31 January 2016, when the data was obtained), the data
shows the state of arts as of 31 December 2015, according to the
n+2 EU regional policy rule [85], that allows the managing
institutions in eligible member states to spend the EU funds
allocations till the end of the second year after the year of
receiving the funds, i.e., in case of 2007–2013 financial
perspective till the end of 2015; from database containing
150,000 entries, we extracted entries describing all 264
investments in renewable energy, carried out by municipalities.

For 2014–2020:
Number of renewable energy projects
Total value of renewable energy projects (mln Polish zloties)
EU funds for renewable energy projects (mln Polish zloties)
Types of projects by renewable energy sources
Location of renewable energy investments
Leading beneficiaries and partners

Qualitative and quantitative data on projects carried out in
Poland under Operational Programmes 2014–2020, as of
September 2020, obtained from the Central Teleinformation
System SL 2014 run by the Ministry of Funds and Regional
Policy, and retrieved on 1 December 2020 from [86], from the
database containing 177,458 entries, we extracted 1161 entries
describing 909 investments carried out by 638 municipalities,
defined as leading beneficiaries.

Types of municipalities by degree of urbanisation
(DEGURBA)

The degree of urbanization (DEGURBA) classification
categorizes municipalities into the three categories:
Code 1—cities, or: densely populated areas
Code 2—towns and suburbs, or: intermediate density areas
Code 3—rural areas, or: thinly populated areas
retrieved on 30 June2020 from [87]

Tax ID of municipalities National Court Register [88] accessed on 15 January 2021.

TERYT codes, names and types of administrative units Database retrieved from the National Official Register of the
Territorial Division of the Country (TERYT), retrieved from [89].

addresses and codes of municipality offices Data retrieved from the Public Information Bulletin [90].

Table 2. Statistical methods and their application.

Method Applied to Test:

Kolmogorov-Smirnov test to what degree the distribution of the analyzed data categories was
skewed vs. normally distributed

Kruskal-Wallis H test
whether the total value of renewable energy projects and the share of EU
funds in the total value of renewable energy projects in 2007–2013 and
2014–2020 were significantly affected by the types of municipalities

Mann-Whitney U test
Wilcoxon rank-sum test

whether there were significant differences in total value of renewable
energy projects, value of EU funds cofounding renewable energy projects
and the share of EU funds in total value of renewable energy projects
between different types of municipalities, i.e., those classified as cities,
towns and suburbs, and rural.

Wilcoxon signed-rank test

whether the total value of renewable energy projects and the value of EU
funds cofounding renewable energy projects differed between 2007–2013
and 2014–2020 in case of the municipalities that carried out renewable
energy projects in both financial perspectives.

We looked into relations between various qualitative and quantitative features of
objects assigned to one category (intra-case analysis) and attempted to define relations
between different categories selected from the research sample (cross-case analysis) [91].
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4. Results

4.1. The Attitudes of Local Governments to Renewable Energy Investments

The first part of the study on attitudes of local governments to renewable energy
investments was based on the analysis of 292 local development strategies, retrieved from
the websites of the municipalities in 2021. Therefore, the qualitative data set contains
qualitative information on 93% of all municipalities of Mazovian Voivodship.

The findings show that 85% of local governments declared the deployment of re-
newable energy. The types of renewable energy sources were indicated in 53.5% of the
analyzed strategies. Other strategies contained only general information, emphasizing that
renewable, also called alternative or ecological, energy sources should be deployed.

Among the 248 municipalities which accentuated the need to develop particular types
of renewable energy, many referred to several different renewable energy sources at the
same time. As many as 94.7% of them pointed out deployment of solar renewable energy,
which is the most widespread renewable energy source in Poland, used for electricity
production and heating purposes. Since solar energy is processed with the use of solar
collectors and photovoltaic panels, 72.3% of the analysed strategies declared installation of
solar collectors, and 22.3% photovoltaic panels.

Biomass and its particular types were indicated in 68.1% of strategies, which articu-
lated the need to deploy renewable energy. Biomass consists of products, waste or residues
from forest and agricultural production, which are biodegradable. It can also be biogas and
some fractions of municipal and industrial waste. So, in 50% of strategies local authorities
stated that biomass is in general important as renewable energy sources, sometimes also
biogas (6.4%), energy plants (7.4%) or a specific type of an energy plant, i.g. willow (4.3%).

Referring to the source of renewable energy, 40.4% of analyzed strategies declared
investments in wind energy, 20.2% use of heat pumps, and 17% geothermal energy. In
addition, biofuels were mentioned in 16.0% of them. No strategy involved the analysis
or description of conditions for renewable energy investments. No strategy defined what
funds will be used to cover the costs of investments in renewable energy, although SWOT
(strengths, weaknesses, opportunities, and threats) analyses of nearly all of them stated
that the possibility of obtaining EU funding is a vital development opportunity.

In the next stage, the study on attitudes of local self-governments to renewable energy
investments was based on qualitative datasets obtained from a survey of local governments
carried out in 2017. The response rate at the level of 62% provided answers of 195 local
authorities. When asked about the most urgent investments in general, only 18% of respon-
dents indicated renewable energy projects. However, they listed investments in renewable
energy together with other urgent projects, such as construction or modernisation of roads,
sewage systems, water system, support for home sewage system plants, and less of them
together with water treatment plants and landfills. Other respondents (82%) listed only
road, water supply and treatment, sewage and landfill investments as urgent.

Next, the respondents assessed the quality of the natural environment: 2% as very bad,
13% as bad, 56% as good and 29% as very good. Answering the question on investments
necessary to improve the quality of natural environment in the municipality, 18% of
respondents indicated renewable energy projects. However, most of them did not list
the renewable energy projects as the most urgent for their municipality answering the
earlier question. Cross-tabulation of so-far findings showed that all self-governments
that listed investments in renewable energy as very urgent assessed the quality of natural
environment in their municipalities either as good (61%) or very good (39%). Interestingly
enough, none of those who listed investments in renewable energy as very urgent assessed
the quality of natural environment as bad or very bad.

All respondents pointed at the lack of funding as the biggest obstacle in supporting
the development of municipalities, both those who considered investments in renewable
energy project as urgent, and those who did not.
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4.2. Local Governments’ Renewable Energy Investments under Operational Programs 2007–2013
and 2014–2020

According to the assumptions of this study, the behaviour of local authorities was
assessed based on their investments in renewable energy under operational programs
2007–2013 and 2014–2020, shown in SIMIK database for 2007–2013 (2015) financial perspec-
tive and in SL 2014 database for 2014–2020, as a still on-going financial perspective due to
n + 2 rule.

Over the analysed time local governments became more and more active in invest-
ing in renewable energy co-financed by the EU funds under operational programmes.
In 2014–2020 compared to 2007–2013 there was a nearly threefold increase in the number of
municipalities in Poland that carried out investments in renewable energy. In 2007–2013 it
was 9.2% out of all 2479 municipalities in Poland, while in 2014–2020 it was 636 municipali-
ties making 25.6% of all municipalities in the country (Table 3). Investigating rural-urban
differences in the behaviour of local authorities we applied classification by the degree of
urbanization (DEGURBA). The findings show that in 2007–2013 the shares of cities, towns
and suburbs as well as rural municipalities, investing in renewable energy, were quite
similar, respectively 11%, 10% and 9%. In 2014–2020 these shares doubled for cities and
towns and suburbs, as 20% of each of these groups invested in renewable energy. But rural
municipalities became even more active. The share of rural municipalities who invested in
renewable energy almost tripled in 2014–2020 compared to 2007–2013.

The increased activity of local governments in deploying renewable energy was
also proved by the fact that more and more of them carried out more than only one
project. Although in 2007–2013 only 11% of municipalities carried out two projects and
1.7% municipalities three projects, in 2014–2020 the group of municipalities that carried
out two and three projects increased significantly, up to 23.4% and 6.9% respectively.
Moreover some of municipalities carried out four, six or even nine projects (1.2%; 0.2%;
0.2%, respectively). The increased activity of 111 local governments also shows in carrying
out renewable energy investments co-financed by EU funds under operational programmes
of both financial perspectives.

The increasing activity of local governments in deploying renewable energy was
reflected in much higher mean total value of renewable energy projects carried out in
2014–2020 (Table 4), proving their bigger extent. This effect occurred most strongly in
case of cities, which in 2014–2020 invested on average 10 mln Polish zloties more in each
renewable energy project than in 2007–2013. Rural municipalities invested on average
2.2 mln more, which was the least increase, however they tripled the number of renewable
energy projects as mentioned before.

The projects used mainly solar power and their share increased from 80% to 95%.
Other sources of renewable energy were less popular and their share even decreased: in
case of projects using hydro-, geothermal and other renewable energy sources from 14%
to 3% and in case of biomass from 5% to 1%. Wind renewable energy projects made less
than 1% of all renewable energy investments by municipalities. The investments resulted
in modernization of heating systems for public buildings, installation of water heating
systems for swimming pools, installation of economic lighting of municipal roads and
squares, including hybrid lighting, biomass boiler networks together with the installation
of solar collectors, installation of photovoltaics, Uniejów thermal baths.

The behavior of local authorities changed positively considering the collaboration in
renewable energy projects. During the first financial perspective a prevailing majority of
projects (96%) was carried out by individual municipalities, only 4% of projects were carried
out in collaboration at that time. This has changed during the on-going financial perspective
as 28.7% of projects were carried out in collaboration between from two to 10 municipalities,
and in one case even by 41 municipalities. Analysis of qualitative data shows that investing
in renewable energy municipalities collaborated with other municipalities listed as partners,
and with local residents mentioned in the descriptions of projects.
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In case of projects carried out in collaboration, only one municipality was registered in
adequate databases as the beneficiary, which significantly influences the interpretation of
data on the number of beneficiaries and the number of renewable energy projects locations,
shown in Figure 1 for the financial perspective 2007–2013 and in Figure 2 for 2014–2020.

Figure 1. Location of renewable energy projects carried out by local authorities under operational programs 2007–2013, by
the source of renewable energy.

Figure 2. Location of renewable energy projects carried out by local authorities under operational programs 2014–2020 by
the source of renewable energy.
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The increased collaboration means that there are more municipalities, actual bene-
ficiaries of EU funding for renewable energy projects, than those shown in databases as
‘leading beneficiaries’.

There are significant regional differences in the behavior of local authorities in the field
of renewable energy investments under operational programs. More renewable energy
projects were carried out in Podlaskie and Lubelskie Voivodships of Eastern Poland starting
from 2007–2013, and the largest increase was also noted in those two regions. However,
the number of renewable energy projects carried out by local governments also increased
in regions of southern and northern parts of the country. Local governments of central
regions were moderately active, and those in eastern Poland the least active in carrying out
renewable energy projects co-financed by EU funds.

In both financial perspectives the renewable energy projects were co-financed by EU
funds from the European Regional Development Fund. In 2007–2013 local authorities
obtained these funds from the Operational Programme Infrastructure and Environment
2007–2013 (OPIE), which received the highest EU funding for any operational program
in the history of EU regional and cohesion policy and from 16 regional operational pro-
grammes. In 2014–2020 the EU funds were obtained from 16 regional operational pro-
grammes. We tested whether the type of municipalities affected the total value of renewable
energy projects and the share of EU funds in the total value of renewable energy projects
using Kruskal-Wallis test (Table 5). The results show that the total value of renewable
energy projects was not significantly affected by the types of municipalities in 2007–2013,
but it was significantly affected in 2014–2020. The shares of EU funds in the total value of
renewable energy projects were significantly affected by the types of municipalities neither
in 2007–2013 nor in 2014–2020.

Table 5. Kruskal-Wallis tests for the type of municipalities vs. total value of renewable energy projects
and the share of EU funds in the total value of renewable energy projects in 2007–2013 and 2014–2020.

Kruskal-Wallis Tests Outcomes on H(2) p

The types of municipalities affecting the total value of
renewable energy projects

in 2007–2013 4.918 >0.86
in 2014–2020 12.629 >0.002

The types of municipalities affecting the share of EU funds
in the total value of renewable energy projects

in 2007–2013 1.991 >0.37
in 2014–2020 2.157 >0.34

To investigate whether the total value, the value of European Union funds and their
share in the total value of renewable energy projects differed significantly between cities,
towns and suburbs, and rural municipalities in the consecutive financial perspectives, we
ran Mann-Whitney tests, and Wilcoxon rank-sum test (Table 6), illustrated with descriptive
statistics for these variables in (Tables 3 and 4).

Based on the results shown in Table 4 we conclude that these variables for cities (1)
did not differ significantly from those for towns and suburbs (2), both in 2007–2013 and
in 2014–2020. Most of the analyzed variables describing renewable energy projects by
cities (1) did not differ significantly from those describing this kind of projects by rural
municipalities (3). There are only two exceptions. The first is that the value of EU funds for
the analyzed projects by cities was significantly different from that obtained for projects
by rural municipalities in 2014–2020. The second is that the share of EU funds in the total
value of renewable energy projects carried out by the cities was significantly different from
the share of EU funds in the total value of renewable energy projects carried out by rural
municipalities in 2007–2013.
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Table 6. Mann-Whitney U test for analyzed variables.

Tests for Groups of
Municipalities ***

Total value of Renewable Energy
Projects in

European Union Funds Cofounding
Renewable Energy Projects in

% of European Union Funds in Total Value
of Renewable Energy Projects in

A * B ** A * B ** A * B **

(1) and (2)
Mann-Whitney (U) 203.000 890.000 204.000 925.000 175.000 970.500

Wilcoxon rank-sum (W) 1688.000 6246.000 1689.000 6281.000 211.000 6326.500
Z −0.273 −0.960 −0.252 −0.720 −0.861 −0.408

Effect size (r) −0.020 −0.071 −0.019 −0.053 −0.063 −0.030
Asympt. Sig. (2-tailed) 0.785 0.337 0.801 0.472 0.389 0.683

Mt. Carlo Sig. (1-tailed) b 0.794 0.335 0.815 0.468 0.394 0.687

(1) and (3)
Mann-Whitney (U) 576.000 549.000 449.500 3426.500 3505.500 4882.000

Wilcoxon rank-sum (W) 612.000 585.000 485.500 130,182.500 130,261.500 5092.000
Z −0.607 −0.802 −1.522 −2.419 −2.300 −0.223

Effect size (r) −0.023 −0.030 −0.057 −0.091 −0.086 −0.008
Asympt. Sig. (2-tailed) 0.544 0.422 0.128 0.016 0.021 0.823

Mt. Carlo Sig. (1-tailed) b 0.540 0.419 0.132 0.014 0.020 0.826

(2) and (3)
Mann-Whitney (U) 3571.000 3520.000 4350.000 21,382.000 21,146.000 23,530.000

Wilcoxon rank-sum (W) 5056.000 5005.000 5835.000 148,138.000 147,902.000 28,886.000
Z −2.187 −2.313 −0.260 −2.794 −2.939 −1.467

Effect size (r) −0.076 −0.080 −0.009 −0.097 −0.102 −0.051
Asympt. Sig. (2-tailed) 0.029 0.021 0.795 0.005 0.003 0.142

Mt. Carlo Sig. (1-tailed) b 0.029 0.021 0.801 0.005 0.004 0.147

A *—2007–2013 financial perspective; B *—2014–2020 financial perspective; b—based on a sample of 10,000 tables at the starting number
92,208,573 of the generator of random numbers, *** types of municipalities coded as: (1) cities, (2) towns and suburbs and (3) rural
municipalities. Grey cells show significant differences.

Some significant differences appeared between rural municipalities and those classi-
fied as towns and suburbs in the two financial perspectives. The total value of renewable
energy projects carried by towns and suburbs was significantly different from that obtained
by rural municipalities in 2007–2013 and similarly in 2014–2020. Alike in case of cities and
rural municipalities, in 2014–2020 the value of EU funds for renewable energy projects by
towns and suburbs was significantly different from that obtained by rural municipalities.

We tested whether the total value, the value of EU funding and the share of EU funding
in the total value varied in the analyzed two financial perspectives using a Wilcoxon signed-
rank test (Table 7). Its results show, that both the total value of projects and the value of EU
funds were higher in 2014–2020 than in 2007–2013, while the share of EU funds in the total
value of renewable energy projects decreased in 2014–2020, which is explained by the fact
that the increase in total value was higher than the increase in the value of EU funds.

Table 7. Wilcoxon signed-rank test for analyzed variables.

Median 2007–2013
(mln Polish Zloties)

Median 2014–2020
(mln Polish Zloties)

T p-Value Change r

The total value of renewable
energy projects 2.9 3.5 2021 <0.05 −0.29

European Union funds value 2.1 2.4 2217 <0.05 −0.22

The share of EU funds in the
total value of renewable

energy projects
76% 70% 1632 <0.05 −0.49

5. Discussion

Local authorities of 85% of the analyzed municipalities declared deployment of renew-
able energy in their municipalities as one of the aims of development strategies. However,
the strategies themselves contained rather general information on the type of renewable
energy that could be used. Additionally, none of the strategies involved analysis of the
conditions for renewable energy development or the sources of funds for such investments.
It shows that, although the strategies can be an important instrument of encouraging
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renewable energy development at the local and regional level in other countries [92–95],
they are not used this way in Poland yet.

Although such a large share of local authorities declares deployment of renewable
energy, many less of them find it the most urgent need. Knowing the local conditions and
being obliged by the law to perform obligatory tasks, local authorities indicate construction
or modernisation of roads, sewage systems, water system, support for home sewage system
plants, and less of them together with water treatment plants and landfills as the most
urgent. This hierarchy is also caused by local budgets constraints that do not allow local
authorities to extend their investments beyond the obligatory tasks. These obstacles in
developing renewable energy are also observed in other countries [96–98]. Referring to
this problem, local authorities pointed at EU funds as a crucial factor moderating budget
constraints. This is in line with many studies which prove that the success in introducing
renewable energy largely depends on public aid [13].

Findings of our study prove that there is a substantial progress in the number and
scope of investments in renewable energy carried out by local authorities in Poland under
operational programmes 2007–2013 and 2014–2020. Taking into consideration rural-urban
classification of municipalities, the cities, towns and suburbs doubled their renewable
energy projects co-financed by the EU funds, while rural municipalities even tripled them.
This is an important outcome as renewable energy is said to be an under-utilised resource
both in urban and rural areas [99–101]. The increase in the intensity of renewable energy
projects is reflected also by the fact that during 2014–2020 more communities carried out
more than 1 renewable energy project.

In both analysed financial perspectives there were more renewable energy investments
in the north and east of Poland. The numerous renewable energy projects in voivodships
of Eastern Poland confirm that smaller and more remote communities may be more willing
to deploy renewable energy [102], as regions of Eastern Poland are among the poorest in
the EU.

During 2014–2020 there was a more widespread collaboration between local authori-
ties and between local authorities and residents in carrying out renewable energy projects.
The collaboration with the local population may increase their acceptance and support
for developing renewable energy sources. Local acceptance is recognised as one of the
main determinants of deploying renewable energy at the local level and transition towards
decentralized energy systems and achieving regional energy self-sufficiency [32,45,103,104].
Mutual projects carried out by local authorities and municipality residents can have an
added value. They may enable to ‘experience benefits’ and start a ‘local participatory
process’ [105], by encouraging others to benefit from renewable energy and increase their
support and commitment to renewable energy development. This is important as resistance
or unwillingness of local population to new energy infrastructure may cause conflicts [106]
and hinder achieving the EU goals [107]. None of the projects showed collaboration be-
tween local authorities and university, industry, or government, which could be favorable
to increase renewable energy at local level [108].

Renewable energy projects carried out by communities used mainly sun renewable
energy, which is the most easily accessible and relatively least controversial. The effects
of projects improved energy efficiency of public buildings and public utilities, as well as
family homes in case of projects carried out in collaboration with residents. Such effects
are also observed in other countries [109]. The effects improved the quality of life which
is are considered success factors in case of renewable energy projects carried out by local
governments [104].

The use of EU funding (international aid) by local authorities proves that multilevel
governance is effective and necessary to achieve the renewable energy and consequently
sustainable development goals [110].
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6. Limitations

As the study is based on a survey carried out in one of Polish regions and on the data
for the EU supported projects, we think there may be two limitations to it. We sent the
survey to all municipalities in Mazovian Voivodship and we achieved response rate of 62%
for this largest region in Poland. However, local governments in other regions were not
surveyed and their opinions may be different.

The other limitation may result from the fact that findings on the analysed effects of
projects under operational programs tell an important, but possibly not the whole story on
the behaviour of local governments towards renewable energy investments. Other sources
of financing for such investments can be available to some local governments and used by
them. Thus other studies should look into this matter.

7. Conclusions

According to the law, deployment of renewable energy is not an obligatory task for
Polish local authorities. However, they are allowed to support its development. Based on
the findings we claim that a majority of local authorities declare deployment of renewable
energy as one of goals in the strategies of local development, but they do not perceive it
the most urgent matter. In local governments’ experience the catalogue of obligatory tasks
together with budget constraints make renewable energy deployment less feasible and less
urgent. Thus we conclude that the careful declarations on renewable energy deployment
reflecting local authorities’ attitudes are caused by the awareness of financial (dis)abilities of
local budgets. However, possibilities of obtaining public aid, here EU funds, are a stimulus
affecting local authorities’ behaviour positively, resulting in the increasing number and
scope of investments in renewable energy between consecutive financial perspectives.

There were significant differences in the number of local governments’ renewable
energy investments carried out in the regions of Western and Eastern Poland, but there were
no regional differences in the sources—a prevailing majority of the analyzed projects used
sun renewable energy. As many projects were carried out jointly by either different local
governments or by local governments and residents, they improved energy efficiency of
not only public buildings and public utilities, but also family homes. So it is recommended
to promote such practices and achieved benefits of local collaboration to start or strengthen
participatory processes in more local communities.

Drawing up on the findings and discussion, it is recommended that more public aid
should be addressed to co-finance renewable energy projects carried out by local authorities.
The principles of co-financing should be evidence-based and should promote practices that
are best in a given social, economic and environmental context. Thus, further research into
the attitudes and behaviour of local authorities and other actors should be carried out to
provide a basis for multilevel decisions on the deployment of renewable energy.
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Abstract: As a consequence of increasing air pollution, the European Commission has decided to
introduce special directives laying down the measures to achieve climate and energy neutrality.
Renewable energy (RE) sources play an important role in the pursuit of these goals, which has
been taken into account in the 2030 Agenda for Sustainable Development. The aim of this article is
to describe patterns and trends in the achievements of the energy policy of European Union (EU)
countries in the field of renewable energy in sustainable development. The identification of leaders in
this field gives the possibility to analyse actions taken by the governments of these countries and the
possible implementation of the introduced solutions on the ground of individual Member States at
the regional and national levels. At the beginning Main goal of energy policy on the field of renewable
energy sources (RES) is to increase production from environmentally friendly sources that is why
trends were determined in order to assess the rate of achievement of the national target for changes
the share of energy from renewable sources in total gross energy consumption. Groups of similar
countries were then identified on the basis of three indicators corresponding to the targets set in the
climate and energy package. In the group of analysed countries, 14 have achieved the 2020 targets
and 4 have exceeded the 2030 targets. The main renewable energy sources (RES) are biofuels, wind,
and hydropower. In the assessment of the achievement of energy policy targets, the best situation
was observed in the case of Denmark, Ireland, and the United Kingdom. These countries have
significantly increased the share of renewable energy in total energy consumption. Compared to
other EU countries, they have reduced the economy’s energy consumption and greenhouse gas
emissions the most.

Keywords: renewable energy sources; sustainable development; sustainable energy; energy policy

1. Introduction

Sustainable energy management is undoubtedly related to increased use of renewable
energy sources, which ensure energy security, diversify energy supplies, and maintain
and improve the environmental and life quality of local communities. Renewable energy
sources play an important role in the concept of sustainable development and sustain-
able energy.

Most studies in the field of renewable energy sources (RES) deal with the research
on determinants of the development of this type of energy in the EU countries ([1–3].
The subject of numerous articles is the search for a connection between Gross Domestic
Product (GDP) and renewable energy (RE) [4–6]. Among those, who have carried out
research on the grouping of the EU countries in terms of different variables characterising
the development of RES, are the studies by Neizel [7], Śmiech and Papież [8], Kasman
and Duman [9].
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The aim of this study was to show the differences between EU countries in terms of
the implementation of policies for the development of renewable energy sources (RES),
as well as to identify the countries that most effectively implement these policies. The
determination of leaders in this field gives a possibility to analyse actions taken by the
governments of these countries and possible implementation of the introduced solutions on
the ground of individual Member States on regional and national levels. The paper asks the
following research questions: What are the most common types of RES used in the analysed
countries? Will the EU countries achieve their national RES targets? Which countries are
most effective in introducing energy policies to take environmentally friendly measures?

At the preliminary stage, groups of countries similar in terms of the structure of
renewable energy production in 2018 were defined using Czekanowski’s method [10].
The similarity of countries in terms of the structure of renewable energy production (by
source of origin) was presented. The main goal of the energy policy in the field of RES
is to increase the production of energy from environmentally friendly sources. Thus, at
the second stage, the trends assessing the rate of achieving of the national targets by each
of the analysed Member States were determined and the countries which at the current
rate of development will meet the targets provided in the climate and energy packages for
the coming years were identified. Next, a typological division of countries in terms of the
level of achieving of energy policy targets using the model method of linear ordering of
objects (the Technique for Order of Preference by Similarity to Ideal Solution-TOPSIS) was
carried out.

The selection of variables for the assessment was based on the strategic targets of EU
climate and energy policy referred to as “20-20-20”, which should have been achieved
by 2020. The analysis identified homogeneous groups of countries with respect to the
three energy policy-specific variables included in the 2020 climate and energy package.
This allowed us to compare the Member States in terms of the targets listed in the package,
taking into account the effects of changes in the structure of energy production assessed in
terms of three variables: the rate of change in greenhouse gas (GHG) emissions reduction,
changes in the share of renewable energy sources (RES) in gross final energy consumption,
and the modernisation of economies (reduction of energy intensity—EI). Information about
the most successful countries in terms of achieving national targets may be helpful when
formulating energy policy for the next few years in Member States. Research carried out
on new technologies will make it possible in the future to obtain energy from ecological
sources not only more effectively, but also more economically. Observing the solutions
proposed by leaders in this field will make it possible in the future to diversify sources of
environmentally friendly energy.

1.1. The Concept of Sustainable Development

Sustainable development to be regarded as a type of socio-economic development
rejecting egocentric approach to development, but also departing from extreme anthro-
pocentrism, in particular in the short-term perspective. Currently, when analysing this
concept, researchers tend to focus on a new, also supra-environmental, approach emphasis-
ing intergenerational equity, the sustainability of human living environment and the quality
of human life. The Brundtland Report [11], which might be regarded as an important contri-
bution to organising the terminology relating to sustainable development, draws attention
to three important implications of the proposed definition of this type of development,
i.e., environmental obligations towards future generations, intra- and inter-species equity,
and viewing sustainability not as a state but as a process. However, Haughton [12], when
analysing the aspect of intergenerational equity, mainly focused on natural-environmental-
capital. Hence, he focused in particular on the economic management of natural resources,
the recirculation of resources, maintaining an appropriate relationship between consump-
tion and investment, and ensuring demographic sustainability which is often neglected in
such considerations.
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Kates, Parris, and Leiserowitz [13] propose four alternative methods of defining
sustainable development through goals, indicators, values and economic practice (Table 1).
However, this approach does not take into account the changes in social needs, spatial
components and cultural differences. It focuses on economic aspects, which undoubtedly
perform a decisive role in terms of contributing to human welfare and foster or even
determine the quality of life.

Table 1. Overview of approaches to the definition of sustainable development.

Specification

Goals
Sustainable Development Goals (SDG)

Sustainable development goals for people and planet—6 goals
2030 Agenda for Sustainable Development—17 goals

Indicators
Global SDG Indicators—220 indicators

EU Sustainable Development Indicators (SDI)-Eurostat 2017—130 indicators
Sustainable Development Indicator—56 indicators

Values The Earth Charter

Practice
A program to improve the social determinants of health in Latin America

Sustainable supply chains in production
Eco-innovation

Source: Own study based on: [14–23].

Sustainable development can be defined as economic development that is stimulated
by the societal demands and that is carried out with appropriate economic calculation tak-
ing environmental aspects into account. Among the main goals of sustainable development,
Janka [24] lists:

- Ensuring equal opportunities in terms of access to natural assets (taking future gener-
ations into account);

- Maintaining the sustainability of all natural processes and ecosystems;
- Conservation of non-renewable resources and the possibility for renewable resources

to regenerate;
- Increasing the share of environmentally-friendly projects;
- Using renewable energy sources in global economies while improving the quality

of the environment and human lives. Konstańczak [25] emphasises that the idea
of sustainable development is to improve both the condition of our planet and the
comfort of human life through consistent action in specific areas.

In 2015, the United Nations adopted the 2030 Development Strategy. All UN member
states unanimously adopted the resolution “Transforming our world: the 2030 Agenda
for Sustainable Development” containing 17 Sustainable Development Goals (SDGs) to be
achieved by 2030.

Focusing on the sustainable development strategy, it emphasises the need to pro-
mote a modern way of life taking into account appropriate environmental policies and
philosophies that will counteract past practices of non-prospective exploitation of the
earth’s resources [26].

Public authorities play an important role in the implementation of the Sustainable
Development Goals, as they set the targets for the protection of the environment and its
resources [27]. It should be stressed that in market economy conditions public authorities
do not own most of the factors necessary for the implementation of this strategy, which
is why they have to use the appropriately selected instruments to trigger the activity of
specific entities, and thus contribute to the implementation of environmental policy targets.

The concept of sustainable development includes many references to the management
of resources, including energy resources. In many countries, in particular those with coal,
but also oil and even natural gas, such resources are a factor triggering various environmen-
tal and socio-economic imbalances. Therefore, the concept of sustainable development was
also transferred to the energy sector, which gave rise to the term “sustainable energy devel-
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opment”, the most important rule of which is effective use of energy, human, economic,
and natural resources [28].

Sustainable development in relation to the energy sector (sustainable energy) should
be defined as the conversion of primary energy into secondary energy, i.e., electricity and
heat, and its delivery to the end consumer in such a way as to meet the needs of present
and future generations taking into account the economic, social, and environmental aspects
of human development [29].

Renewable energy sources play an increasingly important role in the concept of sus-
tainable development and sustainable energy. They offer hope for a green transformation
with regard to energy, as well as for satisfying the demand for energy in countries without
their own energy resources.

Promoting and supporting the development of the use of energy from renewable
sources contributes to the compliance with sustainable development principles, such as:

• The principle of integration of environmental policy with sectoral policy-through the
development of RES, environmental goals are taken into account to the same extent as
economic and social objectives;

• The principle of equal access to the natural environment-the development of RES
offers equal opportunities in terms of the use of natural resources and human needs;

• The socialisation principle-through the development of RES, environmental education
is carried out to stimulate ecological sensitivity and to build new environmental ethics;

• The prevention principle-the development of RES imposes on the investor the obliga-
tion to assess the environmental impact of the planned project and to monitor it after
project completion;

• The principle of applying best available techniques-solutions for generating energy
from RES allow implementation of the best reasonable and available technologies, e.g.,
in the form of wind farms.

Sustainable energy development in the context of RES occurs when it concerns ac-
tivities integrated on various levels, including global, national, and local, as well as in
individual areas of such development: economic, social, psychological, environmental,
technological, informational, political, and legal [30].

Ensuring the implementation of the above objectives and Sustainable Development
Goals is a necessity resulting from the obligations of each Member State towards the EU.

1.2. Renewable Energy Sources

In the 2030 Agenda for Sustainable Development, one of the goals is to ensure uni-
versal access to “affordable, reliable, sustainable and modern energy”. It is to be achieved
by “increasing substantially the share of renewable energy in the global energy mix” and
“promoting investment in energy infrastructure and clean energy technology” [31].

The measures taken in this respect are intended to increase the effectiveness of the
fight against the progressive degradation of the environment and the increasing green-
house gas emission, which pose a serious threat to humanity in the form of environmental
pollution and adverse climate change [32]. In order to halt these processes, global devel-
oped countries are implementing the United Nations Framework Convention on Climate
Change (UNFCCC). It describes the basic framework for global cooperation in this complex
area. This document was supplemented by the provisions of the 2030 Agenda, the Kyoto
Protocol (1997), and the Copenhagen Accord (2009). These arrangements identify measures
to address the deteriorating quality of the environment [33].

The European Union also developed a strategy aimed at fulfilling international com-
mitments in the fight against climate change as well as introducing the concept of sustain-
able energy [34]. The strategy is being implemented progressively in three major stages
through the achievement of the programme targets set out in each of them [35,36] (Table 2).
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Table 2. Energy policy targets in the European Union.

Specification Target

20-20-20 package
→ 20% cut in greenhouse gas emissions (compared to 1990 levels) in 2020
→ 20% improvement in energy efficiency 20% cut in greenhouse gas emissions (from 1990 levels) in 2020
→ 20% share of EU energy from renewables in total energy consumption by 2230

Green Paper → 40% cut in greenhouse gas emissions (compared to 1990 levels) in 2030
→ 32% share of EU energy from renewables in total energy consumption by 2030

Low Carbon Economy 2050 → achieving climate neutrality in the EU by 2050

Source: Own study based on [27,28,37].

A key event for the development of RES in EU Member States was the agreement [38]
reached during the 21st session of the Conference of the Parties held in Paris.

Its aims include combating climate change and supporting economic development to
achieve more sustainable development and lower greenhouse gas emissions. The main
objective of the agreement is to keep the temperature at the level between 1.5 and 2 ◦C
higher than in the pre-industrial period. The agreement, having entered into force in 2016,
was ratified by 187 countries. Signatories are required to prepare their NDC (National
Determined Contribution), in which they outline methods to reduce GHG emissions, and
methods to monitor the progress of its implementation.

Consequently, the EU adopted a plan under the 2030 Framework for Climate and En-
ergy [39] to create a sustainable energy system. The plan consists of the following components:

• Improving energy efficiency;
• Providing access to affordable energy for all consumers;
• Increasing energy independence, which is important in light of the information that

55% of the energy consumed in the Member States was produced from resources
originating outside the EU;

• Introducing a fully integrated common energy market (energy union);
• EU Member States becoming world leaders in producing energy from renewable sources.

It was therefore planned that renewable energy sources will play an important role in
the future EU energy system.

The European Union’s actions are important for achieving global energy equilibrium,
as it is composed of countries with a high level of consumption, well-developed economies,
and strong urbanisation.

An important role in the future EU energy system.
In 2018, energy production in the EU was at 634.751 TOE, of which 35.2% came from

fossil fuels, 30.8% from nuclear power plants, and 34% from RES. The value of energy
produced from RES in EU Member States was at 217.388 TOE, of which 40% was from
solid biofuels, 14% from wind and hydropower, and 9% from liquid biofuels. The share of
energy derived from solar and geothermal sources and from biogas was less than 5%.

In the course of strategy implementation, between 2020 and 2050 the energy mix is to
be substantially modified so that by the end of the reference period (2050) 20% of energy
will come from fossil fuels, 25% from nuclear power plants, and 55% from RES.

Renewable energy sources are of key importance due to rising CO2 emissions. There-
fore, economists and analysts are focusing on the particular importance of the use of
renewable energy sources instead of conventional resources [40]. In their opinion, the
path to a sustainable environment should lead to a reduced use of traditional energy
sources, which should be replaced by RES, characterised by lower GHG emissions and
environmentally-friendly technological processes [41,42]. In addition, RES support the
implementation of the majority of the energy policy targets adopted by many European
countries, i.e., increased diversification of supplies makes it possible to reduce the demand
for imported energy. The implementation of the energy and climate package through the
reduction of greenhouse gas and dust emissions will support the development of com-
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petitive markets as well as the growth of innovation and entrepreneurship of the human
capital. In addition, the more widespread the sources of distributed generation and the use
of regional resources for its production, the greater the likelihood of ensuring local energy
security and reducing transmission losses. The main energy policy objectives in the area of
RES include:

• Minimum use of forests for biomass production and maximising the use of agricultural
areas for diversified RES generation;

• Significant increase in the share of biofuels in total transport fuels;
• Creating an appropriate framework for the sustainable development of distributed

generation sources.

According to sustainable development standards, one of the priorities for politicians
at every level should be to reduce the negative impact of the energy sector on the envi-
ronment. Hence the importance of measures to mitigate the adverse effects of climate and
biotic changes.

In the context of energy sources, the problem of sustainable development can be lim-
ited to the use of sources which are not significantly depleted by continued use, and whose
use does not result in large-scale emissions of pollutants or other substances hazardous to
the environment. It is also important that their use does not perpetuate significant risks to
human life and health, but also social injustice [43].

Prandecki points out that there is no doubt that renewable sources are an example of
the most sustainable energy generation technologies. However, their use must take into
account many factors and conditions at the national and regional level, e.g., generating
capacity, access to energy resources, as well as the demand for energy in a given area
and the size of its distribution [44]. Suska-Szczerbicka emphasises that renewable energy
sources are characterised by a special property, as their use in a given location does not
limit the generally available energy resources; instead, the level of RES remains constant,
and they are not depleted [45]. Non-renewable resources can thus be treated as an energy
reserve of sorts, which can be used in “better times”, i.e., when production and energy
technologies are radically improved.

Therefore, the inexhaustibility, universality, and general availability of renewable
energy resources, combined with an effectively pursued energy policy, encourage the
increasing use of RES in energy production worldwide [46]. In particular, this is due to the
fact that the potential offered by renewable energy sources is considerable and includes
wind energy, solar energy, aerothermal energy, geothermal energy, hydrothermal energy,
hydropower, wave, current and tidal energy, energy from biomass, biogas, agricultural
biogas, and bioliquids. Society is slowly becoming aware of the existence of so many
alternative energy sources in relation to conventional energy sources; however, the necessity
to meet international obligations resulting from the sustainable development strategy, as
well as the United Nations Framework Convention on Climate Change and the 1997 Kyoto
Protocol on the reduction of GHG emissions into the atmosphere, results in intensified
measures to develop the RES sector.

The importance of clean and sustainable energy to which all citizens have universal
access is underscored by the fact that in its Agenda for Sustainable Development, the UN
decided to highlight an area that focuses on energy. The key targets of this goal include:

• Substantially increasing the share of renewable energy in the global energy mix.
• Ensuring universal access to affordable, reliable and modern energy services, includ-

ing RES.

Among the technologies available on the market, there are solutions that are financially
available only to the largest entities, such as governments or enterprises, but there are also
solutions dedicated to households, corresponding to their financial capacity. These are
state-of-the-art technologies under continuous development, which constantly reduces
their price and improves their reliability.
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2. Materials and Methods

The statistical material used in the study was obtained from the Eurostat [47], World
Bank [48], and International Renewable Energy Agency databases [49]. The time frame
of the study covered the period from 2010 to 2019. Three countries, Cyprus, Malta, and
Luxembourg, were omitted from part of the analyses due to their negligible renewable
energy generation (less than 10PJ in 2018). The direction and rate of change of the share of
renewable energy in gross final energy consumption was determined by identifying trend
models on the basis of time series (yt)t=1,...,10. The fitting of the trend line resulted from
the analysis of the increments of the studied characteristic in the studied time. Statistical
verification of trend models was also performed.

Czekanowski’s method, [50–54] was used to indicate the similarities of countries in
terms of the structure of renewable energy production (by source). The following compo-
nents of the structure of renewable generation were selected for the analysis: hydropower,
solar (thermal, photovoltaic-PV), wind, biofuels (solid, liquid), biogas, geothermal, ren-
waste, and other renewable. The Manhattan metric was used as a measure of distance.
Ordering of the diagram (graphical representation of the distance matrix of objects) was
performed with the use of MaCzek software, version 3.3.49 [55]. Jan Czekanowski invented
the original method at the beginning of the 20th century, twenty years ahead of subsequent
works on classification problems. The advantage of a Czekanowski’s diagram is that it
presents the relationships and similarities between the studied objects and at the same time
emphasises all the connections between variables. A Czekanowski’s diagram, being a kind
of a similarity map of objects, unlike dendrograms, also preserves information about the
relationships between all pairs of objects in a series.

In the process of creating a synthetic measure for assessing the level of implementation
of energy policy goals resulting from the National Renewable Energy Action Plans, the
synthetic variable proposed by Hwang was applied [56]. The choice of the country ordering
algorithm was preceded by the Kukuła, Luty [57] procedure supporting the selection of the
linear ordering method. Under the Technique for Order of Preference by Similarity to Ideal
Solution method (TOPSIS), a three-stage algorithm was adopted. Firstly, the characteristics
describing the analysed phenomenon were selected using Sustainable Development Goals
indicators (Table 3). The basis for the selection of variables for the assessment was the
strategic EU climate and energy policy objectives referred to as “20-20-20”, which should
have been achieved by 2020.

Table 3. Variable description.

Variable Full Name

X1 RES The change share of renewable energy in gross final energy consumption in 2019 compared to 2010 (%)
X2 EI The change of energy intensity level of primary energy (MJ/$2011 PPP GDP) 1 in 2015 compared to 2010 (%)
X3 GHG The change of greenhouse gas emissions intensity of energy consumption in 2018 compared to 2010 (%)

1 Energy intensity level of primary energy is the ratio of energy supply to gross domestic product measured by purchasing power parity.
Source: Own study based on [47–49].

The selected variables indicate the percentage by which the figure increased (share of
renewable energy in gross final energy consumption) or decreased (energy intensity level
of primary energy, greenhouse gas emissions intensity of energy consumption) in the given
year compared to 2010.

In the second step, the features were normalised using the feature standardisation
method according to the following formula:

zij =
xij − xj

Sj
i = 1, . . . , n, j = 1, 2, . . . , N (1)

where xij,zij− the actual and normalised value of the feature Xj for the object i, respec-
tively; xj,Sj− the arithmetic mean and standard deviation of the feature Xj, respectively.
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Then, for each variable, vector coordinates of the pattern (z+j ) and the anti-pattern (z−j ) of
development were determined, defined as follows:

z+j := max
i

{
zij

}
or z−j := min

i

{
zij

}
(2)

In the third step, the values of the synthetic variable Qi for each object were determined
according to the following formula:

Qi =
d−i

d−i + d+i
(3)

where d−i , d+i are the Euclidean distances-between the objects and the pattern and the
anti-pattern of development defined as:

d−i =

√√√√ m

∑
j=1

(zij − z−j )
2 or d+i =

√√√√ m

∑
j=1

(zij − z+j )
2 (4)

The highest value Qi indicates the best object.
The value of the synthetic variable made it possible to divide the analysed objects into

groups according to the following principle:

Group 1: Qi ∈
(

Q + SQ, max
i

Qi

]
Group 2: Qi ∈

(
Q, Q + SQ

]
Group 3: Qi ∈

(
Q − SQ, Q

]
Group 4: Qi ∈

[
min

i
Qi, Q − SQ

]
where Q, SQ are respectively the arithmetic mean and the standard deviation of the
synthetic variable Qi defined according to Formula (3).

The TOPSIS method has found great recognition in many fields, among others in
economics or management. This method is a counterpart of Hellwig’s taxonomic method
of ordering objects, which takes into account both the best and the worst alternatives for
measuring the adopted diagnostic variables.

3. Results

3.1. Differentiation of the European Union Member States in Terms of Renewable Energy Production

Achieving the long-term targets set in the National Renewable Energy Action Plans re-
quires a shift from conventional resources towards low-carbon energy sources. This implies
the need to invest in an energy infrastructure that generates energy from environmentally-
friendly sources. The disparities in RES energy production between EU Member States
were, and still are, very large (Figure 1; Table 4). In particular, these differences become
visible when the Member States are divided into countries that joined the EU before 2004
(EU-14) and others (EU-11). The clear leader in the EU is Germany, where the amount of
energy generated in 2018 was 1800 PJ. Among the EU-11, Poland produced the most energy
from RES in 2018 (372PJ). In 2018, in the case of eight countries (Croatia, Estonia, Czechia,
Hungary, Latvia, Lithuania, Slovakia, Slovenia) RES production did not exceed 100 PJ.
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Figure 1. Renewable energy production in EU countries 2018 (PJ): (a) Countries that joined the EU in 2004 or later,
(b) Countries that joined the EU before 2004. Source: Own study based on [49].

Table 4. Numerical characteristics of renewable energy production by source in EU country groups 2019 (PJ).

Source of Renewable Energy

Specification

(a) (b)

Min Max Median Mean CV * Min Max Median Mean CV *

Hydropower 0.1 63.6 8.8 14.9 116.9 0.1 236.8 46.3 78.4 104.6
Wind 0.0 46.1 2.3 8.2 164.9 21.0 395.8 47.7 90.5 112.4
Solar 0.0 9.4 2.4 3.0 97.0 0.4 196.8 14.8 42.0 131.8

Biofuels 23.0 295.3 69.1 102.4 69.9 11.5 632.7 211.3 248.4 75.4
Biogas 0.6 25.3 3.1 5.5 127.5 2.1 319.5 10.4 45.4 181.8

Geothermal 0.0 5.9 0.4 1.2 141.6 0.0 226.9 0.6 19.5 296.3
RenWaste 0.0 4.1 0.8 1.3 107.6 0.0 130.5 17.0 29.7 109.5
Others 1 0.0 7.2 0.4 1.4 153.1 1.9 108.7 25.5 36.2 92.8

1 other sources of renewable energy (not already itemised), * CV-Coefficient of Variation, (a) Countries that joined the EU in 2004 or later,
(b) Countries that joined the EU before 2004. Own study based on [49].

Basic characteristics of the volume of renewable energy generation by source also
indicate notable differences between the EU-14 and the EU-11 (Table 4). Biofuels are
definitely an important source of renewable energy in both analysed groups, with the
average production volume in the EU-14 amounting to more than double the production
in the EU-11.

The second major renewable energy source in the EU-11 was hydropower, with the
average national production in 2018 amounting to 14.9 PJ. This figure was 78.4 PJ in the
EU-14, which was lower than the average national production from wind power (90.5 PJ).

The similarity of Member States in terms of the structure of renewable energy produc-
tion (by source) using the Czekanowski method and the Manhattan metric, taking into
account 2018 data, is presented in Figure 2. This figure is a graphic visualisation of the
distance matrix (similar). For pairs of countries with identical structures, the distance is
zero. The increasing structural differences of the compared spatial objects are accompanied
by an increase in the value of the measure of similarity.
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Figure 2. Similarity of EU Member States in terms of renewable energy production structure (by source) as of 2018: (a)
Countries that joined the EU in 2004 or later, (b) Countries that joined the EU before 2004. Own study based on [49].

In the EU-11, countries such as Estonia, Hungary, Lithuania, and Latvia form a
homogeneous group. In this group, biofuels are the main source of energy. The structure
of renewable energy generation in Poland also shows significant similarity to the Member
States from this group. Thus, in Estonia as much as 95% of RES is generated from biofuels.
A slightly smaller percentage of energy from this source is generated in Latvia (89%),
Hungary (86%) Lithuania (86%), and Poland (79%). The second largest renewable energy
source in these countries in terms of share is respectively: wind (Poland 12%, Lithuania 6%,
Estonia 3%), water (Latvia 7%), and geothermal (Hungary 5%).

Seventy-two percent of RES production in Czechia comes from biofuels. The second
largest source in this country in terms of share is biogas (13%).

Slovakia, Bulgaria, Croatia, and Romania are another group showing significant simi-
larity of the analysed structure. In Bulgaria and Slovakia, renewable energy is generated
from biofuels (64% and 67%, respectively) and hydropower (17% and 19%, respectively).
In such countries as Croatia and Romania, almost 62% of RES comes from biofuels, and
28% and 26% from hydropower, respectively.

Slovenia stands out among the EU-11 for having the highest share of renewable energy
production from hydropower (38%). The country generates 51% of its renewable energy
from biofuels.

In the EU-14, countries such as Finland, Italy, and Ireland are distinguished by the
structure of RES generation by source. In Finland, this energy is mainly derived from
biofuels (77%) and hydropower (10%). Italy stands out from all EU Member States due to
significant percentage of renewable energy from geothermal sources (20%). Furthermore,
29% of renewable energy in Italy comes from biofuels and 16% from hydropower. Ireland
derives 56% of its energy from wind and 21% from biofuels.

Countries such as Austria, Sweden, France, and Portugal generate about 50% of their
renewable energy from biofuels. The second largest source of this energy is hydropower,
whose share in total production is 33%, 28%, 20%, and 17%, respectively. For Portugal,
energy generated from wind also accounts for 17% of total renewable energy.

Greece and Spain have a renewable energy generation structure similar to Portu-
gal. In these countries, the main sources of renewable energy are biofuels, wind, solar,
and hydropower.
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Another group in the EU-14 are the Netherlands, Belgium, Denmark, Germany, and
the United Kingdom. In these countries, the main RES are biofuels and wind. In Germany
and the UK, 18% and 17% of this energy is derived from biogas, respectively.

3.2. Achieving EU Energy Policy Targets Relating to Renewable Energy Sources

In 2019, the share of RES in gross energy consumption in the EU was 18.9%, which
means that the 2020 target is 1.1 pp. short of being met. Back in 2010, the share in the EU
energy mix was only 13.2%. Between 2010 and 2019, the share of RES in national energy
mixes increased in all EU Member States (Figure 3). The clear EU leader in terms of RES
share in gross energy consumption is Sweden (56.4%), followed by Finland (43.1%), Latvia
(41.0%), and Denmark (37.2%). On the other hand, in 2019 the Member States with the
lowest share of RES were the Netherlands, with a share of only 8.8%, followed by Belgium
(9.9%), Malta (8.5%), and Luxembourg (7.0%).
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Figure 3. Share of renewable energy in gross final energy consumption in year 2019 and target 2020
and 2030 (%). Source: Own study based on [47].

In 2019, fourteen EU Member States reached the targets they had committed to achieve
by 2020: Bulgaria, Czechia, Denmark, Estonia, Greece, Croatia, Italy, Latvia, Lithuania,
Finland, Romania, Slovakia, Sweden, and Cyprus. Four countries, Hungary, Austria,
Portugal, and Germany, were close to meeting their 2020 commitment, falling short by
less than 0.7 pp. The widest gap to meet the national 2020 targets was observed for
France (5.8 pp.), the Netherlands (5.2 pp.), Ireland (4.0 pp.), Belgium (3.1 pp.), and Slovenia
(3.0 pp.). Other Member States fall short by 1.6 pp. (Spain) to 2.8 pp. (Poland).

According to the target set by the European Union by 2030 as part of the so-called
“Winter Package”, the share of RES in the EU energy mix should increase to 32%. It is
worth noting that three countries have set national targets for the share of renewable energy
in gross final energy consumption for at least 50%: Sweden (64%), Denmark (55%), and
Finland (50%). The nine countries which have set a target of increasing their share of
energy from renewable sources to no more than 25% include Poland (21%), Bulgaria (25%),
Luxembourg (23%), Czechia (21%), Hungary (20%), Cyprus (19%), Slovakia (18%), Belgium
(18%), and Malta (11%).

For the majority of EU Member States (excluding Hungary and Slovenia), between
2010 and 2019 there were continuous and regular changes in the share of renewable energy
in gross final energy consumption (%), which allowed for the determination of trend
models (Table 5). By extrapolating the fitted linear trends, forecasts for 2020 and 2030 were
developed. The quality of these forecasts will depend on the stability of the economic
regularity of the phenomenon over time, as they are built on the assumption that the trend
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observed so far will not change. In the next step, they were compared with the targets set
in the national plans of respective Member States.

Table 5. Development trend models share of renewable energy in gross final energy consumption (%) and EU country
projections estimated from time series 2010–2019 (yt)t=1,...,10.

Country

^
yt=a+bt Forecast (F) Target (T) Difference (F–T)

a b 2020 2030 2020 2030 2020 2030

Denmark 20.27 1.72 *** 39.22 56.45 30 55 9.22 1.45
Finland 31.27 1.19 *** 44.39 56.32 38 50 6.39 6.32
Sweden 46.45 0.99 *** 57.32 67.21 49 64 8.32 3.21

United Kingdom 2.15 0.99 *** 12.99 22.85 15 27 −2.01 −4.15
Latvia 31.76 0.95 *** 42.23 51.74 40 45 2.23 6.74
Greece 10.12 0.93 *** 20.30 29.55 18 32 2.30 −2.45

Portugal 23.34 0.87 *** 32.94 41.67 31 47 1.94 −5.33
Estonia 23.22 0.78 *** 31.82 39.63 25 42 6.82 −2.37
Bulgaria 13.61 0.78 *** 22.14 29.89 16 25 6.14 4.89

Lithuania 19.50 0.72 *** 27.47 34.72 23 45 4.47 −10.28
Ireland 5.09 0.66 *** 12.32 18.90 16 31 −3.68 −12.10
France 11.23 0.60 *** 17.78 23.75 23 32 −5.22 −8.25
Italy 13.19 0.59 ** 19.67 25.55 17 30 2.67 −4.45

Germany 11.37 0.57 *** 17.65 23.37 18 30 −0.35 −6.63
Czech Republic 10.82 0.57 *** 17.07 22.76 13 21 4.07 1.76

Slovakia 8.59 0.56 ** 14.79 20.42 14 18 0.79 2.42
Spain 12.90 0.56 *** 19.09 24.71 20 42 −0.91 −17.29

Netherlands 3.19 0.46 *** 8.26 12.86 14 27 −5.74 −14.14
Belgium 5.66 0.43 *** 10.41 14.72 13 18 −2.59 −3.28
Croatia 25.64 0.32 * 29.19 32.42 20 36 9.19 −3.58

Romania 22.35 0.26 * 25.25 27.88 24 28 1.25 −0.12
Austria 31.53 0.25 ** 34.30 36.83 34 45 0.30 −8.17
Poland 10.03 0.21 * 12.32 14.41 15 21 −2.68 −6.59

UE-28 12.65 0.63 *** 19.53 25.78 20 32 −0.47 −6.22

*, **, *** test significant at p < 0.05, 0.01, 0.001, respectively. Source: Own study based on [47].

The rate of changes to date indicates that not all Member States will achieve the target
without adjusting their policies. Bulgaria, Czechia, Denmark, Finland, Latvia, Slovakia,
and Sweden are likely to meet the 2030 targets.

The leaders in the implementation of energy policies in the context of RES are Denmark
and Finland, where the average annual increase in 2010–2019 was 1.72 pp. and 1.19 pp.,
respectively. The least intensive measures among the EU Member States were taken
in Poland, Austria, and Romania, where year-on-year indicators increased by 0.21 pp.,
0.25 pp., and 0.26 pp., respectively.

In Hungary and Slovenia, the trends in renewable energy in gross final energy con-
sumption over the years under study were not stable. The coefficients of the average rate
of change of the phenomenon, which were estimated respectively at the level of 0.999
and 1.005, indicate that the changes of the examined characteristic over the ten years only
slightly. Thus, in the case of Hungary there was a decrease of 0.13 pp and for Slovenia an
increase of 0.89 pp.

3.3. Achievement of EU Energy Policy Targets

The aim of this part of the analysis was to identify similarities between Member
States in terms of taking action to meet the EU energy policy targets set out in the 2020
climate and energy package. Groups were identified by comparing the dynamics of
the three variables: reduction of the energy intensity of the economy (EI), reduction of
greenhouse gas emissions (GHG) and share of energy from renewable sources (RES).
Groups of similar countries were created using a synthetic variable proposed under the
TOPSIS method.
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The final breakdown into four country groups is presented in Table 6. Descriptive
statistics for the variables in the groups are listed in Table 7.

Table 6. Groups of EU Member States similar in terms of achievement of energy policy targets as
of 2019.

Specification Country

Group 1 Denmark, Ireland, United Kingdom
Group 2 Estonia, Finland, Latvia, Lithuania, Netherlands, Slovakia, Sweden

Group 3 Belgium, Bulgaria, Croatia, Czech Republic, France, Germany, Greece, Hungary,
Italy, Poland, Romania, Slovenia

Group 4 Austria, Portugal, Spain
Source: Own study based on [47,48].

Table 7. Numerical characteristics of indicators of the level of achievement of energy policy targets
in groups of Member States.

Specification Group 1 Group 2 Group 3 Group 4

RES 1 mean 132.23 51.16 37.32 22.41
min 69.97 21.02 −1.00 7.75
max 219.42 123.84 95.27 32.72

EI 1 mean 25.70 17.84 10.87 4.87
min 19.33 12.22 −4.83 1.55
max 34.03 21.76 19.72 8.60

GHG 1 mean 15.32 15.11 8.55 3.36
min 8.81 3.39 3.54 −0.71
max 21.58 26.33 15.95 5.76

1 designations according to Table 1 Source: Own study based on [47–49].

The first group included Denmark, Ireland, and the United Kingdom. The share of
energy derived from renewable sources in 2019 compared to 2010 increased by 219% in
the UK, by 107% in Ireland and by 69% in Denmark (Table 7). This group also saw the
largest decrease in the energy intensity of the economy, averaging 25.70%. There was also
a significant, although not the largest, reduction in greenhouse gas emissions compared
to 2010.

Countries from the second group increased their share of low-carbon energy sources
on average by 21%, with the largest change in the Netherlands (123%) and Slovakia (86%).
Significant progress in this group could be observed in relation to GHG emission reductions,
as the average result was similar to that of the first group at 15.11%. The leaders in this
respect were Finland (26.33%), Sweden (23.96%), and Lithuania (18.09%).

In the third group, which included the largest number of countries, the share of
energy from renewable sources increased on average by 37% in the analysed period. The
most intensive measures in this respects were taken in Greece (95.27%), Belgium (65%),
Bulgaria (54%), and Czechia, where the share of renewable energy increased by 54%.
Energy intensity reduction measures in certain countries did not bring the desired effects,
in particular in Greece, where the energy intensity of the economy increased in 2015
compared to 2010. The rate of changes in GHG emissions reduction was almost one half
lower compared to the first and the second group.

Austria, Portugal, and Spain formed the fourth group. These were countries where
measures to increase energy generation from environmentally-friendly sources were the
least effective. The energy intensity of the economy was reduced only slightly, on average
by 4.87%. Changes in the reduction of greenhouse gas emissions were also very low in this
group, with the average result of 3.36% in 2018 compared to 2010. It is worth noting that
these Member States did not manage to reduce greenhouse gas emissions by 20%; in fact,
these values increased compared to 1990.

The relationship between energy generation from RES and economic growth assessed
in terms of GDP growth is of great interest to the economists. Authors of numerous
studies [58–61] analyse different countries and use different modelling methods to verify
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hypotheses on the existence of causal connections between energy consumption, including
energy obtained from renewable sources, and GDP growth. Figure 4 presents the descrip-
tive statistics of real GDP in thousands of euro per capita in 2019, and the trend coefficients
of the share of renewable energy in gross final energy consumption (%) presented in Table 5
in the groups of similar countries in terms of the level of achievement of energy targets in
2019 adopted variables to assess the level of achievement of energy policy targets resulting
from the National Renewable Energy Action Plans.
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Figure 4. Figure characteristics of real GDP in thousands of euro per capita in 2019 (a) and trend coefficients of the share
of renewable energy in gross final energy consumption (%) (b) in groups of similar countries in terms of the level of
achievement of energy targets in 2019, respectively. Own study based on Table 5, [47].

All Group 1 countries had real GDP per capita in 2019 significantly higher than the
EU-wide figure of GBP 27.970. Ireland and the UK have set national targets for the share
of renewable energy in gross final energy consumption for both 2020 and 2030 that are
lower than those indicated in the European Commission Directive. At the current rate of
change, these countries will not meet the policy (Table 5). Denmark, on the other hand,
has set targets significantly higher than those set for the EU, which it consistently fulfils.
In all Group 1 countries the main sources of environmentally friendly energy are biofuels
and wind.

Among the countries classified in the second group, only the Netherlands is predicted
to miss its national target of share of renewable energy in gross final energy consumption
for 2020, although it is one of the lowest in the EU. This indicator for Group 2 countries has
on average increased from 0.46 pp to 1.19 pp year on year. The GDP per capita variation
was 48.4% for the countries in this group. The three countries of this group that joined the
EU in 2004 had GDP per capita significantly lower than the others. The main source of
renewable energy for all countries in this group is biofuels.

The most populous group of similar countries in terms of measures taken to achieve
the EU energy policy objectives set out in the climate and energy package for 2020 is
characterised by the lowest average rate of change of the share of renewable energy in
gross final energy consumption. Countries in this group have generally (except Slovenia,
Romania, France, and Croatia) set this indicator at the level of no more than 18%. Half of
them have a GDP per capita of less than EUR 17000. Among the countries in this group,
that joined the EU in 2004 or later, biofuels are the main source of renewable energy. Among
the EU-14 Group 2 countries, other resources are also used to diversify energy sources.

The three countries classified in Group 4 set their national targets for share of renew-
able energy in gross final energy consumption for 2020 and 2030 at a higher than average
for EU level. Portugal, with the lowest GDP per capita in this group, had the highest
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(also in this group) average annual increase of renewable energy in gross final energy
consumption. The opposite was true for Austria. Important sources of renewable energy
in these countries are biofuels, hydropower, and wind.

Increasing requirements, in particular the environmental ones, for the construction of
various renewable energy production plants have and will have a direct impact on RES
development in the coming years. This includes new environmental requirements for the
construction of hydropower plants, as well as various national restrictions on the location
of biogas plants and wind farms. The latter are also accused and sometimes stigmatised for
being harmful to the environment, including bioflora, in an almost hidden yet significant
way. Agriculture, a potentially important producer of resources for renewable energy
generation [62] also seems to be in decline in this respect. Although the issue of supporting
the production of energy resources in agriculture is one of the components of the EU
Common Agricultural Policy, between 2014 and 2020 the “enthusiasm” in this area has
clearly faded [63]. Most of the instruments and mechanisms of financial support for the
production of energy resources have been withdrawn, both on arable land and grassland,
as well as with regard to new energy plantings. Production of these resources is now
carried out on a strictly commercial basis with the EU direct payments applied on a general
basis. Hence, maize processed in biogas plants has become the most important commodity
in many Member States. However, there are still great opportunities for RES production
in rural areas, in particular on farms. This is reflected in the Green New Deal, which
will be implemented between 2021 and 2027 in EU Member States [64]. The Green New
Deal is a new appeal to the Member States to respect the environment in the conditions
of sustaining economic development and raising the standard and quality of life. It thus
meets both the general conditions for sustainable development and for promoting the level
of economic development. It formulates ambitious EU climate targets for 2030 and beyond
to 2050. It also indicates that, on the basis of research and by stimulating innovation, it is
possible to provide clean energy at affordable prices on a much larger scale. It also draws
attention to the need to accelerate the achievement of zero pollution in the operation of
energy equipment (and chemical plants). Rural areas, including agricultural areas, are to
play a greater role in photovoltaic installations, heat pumps [65], biogas plants, and wind
farms. RES production should also have a more local nature, i.e., be based on relatively
small plants generating energy for the needs of local businesses and households of the local
population. The development of prosumer energy, i.e., photovoltaic micro-plants, is also a
great opportunity to increase renewable energy production. It can be assumed at some risk
that the future of RES development lies in the popularisation, even at the massive scale, of
small photovoltaic plants which, by producing energy from sunlight instead from heat, can
be installed in almost all EU Member States. It is an open question how the economies of
EU Member States will react to the upcoming economic changes caused by the COVID-19
pandemic. Its various effects, also those relating to the economy, including energy, will
probably become apparent in its wake. The level of economic development measured by
GDP (per capita) may be reviewed. Changes in the economy caused by the pandemic, their
rate, but also the direction of necessary and possible transformation will be important, also
from the cognitive point of view. In view of the economic slowdown and the threat of
recession, and thus a drop in the demand for energy, will the priorities in the area of RES
support be maintained? It can be expected, however, that the demand for electricity will
increase, which will undoubtedly be strongly influenced by the accelerating conversion
of the European car fleet from liquid fuels to hybrid or purely electric vehicles. Moreover,
countries whose energy production is mainly or significantly based on coal, such as Poland
and Germany, will be encouraged by pro-environmental EU regulations and the system of
financial transfers to restructure their energy portfolios, which will undoubtedly involve
the development of RES.
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4. Conclusions

Renewable energy sources (RES) are playing an increasingly important role in the
energy supply structure, and certain RES technologies have reached the level of competi-
tiveness similar to technologies based on fossil fuels. The process of gradual transformation
from a coal-based economy to an economy using green, low-carbon technologies that meet
social needs and ensure energy security not only locally, but also regionally and in the long
term, is being initiated by the growing number of EU Member States.

Over the past decade or so, the importance of energy from renewable sources in
Europe has significantly increased. EU Member States are highly diversified in terms of
generating energy from these sources. In the group of countries that joined the EU after
2004, the problem of generating energy from renewable sources is related, on the one hand,
to the necessity of fulfilling national obligations in the ratified energy and climate package
and, on the other hand, to the specific nature of the economies of those countries, which
are mainly based on conventional energy.

The low share of renewable energy sources is also due to the fact that investments in
environmentally-friendly energy solutions require corresponding large financial outlays.

Research has confirmed that the share of renewable energy in in gross final energy
consumption in the analysed EU Member States is highly diverse. This is mainly due
to the resources for energy production available in these countries and the existing and
still efficient systems for their acquisition and generation of non-renewable energy. It also
depends on the level of energy demand in the economy, including households. In these
analyses, it is also important to refer the level and structure of the produced energy to
such country characteristics as its area and population. The environmental conditions in a
given country are also important here, in particular climate conditions and those affecting
the productivity of ecosystems, which can produce resources for RES generation. The use
of RES technologies depends largely on natural circumstances. The ongoing research on
modern technologies gives the possibility to use various sources of energy. Some of them,
with the use of modern solutions, are or will be able to be introduced in many countries.
Hence, the presentation of a group of similar countries in terms of the main sources of
energy. This information will give the opportunity to compare a given country with others
of similar environmental and geographical conditions and, if such opportunities arise, to
diversify the sources of energy.

Among the leaders in generating energy from renewable sources are Germany, France,
and Italy. The structure of energy production from different sources is highly dependent on
natural predestination, including in particular hydropower, wind energy, solar energy, and
biomass. The highest share of RES from biofuels is reported in Estonia, Latvia, Lithuania,
and Hungary. With regard to hydropower, Austria, Sweden, Croatia, and Romania are
the leaders among the analysed countries. On the other hand, Ireland, United Kingdom,
Denmark, and Germany have a high share of wind energy production.

In the case of all analysed EU Member States, there is an upward trend in the share
of renewable energy in gross final energy consumption, which is mainly due to the need
to achieve the national targets set out in the national plans which are a direct result of EU
directives. Most countries (14) have met the 2020 target and 4 have exceeded the 2030
target. The most dynamic changes in 2019 compared to 2010 occurred in Denmark, Finland,
and Sweden, which allowed these countries to significantly exceed their 2020 targets by
9.22%, 6.39%, and 8.32%, respectively.

Some Member States made efforts to increase production of (energy from) RES, and
some probably decided to purchase the volumes of energy they require to meet their
national RES target within the so-called Statistical Transfer. Virtual green energy may be
supplied by the countries which have already met their targets.

The leaders in implementing environmentally friendly energy policies are Denmark,
the UK, and Ireland. These countries show the highest rate of change in terms of achieving
the targets set in their National Renewable Energy Action Plans. The decrease in energy
intensity of these economies and efforts to reduce greenhouse gas emissions are also
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positive. In addition to environmental conditions, which Ireland undoubtedly has at its
disposal, solutions for the implementation of new technologies may be implemented in the
countries where the dynamics of changes in the aforementioned areas is lower than the EU
average. This refers to organisational as well as technological solutions.

In the struggle to improve the quality of the climate, it is important to reduce the
energy intensity of the economy and greenhouse gas emissions. The least effective measures
in this respect were introduced by Austria, Portugal, and Spain, where the energy intensity
of the economy was reduced only slightly, by 4.87% on average, and the reduction of
greenhouse gas emissions was very low, at 3.36% on average in 2018 compared to 2010.

Institutional aspects have an impact on the development of the RES market, including
the country’s level of development, its innovativeness, or its openness to change. It should
also be considered that each EU Member State has its own established sources of non-
renewable energy, previously built power plants, as well as financial and human capital
involved in the energy sector. Moreover, important is the political situation in respective
countries where restructuring the energy mix requires large capital outlays, the decline
of part of the old classic power stations and hence a reduction in employment or even
regression in sub-regional development. However, the increase in environmental awareness
of societies and various pro-environmental activities of the state and non-governmental
organisations are strong determinants for the continuation of sustainable development, in
which RES are a very important link. The EU policy has a significant impact on the activities
undertaken in the Member States in the field of introducing technologies that generate
energy from RES. National authorities supervised by the European Commission in many
countries guarantee the implementation of policies favouring positive climate change. It
is also connected with the implementation of the recommendations contained in the EU
Directives regarding the support of RES development. Removal of government subsidies
for the extraction of fossil fuels affects the relative increase in the competitiveness of RES,
which is an example of an effective policy encouraging the use of this technology. The
possibility of implementing RES technologies also depends on natural conditions; however,
the overwhelming majority of countries are able to effectively implement RES. Identifying
the leading countries makes it possible to compare the actions taken by the member states,
both on the legislative and organisational level. Determining the pace of changes in the
implementation of the national goals for 2030 will allow to determine which countries
will be able to achieve the goals regarding the share of renewable energy sources in the
total energy mix. Identifying the similarities will allow countries to implement policies
that have been proven effective, in relation to the introduced EU criteria, in countries with
similar environmental and institutional conditions.
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24. Janka, R.M. Emisja Zanieczyszczeń. In Podstawy Programowania Wielkości Emisji Oraz Opłat za Wprowadzanie Zanieczyszczeń do
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27. Gradziuk, P.; Gradziuk, B. Próba oceny efektów absorpcji Środków z Funduszy Europejskich na rozwój wykorzystania odnawial-
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(Premises for the development of the renewable energy market in Poland in the light of the idea of sustainable development).
Probl. Ekorozw. Probl. Sustain. Dev. 2009, 4, 109–115.

43. Boyle, G.; Everett, B.J.; Ramage, J. Energy Systems and Sustainability. Power for a Sustainable Future; Oxford University Press:
Oxford, UK, 2004.
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Abstract: Energy poverty is a problem that affects all member states of the European Union to a
varying degree, including Poland, where about 9% of the population is at risk of energy poverty. The
article aims to show the changes in energy poverty in Poland in 2010–2018. The specific goal, however,
is to evaluate government measures aimed at reducing energy poverty through investments based on
renewable energy sources. To present changes in the level of energy poverty in 2010–2018, the authors
proposed a new synthetic measure that unifies several different measures used by researchers and
allows for a comprehensive assessment of this phenomenon. The conducted research showed that in
2010–2018 there was a slow but visible decrease in the level of energy poverty in Poland. In addition,
the article indicates investments in renewable energy sources that may have a positive impact on
reducing the scale of energy poverty in Poland. The programs implemented with national and EU
public funds, which finance investments in renewable energy sources in Poland, are also presented.

Keywords: energy poverty; renewable energy sources; Polish households

1. Introduction

Research on energy poverty conducted in the region of Central and Eastern Europe
is an extremely important issue. The article is an important voice in the analysis of this
phenomenon, because Poland, like other countries in this region, is characterized by
frosty winters, which means that energy security related to heating the apartment at an
appropriate level is of particular importance. In addition, in Poland, as in other countries of
Central and Eastern Europe, the consequences of a centrally planned economy can also be
observed, such as dependence on polluting energy sources, the dominance of coal in energy
production, ineffective housing resources and heating systems, and a small share of RES
in energy production [1]. In addition, the main goal of the EU climate policy is to achieve
at least 32% share of energy from renewable sources in total energy consumption by 2030.
Undertaking intensive activities in this area is the last moment that allows achieving or
at least getting closer to this goal. The above premises make the importance of renewable
energy sources in reducing energy poverty in Poland a particularly important issue.

Energy poverty is a problem that, to varying degrees, affects all member states of
the European Union [2–6], including Poland, where, according to the “high costs–low
income” indicator, popular in international practice, energy poverty affects about 9% of
citizens. Most of the people affected by energy poverty live in rural areas and small towns,
usually in single-family houses, and use a solid fuel boiler or stove as their primary heat
source. The social group most exposed to energy poverty is Polish farmers. One in three of
them is energy-poor and they make up almost a fifth of all those affected by the problem.
Rural residents, including farmers, usually live in single-family houses, characterized by
low energy performance (non-insulated walls and roofs, improperly sealed windows, old
stoves) and large floor area, which contributes to energy poverty. Energy poverty also
significantly affects Polish pensioners and disability pensioners (together they represent
25% of all people affected by energy poverty), namely the elderly [7].
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The aim of the paper is to show the changes in the phenomenon of energy poverty
in Poland over the period of 2010–2018. However, the specific objective is to assess the
government’s efforts to reduce the phenomenon of energy poverty through investments
based on renewable energy sources. The issues discussed in this paper are important for
several reasons. Primarily, the problem of energy poverty is important in terms of economy,
energy security and social security, as well as in terms of the health of those affected.

The added value of the article is the development of a synthetic indicator that unifies
several different measures used by researchers and allows for a comprehensive assessment
of the phenomenon of energy poverty. Based on the literature review and their research, the
authors formulated the concept of energy poverty in terms of micro and macroeconomics.
It can be used for research conducted in other countries. Another important issue raised in
the article is air pollution and smog. The burning of low-quality fuels and municipal waste
is the main factor responsible for air pollution in Poland. The Polish energy sector, based
primarily on domestic hard coal and lignite deposits, is one of the most expensive ones and
deviating from European trends. This can be attributed to the insufficient use of renewable
energy sources and low social awareness of energy poverty prevention. Following the
above, the direction of changes that should be taken by the authorities in order to reduce
energy poverty in Poland was proposed.

1.1. Definition of the Energy Poverty Phenomenon and Methods of Its Measurement

The existence of worldwide energy poverty poses a major challenge to the global
energy system [8]. Energy poverty is a problem related to income situation, inadequate
house quality and energy prices. To date, no single definition or indicator to measure
energy poverty has been developed. EU Energy Poverty Observatory [9] defines energy
poverty as lacking the basic energy needs of households. Bouzarovski also (2013) stated
that energy poverty should be understood as the inability of a household to provide the
required level of energy services in the home [10]. Fuel poverty is the difficulty that
households face in maintaining adequate temperature in the home, as well as in using other
basic energy services in homes [11]. When defining the concept of energy poverty, it can be
stated that it means the lack of sufficient choice in access to proper, cheap, reliable, high-
quality, secure and environmentally friendly energy services [12,13]. The lack of access
to energy may mean deprivation not only of basic household services, such as cooking
and heating in the home but also other possibilities such as access to education, health
or information. A vital element is the reliability of the technologies used, guaranteeing
a continuous supply of electricity. Technologies should also be environmentally friendly
and should not contribute to the excessive extraction of existing resources at the same time
having a negative impact on the environment. In the context of increasing climate change
and too extensive use of resources, the utilisation of renewable energy sources can prove
to be extremely important. The causes of energy poverty vary depending on the level of
development of a country. Namely, in developed countries, there is a situation characterised
by high energy costs [14–16] while in developing countries, there is no access to modern
energy [17,18]. Energy poverty, which is reflected, among others, in the inadequate heating
of spaces and the consequent development of harmful microorganisms, etc., results in
a greater likelihood of respiratory diseases, allergies (in the case of excessively humid
and mouldy homes), hormonal disorders, cardiovascular disorders and deterioration of
mental well-being [19–22]. Resolving the problem of energy poverty, or at least reducing
it, would largely contribute to reducing expenditure on medical treatment for citizens, a
better quality of life or increased economic activity. It is estimated that over 50 million
households in the European Union are affected by energy poverty [14].

Interesting research is conducted on energy poverty and gender inequality. Women
are more often concerned with the problem of energy poverty than men, but women are
more often interested in modern energy [23–25]. Energy poverty is closely related to income
poverty. The people most at risk of energy poverty are the poor and this problem is seen all
over Europe. According to studies by Bouzarowski, 64.5% of Bulgarian households in 2010
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were unable to keep their home “sufficiently warm”, while 32.1% said they had arrears in
paying for utilities [1]. Energy poverty, and thus difficult housing conditions, insufficient
heating of the apartment or the lack of access to electronic devices, may be one of the many
reasons for the stigmatization of certain national and social groups, such as Romani people
living in many countries, e.g., Hungary or Romania [26,27].

Energy poverty also affects life satisfaction and the environment [28]. Energy con-
sumption in homes contributes to the quality of life of households through lighting, cooking,
heating and cooling [29]. However, increasing energy consumption levels can be contrary
to the need to reduce carbon dioxide levels, thus using renewable energy sources can be an
ideal solution to this problem.

There are three types of causes of energy poverty that are being indicated [30]:

• Technical causes—they occur when a residence has a low level of energy efficiency,
making it more expensive to maintain an optimal standard of heat. Another cause of a
technical nature is the malfunctioning of heating systems, not allowing the home to be
properly heated. Higher energy consumption for heating entails higher expenditure
and thus reduced possibilities of financing other expenses, often of a living nature.

• Economic causes—they occur when financial resources are too low, which can lead to
arrears on energy bills, cutting off energy supply or saving on heating to reduce the
cost of energy bills.

• Causes related to attitudes towards efficient and proper use of energy—they occur
when improper use of appliances leads to significant energy losses and consequently
increased energy expenses, higher than what the household can afford.

Based on the literature review and their research, the authors formulated the concept
of energy poverty in terms of micro and macroeconomics. In microeconomic terms, energy
poverty can be defined as the failure to meet the energy needs of the household, which
negatively affects the quality of family life. In macroeconomic terms, energy poverty
contributes to environmental pollution, which causes negative social, economic, and health
problems for citizens.

In addition to defining energy poverty, it is necessary to refer to the determinants and
indicators measuring its level [31,32]. Studies showing levels of energy poverty regarded
both individual countries [33] and the EU as a whole [34]. EU member states are required
to assess the scale of energy poverty in their country. In 1991, B. Boardman [11] formulated
the following definition: “energy poverty occurs when a household does not receive
adequate energy services for 10% of its income”. The definition of B. Boardman is based
on the definition adopted for national use by the UK, which is a precursor in research on
energy poverty. The 10% measure was used in energy poverty research by Heindl and
Schüssler [35], Phimister et al. [36], Okushima [37] and Pachauri et al. [38]. In Poland, the
first nationwide research on energy poverty based on the British absolute definition of
“10% of income” was carried out by Kurowski [39].

In 2012, a landmark report by J. Hills, commissioned by the UK Department of Energy
and Climate Change (DECC), was published and has contributed to changing the definition
and measures of energy poverty in the United Kingdom. The definition of energy poverty
in the Hills report has been formulated as follows: “households are considered energy
poor” if:

• their energy costs are above the median cost for all households and
• if they bore them at that level the rest of their disposable income would be below the

official poverty line [40].

One measure of energy poverty is subjective indicators based on respondents’ personal
opinions, interpretations, viewpoints and judgements. They are generally constructed
on the basis of answers given by household members to questions included in a survey
conducted by social researchers (e.g., is the home warm enough in winter?). Subjective
variables were used, among others, by Gordon et al. [41], Healy and Clinch [16], Healy [42],
Petrova et al. [43] or Thomson and Snell [34].
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According to the European Energy Poverty Observatory, the main indicators of energy
poverty are: low absolute energy consumption, arrears on utility bills, spending a high
proportion of income on energy and the inability to maintain an adequate temperature in
the home [44].

In recent publications on energy poverty, authors and researchers also present more
complex measures of energy poverty, designed as a compromise between the simplicity of
unidimensional indicators and the need to take account of the multidimensional nature
of the energy poverty problem. They are an attempt to overcome the shortcomings of
unidimensional indicators and at the same time, they produce a result that condenses the
information into single values that are easy to interpret [45].

Energy poverty is also measured using Chakravarty and D’Ambrosio’s poverty mea-
sures [46]. It is this methodology that was the foundation for many studies measuring
energy poverty according to a multidimensional framework. Nussbaumer et al. devel-
oped the Multidimensional Energy Poverty Index (MEPI) that takes into account both the
occurrence and intensity of energy poverty and provides a new tool to support policy
making [47]. Bouzarovski and Tirado Herrero [48] developed an energy poverty index that
took into account the EU-SILC population percentages of people who have reported (i)
being unable to keep their homes adequately warm (Inability); (ii) having arrears in utility
bills (Arrears); and (iii) living in a home with a leaking roof, or the presence of damp and
rot (Housing faults): Energy poverty index = (0.5 × % Inability + 0.25 × % Arrears + 0.25
× % Housing faults) × 100.

The energy poverty index proposed by Alkire and Foster [49] takes into consideration
five dimensions of energy deprivation: two objective indicators “low income, high costs”
and “high share of energy expenditure in income”, as well as three subjective indicators:
“inability to keep the home adequately warm”, “presence of leaks, damp, or rot” and “diffi-
culties paying utility bills”. Households that experience at least two forms of deprivation
are considered energy-poor. Using the methodology proposed by Alkire and Foster, based
on the Household Budget Survey, a multidimensional energy poverty index for Poland was
developed [50]. Szamrej-Baran [51] also used a multidimensional approach in conducting
her research on energy poverty in Poland.

1.2. Investment in Renewable Energy Sources in the Context of Caring for the Environment and
Counteracting Energy Poverty

Studies on the relationship between energy poverty and renewable energy sources
carried out by researchers from many countries indicate the great importance of renewable
energy sources in combating energy poverty [52]. Even if it may seem expensive to some
economic experts, access to energy sources of all kinds brings social benefits, improving the
quality of life—which in this case is a real victory in the fight against energy poverty. Poles
are already bearing enough costs by paying with their deteriorating health and feeling the
effects of climate change. Renewable energy is one of the crucial elements of sustainable
development, and in protecting and improving air quality [53–55].

Generation of energy from renewable sources is an important part of the efforts to
lower carbon intensity as well as to diversify energy and meet the growing demand therefor.
It is an expression of care for the natural environment and a response to the need to promote
sustainable development and enhance the strength of regions and local communities in the
European Union [56]. Sustainable energy is the golden thread that will wave environmental
sustainability [57]. Investments in renewable energy sources can lower energy costs and
thus reduce the scale of energy poverty [58]. Energy generated from renewable sources
is called “fuel of the future”. Research shows that the production of renewable energy
is associated with a positive and statistically significant impact on economic growth in
both developed and developing countries [59]. As part of its climate policy until 2030, the
European Union plans to achieve the following targets [60]:

370



Energies 2021, 14, 2957

• reducing greenhouse gas emissions by at least 40% with respect to 1990 (in the sectors
covered by the EU ETS Directive (including energy and district heating sectors) the
reduction is to be 43% compared to 2005);

• improving energy efficiency by 32.5% compared to the 2007 forecast;
• increasing the share of renewable energy in gross final energy consumption in the

European Union to 32%.

This trend shows that Europe will seek to reduce the use of natural resources (includ-
ing coal and oil) in favour of developing alternative sources. Failure to comply with EU
requirements may lead to higher electricity and heat prices. Financial penalties imposed by
the European Commission can be expected if EU member states fail to meet the targets of
the climate and energy package. Within the framework of achieving the EU-wide target for
2030, Poland declares achieving 21–23% share of RES in gross final energy consumption
(total consumption in electricity, district heating and cooling sectors, and for transport
purposes) by 2030.

Eurostat data shows that in 2018 in Poland, the share of renewable energy in the
consumption of electricity, heat and in transport was 11.3% (Figure 1). This was an increase
of 2 p.p. compared to the index in 2010 (9.3%).
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Figure 1. Share of energy from renewable sources [%]. Source: Eurostat.

In the structure of energy consumption by households in Poland, solid fuels, mainly
hard coal (which is an exception in the European Union) and firewood, are of the greatest
importance. They were most often used for space heating (by 45.4% of households).
Firewood was used by 29.9% of households—it was the only renewable energy carrier
massively used in households. It was usually burnt in the same boilers and stoves as hard
coal, either simultaneously with coal or alternatively. In addition to firewood, households
also consumed other types of biomass, but the prevalence of their use was much lower
than firewood [61].

In the case of renewable energy, households had a 52.8% share of domestic wood
consumption, and geothermal energy, including heat from heat pumps—71.4%. In 2018, a
small group of households was equipped with solar panels (1.77%), and the quantity of
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solar energy obtained in this way compared to the total national solar energy consumption
accounted for 60.0%. Solar collectors were used by one household in 52 and heat pumps by
only one in 200 [61].

The increase in solar and geothermal energy consumption shows that solar equipment
and heat pumps are used more increasingly for space heating (Table 1).

Table 1. Consumption of individual renewable energy carriers in households in Poland, in 2010–2018.

Years

2010 2011 2012 2013 2014 2015 2016 2017 2018

Energy from water and wind [TJ] 250 300 380 460 1255 1655 1943 2033 2129
Geothermal energy [TJ] 440 430 510 561 608 674 705 2406 2531

Peat and wood [thous. m3] 11,868 12,105 12,300 12,300 11,100 11,100 11,730 11,550 11,370

Source: Eurostat.

Only a small number of households, just 4.8%, install devices for their own energy
production (solar collectors, heat pumps). Only 7.2% of households considered the issue
of self-generation of energy for their own needs, where the following financial support
opportunities were taken into account when deciding on such a solution: subsidies for the
purchase or construction of generating plant, subsidised loan or attractive price at which
generators will be able to sell electricity [61].

Renewable energy is becoming an increasingly competitive way to meet new power
generation needs. Renewable power generation costs have fallen sharply over the past
decade, driven by steadily improving technologies, economies of scale, competitive supply
chains and growing developer experience. The International Renewable Energy Agency
notes in its latest report titled “Renewable Power Generation Costs in 2019” another de-
crease in wind and solar energy generation costs. The costs of all commercially available
renewable energy generation technologies have fallen in 2019. Solar and wind power
costs have continued to fall, complementing the more mature bioenergy, geothermal and
hydropower technologies. Solar photovoltaics (PV) shows the sharpest cost decline over
2010–2019 at 82%, followed by concentrating solar power (CSP) at 47%, onshore wind at
40% and offshore wind at 29%. Continuing cost declines confirm that competitive renew-
ables are a low-cost climate and decarbonisation solution that aligns short-term economic
needs with medium- and long-term sustainable development goals [62]. According to
the International Renewable Energy Agency, the average energy production costs of more
than half of the wind and solar plants built in 2019 are lower than the costs of energy
generation of even the least expensive new coal-fired plants. As shown by the calculations
of Mrowiec [63], in Poland, taking into account the LCOE (Levelized Cost of Electricity), the
lowest energy production costs are achieved by onshore wind power plants. On the other
hand, when analysing the years 2010–2018, there is a tendency to decrease the average unit
cost of electricity obtained from renewable energy sources. This is particularly evident in
photovoltaic investments, which are becoming increasingly cost-competitive.

2. Materials and Methods

The research material used as the basis for the calculation of the indicators was
statistical data from GUS, from household budget surveys in 2010–2018. Statistical data
analyses were carried out using Excel and Python.

In order to achieve the research objective and accomplish the tasks presented in the
paper, the researchers had to apply a number of measures and statistical methods to
calculate the synthetic measure of energy poverty, i.e., the synthetic indicator method,
such as the Principal Components Analysis (PCA), which involves the reduction of a large
number of variables to a few uncorrelated factors that retain as much as possible of the
information about the phenomenon under study contained in the primary variables [64].
Poland was chosen as the research object, where studies on energy poverty in the EU
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measured using indirect measures confirm that Poland belongs to the group of countries
affected by this problem to a greater extent than other countries [10,48]. This can be
attributed not only to the socio-cultural environment but also to the spread of income
poverty or the significant burden on household budgets with energy. Research shows that
energy poverty in the Central and Eastern Europe region is widespread and depends on
economic, socio-political and environmental issues [65,66].

Collecting information on energy poverty is part of the reporting obligations of Eu-
ropean Union Member States resulting from the Regulation of the European Parliament
and of the Council on the Governance of the Energy Union [67]. Energy poverty occurs
when a household is unable to afford adequate heating, cooling, lighting and energy to run
appliances as a result of a combination of low income, high energy expenditure and poor
energy performance of the building.

The most commonly used indicators to measure the level of energy poverty in-
clude [51,61]:

1. Low Income, High Cost (LIHC)—high required energy costs (i.e., above the national
median level) and low income (i.e., disposable income below the officially defined
poverty line).

2. Double median energy expenditure (2M)—the share of actual energy expenditure in
income is higher than the double median of this value in the population.

3. Ability to pay bills on time (Bills)—Problems with arrears on energy bills or inability
to pay them.

4. A building with a leaking roof, damp walls, floors, foundations, rotting windows or
floors (Leaks)—problems with the condition of the building.

5. Inadequate thermal comfort (Thermal)—a declared inability to sufficiently heat the
house/flat.

During the period analysed by the authors, all these five measures of energy poverty
had a decreasing trend [61]. The highest value was taken by the double median energy ex-
penditure, according to which in 2018, 17.2% of households were energy poor, which means
a decrease of 2.3 percentage points from 2012. The second of the objective indicators—Low
Income, High Costs—which includes both the technical condition of buildings by deter-
mining the required energy costs and the material status by including income, decreased
from 11.1% in 2012 to 9.4% in 2018. The main reason for this state of affairs can be found in
the improving material situation of society as a result of economic development and social
policy. Subjective indicators that also relate to the quality (severity) of energy poverty in-
clude the ability to pay bills on time—only a small percentage (1.7% in 2018) of households
were unable to pay bills on time. The two indicators relating to the technical and functional
qualities of buildings (buildings with a leaking roof and insufficient thermal comfort), took
a similar value, which in 2018 was 8.2% and 10.7%, respectively [61].

The choice of a set of indicators describing the level of energy poverty is a challenge
similar to that of defining energy poverty: on the one hand, the indicators should take
into account the multidimensional aspect of energy poverty and, on the other hand, they
should allow for efficient and relatively simple planning and application of energy policies.

The authors of the paper decided to build a synthetic measure of energy poverty
in order to show a comprehensive description of the energy poverty phenomenon. The
differences between the levels of individual indicators are really big and there are even
several percentage points of discrepancy between them. Composite measures are easier to
assess the extent of energy poverty. Synthetic measures unify several different measures
and allow for a full evaluation of the phenomenon. This is particularly important in the case
of energy poverty, as many indicators are used that measure the scale of the phenomenon
in different ways, some may show an increase and others a decrease, depending on the
methodology used. The choice of indicators for constructing a synthetic measure of energy
poverty was based on a review of scientific literature, a review of relevant methodologies
and an assessment of data that is available in Polish and European datasets. On this
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basis, the authors chose the energy poverty indicator that took into account the EU-SILC
population percentages of people who have reported:

• being unable to keep their homes adequately warm (Inability);
• having arrears in utility bills (Arrears);
• living in a home with a leaking roof, or the presence of damp and rot (Housing faults).

Figure 2 shows the changes in these three indicators in 2010–2018 for Poland. For the
period under analysis, a decreasing trend can be seen for the Arrears indicator, while the
other two have varied significantly over the period.
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Figure 2. Selected energy poverty indicators for Poland in 2010–2018. Source: Eurostat.

Poland pursues an active climate and energy policy and takes measures in all di-
mensions of the energy union. The Polish power system is one of the largest within the
European Union (it ranks in the top ten in terms of the main macro-energy indicators.

The basis for the production of electricity in Poland is hard coal and lignite, which
ensure an adequate level of energy security and stability of generation, but is one of
the more expensive sources of energy and deviates from European trends. At present,
about 77% of electricity in Poland is produced from hard coal and lignite. Due to the
decommissioning of worn-out generating units, the need to meet restrictive environmental
protection requirements and the deteriorating market situation (including, above all, an
increase in CO2 emission allowance prices), the share of coal in the electricity generation
structure will systematically decrease. The target assumes the reduction of the share of coal
in electricity generation to 56–60% by 2030 [68].

Changes in the domestic power sector result in an increased share of renewable energy
sources (RES) in the structure of capacities installed in the National Power System (NPS)
and in electricity generation. In 2018, the share of RES in electricity generation was 12.7%.
The installed capacity of renewable source-based generation in 2018 increased to about
8.5 GW of the total installed capacity in the NPS at a level of about 44.3 GW in 2018. Over
the period 2010–2018, the installed RES capacity increased fourfold and the electricity
generation from these sources doubled. In 2018, Poland surpassed 16 EU countries in
the volume of installed capacity in RES. The main objective of the state energy policy is
energy security, while ensuring competitiveness of the economy, energy efficiency and
reducing the environmental impact of the energy sector, with the optimum use of own
energy resources.
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3. Results

3.1. The Level of Energy Poverty in Poland—A Synthetic Measure of Energy Poverty

Before proceeding to the calculation of the synthetic measure of energy poverty, a
preliminary analysis of the descriptive statistics of the studied variables was carried out
(Table 2). During the study period (2010–2018), the average percentage of people reporting
an inability to adequately heat their home was 9.74%, the percentage of people in arrears
on utility bills was 11.42%, and the percentage of the population living in homes with a
leaking roof, damp walls, floors or foundations, or rot in window frames was 15.4%. Based
on standard deviations, coefficients of variation (V) were calculated, ranging from 36.9%
for the first indicator to 15.4% for the last indicator. This shows that the indicators are
characterized by moderate or fairly low variability.

Table 2. Descriptive statistics of the variables used to measure energy poverty levels.

MEAN STD V

Inability 9.74 3.59 36.9%
Arrears 11.42 3.05 26.7%

Housing faults 11.54 1.78 15.4%
Source: own calculations.

Then, the linear correlation coefficients between the indicators were calculated. Based
on the graph shown above, one would expect a fairly strong dependency between the first
and second indicators, with a lower dependency with the third one. This is confirmed
by the linear correlation coefficients (Table 3). For the first two indicators, the correlation
is 0.85, which means that the indicators are highly correlated with each other and show
similar directions of change. This is different for the third indicator, which is fairly low
correlated with the other two. Therefore, it can be considered that it describes slightly
different aspects of energy poverty (the first two are more strongly related to income and
wealth levels, while the second indicator measures the quality of housing infrastructure,
which is not subject to the same dynamics as income).

Table 3. Correlation matrix between input indicators of energy poverty.

Inability Arrears Housing Faults

Inability 1.00 0.85 0.26
Arrears 0.85 1.00 −0.13

Housing faults 0.26 −0.13 1.00
Source: own calculations.

When constructing the synthetic indicator, the indicator proposed by Bouzarovski
and Tirado Herrero [48] was adopted as a baseline version, which is a weighted average of
three indices. As a result, this indicator (S1) is calculated as:

S1 = (I1 + I2 + I3)/3

where I1, I2, I3 are the individual indicators from Table 4.
This method can be modified by giving different weights to the different input in-

dicators. There are various methods for calculating these weights. One is to relate the
weights to the inverse of the multiple correlation coefficient. In this method, the weight of
an individual indicator is inversely proportional to the indetermination coefficient in the
models explaining that individual indicator with the other indicators. An approach similar
to the VIF (Variance Inflation Factor) is used here. As a result, more weight is given here to
the indicator that is less related to the others.

S2 = a1I1 + a2I2 + a3I3
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where
ai = (1 − R2i)/(3 − R21-R22-R23)

where R2 is the determination coefficient
The following results were obtained in the case analysed here:

Table 4. Determination and indetermination coefficients used to construct synthetic indicator S2.

I1 I2 I3

R2 0.863 0.855 0.522
1−R2 0.137 0.145 0.478
waga 0.180 0.190 0.630

Source: own calculations.

Another variant of the weighted average method is where the weight of a given
indicator is related to the share of its variance in the total variance of the set. It is worth
noting here that the variables should be expressed on the same scale (have the same range
of variation, and thus similar variances). In the case analysed here, this requirement is met
(the variables are percentages of the population), if it were not met, some type of scaling
would be required. Thus, the indicator takes the form of:

S3 = a1I1 + a2I2 + a3I3

where
ai = var(Ii)/(var(I1) + var (I2) + var(I3))

The following results were obtained in the analysed case (Table 5):

Table 5. Variances and weights used to construct synthetic indicator S3.

I1 I2 I3

Var 12.910 9.302 3.173
waga 0.509 0.366 0.125

Source: own calculations.

The third, and most advanced method, is to extract common information from all
factors using the principal components approach (PCA). The method consists of linear
transformation of the input variable matrix in such a way as to create synthetic indicators
(components) of maximum variance of the input set and maximally uncorrelated with each
other. First, the number of components to extract must be determined. It is determined by
analysing the stock of extracted common variability. The results are shown in Table 6.

Table 6. Extracted variance values for each component.

PC 1 PC 2 PC 3

Extracted variance values 81.2% 16.5% 2.3%
Source: own calculations.

The first component (PC 1) explains 81.2% of the input set, which is a high indication,
so it can be considered that one component is sufficient to capture most of the information
of the set.

The calculation of the individual indicator weights in the formation of the component
is shown in Table 7. There is a strong association with the first two indicators and a weaker
association with the third one.
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Table 7. Charges for the PCA method.

I1 I2 I3

Charges −0.7733 −0.6321 −0.0491
Source: own calculations.

In the next step, the comparison of all obtained energy poverty indicators can be
carried out. In order to better compare them, they were all corrected by the mean (i.e., the
mean values were subtracted), resulting in centering around zero. Table 8 presents the
numerical values of the indicators, while their evolution is shown in Figure 3.

Table 8. Synthetic poverty indicators S1–S4 and individual input indicators.

S1 S2 S3 S4 Inability Arrears Housing

2010 3.86 3.94 3.99 5.67 14.80 13.90 15.60

2011 1.76 0.95 2.50 3.91 13.60 12.90 11.50

2012 1.70 0.47 2.61 4.31 13.20 14.10 10.50

2013 0.93 -0.12 1.61 2.84 11.40 14.00 10.10

2014 −0.04 −1.04 0.42 1.19 9.00 14.40 9.20

2015 −1.37 −0.60 −1.91 −3.12 7.50 9.20 11.90

2016 −1.50 −0.81 −2.04 −3.26 7.10 9.50 11.60

2017 −2.10 −1.01 −2.93 −4.73 6.00 8.50 11.90

2018 −3.24 −1.78 −4.23 −6.83 5.10 6.30 11.60
Source: own calculations.

It can be observed that indicators S1 and S3 show a very similar pattern. Indicator S4
shows a more dynamic decline in energy poverty (it is more strongly related to indicators
I2 and I1). Indicator S2, on the other hand, shows a weaker decline in poverty (through
a stronger link with indicator I3). Thus, it seems that indicators S2 and S3 are the most
balanced for the studied set.

Synthetic indicators S2 and S3 of energy poverty show a slow but visible decline in
the level of energy poverty over the study period.

3.2. Methods for Reducing Energy Poverty in Poland

As part of the “Clean Energy for All Europeans” package, the European Commission
has proposed a series of measures to combat energy poverty through energy efficiency,
securing against disconnection and better definition and monitoring of the problem at a
member state level through integrated national energy and climate plans [69].

Research has shown that in recent years there has been a decline in energy poverty
indicators, which means a reduction in the number of households at risk of energy poverty
in Poland. However, with the current situation resulting from the COVID-19 pandemic,
the reduction or even loss of income, the loss of many jobs, it may turn out that the
problems of energy poverty will continue to affect many households. Therefore, it should
be emphasised that counteracting energy poverty in Poland requires actions on the part
of the government administration, in particular by providing an institutional framework
and financing allowing communes to assess the technical condition of flats and buildings,
providing energy advice and planning and implementing thermal modernisation measures.
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Figure 3. Crude and synthetic indicators of energy poverty. Source: own calculations.

Measures to counteract energy poverty in Poland include the government’s “Czyste
powietrze” Programme, implemented in 2017 and aimed directly at the group of energy-
poor households (Table 9). Measures under the Programme include: stricter regulations
concerning the quality of solid fuels, stricter regulations concerning the standards of boilers
for solid fuels, a program for thermal modernisation of single-family houses, income
tax relief for thermal modernisation investments. By 11 December 2020, a total of over
155 thousand agreements on investment co-financing were signed under the Programme,
for the amount of PLN 2.7 billion [70]. Further support programmes are still under
discussion in central public administration. They are aimed at reducing air pollution
(popularly known as smog), which has been publicised by numerous non-governmental
organizations, above all, including numerous local smog alerts. As Owczarek’s research
has shown, smog is closely related to the phenomenon of energy poverty in Poland [71].
The link is that buildings with poor energy performance need more fuel to heat—mainly
coal supplemented by firewood. Often, however, the problem lies in the fact that the
energy-poor cannot afford to buy enough fuel, so they supplement (or even completely
replace) the full-value fuel with rubbish or, e.g., wood waste collected in the immediate
vicinity of the house.
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Table 9. Instruments for combating energy poverty used in Poland.

Selected Measures Type of Measure Organisation Result

Clean Air program Building insulation,
Heating system National government

The Clean Air program provides
financing to improve heating systems

in households.

Energy lump sum Energy bill support National government

This measure provides financial
assistance for energy bills to people

that were involved in military
operations or wars.

Energy
allowance/Housing

allowance
Energy bill support Local government

This measure provides financial
assistance to households to pay their

electricity bills.

National support system
for energy efficiency and

RES

Information and
awareness National government

This project aims to support different
stakeholders in Poland to improve

energy efficiency by providing
guidance and information. Advisors
are available that can give households

information on how to improve
energy efficiency.

Procurement subsidies for
small RES installations Renewable energy National government, Local

government
This measure includes subsidies for

small-scale RES generation.

Special purpose allowance Social support National government
This measure can be given in certain
cases to meet basic needs, including

fuel and energy expenses.

Source: https://www.energypoverty.eu/ (accessed on 19 February 2021).

The objective of government action in the context of smog and energy poverty is to
eliminate the burning of rubbish and reduce the burning of wood waste, as well as to
improve the energy performance of buildings to keep fuel consumption as low as possible
(which would generate fewer costs and thus reduce the scale of energy poverty) or to lead
to a situation where the burning of fuel for heating is as little harmful to the environment as
possible (e.g., by connecting to a district heating network powered by combined heat and
power plants using advanced technologies allowing for a significant reduction of harmful
substances when burning coal). Therefore, to a large extent, the fight against air pollution
and energy poverty should be pursued through integrated public policy instruments [19].

The burning of low-quality fuels and municipal waste (even rubbish) and the use
of low-quality boilers are the main factors responsible for air pollution in Poland [56,72].
The situation is aggravated by the low energy performance of buildings and efficiency of
heating systems, which impose much higher fuel consumption (in Poland, it is mainly coal).
This state of affairs can be attributed to the insufficient use of renewable energy sources and
low social awareness of energy poverty prevention. Particulate matter, which is a measure
of air pollution, is produced, among others, by the burning of solid fuels in households [73].
The complex interactions between residential energy consumption, climate change and
thermal performance of buildings in Eastern Europe have been identified in studies by
Urge-Vorsatz and Tirado-Herrero [74].

To significantly reduce the scale of energy poverty in Poland, and thus meet the limits
resulting from air pollution, public policy instruments should be directed towards the
diversification of energy sources and investments in renewable energy sources, especially
generating electricity for own needs in its place. consumption, i.e., in households, which
improves energy security.

Many factors contribute to the favorable conditions for the development of renewable
energy sources. Some of them are various financial instruments such as loans, grants, and
others. Until now, the most important source of financing for small-scale RES investments in
Poland has been the EU structural funds managed at the level of individual regions. ROPs,
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or Regional Operational Programs, are co-financed from two funds: ERDF—European
Regional Development Fund and ESF—European Social Fund and from national funds.
ROPs are aimed at the development of, inter alia, energy that uses renewable energy
sources (RES) in many dimensions, including energy production, effective distribution,
support for enterprises operating in the field of servicing the renewable energy sector, and
others. Photovoltaic prosumer installations are the most popular technology supported in
Regional Operating Programs.

Taking into account the climatic conditions in Poland, the following can be used
in single-family houses: solar collectors to heat utility water, photovoltaic cells or home
wind farms generating electricity, biomass boilers or heat pumps used in the heating
system, wastewater heat recovery system, ground heat exchangers and the so-called hybrid
solutions, combining various RES [75]. Solar collectors recover heat energy by heating
the medium (e.g., glycol) with sunlight. This energy is sufficient to heat domestic water.
When designing an installation based on solar collectors, it is necessary to take into account
the number of inhabitants and their need for hot water, as well as the level of sunlight
and the possibility of properly positioning the collectors concerning the directions of the
world, directing them to the south [75]. An interesting, although expensive solution is
home wind farms. However, it should be remembered that the collectors, cells, or wind
farms themselves will not fully cover the demand for heat and electricity in a single-family
house. However, they are an important supplement, thanks to which it is possible to reduce
electricity bills and thus reduce energy poverty [76,77].

Effective home heating is an activity that significantly influences the thermal comfort
of residents. One possible solution is biomass heating boilers. The fuel can be used i.a.
biomass in the form of briquettes, pellets, or wood chips. An argument that additionally
supports the use of biomass boilers is the fact that the CO2 generated during its combustion
is absorbed by vegetation and does not accumulate in the atmosphere [78]. Another solution
for the heating system can be a heat pump [79,80]. It is a device that allows you to recover
thermal energy from soil, air, or water. As with the use of other renewable energy sources,
the pump selection should also be based on the actual needs of the household members and
the specificity of the building. It is possible to combine more than one renewable energy
source. The most popular solution is hybrid collectors using photovoltaic cells and solar
collectors. At the same time, they heat water and generate electricity. Often, a combination
of renewable and conventional sources is also used.

In existing multi-family buildings, it is impossible to meet all energy consumption
needs by generating energy from renewable sources in installations located within the
building or property. The obstacles are the current legal status, but also the technical
possibilities. Renewable energy installations can be built on designated areas and the
energy they generate can be purchased for buildings. For the production of energy in
multi-family buildings, can be used [81]: wind farms, photovoltaic farms, biomass heating
plants, biogas plants, etc. In Poland, solar collectors, photovoltaic panels, and air-to-water
heat pumps can also be installed in already functioning multi-family buildings. In some
cases, it is possible to use biomass boilers located in a building or a district heating plant
(CHP). Heat and electricity can also be stored within the building. Unfortunately, storage
technologies are still expensive, which often makes this process unprofitable [82].

The increase in the production of energy from renewable sources should be large
enough to meet the growing demand and additionally allow to reduce production from
conventional sources [83]. Thanks to the improvement of the income situation in Poland,
households are replacing coal stoves with gas, biomass and other more expensive fuels,
which is confirmed by the research results [84].

In Poland, at the end of 2020, the installed capacity of all renewable energy sources in
the power system was almost 10 GW, of which over 183 MW in small RES installations [85].

Small installations include installations with a total installed electrical power greater
than 50 kW and less than 500 kW, connected to a power grid with a rated voltage lower than
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110 kV, or with a combined heat output greater than 150 kW and not greater than 900 kW
with the total installed electrical capacity greater than 50 kW and less than 500 kW [85].

In 2020, energy was produced in a total of 898 small installations. Their total installed
capacity was over 183 MW. The most numerous were small installations using water
energy (343), with a total installed capacity of 51.96 MW. Next, in terms of the number
of installations (328), but at the same time, the largest in terms of the total installed
capacity (66.86 MW), were photovoltaic sources. The least frequent were small installations
producing energy from biomass. At the end of 2020, there were only two such installations
in Poland (Table 10).

Table 10. RES installation entered in the register of energy producers in a small installation, by source type (as at the end
of 2020).

Type of RES Installation Number of Installation Installed Capacity [MW]

Using hydropower (WO) 343 51.96
Using the energy of solar radiation (PV) 328 66.86

Using biogas (BG) 117 32.10
Using wind energy (WI) 108 31.71

Using biomass (BM) 2 0.47
Total 898 183.10

Source: Energy Regulatory Office in Poland.

In 2020, the most energy—over 146 GWh—was produced by small hydropower plants.
The second-largest source in 2020 was biogas plants using non-agricultural biogas. They
produced over 107 GWh of energy (Figure 4).

 
Figure 4. Energy production in small RES installations in 2016–2020 by type of source (in GWh).
Type of renewable energy installations: WO—hydropower, WI—wind energy, PV—solar radiation
energy, BG—non-agricultural biogas, BM—biomass. Source: Energy Regulatory Office in Poland.

The photovoltaic (PV) market is the fastest growing of all renewable energy sectors
in Poland [86]. Currently, the largest increase in new capacity is observed in the micro-
installation segment, which means high activity of individual and business prosumers. In
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2020, over 64 GWh of energy was generated in small photovoltaic installations—as much as
114% more than in the previous year. This source accounts for 19% of the total production.

4. Discussion

So far, many studies have been conducted on energy poverty in different countries.
They indicate how important problems in the modern world are the access to energy and
the appropriate level of its prices. Government policies position energy consumption as a
basic need or right to be provided for citizens, and the lack of it as a form of deprivation to
be dealt with [13]. This is an important problem that requires political action contributing to
its reduction. Research on energy poverty has been undertaken in EU and non-EU countries
e.g., Japan [87], Australia [88], India [18] and Brazil [89]. Many studies have been devoted
to the impact of energy poverty on increased human mortality. For example, studies in the
UK and Ireland have shown increased levels of death during the winter months and a link
has been established between insufficiently heated homes and increased rates of morbidity
and higher incidence of various cardiovascular and respiratory diseases [13,16]. Whereas,
in developing countries (Ghana), studies indicated the high dependence of households
on traditional biomass for cooking. Traditional biomass, which is usually burned in
houses, exposes householders to indoor air pollution. The use of candles and kerosene
lamps as light sources also pollutes indoor air, which contains high levels of particulate
matter (PM) and toxins that are dangerous to the respiratory system. Inhalation of PM
causes asthma, lung cancer, cardiovascular and respiratory diseases [17]. The importance
of modern renewable sources (water, wind, sun) should also be stressed here, as they
can contribute to limiting environmental pollution and reducing the number of serious
diseases, thus reducing the costs of treating the sick or of their increased mortality. In
the case of Poland, this is a huge problem, as our country has the most polluted air of
all the member states of the European Union. It is therefore important to emphasise that
renewable sources can help to reduce energy poverty and reduce many serious diseases
resulting from air pollution. The World Health Organization (WHO) pays particular
attention to the problems of environmental pollution. A WHO report showed that in 2010
air pollution contributed to the premature deaths of 48.5 thousand Poles. The burning
of conventional fuels in households between 2010 and 2016 caused 19 to 22 thousand
premature deaths annually [90]. Deaths related to air pollution in Poland generate costs
of USD 101,826 million [91] or as much as 12.9% of gross domestic product (GDP). This
amounts to over PLN 800 per month per Polish citizen. This data is also confirmed
by Greenpeace, which estimates the costs of air pollution caused by fossil fuels at PLN
113 billion per year [92]. Many authors point to the importance of renewable energy sources
in reducing energy poverty. Neacsa et al. showed the use of renewable energy in Romanian
households [52]. Romania has adopted a solution consisting of government subsidies
for the purchase of solar panel systems, geothermal energy as well as wind energy for
households. This example shows support for investment from public funds, which, on the
one hand, is seen as measures reducing energy poverty and, on the other hand, reducing
pollution.

An interesting example of the use of renewable energy in district heating is the
Organic Rankine Cycle (ORC) system powered by biomass used in Spain [93]. The CCHP
configuration used in Spain is worth attention in regions with mild winters and medium-
hot summers, as well as the availability of biomass, which could not be applicable in all
regions in Poland.

The use of renewable energy as a solution to the problem of energy poverty is pre-
sented by researchers from South Korea [94]. They propose the use of solar PV systems
for low-income families in social housing. This solution has several advantages: systems
balance energy costs, reduce environmental impact and CO2 emissions, and contribute to
energy independence.

In turn, Luderer et al. [95] have developed scenarios to assess the role of renewable
energy in climate change mitigation and also in heat production. Almost all scenarios
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show strong possible growth in renewable energy production, with a significant increase
in the use of wind and solar power. Wind power is competitive even without climate
policy, while the prospects for photovoltaics (PV) are highly dependent on climate policy
assumptions.

Many experts believe that the use of renewable energy is a solution that could help
reduce the problem of energy poverty, despite the challenges and limitations associated
with the use of this energy source. Even if the generation of such energy in some cases
entails more costs than conventional energy generation, experts underline the short- and
long-term benefits of its use [96]. The implementation of renewable energy projects gener-
ates not only disputes related to the costs and financing of investments, but also to their
acceptance by local communities (due to the negative external effects generated in the
form of aesthetics, noise, biodiversity degradation, etc.) [52,97]. However, investment in
renewable energy production should become an “engine” for rural area development as,
on the one hand, it provides required energy and contributes to reducing energy poverty
and, on the other, it attracts local labour and creates new jobs [52,98].

5. Conclusions

Energy poverty is a dynamic and complex phenomenon, generated by a combination
of factors such as low household incomes, high energy prices, and difficult access to the
energy system.

To show the level of energy poverty in Poland, the authors developed a synthetic
measure that unifies several different measures used by researchers and allows for a
comprehensive assessment of the phenomenon. On its basis, it can be concluded that in
2010–2018 there was a slow but visible decrease in the level of energy poverty in Poland.
Investments in renewable energy that can contribute to the greatest extent to reducing the
energy poverty of households include solar collectors to heat utility water, photovoltaic
cells or home wind farms generating electricity, biomass boilers or heat pumps used in
the heating system, wastewater heat recovery system, ground heat exchangers and the
so-called hybrid solutions, combining various RES. It should be remembered that the
collectors, cells, or wind farms themselves will not fully cover the heat and electricity
demand of a single-family house. However, they are an important supplement, thanks to
which it is possible to reduce electricity bills and thus reduce energy poverty. It is possible
to combine more than one renewable energy source. The most popular solution is hybrid
collectors using photovoltaic cells and solar collectors. At the same time, they heat water
and generate electricity. Often, a combination of renewable and conventional sources is also
used. However, it should be remembered that all investments in renewable energy require
appropriate financing. The problem of energy poverty often concerns poor people who are
not able to generate funds for these purposes. Therefore, various types of publicly funded
programs supporting such investments and alleviating the problem of energy poverty
are an important activity. It must be remembered that renewable energy is a long-term
solution that could solve the problem of energy poverty, despite the challenges associated
with the difficulties of implementing these unconventional energy sources. Investments in
renewable energy sources contribute to the fight against smog by reducing the emission
of dust and other pollutants released into the atmosphere. Investing in renewable energy
sources not only helps to protect the environment and combat smog but also allows you
to increase your home budget. It is possible thanks to financial support for the purchase
and installation of heat pumps and photovoltaics, as well as constant savings on energy
costs. As the analyses show, newly installed renewable energy costs less and becomes more
competitive compared to traditional methods of energy production. Therefore, investments
in renewable energy sources are a legitimate measure contributing to reducing energy
poverty in Poland. Public institutions should support investments in renewable energy
sources for environmental reasons, limiting the processes of climate warming, health, as
well as the slow depletion of fossil sources, which unfortunately will increase the cost of
energy production in the future. The assumptions of the EU climate policy indicate that

383



Energies 2021, 14, 2957

striving to increase the share of renewable energy sources in total consumption, reducing
greenhouse gas emissions, and improving energy efficiency are goals that all member states
must pursue.

The authors, however, encountered some limitations in carrying out the analyzes
that were the basis for the preparation of the article. The limitation of this study was the
range of available GUS statistical data as well as the selection of measures in the statistical
analysis. A challenge for other researchers in the field of conducted research may be the
application of the developed indicators in other countries at risk of energy poverty. In
the current situation, further research should be undertaken to show the impact of the
coronavirus pandemic on the level of energy poverty in various countries.
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Abstract: The growing energy needs of agriculture, the need to reduce the burning of fossil fuels,
and, on the other hand, the increasing technical efficiency are contributing to the wider use of solar
energy technology in agriculture. The aim of the article is to identify factors determining farmers’
investments in solar photovoltaic and solar thermal installations for electricity and heat production,
to establish the proportion between the consumption of such energy for the needs of the farmer’s
family and for the needs of the farm, and to identify the drivers of solar energy use in agricultural
production. Empirical materials were collected through surveys of farmers conducted at the end of
2020 in south-eastern Poland, in the Podkarpackie region. It is a region characterized by significant
land fragmentation. Producing energy from renewable sources can be an opportunity for farmers not
only to reduce household expenses, but also to increase agricultural income. As a result, it can be a
driver of sustainable agricultural development in the region. The article presents the most important
economic and social determinants that stimulate the adoption of solar photovoltaic and solar thermal
technologies by farmers for the needs of their households as well as for agricultural production.

Keywords: photovoltaic installations; solar installations; renewable energy; farmers’ households;
agricultural holding; agricultural production

1. Introduction

In rural areas, investments in renewable energy sources (RESs) can be of great eco-
nomic, social, and environmental importance (reduction in low-stack gas and dust emis-
sions, reduction in CO2 emissions) [1]. However, this depends mainly on the scale of such
investments. RESs have the potential to improve the quality of life of the population and
the quality of the environment, and they may constitute an additional source of income
or a source of savings for economic entities, local government units, households, and
agricultural holdings [2].

Agriculture is one of the sectors that can and should make intensive use of RESs [3–6].
The development of renewable energy sources in agriculture is necessary for several
reasons. From the perspective of the sector, this necessity results from the need to reduce
the dependence of agriculture on fossil fuels and to achieve specific objectives related to the
reduction in CO2 emissions and the so-called low-stack emissions. It is also an opportunity
to improve the multifunctionality of agriculture and to use biomass from agricultural
production, waste, or roof surfaces.

In Poland, the use of innovative, small-scale renewable energy technologies classified
as distributed generation that have given rise to the development of community energy is
a relatively new phenomenon but is becoming increasingly important for the development
of the renewable energy sector [7]. An example of this may be the significant increase in the
use of solar energy initially for water heating and since 2015 also for electricity generation
as part of a prosumer system. The growth of this sector is fostered by the increasing
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energy efficiency of installations in relation to their price, as well as by favorable financing
conditions in addition to the introduction of favorable legal regulations concerning the
prosumer status [8,9]. Thanks to such changes (legal and financing method), the number of
investments generating green energy will be increased several times [10]. The report by R.
Fu et al. [11] also confirms the growing number of the discussed investments. Research
conducted by P. Gradziuk is also worth mentioning. In his research, the author lists the
decrease in the unit costs of photovoltaic installations, both pro-consumer and commercial,
among the factors having a significant impact on the development of PV and solar installa-
tions [12]. However, despite such a significant development, the photovoltaic market in
Poland, according to many opinions, still has great potential for development [13]. The
confirmation is, among others, the results of the research conducted by A. Ciechomska,
which indicate still insufficient support for the RES sector [14]. On the other hand, the most
frequently implemented investments include photovoltaic and solar panels. It is for their
assembly that funds from co-financing are allocated to the greatest extent [15,16].

Solar photovoltaic (PV) and solar thermal systems, i.e., the technology used to convert
solar energy into electricity or heat, are gaining increased attention among farmers. For
farmers, it is not only an opportunity to reduce household expenses, but above all a chance
to reduce the cost of agricultural production. It is also an opportunity to draw agricultural
production to a larger extent from ecological solutions [17–19].

Investments in renewable energy sources by rural households and local governments
receive support from European Union funds and national budgets [20]. In order to ben-
efit from the financial instruments available to support RES investments, the potential
beneficiaries must have certain knowledge and financial competence [21]. Awareness of
environmental considerations and appreciation of their importance is also a major factor
behind the investment. Therefore, the most important determinants of RES sector develop-
ment in rural areas in Poland are connected to human resources, as well as to the attitudes
of the local population, including farmers, towards RESs. Activities related to the use of
renewable energy sources are relatively novel and innovative, and their implementation is
associated with business risks.

There is a gap in research on farmers’ investment in solar PV and solar thermal
installations. In the case of family farms, it is not possible to clearly separate the household
from the farm perceived as the workplace of the farmer’s family. The household needs
are combined with the needs of the agricultural production, which impacts the energy
consumption structure [22–25].

The purpose of the study is to identify economic and social factors determining
farmers’ investments in solar PV and solar thermal installations. The paper also aims
to demonstrate what part of the energy produced from RESs is used for the needs of
farmers’ families and what part is used for agricultural production and then to identify the
factors determining this proportion. Achieving these objectives can contribute to a better
alignment of policies and tools to support investment in green energy in agriculture.

2. Factors Determining the Adoption of PV and Solar Installations in the Agriculture

The adoption of solar PV and solar thermal systems by rural households has been
addressed in the literature. Although the studies cover different countries and regions,
they most often refer to the following two aspects:

(1) The first aspect that studies often refer to is the reasons why households make the
decision to invest in generating energy through PV and solar panel technologies [3].
Labay et al. draw attention to demographic factors in their research [26]. Sidiras
and Koukios point to a number of economic, socio-cultural, and political factors [27].
Faiers and Neame show the low importance of environmental features in relation
to, inter alia, economic factors [28]. Bollinger et al. indicate, on the other hand, that
the appearance of PV and solar installations is increasing among households that
already have such installations [29]. On the other hand, Zhai and Williams point out
that despite the importance of reducing costs in the case of decisions related to the
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installation of PV panels, with the passage of time, users appreciated the aspect of
environmental protection more and more [30]. As the main factor determining the
choice of renewable energy investments, Fleiß et al. indicate the economic factor. It is
the main determinant of the choice of investments in renewable energy among many
others. Factors such as energy autonomy, the belief in environmental protection, or
the prestige of having renewable energy investments are still less important than
the profitability of investments. [31]. Therefore, the visible trends that determine the
choice of this type of installation are still economic factors. Hence, proposals call for a
more active policy of disseminating this type of investment and raising awareness of
the importance of other factors as equally important [32,33]. The dominance of PV
panels among this type of investment is also visible, despite the growing number of
other types. PV and solar installations still dominate [34]. The importance of various
institutional factors has also been explored in this context. It has been confirmed that
RES support policies are important in the rapid diffusion of solar PV and solar thermal
technologies. Such policies include in particular provisions for guaranteed tariffs for
energy produced in household installations and financial support through grants,
subsidies, low-interest loans, and credits. Wustenhagen emphasizes the importance
of public policy in promoting renewable energy [35]. Guidolin and Mortarino also em-
phasize the importance of supporting energy policy [36]. Research by Kwan [37] and
Cherrington confirms that without proper support from regulations and subsidies, it
will not be possible to efficiently and increasingly popularly invest in RES-type solu-
tions [38]. Jenner et al. emphasize that this policy should be effective and adjusted to
the specific needs of potential recipients [39]. In turn, Bauner emphasizes that despite
many incentives from the state policy, there is still much room for improvement. The
conclusions that he formulates are therefore convergent with the previously cited
results speaking of a better and more effective regulatory system [40].

(2) The second aspect that studies often refer to is the features of the households and
decision-makers that made solar PV and solar thermal investments [37]. Chodkowska-
Miszczuk emphasizes socio-demographic features such as the age of the farm man-
ager, which is one of the most important in this respect. [41]. The socio-demographic
characteristics of farms were also the main subject of research by the team led by Brud-
ermann [42]. Similarly, Ba-kundukize et al. have conducted research for Rwanda [43].
In turn, for Indian households, similar studies were carried out by Irfan et al. [44].
In most of the studies cited, the age of the farm manager was found to be of great
importance; the approaches taken by local authorities and the qualifications and level
of education of farmers were also found to be important factors. In this respect, the
attitudes of rural residents towards RES technologies and the possibilities of chang-
ing these attitudes towards greater acceptance and implementation have also been
studied [45–47].

Relatively few studies have attempted to identify the reasons behind the adoption of
solar PV and solar thermal micro-installations by farmers.

The price of conventional electricity is a key stimulus for investment in solar PV and
solar thermal micro-installations [48]. This factor is important for all households investing
in green energy, but it is critical for farmers because in their case a large amount of energy is
consumed by agricultural production in addition to household use. This is especially true
for large farms (in terms of farmland area and operating surplus) generating significant
energy costs [42].

Previous works show that the adoption of renewable energy in agricultural holdings
depends on factors related to the farmer as the farm manager, factors related to the farm,
and socio-economic factors [49,50]. As far as the factors related to the farmer are concerned,
the propensity to invest in RESs is mainly influenced by the farmer’s age and education.
Most studies show an inverse relationship between the farmer’s age and his/her involve-
ment in RES adoption [49,51–54]. Education, in turn, is a major driver behind investment in
renewable technologies [51–54]. The psycho-social characteristics of the person managing
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the farm, such as risk aversion or openness to innovations, are of great importance as
well [49,50].

The determinants related to farm characteristics include the size and legal status of
the agricultural holding. The probability of undertaking investments in solar PV and solar
thermal systems is higher for large area farms [55]. This is due to the increased need for
energy and the fact that large agricultural holdings earn relatively more compared to small
farms. The legal status of the holding concerns, for example, the ownership or tenancy of
the agricultural property. Agricultural property ownership and long-term lease encourage
investment in renewable energy production [49].

Farmers’ economic interests are an important motivation to invest in RESs [42,56]. En-
vironmental reasons seem to have less influence on farmers’ decisions [31,56,57]. However,
this may change as a result of environmental education programs, among other things,
as pointed out by Shi et al. [58]. It is also worth noting that research most often focuses
on farmers’ investments in bioenergy production installations exclusively for agricultural
production. Investment in solar energy installations is rarely addressed. An additional
problem that is often overlooked is that energy generated in such installations is divided
into energy for household and farm needs. In such cases, the distribution of farmers’
motivation to invest may be different than in the case of investments in biomass or biogas
facilities which use media harvested from agricultural production and are used entirely to
cover the energy needs of the production process.

Other determinants of farmers’ investment in RESs include the farm’s agricultural type
as defined by its agricultural production structure and the type of economic activity of the
farmer [42,52,54,59,60]. Using the example of the United States, Borchers et al. [53] showed
that organic farms are about five times more likely to adopt renewable energy generation
technologies than conventional farms. The type and scale of RES investments in agriculture
are also influenced by the biophysical characteristics of the farm such as the amount of
sunshine in the area, average wind strength, soil erosion, slope, or precipitation [49,61].

Many studies indicate that household income is the dominant predictor of green
energy investments [37,49,53,54,62,63]. In the case of agricultural holdings, investments in
RESs are more likely if the income from the family farm is high or if there are additional
non-farm earnings [51].

Farmers who are well informed about available energy technologies can adopt them
faster [42,49,53,61]. Brudermann et al. [42] confirm the importance of social and behavioral
factors for the adoption of solar PV and solar thermal technologies in agriculture. Such
actions are motivated by the desire to strengthen the farmer’s position in the local commu-
nity and by emulation. According to the literature on innovation diffusion, about 3% of
initial adoption is driven by innovators, and later on, adoption is spurred by the imitation
effect [64]. However, the scale of investment in solar micro-installations must exceed a
certain threshold of prevalence in households for the imitation effect to become clearly
visible [47]. Kim and Lee [65] indicate that there is an imitation effect that is part of the
local process of learning and applying solar PV and solar thermal technologies.

Research suggests a growing importance of institutional factors closely linked to fiscal
and energy policy measures established by individual countries and regions that stimulate
the adoption of renewable energy generation systems by agricultural holdings [60]. In the
European Union, support for the energy transformation of agriculture towards a sustainable
model takes the form of various RES subsidy programs and different support instruments.
Poland, for example, has the AgroEnergy (Polish: AgroEnergia) program intended for
farmers. It was launched in 2019 and it gives farmers the opportunity to obtain grants from
public funds to finance investments in RES micro-installations (with a capacity between
10 and 50 kW). The grant may amount to up to 20% of the project costs, but the subsidized
installation should serve to satisfy the beneficiary’s own energy needs. Farmer households,
just like other households, can also benefit from subsidies for PV installations under the
My Electricity (Polish: Mój Prąd—more in the explanations) program or the Clean Air
(Polish: Czyste Powietrze—more in the explanations) program and, from 2019, they can

392



Energies 2021, 14, 3158

write off the installation costs from their personal income tax under the so-called thermal
modernization relief (after deduction of any subsidies). My Electricity is a program of
co-financing photovoltaic micro-installations with an installed capacity of 2 to 10 kW. With
the number of applications submitted (actually over 220,000), the total capacity of these
installations reaches 1.2 GW, with an annual production of approx. 1200 GWh/year [66].
My Electricity program is very popular, especially in the southern regions of Poland. The
Podkarpackie region, analyzed in this article, has special, favorable conditions related to
insolation. Detailed data also indicate that the Podkarpackie region has a fairly average
level of introduced PV power installation [67] while simultaneously having highest average
subsidies to power (expressed in kWp) [68]. Meanwhile, the Clean Air program strives to
improve air quality through the removal of obsolete stoves and boilers and insulation of
buildings; so far, it has reached 247,275 entities with support for a total amount of PLN
4.4 billion. Actually, the framework of the next edition of the program has been modified,
which should make its implementation more dynamic [69].

In addition, farmers could receive a grant for an RES investment under the EU 2014–
2020 farm modernization support funds. The support will continue under the new EU
2021–2027 financial perspective. Many countries have similar programs to facilitate RES
investments in agriculture, but there is still little research investigating their effectiveness
in this regard.

The Polish economy needs improvement in terms of energy efficiency and developing
a distributed energy system based on renewable sources. Social expectations and Poland’s
energy obligations resulting from the objectives set by the European Union in its 2030
climate and energy framework [8] are the key drivers for undertakings in this area. They
include the following:

- Reducing a minimum of 40% of greenhouse gas emissions (compared to 1990 levels);
- Increasing the share of energy from renewable sources in the total energy consumption

to a minimum of 32%;
- Increasing energy efficiency by a minimum of 32.5% [20,70].

These targets, although aggregated for the entire EU, impose certain obligations on
each member state, which in the case of Poland have been included in the National Energy
and Climate Plan for the years 2021–2030. It sets the goal of achieving a 21–23% share of
RESs in gross final energy consumption by 2030 and reducing the share of coal in electricity
production to 56–60% [71].

Poland is still lagging behind the EU average in terms of meeting the targets set in the
earlier Directive 2009/28/EC of the European Parliament and of the Council [72] regarding
the share of energy from renewable sources in overall energy consumption by 2020 despite
the progress in recent years. To be precise, the share of renewable energy in total primary
energy generation increased from 12.12% to 14.31% (EU average: from 26.1% to 29.9%)
between 2014 and 2018. At the same time, the share of renewable energy in gross final
energy consumption in 2018 was 11.16%, with a target of 15% by the end of 2020 [73].

Poland’s energy transition and the achievement of the climate and energy targets for
2030 and beyond will not succeed without a widespread development of energy based on
renewable energy sources at the local level, including in rural areas and in agriculture.

In Poland, energy consumption differs between rural and urban households. Between
2009 and 2018, the average annual household electricity consumption in rural areas was
more than 30% higher compared to urban areas (Statistics Poland, 2019). This was a
direct result of the larger average dwelling size and the larger average number of persons
in a household in the rural areas. Additionally, agricultural households consumed on
average 24.3% more electricity for household needs than other households in rural areas [5].
The energy demand of all of the buildings, machinery, and equipment located on the
farm usually far exceeds that of regular houses. With regard to solar PV or solar thermal
installations, however, this is equivalent to an increase in investment costs due to the
required plant capacity. Thus, the economic benefits of an RES installation can be much
higher for a farmer than for a non-agricultural household, but the investment costs are

393



Energies 2021, 14, 3158

higher as well. The results of a study by Klepacka et al. [3] indicate that farmers in Poland
attach more importance to energy costs as a rationale for RES investments compared to
other rural residents.

In Poland, 88.4% of rural households still use solid fuels, mainly coal and wood, for
heating rooms and domestic hot water [73]. The use of fossil fuels causes not only CO2
emissions but also the so-called low-stack emission of many gases and forms of dust that
are harmful to health, which is especially true of hard coal combustion. It is estimated
that 44,000 people in Poland die prematurely each year as a result of smog caused by
low-stack emissions of gases and dust emitted during coal burning in rural and urban
household furnaces [74]. Improving air quality is, therefore, a very important part of public
health policy.

Increased use of solar energy in rural households reduces their dependence on fossil
fuels, lowers the amount of ash discharged to landfills, improves air quality for the local
community, and saves money on the monthly household energy bill [5]. There is a need to
determine how many other aspects besides economic ones, in particular environmental
and health factors, influence farmers’ willingness to make investments in green energy.
This is particularly important because hard coal and wood are still cheaper than other
energy sources.

The issue of reducing the consumption of low-quality fuels and introducing new
technologies in agriculture, which serves to reduce air pollution problems and improve
the living conditions of farmers, is topical in many countries [75–77]. One solution to
this problem is the development of solar PV and solar thermal systems in rural areas
and agriculture. In Poland, the rationale behind investments in such systems includes
the following:

- Growing demand for electricity on agricultural holdings;
- Reduction in energy consumption from conventional sources, for example as a result

of an increase in the price of such energy;
- Reduction in agricultural production costs and in the farmer’s family costs associated

with the consumption of electricity and heat;
- Increased energy self-reliance and reduced dependence on energy prices;
- Obtaining financial benefits, i.e., grants for the implementation of investments, agri-

cultural tax, and personal income tax reliefs for investment.

3. Materials and Methods

The research involved a literature and documentary analysis, as well as analysis of
public statistics data. Empirical analyses were based on the results of a diagnostic survey
conducted among farmers—owners of family farms in the Podkarpackie region. The
research tool was a questionnaire that included questions about RES installations and their
use in the respondents’ households and farms, factors determining farmers’ investment in
renewable energy, assessment of the benefits of RESs, and limitations to the development
of installations on farms. Targeted selection was used to choose the group of research
subjects comprising farmers who had a renewable energy installation or had declared
that they would start investing in solar PV or solar thermal installations in 2021. The
intention to undertake such an investment was evidenced by the farmer’s application
for financial support for the investment in a publicly funded program supporting solar
PV or solar thermal installations. Respondents were selected from the ODR Boguchwała
database (Agricultural Advisory Center in Boguchwała), which keeps a register of the
farms in the Podkarpackie region and monitors their functioning and investments. The
research was carried out on farms from all 21 poviats of the Podkarpackie region, assumed
representativeness for agriculture in the Podkarpackie region, and assumed proportionality
in the context of the number of farms in poviats. The minimum sample was set at 226 units
and was realized. In case of refusal to participate in the research, another respondent was
selected. The study was conducted in Q4 2020. The following research hypotheses were
adopted in this study:
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Hypotheses (H1). Factors stimulating the adoption of solar PV and solar thermal installations
on farms include the reduction in energy expenses and access to grants for such investments. The
young age of the farmer and a larger farm area are also contributing factors.

Hypotheses (H2). On agricultural holdings, a high share of agricultural production in renewable
energy consumption reflects farmers’ preferences for the economic benefits of RESs.

Hypotheses (H3). Farmer’s focus on livestock production and the commercial nature of the farm
is a factor that promotes a higher share of agricultural production in the consumption of energy
obtained from solar PV and solar thermal installations.

Hypotheses (H4). Younger farmers managing large-scale commercial and specialized farms attach
more importance to the reduction in agricultural production costs resulting from the adoption of
solar PV and solar thermal installations.

The research hypotheses were verified using logistic regression and multiple regres-
sion methods. The chi-squared test (χ2) and Cramér’s V were also applied.

A logistic regression model was used to verify hypothesis H1. In this model, the
dependent variable is dichotomous, i.e., it assumes the value 1 when the desired event
occurs or the value 0 when such an event does not occur. For a given case i, the probability
of the variable y taking the value 1 or 0 is

P(yi = 1) = pi, P(yi = 0) = 1 − p (1)

The probability is a function of the vector of explanatory variables xi and the parameter
vector β, and therefore,

pi = P(yi = 1) = F
(

xT
i β

)
; for i = 1, 2, ..., n (2)

The logit model assumes that the probability pi corresponds to the distribution of the
logistic distribution [78]:

Pi = F(xT
i ) =

1
1 + exp

(−xT
i β

) =
exp

(
xT

i β
)

1 + exp
(

xT
i β

) (3)

The parameters (coefficients) of the logistic regression model are estimated using the
maximum likelihood method [79]. Parameters β0, β1, . . . , βk for known values yi, x1i, . . . ,
xki must be estimated in such a way that they provide the maximum value of the logarithm
of the reliability function.

The logistic regression model can be defined in more detail:

P(Y = 1|xi, . . . , xk)=
expβ0 +β1x1+...+βkxk

1 + expβ0 +β1x1+...+βkxk
(4)

where β1, . . . , βk are logistic regression coefficients.
In the analysis under consideration, the fact that the household owns/does not own

a solar PV and/or solar thermal installation was interpreted as an explanatory variable
(denoted by Y1). The variable Y1 was defined as follows:

Y1i =

{
1 if the ith household has a solar PV and / or solar thermal energy system

0 if the ith household does not have such an installation
(5)

where i = 1, 2, . . . , n and is the number of surveyed households.
The dependent variable (Y1) was determined for all 226 studied units. The input set

of independent variables for the estimation of the logistic regression model consisted of
variables marked with symbols from X1 to X10 (Table 1). The selection of explanatory
variables was based on a correlation matrix, and the selected variables were significantly
associated with the dependent variable Y1.
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Table 1. Explanatory variables used for the estimation of logistic and multiple regression models.

Variable Symbol

Regression

Logit
Y1i

Multiple
Y2i

Having other RES installations (0/1) X1 + +
Age of the farm manager (years) X2 + +

Farm area (ha of agricultural land) X3 + +
Using repayable funds (loans, leasing) to finance investments in

renewable energy (0/1) X4 + +

Use of renewable energy subsidies (0/1) X5 + +
Specialized or targeted holding (0/1) X6 + +

Saving energy costs is of great importance (points 1–3) X7 + +
Environmental responsibility is of great importance (0/1) X8 + +

It is of great importance to increase the quality of life (0/1) X9 + +
Neighborly prestige is of great importance (0/1) X10 + +

High importance of tax benefits (pkt 1–2) X11 − +
Use of undeveloped space (0/1) X12 − +

The farm is focused on animal production (0/1) X13 − +
The farm functions as a special department (0/1) X14 − +

The farm carries out organic production (0/1) X15 − +
The farm runs agritourism production (0/1) X16 − +

The farm sells agricultural products (0/1) X17 − +
A farm associated in a production group (0/1) X18 − +

VAT on general terms (0/1) X19 − +
“+” use of a variable for modeling, “−” variable omission. Source: own survey.

Analysis involving the multiple regression method was used to verify hypotheses H2
and H3. Y2i is the share of energy obtained from RESs used for agricultural production
(in %) and was adopted as the dependent variable. The multiple linear regression model
looks as follows [80]:

Y2i = β0 + β1×1 + β2X2 + . . . + βkXk + εt (6)

where Y2i is the dependent variable explained by the model; X1, X2, . . . , Xk are inde-
pendent (explanatory) variables; B0, β1, β2, . . . , βk are parameters; and εt is a random
(residual) component.

The coefficients for the model are estimated using the classic ordinary least squares
(OLS) method. Based on these values, the direction and strength of the influence of the
independent variables on the dependent variable can be inferred. Student’s t-test was used
to determine the statistical significance of individual regression coefficients for independent
variables. The quality of the multiple regression model was assessed using an F test, the
variance of the random component (εt), a normality test of the residual component, and
the coefficient of determination R2.

The estimation of the multiple regression model was preceded by a collinearity analy-
sis of the variables, which removed relatively highly correlated preselected explanatory
variables from the analysis (Pearson’s correlation coefficient rxy > 0.7). Backward stepwise
regression was used in the estimation of the regression model.

The dependent variable (Y2) was determined for 150 units, i.e., those that had solar
PV and solar thermal installations. Variables marked with symbols from X1 to X19 were
initially qualified for the analysis (Table 1). The estimation of the regression model was
preceded by an analysis of the interdependence of the independent variables, as a result of
which the variables X4 and X19 were eliminated.

The chi-squared test of independence (χ2) and Cramér’s V coefficient were used
to verify hypothesis H4. The independence test allowed us to verify the hypothesis of
the independence of the two variables Xi and Yi measured on nominal scales [81]: H0,
features Xi and Yi are independent; H1, features Xi and Yi are dependent, with an assumed
significance level of α = 0.05. In this analysis, the benefits from an RES installation were
shown as Xi features (8 variables were selected), while 5 features describing the farmer and
the farm were shown as Yi features.
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To verify the hypotheses, a χ2 statistic, expressed as the following formula, was used:

χ2 =
r

∑
i=1

k

∑
j=1

(
nij − n̂ij

)2

n̂ij

In order to determine the strength of the relationship between the studied features,
Cramér’s V coefficient was used, which was calculated as follows [82]:

VC =

√
χ2

N · (min(k, r)− 1)

where Vc is Cramér’s V coefficient, χ2 is chi-squared, k is the number of rows, and r is the
number of columns in the correlation table.

Cramér’s V coefficient assumes values [0,1], where V = 0 indicates independence of
features and V = 1 indicates a strong relationship.

4. Results of Empirical Studies

4.1. PV and Solar Installations at Farmers’ Households in the Podkarpackie Region

The research carried out in the Podkarpackie region on a purposefully selected sample
of 226 farms indicates that 66.4% of the units had an installation for generating energy
from renewable sources and 73% intended to invest in this type of installation in the future
(Figure 1). As the criterion for the inclusion of households in the sample was the ownership
of a solar PV/solar thermal installation or the intention to implement such an installation
within the following year, these results may not come as a surprise. Two-thirds of the
surveyed farmers had already made such an investment, while the remaining group (33.6%)
intended to do so. At the same time, as many as 39.4% of the farmers who already had an
RES installation (e.g., solar thermal) intended to invest in another installation (e.g., a solar
PV installation).

Figure 1. Percentage of researched farms owning and planning RES installations (%). Source:
own survey.

The research was not carried out on a random sample; hence, it was not possible
to determine what percentage of farms in the region have an RES installation, but the
high dynamics of change that took place between 2015 and 2020 in this area are clearly
visible. Research conducted in the Podkarpackie region in 2014 [83] showed that the vast
majority of residents of municipalities with a dominant agricultural profile did not use
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renewable energy sources. The respondents showed potential interest in solar collectors
and photovoltaic systems; however, most of them stated that they could not afford such
investments due to the investment costs in relation to the respondents’ income and the long
period of return on investment. The dynamic technical progress that took place between
2015 and 2020, especially in the segment of solar PV installations, the emergence of financial
support programs for this type of investment, the personal income tax reliefs from 2019,
and finally the improvement of farmers’ income [84] have made PV technology much more
accessible to farmers, and the number of such installations has increased significantly. In
Poland, particularly dynamic growth took place in the prosumer PV micro-installation
segment between 2018 and 2020. By 2020, electricity was generated in 458,600 PV micro-
installations, and their total capacity was over 3000 MW. In comparison, at the end of 2019,
there were 155,100 such installations; at the end of 2018, there were only 51,000, and the
capacity of the micro-installations was 344 MW [85]. There are no detailed data on how
many of these micro-installations are located in rural areas and how many of them are
found in agricultural holdings. It can be estimated that about three-quarters of prosumer
PV installations are located in rural areas, and of these at least 30% can be found in farmers’
households. This means that between 2018 and 2020, the number of PV installations in
farmers’ households increased from about 11,500 to 103,000 nationwide. A similar growth
dynamic was also observed in the Podkarpackie region.

The surveyed farms had mainly photovoltaic installations (46.0% of farms in total),
solar collectors (25.7%), heat pumps (4.4%), and biomass boilers (1.3%). PV installations
also prevail in the case of RES investments planned to be implemented. Over 50% of
farm-ers declared making such an investment within a year. Solar collectors are planned to
be installed by almost 26% of respondents, heat pumps by 8%, and biomass boilers by 2.7%.
Very few farmers planned to adapt a small wind power plant or a small water turbine,
while no respondent declared investment in a micro gas plant.

The structure of farms in terms of the use of energy generated from eco-energy
installations is presented in Table 2.

Table 2. The direction of using energy from renewable sources in the researched farms (%).

No. Direction of Using Energy from RES
Percentage of Farms

With a Photovoltaic Installation With Solar Installation

1 Only in the household 41.4 84.5
2 Only for agricultural production 6.3 8.6

3 Both in agricultural production and in
the household 52.3 6.9

Source: own survey.

Among the agricultural holdings equipped with PV systems, almost 42% use the
electricity generated by the systems only for their household needs (Table 2). Photovoltaic
panels were usually placed on residential buildings on these farms, and the farmers
were prosumers. On the other hand, 6.3% of respondents used energy only for broadly
defined agricultural production (including drying, cooling, and storage of agricultural
products, as well as packaging and preparing products for sale). In this case, PV panels
were usually placed on buildings and outbuildings (e.g., warehouses, storage facilities).
The largest group of households with PV installations (52.3%) used the obtained energy
both for household purposes and for agricultural production. In the case of units with
a solar thermal installation, the vast majority (84.5%) used the acquired thermal energy
only in the household. Only 8.6% of the farmers used the solar thermal installation for
agricultural production, while 6.9% divided the acquired energy into consumption related
to agricultural production and consumption related to the family’s household needs.

The highest percentage of units with solar PV installations was found among mixed-
production farms and farms focused on livestock production (over 60%). These groups
of holdings, as well as holdings operating as so-called special branches of agricultural
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production (e.g., crops grown in greenhouses and foil tunnels, poultry farms) also included
the largest number of units equipped with solar thermal installations (Table 3). The
smallest number of solar PV and solar thermal installations was declared by holdings that
perform agricultural activities related only to the maintenance of agricultural land in good
agricultural condition (Table 3).

Table 3. The use of energy from renewable sources in the researched farms, taking into account the type of farm (%).

No. Farm Profile

Percentage of Farms in the Group
with an Installation

Share of Farms in the Group by Area of Energy Use
for the Purposes of:

Only Agricultural
Production

Agricultural and Living Production
of the Family

PV Solar Other RES PV Solar Other RES PV Solar Other RES

1. Plant production
oriented 1 48.6 33.8 8.3 2.9 - - 62.9 22.6 33.3

2. Animal production
oriented 2 60.7 43.1 14.3 5.9 28.6 - 70.6 28.6 25.0

3. Special department 3 50.0 50.0 - - - - 100.0 100.0 -
4. Multidirectional farms 4 62.2 47.6 4.0 6.5 4.0 - 47.8 40.0 -

5.
Only those keeping the

land in good agricultural
condition 5

47.6 25.0 4.8 10.0 10.0 - 20.0 10.0 -

6. Ecological 6 50.0 25.0 25.0 50.0 100.0 - - - -

7. Conducting agritourism
activities 7 50.0 - 50.0 - - - - - -

Number of respondents: 1 72, 2 28, 3 4, 4 74, 5 21, 6 4, 7 2. Source: own survey.

In terms of agricultural production purposes, energy from solar PV installations is
used for lighting farm premises, powering machinery and equipment on the farm, and
heating water, as well as cooling or drying products, while energy from solar thermal
installations is mainly used for heating water (Table 4).

Table 4. Ways of using energy from renewable sources in the researched farms.

No.
Objectives of the Use
of Renewable Energy

Type of RES Installation

Photovoltaic Solar Other

Household

1 Lighting of living quarters 3.8 - 0.5
2 Domestic water heating 2.5 3.0 1.5
3 Heating of living quarters 1.8 0.7 1.7
4 Air conditioning, ventilation 0.7 - 0.2
5 Other 0.1 - -

Agricultural Production

1 Room lighting 2.5 - 0.2
2 Heating water for agricultural production 1.3 2.0 0.4
3 Product cooling 1.0 - 0.1
4 Drying of agricultural produce 0.8 - 0.1
5 Space heating or cooling 0.6 0.5 0.5
6 Drive of agricultural vehicles and machines 0.5 - -
7 Irrigation or drainage of land 0.3 - 0.1
8 Other 0.2 - -

Use on a scale of 0–5, where 0—none, 1—small scale, 2—medium scale, 3—large scale, 5—very large use. Source: own survey.

Respondents’ statements indicate that the most important determinant of investment
in various types of RESs was the desire to reduce household maintenance costs (mean score
of 4.6 on a 5-point scale). The availability of grants and other low-cost sources of funding
and the reduction in the environmental burden of agricultural production were identified as
factors of high importance. On the other hand, respondents attributed moderate importance
to such benefits as reduction in agricultural production costs, popularity of RESs, and
increase in farm income (Figure 2). The wish to utilize residues (waste, by-products) from
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agricultural production was not an important reason for farmers to invest in RESs. This last
observation points to a major challenge in the context of a wider inclusion of agriculture
in Poland in the implementation of the concept of a circular economy [86]. It should also
be noted that the primacy of household benefits over farm benefits as a determinant of
farmers’ RES investments may be due to two reasons:

(1) Low importance of farm income in the disposable income structure of many farming
families, which particularly applies to small farms that dominate in the studied region
(the average area of farmland in 2020 here was only 4.9 ha, compared to the national
average of 11 ha) [87];

(2) Underestimation by some farmers of the potential benefits of green energy for agri-
cultural production.

Figure 2. The importance of factors determining investments in renewable energy in the opinion
of the surveyed farmers (rating scale from 0 to 5, where 0—not important and 5—very important).
Source: own survey.

The most important barrier that hindered or discouraged farmers from investing in
RESs was the low profitability of the investment resulting from the long payback period
(mean score of 3.1 on a 5-point scale). The farmers also indicated the high costs of loans,
the necessity to obtain numerous documents, technical problems with RES installation
and operation, a lack of time to deal with new tasks, and a lack of knowledge on RESs.
The farmers attributed moderate importance to these barriers, while other constraints
identified by them were rated as insignificant (Figure 3). Looking at the average ratings of
determinants and barriers to RES investment, it can be seen that barriers were assigned
lower weights. According to the farmers, it was worthwhile to undertake such projects
despite the difficulties and constraints.

The farmers financed investments in RESs mainly from their own funds and grants
(Table 5). In their financing structure, own funds accounted for 59% on average, but in the
case of 73.4% of the surveyed holdings, own funds covered at least three-fourths of the
amount of investment expenditure. On the other hand, grants and tax reliefs accounted for
34.4% on average in the structure of investment expenditures. The share of bank credits and
loans was very low (5.9%), and leasing was completely marginal. The financing structure
of the planned investments looked slightly different (Table 5). The farmers expected that
about half of the investment costs would be covered from grants and tax relief, which were
planned to be used by as many as 88.1% of respondents. The farmers were also slightly
more willing to finance such ventures through loans and leasing, which were chosen by
21.7% of prospective investors (Table 5). In general, however, the farmers conditioned the
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implementation of investments in photovoltaic and solar installations on access to financial
support from public funds.

Figure 3. Barriers limiting farmers’ interest in investing in PV and solar installations (rating scale
from 0 to 5, where 0—not important and 5—very important). Source: own survey.

Table 5. Sources of financing for RES installations in the researched farms.

No.
Type of
Funding
Sources

Structure of Financing
Investments in Renewable

Energy (%)

Percentage of Farmers Engaging
Specific Sources of Financing

(%)

Implemented Planned
Completed

Investments
Planned

Investments

1 Own funds 59.0 42.8 87.3 88.8

2 Bank credit,
loans 5.9 7.5 12.0 18.2

3 Subsidies, tax
breaks 34.4 47.8 69.3 88.1

4 Leasing 0.7 1.9 0.7 3.5
Source: own survey research.

The assessment of the benefits of solar PV or solar thermal systems is largely a re-
flection of the factors determining investment in such technologies. Respondents ranked
saving expenses on electricity consumption as the most important benefit, as well as
hedging against conventional energy price increases and the associated increase in energy
independence of the household (Figure 4). Respondents also gave high priority to environ-
mental aspects. This indicates high environmental awareness of farmers who had invested
or intended to invest in RES installations. Increased quality of life through the use of green
energy technologies was also of great importance for the respondents, which can also be
associated with environmental benefits.
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Figure 4. Assessment of benefits resulting from PV and solar installations in farmers’ households
(%). Source: own survey.

In addition to the above-mentioned economic benefits, the farmers also pointed to the
possibility of obtaining grants for solar PV and solar thermal installations, thus reducing
their own investment outlays. Slightly fewer farmers recognized the importance of tax
benefits (personal income and agricultural tax reliefs, depreciation write-offs) or indicated
the prestige in the local community associated with the ownership of RES installations.

4.2. Statistical Analysis

The results of the estimation of the logistic regression model establishing the determi-
nants of farmers’ investment in solar PV and solar thermal installations are presented in
Table 6. The significance of the statistical parameters of the model was verified based on
Student’s t-test, and the adopted level of significance was α = 0.05. The model parameters
for the variables X1, X2, X3, and X5 were found to be statistically significant, so the factors
mentioned above have a significant effect on the probability of owning PV panels or solar
thermal installations. A positive parameter estimate for the variable X1 means that the
household’s ownership of an RES installation positively influences the probability of get-
ting another solar PV or solar thermal installation. Another statistically significant variable
is the age of the farmer acting as the farm manager. In this case, the older the farmer, the
less likely he/she is to have a first or subsequent RES installation on the farm. The area of a
farm and farmer’s eligibility for RES grants were also indicated as important determinants
of investment in solar PV or solar thermal installations.

The estimated logistic regression model enables, to a large extent, the adoption of
hypothesis H1, which assumes that the young age of the farmer, a larger farm area, and the
possibility to benefit from RES grants will stimulate farmers’ investments in solar PV and
solar thermal systems. At this stage of the research, only the high importance of energy
expenditure savings as a stimulant for such investments was not confirmed.
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Table 6. Parameters of the logit regression model for the Y1 variable determining the probability of
having a PV or solar installation.

Variable Factor
Standard

Error
t-Statistic p-Value

Const 3.82243 1.5108 2.5300 0.0391
X1—Having other RES
installations (0/1) 2.91298 0.7041 4.1370 0.0434

X2—Farmer’s age
(years) −2.29318 1.1629 −1.9720 0.0172

X3—Farm area (ha of
agricultural land) 0.95583 0.4779 2.0001 0.0161

X5—Use of renewable
energy subsidies (0/1) 1.96388 0.8834 2.2230 0.0331

Number of observations 226, p-value = 0.05
Number of cases of correct prediction 91.6%

Chi-square 93.27, Corrected R2 0.37, McFadden R2 0.55
Source: own survey.

The multiple regression method was used to analyze the determinants of the share of
agricultural production in the RES energy consumption structure. The estimated regression
model included five independent variables that showed a statistically significant effect
on the dependent variable (at p < 0.05). The regression equation explains the studied
phenomenon relatively well, as evidenced by the coefficient R2 of 77.4% (Table 7). White’s
test indicates that heteroscedasticity does not occur, which proves the statistical significance
of the regression model. Similarly, the distribution of the residuals of the model has the
characteristics of a normal distribution (Table 7).

Table 7. Parameters of the multiple regression model for the Y2 variable describing the share of
energy obtained from PV and solar installations used for agricultural production.

Variable Factor
Standard

Error
t-Statistic p-Value

Const 1.7389 2.1971 0.7915 0.0041
X2—Farmer’s age
(years) −2.1109 0.2378 −8.8768 0.0178

X3—Farm area (ha of
agricultural land) 1.2119 0.1781 6.8046 0.0206

X7—Saving energy
costs is of great
importance

1.7927 2.4493 0.7319 0.0083

X13—The farm is
focused on animal
production

0.3762 6.7281 0.0560 0.0439

X17—The farm sells
agricultural products 0.9781 0.8291 1.1797 0.0349

Number of observations 150, p-value = 0.05, F 0.0076
R 0.879, R2 0.774, Corrected R2 0.683

AIC 143.479, White’s test 0.454, Test for the normality of the distribution of residuals 0.0799
Source: own survey.

The regression model shows that the age of the farm manager has a significant impact
on the share of energy obtained from RESs used for agricultural production. The relation-
ship is inverse, which means that as the farmer’s age increases, the share of green energy
used for agricultural production in the energy consumption structure decreases. A positive
effect on the explained variable was shown for farm area (X3). The high importance of
savings in energy expenditure as perceived by the farmer is associated with greater use
of RES energy for farm purposes, which allows us to accept hypothesis H2. A similar
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relationship concerns farm features such as commercial nature and focus on livestock
production, which in turn allows us to accept hypothesis H3.

The χ2 test of independence was used to determine the relationship between the
farmer and farm features and the farmers’ declared benefits of implementing solar PV
and solar thermal installations. When the null hypothesis H0 indicating independence
of features was rejected in favor of the alternative hypothesis H1, the strength of the
relationship between the features was assessed using Cramér’s V coefficient. The results of
the conducted testing are shown in Table 8.

Table 8. The results of the χ2 and V-Cramer (VC) tests describing the relationships between the
characteristics of farmers and their farms and the benefits of PV and solar installations.

Benefits of
RES

Installations
Holding Area Farmer’s Age

Farm
Commodity

Direction of
Agricultural
Production

Form of
Taxation

Environmental
benefits 0.32260 0.40162 0.03642

VC = 0.244
0.00898

VC = 0.250 0.29074

Reducing
household
expenses

0.07938 0.87685 0.74990 0.80779 0.39668

Reduction in
agricultural
production
costs

0.02028
VC = 0.258 0.12588 0.00500

VC = 0.287
0.04700

VC = 0.230 0.25008

Tax benefits 0.15375 0.73025 0.013474
VC = 0.210 0.46465 0.047089

VC = 0.157

The possibility
of selling
surplus energy

0.67912 0.24905 0.03024
VC = 0.257 0.37347 0.66543

Availability of
grants and
other low-cost
sources of
funding

0.04533
VC = 0.229 0.12665 0.00410

VC = 0.297 0.20131 0.029346
VC = 0.185

Prestige,
recognition in
the local
community

0.31922 0.65037 0.04219
VC = 0.237 0.24749 0.28013

Increasing the
quality of life 0.12832 0.56699 0.1245 0.2232 0.02402

VC = 0.168
p-value of less than 0.05 indicates rejection of the independence hypothesis. Source: own survey.

The results indicate that all of the farmers recognized the high importance of economic
benefits, followed by environmental and other benefits, regardless of age. As far as the
commercial character of the farm is concerned, the surveyed units were divided into two
categories: commercial farms, i.e., those that directed their production to the market, and
non-commercial farms. The concordance of answers in both groups concerned only the
benefit from RESs, which are the increase in living comfort and reduction in household
expenses. Farmers managing commercial farms, as opposed to their counterparts in the
alternative group, placed significantly more importance on the economic benefits associated
with using green energy for agricultural production, potential opportunities to sell surplus
energy (not applicable to prosumer installations), and tax benefits. They also appreciated
the importance of the environmental benefits and the opportunity to build their own
position and recognition in the local community.

In relation to the agricultural area of farms, differences in farmers’ answers occurred
in the case of benefits such as the reduction in agricultural production costs. Such a benefit
was definitely more often declared by farmers managing relatively larger farms. Farmers
in this group also acknowledged the benefit of access to grants or other low-cost sources of
financing for RES installations.
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In terms of the direction of agricultural production, the differences concerned the
assessment of the importance of two RES benefits, namely environmental benefits and the
reduction in agricultural production costs. Farmers managing farms focused on plant or
animal production, as well as organic farms and the so-called special branches, attributed
greater importance to both types of benefits.

The relationships between the form of VAT taxation of a farm and the importance of
tax benefits, access to grants for financing investments in RESs, and increasing the comfort
of a farmer’s family were noticed. In this case, the first two of these benefits were more
often declared by farmers taxed on a general basis (i.e., as entrepreneurs), and benefits
related to the quality of life were more often indicated by farmers taxed as so-called flat-rate
farmers. This latter tax status is usually adopted by farmers with small holdings that either
do not produce goods for sale at all or produce goods predominantly for the self-supply of
the farmer’s family.

The observed relationships measured with Cramér’s V coefficient are not particularly
strong, which is due to the multidimensionality of the benefits of RES installations. The
strongest relationship was observed between the commercial nature of the farm and the
economic benefits and access to RES grants. The results of χ2 testing give rise to a partial
acceptance of hypothesis H4. It was confirmed that farmers managing large-scale commer-
cial and more specialized farms attach more importance to the reduction in agricultural
production costs resulting from the adoption of solar PV and solar thermal installations.

5. Summary and Conclusions Remarks

Over the past few years, the scale of interest in renewable energy technologies in
Poland has significantly increased, and the type of green energy projects implemented
has changed, mainly towards photovoltaic systems. The increase in investments in solar
PV micro-installations results from the wide spectrum of use of the energy obtained from
this source, the increase in micro-installation efficiency, and the growing affordability of
this technology. Programs supporting RES investments from public funds are also an
important driver, as from 2019 funding started to be more widely available to beneficiaries.
As a result, the number of solar PV installations in Poland grew nearly 9 times between
2018 and 2020, and the installation capacity increased 8 times. A significant proportion of
solar PV and solar thermal installations are installed on residential or farm buildings in
rural areas, including farms. However, it can be estimated that at the end of 2020, only
7.6% of all farms in Poland had such installations. The potential for the popularization
of solar PV and solar thermal installations in agriculture is, therefore, very high; hence,
it is worthwhile to conduct research on the factors determining farmers’ investments in
such systems. Considering the coexistence of household needs and agricultural production
needs on a farm, it is also worth examining the factors favoring the increase in energy
consumption for farm needs in the structure of total energy consumption.

Numerous authors have studied the drivers of and barriers to farm investment in
renewable energy production technologies, often focusing on some specific technology or
type of energy. This paper focuses on the characteristics of a farm and farmers, including
their attitudes towards the benefits of RESs. Such studies were also conducted by other
authors [50,52,54] but were focused on the determinants of renewable energy installations
for the purposes of agricultural production. This article analyzes the factors that influence
the adoption of RES installations by farmers, both for the needs of agricultural production
and for the needs of the household. The research covered a region with fragmented
agriculture, where most farming families combine farm income with income from non-
agricultural sources. As a result, the RES installation is equally important to meet the living
needs of the farmer’s family and to reduce the costs of energy consumption in agricultural
production. Research in this context is rare; hence, the article fills a gap in the literature.

The research conducted in the Podkarpackie region shows that farmers’ decisions to
invest in RESs are conditioned by many factors. Among these, economic benefits, including
savings on energy costs and access to favorable sources of investment financing (mainly
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grants), as well as the possibility of tax breaks, play the most important role. Rising energy
prices and increasing energy demand in agriculture, which are also linked to climate
change, are also important for farmers. The increasing efficiency and performance of
modern installations is a strong incentive for farmers to adopt solar PV and solar thermal
systems. Farmers who already have RES installations and those who have benefited from
RES grants are more likely to express interest in further RES installations. Research results
in this area are consistent with research conducted in other countries [31,42,48].

Studies have shown that in the case of agricultural holdings, a significant part of the
energy obtained from RESs is still used for the farmers’ household needs. Less than 60% of
solar PV installations and only 15.5% of solar thermal installations are used for agricultural
production purposes. The share of agricultural production in total energy consumption
from RESs rises with an increase in the area of an agricultural holding and is higher in the
case of targeted or specialized farms as compared to mixed-production farms.

Farmers see many benefits from using RES installations for generating energy on their
farms. These relate most to economic aspects such as cost savings, energy independence,
and protection against the risk of soaring energy prices. Furthermore, farmers also point
to environmental benefits, which demonstrates their high environmental awareness. The
reputational benefits of having RESs are the least important for farmers.

This paper has found that there is no relationship between the farmer’s age and recog-
nizing different benefits of generating energy using solar PV and solar thermal systems.
However, younger farmers are more likely to make such investments and make greater
use of the generated energy for agricultural production. This conclusion is consistent
with the results of research by other authors conducted, e.g., in the United States and
Europe [49,51–54].

Investments in solar PV and solar thermal systems are more likely to be made on
larger, commercial, and specialized farms. At the same time, the key rationale behind
RES investments for farmers managing such farms is the rate of return on investment
determined by the reduction in energy expenses and obtaining non-refundable sources of
financing. Environmental and social considerations are of secondary importance, which
does not mean that their role will not increase.

The results of the research can serve economic policy in the context of the implemen-
tation of instruments to support the adoption of PV and solar technologies in agriculture,
especially those adapted to the specificity of agriculture with a fragmented agrarian struc-
ture. This issue is important both for the sustainable development of agriculture and for
the implementation of environmental and climate objectives expected from the energy
transition in Poland. Agricultural areas and rural areas in general are an important part of
this transformation. Potential directions of future research should focus on the analysis of
behavioral and social conditions for the active participation of farmers in the creation of
local energy communities.
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Klimatu na Lata 2021–2030. Założenia i Cele Oraz Polityki i Działania); Ministerstwo Aktywów Państwowych: Warszawa, Polska, 18
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Abstract: The main purpose of the study was to identify the level and factors influencing investments
in renewable energy sources (RES) in basic local government units in rural areas. The specific
objectives were to define the conditions for the development of renewable energy sources in Poland,
to determine the directions of changes as well as the importance of renewable energy in Poland,
to present the relationship between the level of expenditure on renewable energy and budget
components in rural and rural-urban communes. The Świętokrzyskie voivodeship (Voivodship—
a unit of the highest administration level in Poland, since 1990 a unit of the primary territorial division
of government administration, since 1999 also a unit of local government, there were 16 voivodships
in Poland), which is one of the centrally located voivodeships in Poland, was purposefully selected
for the research. The research period covered the years 2016–2019. The sources of materials were the
literature on the subject, as well as empirical materials obtained at the Voivodeship Statistical Office.
The following methods were used for the analysis and presentation of materials: descriptive, tabular,
graphical, Gini concentration coefficient, Lorenz concentration curve, Kendall’s tau correlation
coefficient and Spearman’s rank correlation coefficient. Poland is one of the countries with quite
high dependence on hard and brown coal. Changes in the structure of energy sources are slow.
Investments in renewable energy are necessary. The problem in this respect is the lack of a proper law.
Despite this, investments in renewable energy are being made in rural areas. In the Świętokrzyskie
voivodeship, only 28% of communes made such investments. It was found that only in urban rural
communes the amount of investment expenditures in renewable energy sources was related to the
level of budget expenditures and property expenditures of the commune. The amount of support
from the European Union aid funds was positively correlated with the level of expenditure on
investments in renewable energy. Therefore, it can be concluded that without the support from EU
funds, it is not possible to invest in renewable energy in local government units.

Keywords: renewable energy sources; investments in renewable energy sources; energy policy;
local development

1. Introduction

Investments after a certain (usually long) period should not only assume a return
on costs but also bring specific benefits [1]. The subject of investment efficiency is very
complex, based on a large number of effects that these investments generate. Most often,
research focuses on the economic efficiency of investments. Environmental and social
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efficiency of investments are also important [2–4]. Environmental efficiency is a particularly
new concept [5,6]. Environmental efficiency was already defined slightly earlier, but it
referred to the agricultural sector [7–9] or industry [10–12]. Today, only some renewable
energy technologies have achieved a competitive level similar to fossil-based technologies.
The most important feature of renewable energy sources (RES) is providing energy with
zero or almost zero emissions of both air pollutants and greenhouse gases [13–15].

Investments in renewable energy and the resulting CO2 emissions are usually the
most important investment evaluation criteria. Efficiency is the most frequently used
technical criterion for assessing energy systems. Additionally, attention is paid to the
power of energy devices, investment cost, operation and maintenance costs, land use, job
creation and social acceptance [16–20]. The achievement of the assumed goals concerning
the share of renewable energy in the total energy consumption requires financial support.
Investments in renewable energy and the coordination of these activities require a good
use of the Structural Funds and framework programs allocated for this purpose. Funding
should come from multiple sources, such as the European Investment Bank and other
public financial institutions, grants, loan support schemes, etc. Better coordination of the
community and national funding and other forms of support is also needed. Actions to
support initiatives to invest in renewable energy should also be coordinated at the national
level [21–24]. Different EU countries use different combinations of instruments supporting
the development of the use of energy from renewable sources. The primary support in-
struments include feed-in laws, TGCs certificates, and tendering. In turn, the secondary
support instruments include: investment subsidies, fiscal incentives, soft loans [25–27].
From the investor’s perspective, investment outlays in renewable energy include invest-
ment costs, i.e., costs of technology, land, construction and project development (permits,
grid connection agreements, consultancy, etc.). The second group is the cost of financing,
i.e., the cost of capital determined by the debt interest rate, the required return on equity.
The cost of producing renewable energy also includes operating expenses, i.e., fuel and
maintenance costs as well as the costs of service contracts, guarantees and insurance after
the start-up of the power installation [28–31].

There are differences in the definition of rural areas from country to country. In Aus-
tralia, rural areas include small towns with a population ranging from 200 to 999 people.
There are three types of rural areas in China. They are a major village (1000–3000 inhabi-
tants), medium village (300–1000 inhabitants), small village (up to 300 inhabitants). In the
USA, rural areas are all territory outside of defined urbanized areas and urban clusters,
that is, open country and settlements with fewer than 2500 residents, with population
densities as high as 386 people km2 [32–34]. The definition of rural areas proposed by the
Organization for Economic Cooperation and Development (OECD) has been adopted in
the few national and regional RDP programs (Rural Development Program). According
to OECD, a rural area should be understood as an area where over 50% of the population
lives in rural municipalities. Rural communes are those where the population density does
not exceed 150 inhabitants per km2 [35]. In Poland, the Central Statistical Office determines
rural areas on the basis of the administrative division of the state, and rural areas are areas
located outside the city limits, i.e., rural communes and rural areas of urban-rural com-
munes. This approach is related to the administrative division of Poland and three types of
communes: rural (which consist only of villages), urban (in which territory is occupied by
the city) and urban-rural (those that have at least one city within their territory) [36]. It is
the administrative division that will be the basis for the research in the presented study.

Renewable energy is an energy source that is constantly regenerated. Such sources
include solar energy, wind energy, water, including river currents, sea and ocean waves,
energy from biomass, biogas, or bioliquids. Renewable energy is also the heat obtained
from the ground (heat pumps, geothermal energy), air (aerothermal), and water (hy-
drothermal) [37–42]. The share of renewable energy is systematically growing. There is
no one universal source of renewable energy. Different countries and regions use various
renewable energy sources. For example, in Poland in 2018, the primary carrier of renew-
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able energy used in heating was biomass (90.5%), and the share of heat pumps was only
0.4% [43]. This is strange because using a ground source heat pump to heat the building
was more economically effective than biomass and a system powered by fuel oil [44].
Investments in photovoltaic installations grew particularly rapidly, as their payback period
was short.

Additionally, such investments were subsidized from various types of European
funds [45]. Local governments play a unique role in such undertakings, and, apart from
promoting renewable energy, they should also invest in installations, especially in public
utility facilities [46]. Due to the dispersed nature and use of local resources, RSE may
be an element enabling, to some extent, increasing energy security (especially in the
regional perspective) and reducing energy costs. The RSE share in the energy balance of
individual communes and even voivodships is significant [47]. Due to their quantitative
and qualitative potential, rural areas are predestined to produce energy raw materials or
energy; hence, the Rural Development Program (RDP) provides funds for the development
of renewable energy [48]. The undertaken research topic is vital due to the enormous
possibilities of renewable energy production in rural areas. For this purpose, investments
are necessary, especially by local government units such as municipalities.

The main aim of the research was to identify the factors related to investments in
renewable energy sources in basic local government units in rural areas. Additional
objectives were to define the conditions for the development of renewable energy sources
in Poland, to determine the directions of changes on the use of renewable energy, as well
as the importance of renewable energy in Poland, to present the relationship between the
level of expenditure on renewable energy and budget components in rural and rural-urban
communes. A research hypothesis was formulated in the work: the amount of investment
expenditure in renewable energy sources was corelated with budget expenditure and
property expenditure of the commune.

2. Materials and Methods

The first stage of the research focused on Poland. Historical conditions for the con-
sumption of individual energy sources are presented, as well as assumptions concerning
the development of renewable energy. Changes in the production of energy from various
sources were shown. Legal conditions in the field of renewable energy and strategic docu-
ments for the development of this area of energy production were also examined. Particular
attention was paid to Regional Operational Programs offering the possibility of supporting
investments in renewable energy. The differences between individual voivodeships in
terms of supporting investments in renewable energy are also presented.

In the second stage, the Świętokrzyskie voivodeship was selected for research using
the purposeful selection method. Its characteristics in terms of socio-economic parameters
are presented. Opportunities and barriers in the development of renewable energy sources
are shown. This voivodeship is a relatively less developed region, with a large share of
non-urbanized areas. The large share of rural areas was the main reason for selecting this
voivodeship for research. However, the voivodeship was not a leader in the development
of renewable energy in Poland. However, it did have the potential to develop renewable
energy in rural areas. It is an area naturally predestined for the construction of renewable
energy installations, due to its upland and mountainous nature (good wind conditions to
drive windmills and sunny slopes for the use of photovoltaic installations). The research
was carried out in 27 basic units, i.e., rural and urban-rural communes of the Świętokrzyskie
voivodeship, which in 2016–2019 made investments in renewable energy sources. All rural
and urban-rural communes that did not invest in renewable energy were omitted, as well
as urban communes.

In the last stage, non-parametric tests were used to establish the correlation between
the variables. The main barrier to the development of renewable energy is high investment
expenditure [48]. Therefore, the parameters related to investment expenditure on RES,
total expenditure of the commune and the amount of investment support from public
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funds were used. The variables and extent to which they are correlated with investment
expenditure in RES were determined. The following variables were taken into account:

- average annual total expenditure of the commune in 2016–2019 (PLN),
- average annual capital expenditure of the commune in 2016–2019 (PLN),
- average annual share of property expenditure in the total expenditure of the commune

in 2016–2019 (%),
- average annual total income of the commune in 2016–2019 (PLN),
- average annual income of the commune per capita in 2016–2019 (PLN),
- value of the co-financing of renewable energy investment projects in municipalities in

2016–2019 (PLN),
- share of co-financing in the value of investment projects related to renewable energy

sources in municipalities 2016–2019 (%).

The relationships for rural and urban-rural communes together, rural communes as
well as urban-rural communes were presented. From among 102 communes of the Świę-
tokrzyskie voivodeship, 27 communes were included in the research (13 rural communes
and 14 urban-rural communes). These were communes where investments in renewable
energy were made under the Regional Operational Program of the Świętokrzyskie Voivode-
ship for 2014–2020. The expenditure related to measure 3.1. supporting the production and
distribution of energy derived from renewable sources. In the first years of the Program’s
operation, investments expenditure in renewable energy was practically not incurred. The
capital expenditure was incurred in 2014–2019. Data for 2020 were not available at the time
of the study.

The first is Kendall’s tau correlation coefficient. It is based on the difference between
the probability that two variables fall in the same order (for the observed data) and the
probability that they are in different order. This coefficient takes values in the range <−1,
1>. Value 1 means full match, value 0 no match of ordering, and value −1 means the
complete opposite. The Kendall coefficient indicates not only the strength but also the
direction of the relationship. It is a good tool for describing the similarity of the dataset
orderings. Kendall’s tau correlation coefficient is calculated by the formula [49]:

τ = P[(x1 − x2)(y1 − y2) > 0]− P[(x1 − x2)(y1 − y2) < 0] (1)

Kendall’s tau is estimated by the given formula on the basis of a statistical sample. All
possible pairs of the sample observations are combined, and then the pairs are divided into
three possible categories:

P—compatible pairs, when the compared variables within two observations fluctuate
in the same direction, i.e., either in the first observation both are greater than in the second,
or both are smaller,

Q—incompatible pairs, when the variables change in the opposite direction, i.e., one
of them is greater for this observation in the pair, for which the other is smaller,

T—related pairs when one of the variables has equal values in both observations.
The Kendall tau estimator is then calculated from the formula:

τ =
P − Q

P + Q − T
(2)

Additionally,

P + Q + T =

(
N
2

)
=

N(N − 1)
2

(3)

where:

N—sample size

The pattern can be represented as:

τ = 2
P − Q

N(N − 1)
(4)
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The second non-parametric test is Spearman’s rank correlation coefficient. It is used to
describe the strength of the correlation of two features. It is used to study the relationship
between quantitative traits for a small number of observations. Spearman’s rank correlation
coefficient is calculated according to the formula [50]:

rS = 1 − 6 ∑n
i=1 d2

i
n(n2 − 1)

(5)

where:

di—differences between the ranks of the corresponding features xi and feature yi (i = 1, 2,
. . . , n).

The correlation coefficient takes values in the range −1 ≤ rS ≤ +1. A positive sign of
the correlation coefficient indicates a positive correlation, while a negative sign indicates a
negative correlation. The closer the modulus (absolute value) of the correlation coefficient
is to one, the stronger the correlation between the examined variables.

The sources of materials were the literature on the subject, Eurostat data, as well as
empirical materials obtained at the Voivodeship Statistical Office. Descriptive, tabular and
graphical methods, Kendall’s tau correlation coefficient and Spearman’s rank correlation
coefficient were used for the analysis and presentation of materials.

3. Results

Poland is not a leader in shifting the energy sector towards increasing the use of
renewable energy sources. In 2019, the share of RES in the gross final energy consumption
was only 12.2%, against the assumed target of 15%. In 2019, the share of RES in the energy
sector was 14.33%, in heating—15.98%, and in transport—only 6.12%. These results deviate
from the adopted targets; however, recently there has been a significant acceleration of
photovoltaic installations, which leads to the assumption that the general target, a 15%
share of renewable energy in Poland, may be achieved in 2021 or 2022. In Poland, energy
from renewable sources includes energy from solar radiation, water, wind, geothermal
resources, energy generated from solid biofuels, biogas and liquid biofuels, as well as
ambient energy obtained by heat pumps. The energy obtained from renewable sources in
Poland in 2019 comes predominantly from solid biofuels (65.56%), wind energy (13.72%)
and liquid biofuels (10.36%) [51].

Coal, especially hard coal, has been the dominant source of energy for decades in
the Polish energy sector (Figure 1). The other sources were of less importance. Until
the mid-1960s, hard coal was practically the only energy carrier used in power plants.
In the following years, due to the launch of the mine and the commencement of lignite
mining, combustion of this raw material also increased rapidly. In the following years,
several hydroelectric power plants were built on artificial lagoons, which increased the
importance of hydropower. It was not until the 21st century that natural gas began to be
used as a source of energy in power plants, and even later the construction and operation
of windmills began, only in 2006. The changes are slow, but the direction is right. The
aim is to systematically increase the share of renewable energy sources in Poland’s energy
balance [52]. Detailed data for the years 1990–2019 are presented in Table 1.
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Figure 1. Sources of energy installed capacity in Poland in 1960–2019. Source: Raport 2019 KSE. Zestawienie danych
ilościowych dotyczących funkcjonowania KSE w 2019 roku https://www.pse.pl/dane-systemowe/funkcjonowanie-kse/
raporty-roczne-z-funkcjonowania-kse-za-rok/raporty-za-rok-2019 (accessed on 19 November 2020).

Table 1. Electricity production in Poland in 1990–2019.

Years

The Level of Energy Production in Power Plants [GWh] Share of
Wind Farms
and RES (%)Total Coal

Hydropower
Plants

Industrial
Wind Farms and

Other RES

1990 136,336 124,899 3300 8137 0 0
1995 138,701 126,362 3814 8525 0 0
2000 144,417 139,348 3984 7655 0 0
2005 156,024 144,029 3587 8407 0 0
2006 160,848 149,676 2822 8216 69 0.04
2010 156,342 142,839 3268 8923 1312 0.84
2015 161,772 139,640 2261 9757 10,114 6.25
2019 158,767 131,791 2454 10,178 14,344 9.03

Source: Raport 2019 KSE. Zestawienie danych ilościowych dotyczących funkcjonowania KSE w 2019 roku. https://www.pse.pl/dane-
systemowe/funkcjonowanie-kse/raporty-roczne-z-funkcjonowania-kse-za-rok/raporty-za-rok-2019 (accessed on 22 November 2020).

The rapid development of wind energy has been hampered by legal regulations. Over
three quarters of RES installations planned to be connected in the period from 2015 to 2017
were not completed as a result of investors’ resignation or their applications for reducing
connection capacity. Many companies have abandoned investments due to low prices of
green certificates, a limited number of wind farm locations, and an increased burden of
real estate tax on the value of wind turbines. The 2016 Wind Farm Act did not resolve
conflicts of interest between local communities reluctant to invest and the need to develop
renewable energy sources. It seems that in Poland it is possible to develop solar energy
(photovoltaic and solar) rather than wind energy [53,54].

In the opinion of the Supreme Audit Office, in many recent years there has been no
consistent state policy in Poland regarding renewable energy sources. The government
has not prepared a comprehensive, up-to-date document shaping the state’s policy in this
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respect. However, RES goals and targets were not completely left out. They are defined in
several documents, the most important of which are the following [55]:

1. Strategy for Responsible Development (with a perspective until 2030),
2. Strategy for Energy Security and Environment—perspective until 2020,
3. Poland’s energy policy until 2030,
4. National action plan in the field of energy from renewable sources,
5. Directions of development of agricultural biogas plants in Poland in 2010–2020.

The development of energy from renewable sources is expensive, so it is important to
support investments in renewable energy with European Union funds. In 2019, the value of
investments in renewable energy in Poland amounted to approximately EUR 3.5 billion. At
the voivodship level, these funds are transferred under Regional Operational Programs. In
the budget for 2014–2020, Poland obtained EUR 82.5 billion from EU funds, which are spent
under several national operational programs, namely: Infrastructure and Environment
(I&E OP), Intelligent Development (ID OP), Knowledge, Education, Development (KED
OP), Digital Poland (DP OP), Eastern Poland (EP OP), Technical Assistance (TA OP), as
well as in 16 regional (voivodeship) operational programs [56].

There was a considerable regional variation within the Regional Operational Programs.
The largest amount of funds for investments using renewable energy sources was expected
in the highly industrialized Śląskie voivodeship (about EUR 796.8 million), and the least
in the agricultural Lubuskie voivodeship (EUR 108 million). It is interesting that in the
Śląskie voivodeship as much as 22.92% of expenditure on regional development in general
was allocated to investments related to renewable energy (11.9% in Lubuskie). In the
Świętokrzyskie Voivodeship, these investments amounted to EUR 192.5 million, of which
14.12% was allocated to RES (EUR 152.4 thousand per capita) [57].

Regions also differed in the priorities in the use of EU funds. The EU Commission
classifies energy investments as follows: electricity (storage and transmission), renewable
energy (wind), renewable energy (solar), renewable energy (from biomass), other types
of renewable energy (including hydroelectric, geothermal and marine) and integration
renewable energy (including storage, gas-to-electricity conversion and hydrogen-based
renewable energy generation infrastructure). According to this classification, the largest
expenditure on the development of wind energy is expected in the Mazowieckie voivode-
ship (EUR 167.4 thousand per 1000 inhabitants), although it is not the region with the
best wind conditions in the country. On the other hand, the development of solar energy
is predicted the most in the Lubelskie voivodeship (EUR 582.6 thousand), biomass—in
the West Pomeranian voivodeship (EUR 305.5 thousand), and other types of renewable
energy—in Łódzkie voivodeship (EUR 122.9 thousand). It can therefore be concluded that
the authorities of individual regions adopted different development strategies, not always
related to their potential natural conditions (wind, sun) [57,58].

Apart from the European Union finances, the funds of the National and Voivodeship
Funds for Environmental Protection and Water Management play an important role in
financing the development of renewable energy. The purpose of the Funds is to implement
environmental policy based on priority programs, developed on the basis of an analysis
of environmental needs and available financing sources. The National Fund for Environ-
mental Protection and Water Management co-finances the following projects: photovoltaic
systems, obtaining energy from geothermal waters, small hydropower plants, biomass-
fired heat sources, agricultural biogas plants, generating electricity from high-efficiency
biomass cogeneration, as well as the construction of energy networks to connect wind
energy generation sources. Utilization of available funds was low and decreasing. For
example, payments for this purpose in 2015 amounted to PLN 271.9 million, in 2016—PLN
105.4 million, and in the first half of 2017, only PLN 27.7 million, i.e., in 2015, 60.1% of
funds, and in 2016 only 21.1% [55].

Świętokrzyskie voivodeship is located in south-eastern Poland, covers an area of
11,710.50 km2 and is inhabited by about 1.23 million people. It is one of the 16 voivodeships
established in Poland in 1999. The voivodship consists of 13 poviats and one city with
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poviat rights. There are 102 communes in counties, including five urban communes,
38 urban-rural communes and 59 rural communes. Świętokrzyskie voivodeship has an
industrial and agricultural character. There is a clear division here into the industrial north
and the agricultural south.

Świętokrzyskie voivodeship is one of the regions of Poland that use the least energy
resources. The development of technologies related to the energy sector is quite slow.
The total capacity generated by renewable energy installations in this voivodeship (36
hydroelectric power plants, 12 wind power plants, three biogas plants, two biomass plants,
two installations generating biogas from sewage treatment plants) in 2014 accounted for
about 6% of the power generated by RES installations in Poland.

In the Świętokrzyskie voivodeship, there are suitable conditions for the develop-
ment of most of the available renewable energy technologies. The main source of energy
production is biomass, especially on fallow and set-aside lands, the total area of which
is about 82 thousand hectares. Additionally, about 50 thousand hectares of permanent
grassland (meadows and pastures) have been abandoned. On these lands, energy-oriented
agricultural production can be restored efficiently and without major expenditure. One
of the barriers to the development of renewable energy sources in the Świętokrzyskie
voivodeship were complicated administrative and legal procedures, the implementation
of which is necessary for the construction of an installation for generating electricity from
renewable sources. Another barrier was the uncertainty of the legal environment. As part
of the financial resources allocated to the Świętokrzyskie voivodeship, measures were taken
in the “Regional Operational Program for 2014–2020” to increase the capacity of small
hydropower plants by modernizing and expanding the existing water channels. The energy
infrastructure of the Świętokrzyskie voivodeship also required significant expenditure on
its modernization [59].

To establish the relationship between the value of investment expenditure in renewable
energy and parameters of financial management in rural and urban-rural communes of
Świętokrzyskie voivodeship, Kendall’s tau correlation coefficient and Spearman’s rank
correlation coefficient were calculated (Tables 2 and 3). p = 0.05 was adopted as the border
value of the significance level. Significant results are marked in bold in the table. The study
tried to check the correlation, which does not indicate that a given factor affects another,
but a strong or weak relationship between them.

In Kendall’s tau correlation, significant and strong positive correlations were found
only for the value of co-financing of renewable energy investment projects in communes.
It was the only important parameter in rural communes. In urban-rural communes, the
average positive relationship was also shown between the value of investment expenditure
in renewable energy and the average annual capital expenditure of the commune. In rural
and urban-rural communes, we additionally found a weak positive correlation with the
parameters of the average annual total expenditure of the commune and average annual
total income of the commune. The analysis carried out with the use of Spearman’s rank
correlation coefficients gave very similar results. The strength of the relationship was
slightly different. Only the parameter of the average annual capital expenditure of the
commune turned out to be irrelevant. Both tests confirm a close relationship between
the value of investment expenditure in renewable energy and the value of co-financing
renewable energy investment projects in communes. This means that the implementation
of this type of investment is highly dependent on the support received from EU funds.
Other parameters related to financial management in communes were of less importance or
were irrelevant. Additionally, a lot depended on the type of commune. Rural communes,
in particular, were dependent on EU funds. Urban-rural communes usually had more
financial resources that could be allocated to investment in renewable energy.
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Table 2. Kendall’s tau correlation coefficients between the value of investment expenditure in renewable energy and
parameters of financial management in rural and urban-rural communes of Świętokrzyskie voivodeship.

Tested Parameters

Kendall’s Tau Correlation Coefficient

Rural Communes
Urban-Rural
Communes

Urban-Rural and
Rural Communes

Together

τ p-Value τ p-Value τ p-Value

Correlation coefficients between value of investment expenditure in renewable energy and

average annual total expenditure of the
commune in 2016–2019 (PLN) 0.231 0.300 0.253 0.228 0.276 0.050

average annual capital expenditure of the
commune in 2016–2019 (PLN) −0.026 0.855 0.473 0.022 0.276 0.050

average annual share of property
expenditure in the total expenditure of the
commune in 2016–2019 (%)

−0.154 0.428 0.297 0.155 0.060 0.677

average annual total income of the
commune in 2016–2019 (PLN) 0.231 0.300 0.253 0.228 0.276 0.050

average annual income of the commune per
capita in 2016–2019 (PLN) −0.231 0.246 0.033 0.913 −0.060 0.647

value of co-financing of renewable energy
investment projects in communes in
2016–2019 (PLN)

0.868 0.001 0.848 0.001 0.835 0.001

share of co-financing in the value of
investment projects related to renewable
energy sources in communes 2016–2019 (%)

0.055 0.827 −0.295 0.113 −0.128 0.338

Table 3. Spearman’s rank correlation coefficients between the value of investment expenditure in renewable energy and
parameters of financial management in rural and urban-rural communes of Świętokrzyskie voivodeship.

Tested Parameters

Spearman’s Rank Correlation Coefficient

Rural Communes
Urban-Rural
Communes

Urban-Rural and
Rural Communes

Together

rs p-Value rs p-Value rs p-Value

Correlation coefficients between value of investment expenditure in renewable energy and

average annual total expenditure of the
commune in 2016–2019 (PLN) 0.275 0.100 0.371 0.100 0.373 0.050

average annual capital expenditure of the
commune in 2016–2019 (PLN) −0.088 0.100 0.578 0.050 0.319 0.105

average annual share of property
expenditure in the total expenditure of the
commune in 2016–2019 (%)

−0.203 0.100 0.525 0.100 0.097 0.630

average annual total income of the
commune in 2016–2019 (PLN) 0.275 0.100 0.415 0.100 0.383 0.049

average annual income of the commune per
capita in 2016–2019 (PLN) −0.269 0.100 −0.020 0.100 −0.093 0.645

value of co-financing of renewable energy
investment projects in communes in
2016–2019 (PLN)

0.965 0.010 0.950 0.010 0.950 0.010

share of co-financing in the value of
investment projects related to renewable
energy sources in communes 2016–2019 (%)

0.112 0.100 −0.354 0.100 −0.133 0.508
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In the case of urban-rural communes, the value of investment projects in renewable
energy was on average 20% higher than in rural communes. The situation was similar
in terms of support. The share of public support in the value of investment projects in
renewable energy in both types of municipalities was similar and amounted to approx.
52.5% each.

4. Discussion

Investments in renewable energy carry risks, mainly political. The future of policy
support programs for investment in renewable energy projects is uncertain. As a result,
there is great uncertainty about future cash flows. For example, in Spain, Bulgaria, Greece
and the Czech Republic, feed-in tariffs have been retroactively lowered for solar farms.
As a result, the profitability of the investment significantly decreased [60–64]. In turn,
attracting investments in renewable energy is influenced by e.g., tax incentives and prop-
erly designed feed-in tariffs [65–70]. About 80% of countries with high and higher than
medium level of development offer support for renewable energy investments [71,72].
In general, risk and reward issues in renewable energy projects were addressed, inter alia,
by Mignon et al. [73,74], and Wüstenhagen et al. [75,76]. Appropriately selected policy
instruments can influence investor behavior by reducing the risk of a renewable energy
project as well as increasing the return or achieving these effects simultaneously [77–79]. In
most European countries, the most used mechanism to support renewable energy invest-
ment projects was the feed-in tariff (FIT) [80–82]. For example, in Germany, the FIT tariffs
and the introduced marked degression of tariffs were the main reasons for the increase
in investor confidence and the broad development of RES projects in the country [83].
On the other hand, in Greece, the weighted average cost of capital was around 12% for
onshore wind energy and slightly lower for solar PV projects. Thus, access to capital
was limited [84]. The investment risk just differs according to the different renewable
energy technologies [85,86]. Typically, the risks associated with investments in obtaining
renewable energy from solar radiation are lower than those associated with wind [87].
The investment risk associated with a given country and technology may also change
over time [88,89]. The investment risk also decreases with the implementation of new
technologies and its increased availability [90]. In economically developed countries such
as Germany, Italy and the United Kingdom, investment risk was declining for solar photo-
voltaics and onshore wind technologies. In these countries, technological and political risk
decreased significantly, and price risk became more important [91]. Overall, the effective-
ness of policy instruments in implementing renewable energy has been confirmed in many
studies, both in Europe and in the USA. Examples of analyzes concerning Europe include
studies of Green and Yatchew [92], Haas et al. [93], Klessmann et al. [94], and Dong [95].
Research on the USA includes studies Johnston et al. [96], Smith and Urpelainen [97], Yin
and Powers [98], and Wiser et al. [99].

In the study by Ogunrinde [100] it was found that there are differences between
regions in the scope of development of renewable energy. The main reason is technological
differences. Regions also compete for renewable energy subsidies [101]. In many countries,
decisions regarding the development of renewable energy are decentralized. Strategies
are developed at the central, regional and local levels [102]. For example, in Germany,
Denmark and Spain, strong government intervention at the national level is complemented
by regional strategies [103]. Each region has different conditions and focuses on different
development opportunities, including renewable energy [104–106].

Research by Ancygier et al. [107] showed very high support for the development of
renewable energy sources at the local level in Poland and low acceptance for coal and
nuclear energy sources. There was also a lack of cooperation between communes in Poland
and other countries in the field of energy, including renewable energy. In Poland, each
voivodeship has its own policy in the field of renewable energy. The Lubelskie voivodeship
focused on the development of wind energy [108]. The Zachodniopomorskie voivodeship
developed any kind of renewable energy, but the most important was wind energy [109].
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Wielkopolskie voivodeship had great potential in the production of biomass [110]. Łódzkie
voivodeship had a great potential for the production of renewable energy from biomass,
geothermal waters and wind [111]. Due to its agricultural character, the Świętokrzyskie
voivodeship is predisposed to the production of biomass and biofuels [112]. Similar
conditions are in the Podlaskie voivodeship [113]. Hydro and wind energy is developing
in the Pomeranian voivodeship [114]. In general, local communities should lead the
bottom-up energy transformation. Such involvement increases the use of local resources
through horizontal management [115]. However, the role of municipalities must be very
clearly defined. The state must provide municipalities with the necessary planning tools,
establishing the required strategy, to integrate a decentralized system based entirely on
renewable sources [116,117]. Planning at the commune and regional level should therefore
be coupled with planning at the country level [118–120].

Another important issue is the difference in investment in renewable energy in rural
and urban areas. Rakowska [121] stated that investments in renewable energy in rural
areas of Mazowieckie voivodeship differed from investments in other rural areas in Poland.
Only wind and solar energy were used in the Mazowieckie voivodeship. Investments
were carried out only by local governments and enterprises, while EU funding came
only from the regional operational program. Poggi et al. [122] argued that rural areas
can specialize as an exporter of green energy to fuel urban areas. This is because rural
areas provide the necessary resources and serve as sites for the production of renewable
energy [123]. This energy is produced in a decentralized manner and requires a large
area [124]. The energy transition in rural areas is the implementation of renewable energy
sources, usually on a small scale [125]. It can be concluded that rural, sparsely populated
and economically underdeveloped regions become target areas for the installation of
renewable energy facilities [126,127]. Renewable energy should use the ecological potential
of rural areas [128]. Renewable energy sources will allow the diversification of land
use and farmers’ income sources. Rural development policy assumes that renewable
energy will contribute to the revitalization and revalorization of rural economies [129,130].
Projects implemented by local government rural communities are of particular importance
here [131].

Local and regional authorities in the European Union are responsible for the im-
plementation of a significant part of public investments, and their share in total public
investments exceeded 50%. Sub-national government in South East Europe also plays a
key role in the investment process, with local investment accounting for over 35% of total
public investment. On the other hand, local governments in South-Eastern European coun-
tries incurred greater costs of transport infrastructure, energy and road sectors than local
authorities in Western Europe. The investment capacity of local and regional authorities
is of key importance for the absorption of EU funds. In the case of infrastructure projects,
municipalities have to provide own contribution (through own revenue, net operating
balance or debt financing). The lack of sources of own contribution of communes makes it
difficult for them to participate in EU projects [132,133]. This is important when public sub-
sidies have a major impact on renewable energy investments. Such regularities have been
confirmed based on the example of many countries [134–136]. In Poland, a relatively low
scale of public support for investments in renewable energy sources was found [137]. The
main barrier to the development of renewable energy is high investment expenditure [48].
Local governments, however, are able to finance such investments, because as a result
new jobs are created and local companies develop [138–140]. However, the scale of the
economic impact depends on the participation of local industry in the supply chain [141].

5. Conclusions

In Poland, hard coal and lignite have been the main energy resources for decades.
Other energy sources began to gain more importance from the beginning of the 21st
century. First of all, wind energy was developed. Hydropower has been used since the
1960s. However, its potential was not developed and energy production from this source
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was stable for decades. High hopes are associated with investments in photovoltaic devices.
Overall, in the case of renewable energy, the biggest problem is the lack of, and variability
in, specific legal provisions. The government has not prepared a single comprehensive
document on renewable energy. The development of renewable energy is supported at the
voivodeship level from the EU funds under the Regional Operational Programs.

Świętokrzyskie voivodeship is a region with a very large number of rural and urban-
rural communes. Not all of them implemented investments in renewable energy, and it can
even be said that the interest was low (every fourth commune). The amount of support from
the European Union aid funds was positively correlated with expenditure on investments
in renewable energy. In this case, the dependencies were powerful, regardless of whether
it was a rural commune or an urban-rural commune. Therefore, it can be concluded that
without the support from EU funds, it is not possible to invest in renewable energy in local
government units. These units have many expenses and needs that they have to fulfill for
their communities. In the case of urban-rural communes, there was also a weak correlation
between the value of investment expenditure in renewable energy and capital expenditure
of the commune. Investments in renewable energy were mainly related to the construction
of infrastructure for energy production. Therefore, such a relationship is not surprising.
Taking into account rural and urban-rural communes together, there was also a weak
relationship between the value of investment expenditure in renewable energy and total
expenditure of the commune, as well total income of the commune. Both the expenses and
the income of individual communes could have impacted investing in renewable energy.
Thus, the research hypothesis was partially confirmed, but only for urban-rural communes
and only for selected parameters of the financial economy. The strength of the union was
fragile. In the case of typically rural communes, the hypothesis was verified negatively.

Based on the conducted research, it can be concluded that the investment in renewable
energy in communes was mainly conditioned by the support obtained from EU funds.
However, the share of support in the total value of the investment was not significant.
Urban-rural communes achieved much higher incomes and had higher expenses than
rural communes. Therefore these elements of commune financial management were
essential. Probably, in municipalities, a more significant correlation between the income and
expenditure of these municipalities and the value of investment expenditure in renewable
energy would be possible. However, this issue requires scientific research and may be the
subject of detailed analysis in the following study, mainly since the issues discussed in the
article were poorly described.
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nych źródeł energii w województwie lubelskim. Rocz. Nauk. Ekon. Rol. I Rozw. Obsz. Wiej. 2017, 104, 95–105. [CrossRef]
48. Yaqoot, M.; Diwan, P.; Kandpal, T.C. Review of barriers to the dissemination of decentralized renewable energy systems. Renew.

Sustain. Energy Rev. 2016, 58, 477–490. [CrossRef]
49. Kendall, M.G. Rank Correlation Methods; Griffin: London, UK, 1955; p. 19.
50. Spearman, C. The proof and measurement of association between two things. Am. J. Psychol. 1904, 15, 72–101. [CrossRef]
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110. Igliński, B.; Buczkowski, R.; Iglińska, A.; Cichosz, M.; Plaskacz-Dziuba, M. SWOT analysis of the renewable energy sector in
Poland. Case study of Wielkopolskie region. J. Power Technol. 2015, 95, 143–157.
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114. Igliński, B.; Piechota, G.; Iglińska, A.; Cichosz, M.; Buczkowski, R. The study on the SWOT analysis of renewable energy sector
on the example of the Pomorskie Voivodeship (Poland). Clean Technol. Environ. Policy 2016, 18, 45–61. [CrossRef]

115. Van Der Schoor, T.; Van Lente, H.; Scholtens, B.; Peine, A. Challenging obduracy: How local communities transform the energy
system. Energy Res. Soc. Sci. 2016, 13, 94–105. [CrossRef]

116. Kooij, H.J.; Oteman, M.; Veenman, S.; Sperling, K.; Magnusson, D.; Palm, J.; Hvelplund, F. Between grassroots and treetops:
Community power and institutional dependence in the renewable energy sector in Denmark, Sweden and the Netherlands.
Energy Res. Soc. Sci. 2018, 37, 52–64. [CrossRef]

117. Sperling, K.; Hvelplund, F.; Mathiesen, B.V. Centralisation and decentralisation in strategic municipal energy planning in
Denmark. Energy Policy 2011, 39, 1338–1351. [CrossRef]

118. Thellufsen, J.Z.; Lund, H. Roles of local and national energy systems in the integration of renewable energy. Appl. Energy 2016,
183, 419–429. [CrossRef]

119. Waenn, A.; Connolly, D.; Gallachóir, B.Ó. Investigating 100% renewable energy supply at regional level using scenario analysis.
Int. J. Sustain. Energy Plan. Manag. 2014, 3, 21–32.

120. Bórawski, P.; Bórawski, M.B.; Parzonko, A.; Wicki, L.; Rokicki, T.; Perkowska, A.; Dunn, J.W. Development of Organic Milk
Production in Poland on the Background of the EU. Agriculture 2021, 11, 323. [CrossRef]

121. Rakowska, J. European Union Regional Policy Support for Investments in Renewable Energy in Rural Areas of the Mazovian
Voivodship. Rocz. Nauk. Stowarzyszenia Ekon. Rol. I Agrobiz. 2020, 22, 279–288. [CrossRef]

426



Energies 2021, 14, 3170

122. Poggi, F.; Firmino, A.; Amado, M. Planning renewable energy in rural areas: Impacts on occupation and land use. Energy 2018,
155, 630–640. [CrossRef]

123. Naumann, M.; Rudolph, D. Conceptualizing rural energy transitions: Energizing rural studies, ruralizing energy research.
J. Rural Stud. 2020, 73, 97–104. [CrossRef]

124. Huber, M.T.; McCarthy, J. Beyond the subterranean energy regime? Fuel, land use and the production of space. Trans. Inst. Br.
Geogr. 2017, 42, 655–668. [CrossRef]

125. Markantoni, M.; Woolvin, M. The role of rural communities in the transition to a low-carbon Scotland: A review. Local Environ.
2015, 20, 202–219. [CrossRef]

126. Munday, M.; Bristow, G.; Cowell, R. Wind farms in rural areas: How far do community benefits from wind farms represent a
local economic development opportunity? J. Rural Stud. 2011, 27, 1–12. [CrossRef]

127. Rudolph, D.; Kirkegaard, J.K. Making space for wind farms: Practices of territorial stigmatisation in rural Denmark. Antipode
2019, 51, 642–663. [CrossRef]

128. Mulvaney, K.K.; Woodson, P.; Prokopy, L.S. A tale of three counties: Understanding wind development in the rural Midwestern
United States. Energy Policy 2013, 56, 322–330. [CrossRef]

129. Cowell, R. Wind power, landscape and strategic, spatial planning—the construction of ‘acceptable locations’ in Wales. Land Use
Policy 2010, 27, 222–232. [CrossRef]

130. Morrison, C.; Ramsey, E. Power to the people: Developing networks through rural community energy schemes. J. Rural Stud.
2019, 70, 169–178. [CrossRef]

131. Hicks, J.; Ison, N. Community-owned renewable energy (CRE): Opportunities for rural Australia. Rural Soc. 2011, 20, 244–255.
[CrossRef]

132. Velichkov, N. Macroeconomic Effects of Budget Expenditure in Bulgaria (Econometric Analysis). Ikon. I Sotsialni Altern. 2016, 2,
70–83.

133. European Union. European Commission, Report on Public Finances in EMU 2012: Chapter IV Fiscal Decentralization in the EU—Main
Characteristics and Implications for Fiscal Outcomes; European Union: Brussel, Belgium, 2012; pp. 4–5.

134. Yang, X.; He, L.; Xia, Y.; Chen, Y. Effect of government subsidies on renewable energy investments: The threshold effect. Energy
Policy 2019, 132, 156–166. [CrossRef]

135. Owen, R.; Brennan, G.; Lyon, F. Enabling investment for the transition to a low carbon economy: Government policy to finance
early stage green innovation. Curr. Opin. Environ. Sustain. 2018, 31, 137–145. [CrossRef]

136. Falcone, P.M.; Lopolito, A.; Sica, E. Instrument mix for energy transition: A method for policy formulation. Technol. Forecast. Soc.
Chang. 2019, 148, 119706. [CrossRef]
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Abstract: Conventional energy sources often do not fully satisfy the needs of a modern economy,
especially given the climate changes associated with them. These issues should be addressed by
diversification of energy generation, including the development of renewable energy sources (RES).
Solid biomass will play a major part in the process in Poland. The function of rural areas, along with
a well-developed agricultural and forest economy sector, will be a key aspect in this as these areas
are suitable for solid biomass acquisition in various ways. This study aimed to determine the solid
biomass energy potential in the commune of Goworowo to illustrate the potential in the smallest
administrative units of Poland. This research determined the environmental and natural conditions
in the commune, which helped to identify the crucial usable solid biomass resources. The total
energy potential of solid biomass resources in the commune of Goworowo amounted to 97,672 GJ
y−1. The highest potential was accumulated in straw surplus (37,288 GJ y−1) and the lowest was in
wood from roadside maintenance (113 GJ y−1). This study showed that rural areas could soon play a
significant role in obtaining solid biomass, and individual communes could become spaces for the
diversification of energy feedstock.

Keywords: solid biomass; bioenergy potential; rural communities; forest residues; agricultural
residues; straw; energy crops

1. Introduction

A region’s economic development depends on access to energy and conventional
resources such as coal, natural gas and oil are no longer sufficient to satisfy the increas-
ing demand from the economy. Moreover, non-renewable energy sources contribute to
climate changes, making it necessary to seek alternative options, including renewable
solutions (RES) [1–3]. Energy generation in Poland is based on hard coal and brown
coal, which boosts the greenhouse effect and, since fossil fuel resources are highly likely
to be exhausted, measures should be taken to promote RES, whose supply is unlimited.
Since coal accounted for 77% of all energy carriers used in Poland in 2019, it is claimed
that the proportion of RES in the energy mix in Poland is insufficient [1,4]. Pressure from
both society and the international community necessitates changes in the energy source
structure, and the removal of coal from power generation in Poland is still too slow [3,4].
However, pressure is growing, as the solutions proposed by the European Commission
at the UN COP25 climate summit in Madrid assume that the European economy will
have achieved climatic neutrality by 2050 (The European Green Deal). The realization
of this idea would require the implementation of multiple measures covering all aspects
of EU citizens’ lives, including bioeconomy—a topic which is not covered by any Polish
strategic document [5,6].

Energy from RES includes energy from biomass, solar energy, energy from water,
wind, geothermal sources and energy from the environment obtained using heat pumps.
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The proportion of energy from RES in the structure of energy generation in Poland has
been increasing in recent years, but it is still small. RES accounted for 16.0% of the total
primary energy in 2019; more than in 2014–2018 (by 3.9, 2.9, 2.4, 1.7 and 1.5 percentage
points, respectively). At the same time, the average proportion of energy from renewable
sources in the total primary energy in the EU-28 increased much faster—from 26.1% in
2014 to 32.8% in 2019 [7–10]. This situation necessitates a greater use of renewable energy
to increase the proportion of RES in energy generation.

Solid biomass is the dominant RES in Poland and it accounted for 65.6% of the total in
2019, with 55% of the amount being consumed by end-users without being converted to
another energy carrier. Solid biomass is the leader in heat generation from RES in Poland
(90.1% in 2019) and it also accounted for 25.1% of electricity generation in 2018, with only
wind energy having a larger share [11]. The proportion of biomass can increase since
individual solid fuel-fired boilers do not increase total operating costs compared to fossil
fuel-fired boilers. Nearly 60% of the EU-28 population live in houses that require heating
boilers, many of which have to be replaced [12].

Diversified renewable energy is now the most promising sustainable energy system
instead of non-renewable and centralized systems. Local generation and distribution of
energy increases the system reliability and reduces the distribution related loss, which is
the case with the centralization of energy sources [13]. Therefore, a single region should
be regarded as a not-fully-used energy system considering the RES resources present in
it. Such activities align with the concept of sustainable development and circular econ-
omy [1] because seeking local and renewable energy sources guarantees their development,
which is important given the crisis resulting from the exhaustion of conventional energy
sources [4]. Therefore, sustainable development can be achieved through the development
of society, which is guided by a comprehensive approach to products and/or services
concerning materials and energy and ensures raw material effectiveness and economic
growth throughout the product life cycle [14].

The territory of Poland is divided into regions, with the administrative division being
the most common manifestation of regionalization. Poland is divided into 16 voivodships,
314 districts and 2477 communes as the smallest administrative units. There are 302 urban
communes, 642 urban–rural communes and 1533 rural communes [15]. Considerable parts
of rural areas contain potential sources of solid biomass which could play a special role
in the local energy system, especially since the average commune size is 12,500 ha [16].
It should be noted that rural communes have good conditions for the diverse use of
green energy. This applies particularly to agriculture, which can facilitate the transi-
tion from a fossil fuel-based economy to an economy based on renewable energy [4,6].
Significant benefits from solid biomass use as energy feedstock include regional energy inde-
pendence, the prevention of low emissions, the creation of new jobs, the use of marginal land,
agricultural and forest residue management, local communities becoming motivated to act
for the benefit of the environment and, primarily, the opportunity to obtain clean energy [1].
Agriculture in EU countries is consuming increasing amounts of energy, which has resulted
in the diversification of its resources and the growing importance of RES. Introducing green
energy presents an opportunity for agriculture modernization without intensifying its
adverse impact on the environment [17].

To date, the energy potential of agricultural residues in 294 countries of the world has
been determined [18], as well as the solid biomass energy potential in Switzerland [19]
and Turkey [20]. Stolarski et al. [21] determined the bioenergy potential of the countries
bordering the Baltic Sea, including Poland. Smaller regions, i.e., districts, were dealt with
by Kowalczyk-Juśko et al. [22]. However, there were no detailed papers in the literature
that provided a comprehensive methodology of the conducted studies or analyses of
the biomass energy potential in individual communes considering their specific local
conditions. Although such studies are of significance to the diversification of local energy
sources which ultimately affects the country’s energy balance, the number of in-depth
scientific papers on the topic is low. Therefore, taking up this subject was justified since
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this forecast could affect the investment decisions concerning energy generation and
consequently increase the RES proportion in the local generation structure. This study
aimed to determine the solid biomass resources and the energy potential in the Commune
of Goworowo. This analysis should be used as the basis for changes in the local strategies
of regional development, raising social awareness of the potential and local use of RES in
rural areas.

2. Materials and Methods

The research was conducted in the commune of Goworowo (the commune is the basic
unit in the administrative division of Poland). Goworowo is a typical rural commune in the
north Mazovian Lowland, whose conditions are representative of those of central-eastern
Poland. The methodological work was started by determining the environmental and
natural conditions in the commune with respect to the solid biomass acquisition potential.
The materials that were originally accumulated were used to identify the most significant
and usable sources within the administrative unit under study. Data were mainly gathered
using the official, up-to-date administrative databases. It is noteworthy that there are often
no data solely concerning the administrative area of a commune in Poland as there may
be several managing bodies whose authority extends over a commune, as is the case with
forest lands.

The next stage involved the determination of the solid biomass amount from various
sources based on the processed data and the methodology presented further in the paper.
As a consequence, the total solid biomass energy potential could be referred to hard coal—the
most common energy source in Poland, including rural areas [9]. The specific local conditions
in the commune were considered when the solid biomass resources in it were determined.

2.1. Characteristics of the Commune
2.1.1. Administrative Affiliation and General Information

The commune of Goworowo covered an area of 21,909.44 ha in 2020 [23].
Administratively, it is part of the Mazowieckie Voivodship and is situated in the north-east
of the voivodship, in the southern part of the Ostrołęcki District, 52◦54′ N 21◦33′ E [24].
The relative position of the commune in the administrative units is shown in Figure 1.

  
(a) (b) (c) 

Figure 1. Position of the commune of Goworowo (blue): (a) in Poland; (b) in the Mazowieckie Voivodship; (c) in the
Ostrołęcki District.

It had a population of 8455 people at the end of December 2019, which accounted for
9.5% of the population of the Ostrołęcki District. The population density in the commune
was 39 people per km−2. The unit under analysis was a commune with a medium-
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sized population and area when compared to the other communes in the Ostrołęcki
District [23,25]. When compared to all 2478 communes in Poland, Goworowo had a
nearly twice smaller population (an average of 15,500 people) and its area was nearly twice
larger than the average (12,500 ha) [16,23].

It is an agricultural commune, with dominating individual farming oriented towards
dairy cattle breeding. Swine are also bred. In crop production, grain crops, corn for silage
and root crops dominate. Non-agricultural business activities include services—mainly
food industry related, forestry related and in the repair and construction and transport
area. Industry includes only production and service facilities. Currently, the agricul-
ture, construction and processing industries enjoy the greatest development opportunity
in the commune, along with rural tourism, including agrotourism and organic farms.
Therefore, using RES would be in line with this development trend. There were no in-
dustrial facilities within the commune that posed an increased or high risk of industrial
failure [23,26].

2.1.2. Land Use

The commune land was mainly covered by forest or used for agriculture, with farm-
land accounting for 61.87% of the total area and forest for 32.36% (Table 1). The other lands
accounted for 5.77% of the commune area [23].

Table 1. Land use structure in the commune of Goworowo.

Item Proportion of the Area (%)

Farmland 61.87
Farmland with trees and bushes 0.80

Forest land 32.36
Wasteland 0.97

Built-up and urbanized area 2.86
Land under waters 1.05

Other land 0.09

Residential buildings occupied the greatest part of the built-up area (41%) followed
by farmstead buildings (39%). Approximately 8% of the area was occupied by recreational
buildings and 2% by service and industrial facilities [23,26].

The soil classification system in Poland includes soils from class I (best) to class VI
(poorest). Arable land class V and VI in the commune of Goworowo (excluding orchards)
altogether accounted for 56.1%. Permanent grassland was dominated by poor and very
poor quality soils (62.8%), with larger complexes of such land occurring in the north and in
the south of the commune, where disadvantageous moisture content in the soil (requiring
soil melioration) dominated [27]. Class IV soils dominated in orchards.

Better soils were formed on loams and glacial dust and were present in vast and com-
pact areas in the commune center. These included medium and good soils, mainly acidic
brown soils with occasional podsolic or pseudo-podsolic soils. However, poor and very
poor quality soils, brown acidic soils and podsolic soils formed on glacial sand dominated
in the south and the north of the commune [28]. The commune was among the areas
of the Mazowieckie Voivodship with medium-advantageous conditions for agriculture
development.

2.1.3. Structure of Agricultural Land

Arable land (9571.03 ha) dominated the farmland. Grassland—pastures (1784.00 ha)
and meadows (1543.16 ha)—occupied a much smaller area. Orchards covered the smallest
area (21.96 ha) [23].

The major crop area was determined based on the average crop production area
structure in the Mazowieckie Voivodship [29]. Therefore, the area where crops were
produced accounted for 77% of the entire arable land. The remaining 23% was occupied
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by agriculture or horticulture supporting facilities and structures, fallow land and areas
occupied by ornamental tree plantations and ornamental tree or bush nurseries [29–31].

The cultivated area of species constituting the most important, primary source of
straw was 5556.15 ha (Table 2).

Table 2. Pattern of crops—exclusively main sources of straw.

Crop Area (ha)

Triticale 1180.31
Wheat 1039.30

Cereal mixtures 968.70
Rye 913.76
Oat 526.98

Grain maize 367.29
Barley 297.95

Rape and turnip-like rape 261.86

2.2. Determination of Biomass Resources and Their Energy Potential
2.2.1. Straw

The amount of straw depends on the production area of crops which produce straw
as a by-product, grain yield, crop species, fertilization, agricultural practices and climate
and soil conditions [21]. The grain–straw coefficient index (Table 3) enables the theoretical
determination of the straw amount per 1 ha of crop cultivation area [32–34].

Table 3. Yield and grain/straw coefficient for crops.

Crop Mean Grain Yield (Mg ha−1) Grain/Straw Coefficient

Wheat (mean for winter and spring yield) 4.47 0.93
Triticale (mean for winter and spring yield) 3.69 1.16

Rye (as winter crop) 3.24 1.45
Barley (mean for winter and spring yield) 4.22 0.78

Cereal mixtures (mean for winter and spring yield) 3.42 1.10
Oat 3.07 1.05

Rape and turnip-like rape 3.15 1.00
Grain maize 11.95 1.40

However, not all straw can be collected during harvest due to the field conditions or the
height at which the harvester cuts down the crop. Moreover, some straw is lost while being
collected, baled and transported. Since the analyses conducted in straw-fired boilers also
showed that the available straw amount calculations based on the grain/straw coefficient
produce excessive results, the technical and practical potential for straw acquisition in
cereal and oily crop production was calculated to be 60% (coefficient 0.6). This means that
the average yield of straw collected from the field in bales corresponded to 0.6 of the grain
yield [21]. Therefore, the total straw yield was determined based on the yield of cereals,
rape and turnip-like rape from the Equation (1):

YS = 0.6·YG (1)

where:
YS—straw yield (Mg y−1),
YG—grain yield (Mg y−1).
Moreover, large amounts of straw are used in animal production as fodder and

bedding. Straw should also be ploughed under and returned to the soil to maintain
the organic matter balance. The straw surplus in Poland, usable as an energy feedstock,
accounts for 33% of the total straw produced [35]. However, the surplus was adjusted
in the current study due to the local conditions. The straw consumption coefficient was
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increased because cattle and swine breeding in the bedding system dominated in the
commune of Goworowo. Therefore, it was assumed for these analyses that the demand for
straw as bedding, fodder and for ploughing-under in the commune was: 26%; 16% and
39% of the total straw yield, respectively, which gave a total of 81%. Therefore, the straw
surplus unused in agriculture in the commune of Goworowo was only 19%. This figure
was considered in calculations of the straw surplus potential, which can be used as energy
feedstock (2), assuming that the mean lower heating value (LHV) was 14 GJ Mg−1 [36] (3):

YSe = 0.19·YS (2)

where:
YSe—straw yield for energy purposes (Mg y−1),
YS—straw yield (Mg y−1).
Subsequently, the straw energy value was determined:

QS = YSe·LHV (3)

where:
QS—energy potential of straw (GJ y−1),
YSe—straw yield for energy purposes (Mg y−1),
LHV—lower heating value (GJ Mg−1).

2.2.2. Orchard Wood Residue

Wood residue in orchards is produced mainly by annual pruning of trees [37], done to
shape the tree crown and obtain the optimum fruit yield. Trees are usually pruned in
winter and spring, depending on the local climate and the tree species [38]. The amount
of wood collected after pruning ranges from 1.9 to 5 Mg ha−1 in six-year-old orchards.
The apple tree, which dominates in Polish orchards, produces 3.5 Mg of wood biomass
per 1 ha from annual pruning. Part of the biomass is mulched and scattered as litter in
orchards (in situ mulching). The Mazowieckie Voivodship has the greatest energy potential
accumulated in wood residue from pruning apple orchards [38,39].

The majority of orchards in the commune of Goworowo were occupied by fruit
tree nurseries in which pruning or soil mulching was not done. They were assumed to
account for 60% of the total area. The remaining part was occupied by apple tree orchards,
usually not large-scale orchards. They were not mulched, and the wood obtained in them
was used as fuel or for recreational purposes. Therefore, since orchards were often situated
on medium quality soils, it was assumed that 3.0 Mg of fresh wood biomass was produced
by pruning 1 ha of an orchard.

Moreover, many small orchards (up to 2 ha) could not be cultivated properly or
not pruned at all. Consequently, they were excluded from the potential calculations and
assumed to account for 10% of the total. Trees in the commune were pruned manually,
so no such limitations were observed as with machine pruning when losses in wood yield
are caused by machine use or uneven ground [38]. It was calculated in this study that
the potential loss associated with collecting the wood and its transport amounted to 5%.
The weight of wood biomass from tree pruning was calculated from the Equation (4):

MO = 0.4·AO·M·0.86 (4)

where:
MO—mass of wood from the pruning of orchards (Mg y−1),
0.4—orchards, excluding fruit nurseries,
AO—orchards area,
M—mass of wood from pruning (Mg−1 ha−1 y−1),
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0.86—factor taking into account orchards not cultivated properly or excluded from
regular pruning (0.90) and taking into account losses associated with harvest and trans-
port (0.95).

Orchard biomass does not differ significantly from forest biomass in terms of its energy
properties, which makes it usable as the substitute for the latter [39]. Fresh wood LHV is
assumed to be 8.0 GJ Mg−1 [40] (5):

QO = MO·LHV (5)

where:
QO—energy potential of wood from orchards (GJ y−1),
MO—mass of wood from the pruning of orchards (Mg y−1),
LHV—lower heating value (GJ Mg−1).

2.2.3. Energy Feedstock from Forests

Forest land owned by the state in Poland is managed by the State Forests, divided into
forest districts—basic forest economic units. The commune of Goworowo is located
within three such units: Ostrołęka, Wyszków and Pułtusk with the part managed by
each of them occupying 82.37%, 1.38% and 16.25% of its area, respectively. The annual
increment of wood resources in Poland in 2019 amounted to 9.42 m3 ha−1 year−1 [41].
It was lower in the commune of Goworowo (as a weighted average from these forest
districts)—5.9 m3 ha−1 year−1 [42–44].

Logging residue is one of the most commonly used energy feedstock from forests.
Wood obtained from forests in Poland, including logging residue, is classified into quality
groups, with smallwood (M2) being one of them. M2 wood accounts for 8% to 15% of
the whole above-ground wood biomass obtained from a logging area unit (in different
administrative units) [45]. Apart from M2, middle-sized wood and logging residue, such as
treetops and branches, can be used as fuel. Altogether, this energy feedstock accounts for
17% of the total wood yield in Poland [46]. It has been stressed that the proportion could
be much higher if this category also included M1—wood of a different quality class, now
used in industry [1,47].

The total forest biomass potential was determined under the assumption that 74.8% of
the annual wood increment is obtained every year, as it is in Poland [48], with the energy
feedstock accounting for 15% of the total wood yield. The wood loss during logging and
transport to the final destination was not taken into account in the yield. Forest land in
Poland also includes non-afforested land and land associated with forest management.
This fact was considered in the calculations, with the average proportion of the afforested
land in forest land calculated to be 0.97 [31,42–44].

The energy potential of logging residues was calculated using the following Equation (6):

VF = AF·I·H·E·F (6)

where:
VF—volume of energy resources from forests (m3 y−1),
AF—forest area (ha),
I—wood resources increase (m3 ha−1 y−1),
H—timber harvest in relation to timber increment (0.748),
E—share of energy resources (0.15),
F—share of afforested land in the forest land area (0.97).
Fresh wood LHV was assumed to be 7.5 GJ m−3 [49] (7):

QF = VF·LHV (7)

where:
QF—energy potential of energy resources from forests (GJ y−1),
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VF—volume of energy resources from forests (m3 y−1),
LHV—lower heating value (GJ m−3).

2.2.4. Solid Biomass from Roadside Maintenance

Roadsides are in intensive use and are heavily polluted by transport. They are easily
accessible and have to be maintained regularly, for example, to keep the traffic safe. All this
makes them a promising source of biomass [50]. The road infrastructure in the commune
of Goworowo comprised [26]:

• supralocal roads: 13.5 km of the trunk road and 101.3 km of district roads;
• local roads: 123.7 km of communal roads.

The roadside trees and bushes in the commune were not pruned regularly, although there
is 0.4 ha of roadside maintenance area per 1 km of road, which shows their energy po-
tential [51]. The roadside maintenance area was assumed as 0.2 ha km−1 for local roads.
Approximately 4 Mg ha−1 of fresh woody biomass can be obtained from roadsides annu-
ally, but only 25% of this amount can be acquired in Poland [51], which is why 1 Mg ha−1

year−1 was taken for the calculations. Under the Polish Nature Conservation Act [52], only
intervention pruning, such as removing dead boughs to improve safety, is allowed, but
regular maintenance pruning is not.

It was assumed in the current research that 20% of the roadside with the maintenance
area as given above was overgrown with trees and/or bushes and the yield resulted from
all work done, including collection and transport. The following Equation was applied (8):

MR = 0.2 (LSL·ASL + LL·AL)·HR (8)

where:
MR—mass of wood from roadsides (Mg y−1),
0.2—factor taking into account roadsides covered with shrubs and/or trees,
LSL, LL—length of supralocal and local roads (km),
ASL, AL—area of supralocal and local roadsides (ha km−1),
HR—timber harvest from roadsides (Mg ha−1 y−1).
Fresh wood LHV is assumed to be 8.0 GJ Mg−1 [40] (9):

QR = MR·LHV (9)

where:
QR—energy potential of wood from roadsides (GJ y−1),
MR—mass of wood from roadsides (Mg y−1),
LHV—lower heating value (GJ Mg−1).

2.2.5. Biomass from Perennial Energy Crops

Perennial energy crops should be grown mainly on soils of poorer quality, unusable for
growing edible crops. Marginal soils, including sandy soils and/or those highly susceptible
to erosion, are recommended for growing perennial grasses and short-rotation woody crops.
However, poor quality soils are not often used for growing energy crops, although they
should be used primarily for this purpose [53]. Growing energy crops can reduce water
and wind erosion and enable carbon sequestration in soil [54]. It is therefore prudent to
use land of lower agricultural productivity for energy crop plantations. Popular woody
energy crops include basket willow (Salix viminalis L.) and grasses such as giant miscanthus
(Miscanthus × giganteus J.M. Greef and M. Deuter) [55–57]. Miscanthus is a C4 plant which
can be grown successfully in various climate conditions. It is cultivated on marginal soils
and does not need irrigation or intensive fertilization. Owing to its deep root system,
it uses water effectively and prevents soil erosion. These properties make its cultivation
recommended in areas threatened with erosion and with poor water availability [58].

Aerenchyma cells present in stems and roots also improve the gas exchange effective-
ness, enabling it to grow on wetlands [54]. Miscanthus × giganteus is regarded as one of
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the best choices for low-cost bioenergy production in Europe [59]. It requires the mini-
mum amount of nutrients and its cultivation is perceived as an advantageous way to use
soils of low usability for food crop growing [60]. Willow can be grown on many types of
agricultural land as it is highly tolerant of environmental conditions, with wetlands being
preferred for this purpose [61–63]. Szczukowski et al. [64] demonstrated the potential for
willow biomass production on excessively damp soil with a high groundwater table level.
Salix viminalis can grow even when the soil profile is filled with water [65].

The present study showed that the commune of Goworowo has the right environmen-
tal conditions for growing perennial energy crops. There are 147 ha of usable marginal
soils, with half of them being excessively humid and suitable for basket willow cultivation.
The other half are sandy soils with a low groundwater table intended for giant miscanthus
plantations. Based on the result of long-term experiments conducted by the University
of Warmia and Mazury in Olsztyn [57,66], annual harvest rotations were used for the
calculations. Based on the cited studies, it was assumed that willow and miscanthus would
yield 15 and 12 Mg ha−1 y−1 of fresh biomass, respectively. The corresponding LHV was 8
and 12 GJ Mg−1, respectively. It should be noted that the yield depends on the soil and
weather conditions, planting density and agricultural procedures. The energy potential of
biomass from energy crop plantations for annual harvest rotations is (10):

QE = AE·YE·LHV (10)

where:
QE—energy potential of biomass from Salix viminalis and Miscanthus × giganteus

energy crops (GJ year−1),
AE—energy crops area (ha),
YE—assumed average annual yield of fresh biomass (Mg ha−1 y−1),
LHV—lower heating value (GJ Mg−1).

2.2.6. Hay from Meadows and Pastures

The high biodiversity of semi-natural grasslands can be maintained only by continu-
ous management. The hay yield from meadows in Poland amounts to 4.9 Mg ha−1 y−1 and
from pastures to 3.6 Mg ha−1 y−1 [67]. The demand for pasture fodder, hay and silage for
ruminants is decreasing, which is why a surplus can be used as energy feedstock [68–70].
The demand for fodder from grasslands in Poland is dropping due mainly to the changing
system of farm animal (mainly cattle) feeding and the decreasing profitability of their
breeding with the following reduction of their stock. As a result, many meadows and
pastures remain unused and the limited extent of their use causes damage to nature
(e.g., soil degradation) and economic loss (unused production potential). Hay from grass-
land is a considerable biomass resource which can be used as energy feedstock [71,72].
It is noteworthy that biomass from unused grassland for energy generation may prevent
its natural succession [73]. It is recommended that cattle grazing in pastures be replaced
with mowing to maintain and increase biodiversity, with no interference in traditional
management methods (e.g., no fertilizers). Hay produced in this way can also be used as
energy feedstock [74].

Semi-natural mesophilic mesotrophic grassland dominates in the commune of Goworowo.
The meadows are used extensively, with two cuts annually, and virtually all hay is used
in animal breeding. However, some farms were found to harvest three cuts while other
farms mowed pastures in the face of insufficient amounts of hay or silage. Therefore, it
was assumed that three instead of two cuts could be obtained from 5% of the meadows,
and the surplus produced amounting to 2 Mg ha−1 year−1 could be used as energy feed-
stock [75,76]. The potential of hay from meadows was calculated with the lower heating
value taken as 13.5 GJ Mg−1 [77] (11). The assumed yield was regarded as the amount of
hay obtained from mowing and collection, including possible baling.

QM = 0.05·AM·SH·LHV (11)
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where:
QM—energy potential of hay from meadows (GJ y−1),
0.05—share of area, which can be used for energy purposes,
AM—area of meadows (ha),
SH—surplus hay (Mg ha−1 y−1),
LHV—lower heating value (GJ Mg−1).
It was also assumed that 5% of pastures are not fully used (excluding fallows) and

one cut of hay can be obtained annually as energy feedstock. The annual average energy
potential of hay from pastures was taken as 50 GJ ha−1 year−1 [68,74] and it was included
in the Equation (12). Late cut biomass from pastures can be used, which is beneficial as
late swath is more flexible than early because of the weather conditions. Moreover, the hay
quality had not deteriorated much by that time [70].

QP = 0.05·AP·EP (12)

where:
QP—total energy potential of hay from pastures (GJ y−1),
0.05—share of area, which can be used for energy purposes,
AP—area of pastures (ha),
Ep—energy potential of hay from pastures (GJ ha−1 y−1).

2.2.7. Landfilled Sludge and Municipal Waste

The possibility of using landfilled sludge and municipal biodegradable waste pro-
duced in the commune was analyzed. Sludge surplus will make it necessary to seek new
solutions for its proper management and use [78]. Currently, fluidized bed technologies
enable thermal conversion of mechanically dehydrated or partially dried sludge [79];
co-combustion of dehydrated (not dried) sludge is possible, e.g., in CHPs [80]. The im-
portance of sludge from rural wastewater also increases as it does not contain excessive
amounts of heavy metals [81], which is the case with sludge from heavily industrialized
areas [82]. Mechanical–biological wastewater treatment of communal wastewater in 2019
produced 51 Mg (expressed as dry weight) of hydrated non-stabilized sludge (excessive
sludge) [83], and 41 Mg of the sludge was transported to Ostrołęka where it was sub-
jected to anaerobic stabilization followed by mechanical dehydration (the sludge was not
dried—the construction of a drier is planned [84]). Ten megagrams of sludge was stored
in the commune [83]. Collected municipal waste—apart from mixed waste—included
biodegradable waste, comprising mainly tree branches and shrub branches, sawdust
and bark, mowed grass, leaves, flowers, fruit and vegetable waste. A total of 1,454.98
Mg of mixed municipal waste and 10.76 Mg of biodegradable waste was collected from
households in the commune in 2019 [85]. The biodegradable fraction accounts for 48%
of the mixed municipal waste in rural areas [86]. The biodegradable waste amount was
determined, assuming that it comprised the biodegradable fraction mentioned above (13).

MT = MBio + 0.48 MM (13)

where:
MT—total mass of biodegradable waste (Mg y−1),
MBio—mass of biodegradable fraction (Mg y−1),
0.48—factor taking into account share of biodegradable fraction in mixed waste,
MM—mass of mixed waste (Mg y−1).

3. Results and Discussion

3.1. Straw Potential

Given the local conditions in the commune of Goworowo, the mass of straw as energy
feedstock amounted to 2663 Mg y−1 (Table 4). It was a small amount, as it accounted
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for only 0.05% of the straw energy resources in Poland (5.1 million Mg y−1) [21]). How-
ever, it accounted for the largest part (38.18%) of the local solid biomass energy potential,
37,288 GJ y−1 (Table 4, Figure 2). Moreover, maintaining food supply and soil quality
while acquiring the straw necessary to replace fossil fuels is of key importance (straw use
for energy generation is enabled by pellet or briquet technology) [87,88]. For this reason,
the current study (quantitatively determining energy potential) took into account the straw
residue depending on its use in agriculture—as straw for fodder, for bedding or to be
ploughed under.

Table 4. The amount and energy potential of each solid biomass type.

Solid Biomass Amount (Mg y−1)
Theoretical Energy Potential

(GJ y−1)

Straw surplus 2663 37,288

Residue from orchards 23 180

Hay 475 6543

Plantations of energy crops 1985 19,404

Logging residue 4553 a 34,144

Roadside wood 14 113

Biodegradable waste 709 b -

Landfilled sludge 10 c,b -

Total - 97,672
a m3 y−1, b is not taken into account in the determination of the total potential (GJ y−1), c expressed per dry weight.

 

38.18%

6.70%

0.18%
19.87%

34.96%

0.12%
straw surplus
hay
residues from orchards
plantations of energy crops
logging residues
roadside wood

Figure 2. The proportion of individual solid biomass resources in the total energy potential of the
commune of Goworowo (%).

Crop production diversity in the commune of Goworowo was not high because of
the soil and climate conditions, with the local straw resources most affected by triticale,
wheat, cereal mixes and rye, in accordance with their cultivation area. Managing crop
residue is particularly important for biomass utilization and energy generation for solving
environmental problems and using alternative energy sources. More importantly, the cereal
production continuity ensures the permanent availability of straw resources, whose over-
production is caused by a decreasing number of farm animals with an increasing proportion
of cereals in the structure of crops [20,22].
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Cereal straw resources are regarded as the greatest unused energy potential in agricul-
ture. Unlike the area used for the cultivation of rape and turnip-like rape in the Mazovian
Voivodship, the area that was used for cereal cultivation has been growing in recent years.
Since the yield per ha of cereals as well as rape and turnip-like rape is continuously increas-
ing [89], the straw energy potential in the commune of Goworowo is expected to increase,
or at least to remain unchanged.

3.2. Orchard Potential

The estimated energy wood resources from orchards in Poland amount to
88,700 Mg y−1 [90]. The small orchards area in the agricultural land in the commune
of Goworowo—merely 21.96 ha—resulted in a small orchard wood biomass amount,
i.e., 23 Mg y−1 (Table 4). The orchard waste energy potential amounted to 180 GJ y−1,
which accounted for merely 0.18% of the total (Figure 2). The biomass obtained by pruning
fruit trees was often used in households, but this applies mainly to biomass from backyard
gardens. The energy potential of the considerable amounts of waste from typical orchards
is usually lost due to storing or burning it in the field [91], while it could be used as fuel [22].
Proper management of these resources may increase the effectiveness of biomass use in the
future, as orchard biomass waste used for energy generation does not compete with food
production [92], which may be the case with cereal straw or hay.

Moreover, pollution emissions from burning pruned biomass in appropriate boilers
are low [92]. However, the orchard area in the commune decreased by over half over
the 2017–2020 period [23,93] and the orchard area also decreased in the Mazowieckie
Voivodship (by over 1100 ha over the 2017–2020 period) [30,94–96]. Therefore, the local
resources of this biomass source are likely to decrease in future, especially given the drop
in the proportion of fruit trees in orchards in the voivodship, which are being replaced by
bushes and berry plantations [89,97].

It should be noted that pruning waste cannot always be used for energy production,
although its impact on the greenhouse effect is smaller than in situ mulching. This happens
when the absence of plant cover in the inter-row space exceeds 80% and the soil structure
has a tendency for compaction, for becoming muddy or for surface runoff, and when
the orchard is susceptible to erosion. The ground biomass should be mulched in the first
and second case and ploughed under in the third. The local potential cannot then be
fully utilized [98].

3.3. Forest Potential

Local resources of forest residues biomass in the commune of Goworowo were de-
termined as 4553 m3 y−1, which was equivalent to the energy potential of 34,144 GJ y−1

(34.96% of the whole) (Table 4, Figure 2). The annual increment ratio was assumed at the
level given for Poland—74.8% [48], although it was 116% in the Pułtusk Forest District and
114% in the Wyszków Forest District [43,44]. The wood harvest in a calendar year depends
on the area ratio of the final cutting sites to intermediate cutting sites. The energy potential
of logging residue largely depends on the development phase of the forests in the area.
When final cutting sites (with much thicker and slower growing trees than in intermediate
cutting sites) dominate the forest structure, the harvest-to-increment ratio can exceed 100%
and the logging residue amount then increases considerably. However, these indices are
given for a whole forest district area and they do not provide data for individual communes.
There are also data for 10 year periods, which is why a lower value was adopted to avoid
overestimating the local resources.

The optimum wood amounts to be left in local forests should be determined to
maintain biodiversity and conserve forest ecosystems. Perceiving the forest as a source of
energy feedstock must be accompanied by ecological thinking [1]. Taking this factor into
account in research is called “potential with increased biodiversity conservation” [99]. It is
important because the forest area in Europe with satisfactory amounts of deadwood has
been very small during the past few decades [100].
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The forest area in the commune of Goworowo was larger in 2020 compared to 2017
by over 1000 ha, i.e., by 16% [23,93]. This increase reflects the increasing forestation level
in Poland [101] and ensures the stability of forest residues as a source of solid biomass.
The issues related to forest management are often left out of development strategies,
due to which forests are not regarded as a factor of the region’s socio-economic devel-
opment [102]. Mentioning the bioenergy aspects of forests in strategic documents may
prevent its marginalization in the political spheres and increase society’s interest in it.

3.4. Roadside Potential

Roadside maintenance produces biomass for bioenergy generation, but only a small
part of it is used due to dispersion [103]. This study has shown that roadsides in the com-
mune of Goworowo constitute a local space concerning the solid biomass energy potential.
About 14 Mg of wood biomass, with an energy potential of 113 GJ y−1, can be obtained
from the roadsides in the commune (Table 4). The presence of trees on roadsides ensures
that biomass can be acquired by pruning, which is usually wasted [104]. The potential in
this regard also increases as the process may contribute to roadside naturalization when the
biomass of an invasive species is obtained, which can be replaced by native flora, thereby
improving biodiversity [105].

A better choice of tree species and developing more diverse resources improves the
ecosystem advantages provided by roadsides [106]. Managing wood from roadsides
provides more benefits, e.g., ensuring the patency of roadside draining ditches [105].
Roads must be accessible to society, be convenient and safe, and integrate with their
surroundings. Their development is accompanied by an increase in the roadside area,
which connects forests, farms and traffic networks. The main purpose of roadside manage-
ment is to ensure traffic safety (improving visibility and providing a space for emergency
stops). It can produce biomass from tree and bush pruning, which can be used as fuel to
maintain a positive energy balance. The promotion of ecosystem services from roadsides is
a future line of sustainable management in such areas [105–107]. Growing urbanization
will increase the roadside area, which makes proper management crucial. The roadside
wood potential can help transition from conventional road management to a form based
on a circular economy [105]. Even leaves from roadside trees can be used in the production
of high-quality solid biofuels [108].

3.5. Potential of Perennial Energy Crops

The land in the commune of Goworowo allocated for perennial energy crop plan-
tations could yield 1103 Mg of fresh willow biomass and 882 Mg of fresh miscanthus
biomass annually (Table 4). The total energy potential of the plantations was 19,404 GJ y−1,
accounting for 19.87% (Figure 2). Only 1.5% of arable land was proposed for the plantations
in the current study, and all of it belonged to the poorest quality class (class V and VI).
Currently, winter rye and serradella are grown on the poorest quality soil in the com-
mune and the cultivation effectiveness is low. Growing perennial energy crops on such
soils, where the nutrient abundance is low, where biophysical restrictions exist and where
the crop yield is low, is a more sustainable alternative than traditional food crops [109].
Since competition in soil used for food crop production requires spatial land segrega-
tion [110], choosing the poorest quality soils with the lowest effectiveness in food crop
cultivation was justified. Growing perennial crops on this land could improve the soil
properties by increasing its total organic carbon content, and decreasing its susceptibility
to erosion [109,110].

Sustainable development stimulates an interest in bioenergy generation from renew-
able sources, and biofuel production from energy crops in Europe is expected to grow to
meet the policy goals (The European Green Deal) [5,111]. Energy crops in Poland are grown
in an area of approximately 17,900 ha [21]. No such plantations exist in the commune
of Goworowo, even though it has appropriate potential for them. The use of 143 ha of
marginal land for this purpose could considerably increase lignocellulosic biomass produc-
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tion, especially since Poland is one of the major producers of SRC willow in Europe [61].
The crop species chosen for the commune of Goworowo—miscanthus and willow—are
among the main candidates for lignocellulosic crop plantations in Europe. Their impact
on biodiversity in the field is often regarded as beneficial compared to conventional food
crops [112]. A similar impact is also expected in the commune as agricultural land was
selected for such plantations, while permanent grassland and wasteland with high biodi-
versity (part of which is protected under the NATURE 2000 program) were excluded.

3.6. Potential of Permanent Grassland

The commune had a large area of permanent grassland—over 3327 ha—which can be
used for energy generation despite some limitations connected with animal breeding [23].
The possibilities of the annual hay harvest amounted to 475 Mg of hay (321 Mg from
pastures and 154 Mg from meadows) annually with an energy potential of 6543 GJ (4460 GJ
from pastures and 2083 GJ from meadows) (Table 4). The difference in biomass yield from
pastures and meadows was a consequence of local conditions. The meadows were mainly
used extensively, not only at Nature 2000 sites but all over the commune. Therefore, in-
creasing the number of cuts from two to three gave a surplus which could be used as fuel.
Many pastures were not used to the full extent, reflecting the situation around the country,
where most pastures are not used because of the drop in the farm animal stock [67].

Apart from the considerable benefits of using the hay surplus, certain difficulties are
connected with obtaining it. These resources are not often easily accessible (wetlands)
and their quality varies, depending on the moisture and mineral content [22]. Since
the commune of Goworowo is situated in two NATURE 2000 Special Bird Protection
sites—Dolina Dolnej Narwi PLB140014 and Puszcza Biała PLB140007—the grassland in
them has to be mowed to maintain the bird populations covered by the Birds Directive.
Abandoning the mowing results in natural succession and biocenotic evolution and poses a
threat to the objects of protection in the commune. Mowing can prevent it, especially since
protective measures include removing the produced biomass [113,114]. The permanent
grassland area has been decreasing in recent years, both in the Mazowieckie Voivodship
and in Poland [89,115,116]. The hay resources in the commune under study are expected
to stay at the same level since they have remained unchanged over the years [23,93].

3.7. Potential of the Landfilled Sludge and Municipal Waste

The analysis has shown that the sludge landfilled in the commune of Goworowo
(10 Mg of dry weight) is stored only to recirculate to bioreactors when biogenic elements for
microorganisms are absent (Table 4). Therefore, its storage helps to maintain the continuity
of the wastewater treatment process. The sludge was therefore excluded as a potential
source of solid biomass. There is 165,000 Mg y−1 of municipal sludge in Poland intended
for energy recovery by combustion [21]. Typical stabilized and dehydrated sludge has a
calorific value of approximately 0.5 GJ Mg−1 [117], which increases to 11 GJ Mg−1 after
drying [118]. Any surplus of recirculated sludge from the commune of Goworowo which
was not utilized in agriculture can be used for thermal conversion.

The annual production of biodegradable waste in the commune amounted to 709 Mg,
but all of it was collected by external companies and transported to municipal waste
processing installations (Table 4). In future, determination of the biodegradable waste
potential will require an analysis of what part of mixed and separately collected municipal
waste is stored despite being intended for processing and the acquisition of data on
its amount. Annually, 2,724,000 Mg of waste is used as an energy source in Poland [21].
Potential biodegradable/green waste in the commune could be used for thermal conversion
with energy recovery or biogas plant feedstock, increasing the RES use indices.

3.8. Commune Potential

The total energy potential of solid biomass resources in the commune of Goworowo
amount to 97,672 GJ y−1 (Table 4). The amounts of individual types of solid biomass and
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their potential varied significantly, which resulted from the local conditions. The solid
biomass resources in the commune were equivalent to 4192 Mg of hard coal (the most
commonly used heat source in the commune), assuming its calorific value of 23.3 GJ Mg−1

(for eco-pea coal) [36] (Figure 3). This shows that the solid biomass potential in the
commune of Goworowo is high. Surplus straw accounted for the greatest part and wood
from roadside maintenance accounted for the smallest part of the energy potential in the
commune (Figure 3).
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Figure 3. The potential of energy accumulated in solid biomass resources expressed as the coal
equivalent (Mg y−1).

Kowalczyk-Juśko et al. [22] determined the energy potential of the Bialski District
in the southeast of Poland, where the energy potential of communes ranged from 7690
to 707,933 GJ y−1. However, that study also included solid biomass residues from wood
industry facilities. It was not mentioned in the current research as there is no such facil-
ity in the commune. Moreover, the Bialski District is one of the three largest districts in
Poland [119]. Moreover, 10% of marginal arable soils and permanent grassland were allo-
cated for energy crop plantations in the majority of the communes in the cited research [22],
whereas in the current study, it was only 1.5% arable land, all belonging to the poorest
quality. However, the current findings for the commune of Goworowo confirm that the
smallest territorial units (communes) have large solid biomass resources, which can (and
should) be of great importance in satisfying energy needs, especially as fuel in local boilers
and for individual recipients.

A high value of solid biomass must also be emphasized as referring to the price
of hard coal (eco-pea coal). The retail price of this fuel, depending on its origin and
quality, ranged from EUR 146 Mg−1 to even more than EUR 225 Mg−1 (average PLN/EUR
exchange rate in 2020—4.4448/1.0). Assuming the average eco-pea coal price of EUR
180 Mg−1, the value of energy accumulated in solid biomass, referred to as the eco-pea
coal price, amounted to EUR 754,487 y−1. Therefore, this is a high value when referred
to the scale of the commune of Goworowo, which can potentially be used continuously
for many years. It is particularly important from the point of view of the local supply of
energy feedstock. There are no fossil fuel resources in the commune of Goworowo, so all
the money spent to purchase it flows out of the commune and often out of the country.
When biomass is used as an energy feedstock, the money for the biofuel remains in the
commune, in local circulation. Owing to this system, the entities producing fuel or energy
from biomass have funds for investment and development and can employ new personnel
in the RES industry, which contributes to local development. Therefore, biomass use as
energy feedstock can result in continuous stimulation for the infrastructure development
in rural areas and can help to implement modern technologies of biomass conversion to
energy and, in future, to various high-value bioproducts. This issue is extremely important
as biomass—as feedstock, and unlike other RES—requires the involvement of many entities
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to organize the whole logistics chain, from production and acquisition of biomass, through
to its storage, warehousing, transport, preparation for technological processes, conversion
and final use. Therefore, one can say that—unlike other RES—biomass is a “demanding”
fuel. However, paradoxically, this demanding energy feedstock can provide a positive
development stimulus for the commune and the region since it engages a considerable
workforce.

4. Conclusions

Much research into local biomass potential is needed to connect its management
effectively with the development of renewable energy sources. This is of particular impor-
tance for further development of research in this domain and the subsequent application
of the results in science and practice. Firstly, the current study shows that the smallest
administrative unit in Poland—a rural commune—has solid biomass resources with con-
siderable energy and financial potential for use. Secondly, the study also emphasizes the
challenges, such as sustainable management of local solid biomass resources, taking into
account the protection of biodiversity and the environment, e.g., the role of the space
where solid biomass is present as a natural habitat. Thirdly, it was demonstrated that the
commune could be a place where energy sources are diversified and where links are created
between the economy and ecology by obtaining biomass. Fourthly, research should be
continued to determine the technical potential of biomass resources and the link between
local development and local community welfare.

Rural areas, such as the commune of Goworowo that has an agriculture and forestry
sector in its area, could soon play a major role in producing and using solid biomass.
Local communities and fragmented farms, which do not develop on an industrial scale,
could be provided with many opportunities. Further research is also necessary in this field.
Local communities must be given information on the resources in their area and about their
value. They must be informed about effective technologies and their use and cost-effective
logistics and management systems.

Moreover, policymakers and local governments should undertake appropriate mea-
sures to allow for the most effective use of these local resources. However, this study also
has some limitations since it refers to a single commune existing under certain geographic
and demographic conditions. Furthermore, it is necessary to have access to reference data
to identify specific local features, which may be diverse even for neighboring communes.
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72. Igliński, B.; Cichosz, M.; Skrzatek, M.; Buczkowski, R. Technical potential of waste biomass for energy in Poland. Eng. Prot. Environ.

2018, 22, 109–118. [CrossRef]
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Abstract: The relationship between agriculture and climate change is two-sided. Agriculture is the
branch of the economy most affected by the ongoing processes. It is also a large emitter of greenhouse
gases and there are more and more voices about the need to reduce emissions. The purpose of the
study was, based on FADN (Farm Accountancy Data Network) data, to determine the structure of
greenhouse gas emissions in farms and to identify types of farms where it is possible to reduce GHG
(greenhouse gas) emissions through better energy use. The emission volume was determined on
the basis of the IPCC (Intergovernmental Panel on Climate Change) methodology modified for the
FADN data. The emissions related to the production of energy were found to be of minor importance
compared to other emission sources. Only in the horticultural crop type is the emission from the
Energy section the dominant stream of GHG emission. The greatest emissions come from livestock
production. Therefore, the emphasis on reducing emissions should not be placed on the Energy
sector because, except for the type of horticultural farm, there is not much potential for reduction.
The introduction of taxes for GHG emissions at the level of 27.31 EUR/t would reduce farm income
from 21% for the type of field crops to 40% for the type of herbivorous animals. The exception is
low-emission permanent crops, where the decrease in income would be only 3.85%.

Keywords: GHG; agriculture; energy consumption; farms; FADN

1. Introduction

Over the past several hundred years, human activities have had a huge, mostly nega-
tive, impact on the environment. As a result, the area of forests was reduced, biodiversity
was reduced, species died out, and many harmful substances were introduced into the
environment. However, in the opinion of experts, the main threat to the environment is
the climate change caused by anthropogenic heating of the atmosphere, as a result of the
increasing concentration of greenhouse gases, mainly CO2.

It is worth emphasizing that the concept of the greenhouse effect and climate change
caused by GHG emissions is not new [1–3]. Pioneering scientific works appeared as early
as the end of the 19th century [4]. After the Second World War, there was a breakthrough
in climate research [5]. There is now an almost full scientific consensus that we are dealing
with rapid climate change and that people are responsible for it [6,7]. In recognized
scientific journals, one can find publications that indicate that many positive feedback
loops were activated in the world, which resulted in the violation of the so-called tipping

Energies 2021, 14, 3784. https://doi.org/10.3390/en14133784 https://www.mdpi.com/journal/energies451



Energies 2021, 14, 3784

points. This could mean that climate change will be rapid, over decades, not linearly as
previously thought, but abruptly [8–13]. The environmental, social, and economic impacts
can be extremely severe in such unpredictable changes.

Agriculture is of particular importance in terms of climate change. The relationship
between agriculture and climate change is two-sided. Agriculture is a major emitter of
greenhouse gases. The conducted research shows that farms are responsible for approx-
imately 16–27% of all anthropogenic emissions [14]. Emissions in agriculture take place
at every stage of production, from seed preparation to harvesting and storage of finished
products [15]. Agriculture is also the sector of the economy most affected by the ongo-
ing processes, which requires large-scale adaptation measures [16]. For most areas of
the world, climate change is a growing problem in ensuring an adequate level of food
production for an ever-growing world population due to declining yields [17] and rising
food prices [18–20]. This is evidenced by the value of the so-called transferable stocks of
cereals (which are the main food product), determining the level of food security, which fell
from 74 days in 2002 to 54 days in 2011 [21]. The amount of available food varies greatly
between regions, and its shortages are particularly visible in the poorest regions of the
world [22]. In terms of the energy value of food, 870 million people go hungry worldwide.
The worst situation is in the sub-Saharan region, where almost 30% of the population
does not have enough food, and, in South Asia, where this situation affects 300 million
people [23]. The situation related to the climate crisis is exacerbated by the COVID-19
pandemic [24]. The reduction of agricultural production is directly caused by the fact that
climate change causes:

• changing weather patterns, reducing rainfall in many regions of the world. Where
rainfall is constant, its nature changes from long-term rainfall to long periods of
drought, interrupted by storm rain,

• much more frequent occurrence of extreme phenomena, unfavourable for agriculture:
storms, hail, frosts,

• the emergence of new species of pests, diseases that have not been encountered so far,
do not have natural enemies [25],

• periods of extremely high temperatures, dangerous for crops and livestock. They also
reduce the productivity of human labour, making it impossible at certain times.

Apart from these problems, activities to reduce GHG emissions turn out to be another
risk factor for agriculture. The high emissivity of agriculture is becoming a subject of
political and social discussion. This is related to a wider issue, such as achieving, by 2050,
climate neutrality by the EU-zero net emissions [26].

Modern agriculture is dependent on external industrial energy sources. Fossil fuels
and electricity have become an indispensable element of modern agricultural production.
They are used directly to power machines and indirectly for their construction, extraction
of mineral fertilizers, or the synthesis of nitrogen compounds.

The dominant role in this respect is played by non-renewable energy sources (fossil
fuels), which contribute to the emission of greenhouse gases and, consequently, the degra-
dation of the natural environment. Therefore, it becomes obvious to strive to improve the
efficiency of energy use and to change the structure of its sources [27].

Taking into account the total dependence of agriculture on fossil fuels, which are a
significant source of greenhouse gas emissions, research was undertaken on GHG emissions
from energy inputs used in agricultural production. The main purpose of the study was
therefore to assess the size and structure of greenhouse gas emissions from energy carriers
used in farms of various production directions and then to indicate the possibility of
reducing them.

2. Background

The main cause of climate change is the high consumption of energy produced by
burning fossil fuels and the excessive development of transport. This sector is responsible
for 75% of EU emissions. It is worth noting the evolution of views on the availability and
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use of fossil fuels. Fifty years ago, it was thought that the diminishing availability of fossil
fuels would force a switch to renewable resources [28,29]. Currently, there is a clear trend
in the development of renewable energy related to the fight against climate change. Thus,
the availability of fossil fuels is less of a problem than predicted, while the question of their
negative impact on the environment has turned out to be more serious.

Between 1950 and 1984, there was a “Green Revolution” which increased the grain
yield by 250%. However, this increase required a multiple increase in energy inputs in
agriculture, even 50 times [30]. Only rough calculations can be made to trace the increase
in direct and indirect use of fossil fuels and electricity in modern agriculture. In the 20th
century, when the world population increased 3.7 times and the inhabited area increased
by about 40%, the energy input increased from 0.1 EJ to almost 13 EJ. As a result, in 2000, on
average, about 90 times more energy was used per hectare of arable land than in 1900 [31].
This causes a decrease in the efficiency of energy use in farms [32]. The level of energy
consumption and the efficiency of its use were the subject of research both in countries
and in such sectors of agricultural production as beef production [33], milk [34] soy [35],
or wheat [36,37]. The issues of energy consumption in agriculture are directly related to
GHG emissions [38,39]. Some of the studies conducted indicate that the improvement of
the energy efficiency of agriculture and the wider use of renewable energy sources is the
best way to reduce GHG emissions [40,41].

Energy Consumption in Agriculture

Energy consumption in EU agriculture has had an upward trend since 2015, which is
a clear change in the direction observed before 2015 (Figure 1).

Figure 1. Energy consumption by agriculture in EU in thousand tonnes of oil equivalent. Reproduced
from [42], Eurostat: 2021.

In 2018, the amount of energy consumption in agriculture in the EU countries ac-
counted for 3.2% of the final energy consumption in the EU (Table 1). In the years 2004–2018,
the share of agriculture in the total final energy consumption did not change on average in
the EU (it decreased to the greatest extent in Greece-by 3.9 pp). By far, the largest share of
agriculture in total energy consumption among all EU countries was in the Netherlands
(8.1%) and Poland (5.6%) [43].
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Table 1. Share of energy consumption by agriculture in final energy consumption.

Countries

Energy
Consumption
by Agriculture

in 2018

Change
2018/2004 (%)

Total Energy
Consumption

in 2018

Change
2018/2004 (%)

Share of Energy
Consumption by

Agriculture in Final
Energy Consumption

in 2018

Change
2018/2004 (pp.)

EU-28 * 25,166 −5.4 860,754 −5.4 3.2 0.0
Belgium 792 −3.0 33,111 −5.2 2.4 0.1
Bulgaria 185 −33.0 9750 6.5 1.9 −1.1
Czechia 619 11.2 24,180 −3.7 2.6 0.3

Denmark 596 −13.8 14,070 −3.9 4.2 −0.5
Estonia 124 18.4 2889 3.7 4.3 0.5
Ireland 223 −28.8 11,219 0.2 2.0 −0.8
Greece 264 −76.3 15,169 −23.0 1.7 −3.9
Spain 2458 −26.6 82,020 −9.4 3.0 −0.7
France 4089 −3.2 139,829 −7.7 2.9 0.1
Croatia 211 −0.7 6682 −3.6 3.2 0.1

Italy 2798 −5.5 114,422 −10.7 2.4 0.1
Cyprus 42 332.7 1581 3.8 2.7 2.0
Latvia 181 44.8 4025 4.3 4.5 1.3

Lithuania 108 2.3 5446 24.8 2.0 −0.4
Luxembourg 24 8.6 3737 −5.6 0.6 0.1

Hungary 641 9.3 17,865 4.8 3.6 0.1
Malta 5 − 515 50.5 0.9 0.9

Netherlands 3647 −3.3 44,933 −9.4 8.1 0.5
Austria 529 −3.5 26,036 3.7 2.0 −0.2
Poland 3918 −8.9 69,983 23.3 5.6 −2.0

Portugal 382 −28.6 16,201 −11.0 2.4 −0.6
Romania 566 144.0 23,445 −1.3 2.4 1.4
Slovenia 73 −1.3 4940 0.1 1.5 0.0
Slovakia 133 −18.0 9912 0.3 1.3 −0.3
Finland 688 −6.7 25,074 0.6 2.7 −0.2
Sweden 613 −19.7 31,777 −1.7 1.9 −0.4
United

Kingdom 1257 46.2 121,944 −12.2 1.0 0.4

* Germany is not included as many data points are not available. Reproduced from [42], Eurostat: 2021.

In 2018, six EU countries with the highest energy consumption in agriculture ac-
counted for almost 70% of energy consumption in agriculture in the entire EU, which
proves a high level of concentration (Figure 2). The phenomenon meets the assumptions of
the Pareto principle, and, in this case, 20% of the EU countries use 70% of energy in the
agriculture of the Community.

In the EU, the greatest amount of energy used in agriculture came from gas oil and
diesel oil, which in the analysed period accounted for over 50% of the structure of energy
used (Figure 3). Electricity and natural gas were also important sources of energy. In
the years 2004–2018, on average in the EU, the share of energy from renewable sources
increased from 5 to 10%, although it seems that the pace of increasing the share of these
sources is too slow. In the EU countries, the structure of energy consumption in agriculture
varied considerably depending on the country. In almost all countries, gas oil and diesel oil
were the most important, despite clear differences between countries (from about 90% in
Slovenia to 9% in the Netherlands, which in this respect differed from other EU countries).
In the Netherlands, like in no other country, more than 50% of the energy used in agriculture
comes from natural gas. In Belgian agriculture, about 1/3 of the energy used came from
natural gas. Natural gas was also important in Romania, Lithuania, and Hungary (20%,
19%, and 17%, respectively, in 2018). Poland, as the only country in the EU, to a large extent
uses other bituminous coal (about 20%) as an energy source in agriculture. It is worth
paying attention to Sweden and Austria, where over 30% of the energy used in agriculture
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came from renewable sources, which in the context of the current EU climate policy should
be considered an example to be followed by other countries. Czechia, Slovakia, and Finland
also stood out in this area, where renewable sources accounted for a quarter of the energy
used for agriculture in 2018. For Germany, Malta and Cyprus, complete data for 2004 were
not available. Therefore, data from the years 1998 (for Germany) and 2005 (Cyprus and
Malta) were adopted for the study—these were the years closest to 2004 with complete
data available.

 
Figure 2. The concentration of energy consumption in agriculture in 2018. Reproduced from [42],
Eurostat: 2021.

The Netherlands was characterized by the highest energy consumption in agriculture
per hectare of arable land. In 2018, the Netherlands used nearly four times more energy per
hectare of UAA (2052.93 kgoe) than in Belgium, second in the ranking, and over 15 times
more than the average in all EU countries (Figure 4). This was due to very intensive
agriculture and a high share of energy-intensive greenhouse production. The lowest
final energy consumption per hectare of UAA was observed in Romania (33.5 kgoe/ha),
Lithuania (35.3 kgoe/ha), and Bulgaria (36.8 kgoe/ha). In the case of Germany, the data for
2010 was used, as the data for 2008 were incomplete.
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Figure 3. The structure of energy consumption in agriculture in the EU countries in 2004–2018. Reproduced from [44],
Eurostat: 2021.

Figure 4. Energy consumption in agriculture per hectare of arable land in kgoe. Reproduced from [45], Eurostat: 2021.

3. Materials and Methods

3.1. Overview

In the research on the level and structure of emissions from Polish farms, data from
the FADN (Farm Accountancy Data Network) from 2017 were used. The FADN operating
in Poland is part of the European system, operating since 1965, based on Regulation of
the Council of 15 June 1965 setting up a network for the collection of accountancy data on
the incomes and business operation of agricultural holdings in the European Economic
Community [46]. Data in FADN are collected in the management accounting convention.
The FADN database is economic and organizational. It is now the most complete source of
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information on the situation of agricultural holdings. The identical principles of operation
of the FADN system throughout the EU make the results comparable for all EU countries.
The obtained data are used both for decision-making by EU bodies, monitoring the effects of
these activities, and scientists dealing with the economics and organization of agriculture.
Participation in the FADN system is voluntary. Farmers participating in the research
write down every economic event that took place on their farm, in a special book, then
agricultural advisors transfer them to the system.

The FADN observation field covers only commercial farms, i.e., farms supplying the
market. In 2017, the results in Poland were calculated for 12,100 farms with an economic
size greater than or equal to EUR 4000.

3.2. Types of Farms

The type of farm is defined based on the share of individual agricultural activities in
the creation of the entire Standard Output of a farm. In the conducted research, grouping
was made according to eight basic types. In practice, there were seven types because type
3-Vineyards does not occur in Poland (Table 2). Farms classified to a particular type are
specialized in this type of agricultural production.

Table 2. Grouping of farms by type.

Symbol Name Description of the Type of Farm

1 Field crops Specializing in the cultivation of cereals (including rice), oilseeds, and protein crops
for seeds

2 Horticultural crops
Specializing in outdoor horticulture, under high cover, (vegetables, strawberries,

flowers, and ornamental plants) and the cultivation of mushrooms and in nursery
and horticulture

3 Vineyards Specializing in viticulture

4 Permanent crops Specializing in the cultivation of fruit trees and shrubs

5 Dairy cows Specializing in dairy cattle farming

6 Herbivorous animals Specializing in rearing cattle for slaughter (including breeding), sheep, goats, and
other animals fed on roughage

7 Granivorous animals Specializing in rearing pigs, poultry, and other animals fed with concentrated fodder

8 Mixed Mixed-different crops, different animals

While there are some doubts about the use of the FADN for environmental issues [47],
it is the most comprehensive source of information on farms in the EU. Basic organizational
and economic information on the researched farms, grouped by type of farm, is presented
in Table 3.

Table 3. Characteristics of the researched farms.

Description Unit

Type of Farm

AverageField
Crops

Horticultural
Crops

Permanent
Crops

Dairy
Cows

Herbivorous
Animals

Granivorous
Animals

Mixed

Sample size pcs. 3922 304 445 2665 735 729 3313 −
Economic size EUR 38,380 80,157 24,251 50,189 27,662 120,671 37,008 45,432

Labor inputs AWU 1.73 3.48 2.28 1.99 1.59 2.08 1.74 1.87

Agricultural land area ha 47.89 7.21 13.14 31.99 27.76 33.77 29.68 35.04

Total production value EUR 47,111 79,738 35,891 65,427 23,821 144,360 40,855 54,272

The value of livestock
production EUR 1790 292 126 57,532 17,321 118,932 22,073 27,470
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Table 3. Cont.

Description Unit

Type of Farm

AverageField
Crops

Horticultural
Crops

Permanent
Crops

Dairy
Cows

Herbivorous
Animals

Granivorous
Animals

Mixed

The value of plant
production EUR 44,931 79,257 35,311 7642 5973 24,974 18,519 26,462

Income from the farm EUR 20,263 17,744 14,747 31,918 11,551 38,177 15,458 21,794

Income per full-time
employee EUR 13,844 10,033 9612 16,699 7393 22,036 9239 13,197

3.3. Methodology of Estimating Emissions in Farms

The problem of estimating the amount of greenhouse gas emissions in farms is difficult.
GHG emission depends on numerous variables such as soil type, species, cultivation
technology, breeding, the weather pattern in a given year, etc. Research carried out in one
country does not have to be useful in other countries, and the obtained results are often
very divergent [48].

The work attempts to link the internationally recognized methodology used by The
National Centre for Emissions Management (KOBiZE) with data from the FADN database.
The first attempts to calculate GHG emissions based on these data took place in Italy [49].
The authors of this study focused on a group of 695 farms in the Veneto region. They
identified six emission sources, which were then calculated based on FADN data and
national emission factors. Later, the research was extended to cover the entire FADN
population [50]. In Poland, research combining FADN and greenhouse gas emissions
is carried out at the Institute of Agricultural and Food Economics-National Research
Institute [48,51,52]. Similar works are also carried out in other EU countries [53,54].

This study adopts its methodology for calculating GHG emissions, taking into account
the latest Intergovernmental Panel on Climate Change (IPCC) guidelines. Contrary to
Polish studies, GHG emissions at farms, emissions from fuel combustion (liquid, solid and
gaseous), and electricity consumption were also taken into account. The main sources of
emissions in agriculture, together with the data and indicators necessary for their estimation
(in an IPCC-compliant format), are divided into three main categories: Energy (Sector 1),
Agriculture (Sector 3), Land use (Sector 5) [55,56].

Within individual sectors, a total of 15 emission streams were identified (Table 4),
each of which required a separate approach and determination of the GHG emission level
based on the available FADN data and based on the guidelines contained in Guidelines
for National Greenhouse Gas Inventories [56–58], modified in a way that allows the use
of data collected in the FADN system. The amount of emissions in farms was calculated
according to the formula:

Y = X1 + X2 + . . . + X15 (1)

Table 4. Calculation of GHG emissions in farms.

Emission Source Emission Factor Reference

X1—Energy production
for agriculture

Energy consumption [MWh] × Factors of the produced electricity for the end-user
[1 MWh = 781 kg CO2] [59]

X2—Combustion of fuels
in agriculture

Fuel consumption x Emission factor for fuels
[Diesel: 1 GJ = 74.1 t CO2; Petrol: 1 GJ = 69.3 t CO2]

X3—Intestinal
fermentation

Number of animals of a certain species and age × Emission factor for species and
age × 28 (Global Warming Potential-GWP)

[Emission factor: from 5 kg CH4/year for goats to 75.59 kg CH4/year for bulls over
2 years of age]

[56,60]
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Table 4. Cont.

Emission Source Emission Factor Reference

X4—Methane emissions
from livestock manure

Number of animals per species × Emission factor for species × 28 (GWP)
[Emission factor for species: from 0.02 kg CH4/year for broilers to 11.87 kg

CH4/year for dairy cows]
[56]

X5—Direct emission of
nitrous oxide from
livestock manure

Number of animals of a certain species and age × Emission factor for species and
age (Nex) × N2O-N to N2O conversion factor × 265 (GWP)

[Nex: from 1 kg N2O/year for turkeys to 83 kg N2O/year for dairy cows;
N2O-N to N2O conversion factor = 44/28]

[56]

X6—Indirect emission of
nitrous oxide from
livestock manure

Composed of two processes: Indirect N2O emissions due to volatilization of N from
manure management and Indirect N2O emissions due to leaching from

manure management

[58]
Equations:
10.27 and

10.29

X7—Use of mineral
fertilizers

Amount of mineral fertilizers applied × Fertilizer emission factor ×
44/28 × 265 (GWP)

[Fertilizer emission factor = 0.01 kg N2O out of 1 kg of N]
[56,58]

X8—Use of organic
fertilizers

Amount of organic fertilizers applied × Fertilizer emission factor × 44/28
× 265 (GWP)

[Fertilizer emission factor = 0.01 kg N2O out of 1 kg of N]
[56,58]

X9—Animal manure on
pastures and grasslands

Number of animals of a certain species and age × Emission factor for species and
age (Nex) × Pasture maintenance factor × Emission factor for manure from grazing

animals × 265 (GWP)
[Pasture maintenance factor-from 0.103 (dairy cows) to 0.44 (sheep);

Emission factor for manure from grazing animals–0.2 for cattle and pigs and 0.01 for
sheep, goats, and horses]

[56,58]

X10—Plant residues Annual harvest of a given crop × Dry matter share × Nitrogen content in biomass
× (1—Share of burnt biomass−Share of biomass removed from the field) [56,58]

X11—Nitrogen deposition
from the atmosphere
(indirect emissions)

Annual amount of mineral fertilizers × Factor of nitrogen participation in fertilizers
emitted in the form of NH3 and NOx + Annual amount of organic fertilizers +

Annual amount of animal manure on pastures x Factor of the share of nitrogen from
the manure emitted in the form of NH3 and NOx × 44/28 × 265 (GWP)

[Factor of nitrogen participation in fertilizers emitted in the form of NH3 and
NOx = 0.01; Factor of the share of nitrogen from the manure emitted in the form of

NH3 and NOx = 0.2]

[56,58]

X12—Leaching and
oxidation of nitrogen from

the ground (indirect
emissions)

(Annual amount of mineral fertilizers + Annual amount of organic fertilizers +
Annual amount of plant residues) × Factor of the share of nitrogen leached from the

ground into the waters × Emission factor of leached nitrogen
× 44/28 × 265 (GWP)

[Factor of the share of nitrogen leached from the ground into
the waters = 0.3; Emission factor of leached nitrogen = 0.0075]

[56,58,60]

X13—Liming
Annual amount of calcium fertilizers CaCO3 × CaCO3 emission factor + Annual
amount of calcium fertilizers CaMg(CaCO3)2 × CaMg(CaCO3)2 emission factor

[CaCO3 emission factor = 0.12; CaMg(CaCO3)2 emission factor = 0.13]
[56,58]

X14—Burning crop
residues

(Annual harvest of a given crop × Dry matter share × Nitrogen content in biomass
× Share of burnt biomass × Combustion efficiency) × Carbon content in biomass =

Total amount of carbon released
[56,58]

X15—Urea fertilization Amount of urea used during the year × Emission factor × Conversion factor
[Emission factor = 0.2 kg C/kg N; Conversion factor of C in CO2 = 44/12] [56,58]

The Global Warming Potential (GWP) was used to calculate the emissions of individual
GHGs, i.e., a conversion factor enabling the determination of individual GHG emissions
as a CO2 equivalent. GWP is a measure of how much energy the emissions of 1 kg of a
gas will absorb over a given period of time, relative to the emissions of 1 kg of CO2. The
individual factors are presented in Table 5.
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Table 5. Global warming potential of greenhouse gases.

Greenhouse Gas Global Warming Potential (GWP)

CO2 1
CH4 28
N2O 265
SF6 23,500
NF3 16,100

For example, the emission of 1 kg of methane for the climate equates to the emission
of 28 kg of CO2 [60]. This allows the emissions of all GHGs to be reduced to one value.

The amount of taxes/fees for GHG emissions was calculated based on the price of
emission allowances, which was achieved at the auction on the European Energy Exchange
(EEX) on 23 September 2020—27.31 EUR/t [61]. This method was used in other studies [62];
it is also similar to the calculations made by Richard Tol on the social costs of GHG
emissions [63].

4. Results and Discussion

4.1. Total GHG Emissions from Agriculture

In 2018, the total EU GHG emissions amounted to 4.4 billion tonnes. In the years
1990–2018, the share of individual GHG emission sources in the EU did not change. In the
case of Agriculture, the share fluctuated in the range of 1–14%, which is comparable to
the Industry (Figure 5) [64–66]. In absolute terms, agriculture emitted an annual average
of 436 million tonnes of greenhouse gases. In the context of the GHG emission reduction
process, it should be noted that, since 1990, emissions in agriculture have been reduced
by 23%. This was due to several factors. First of all, the livestock stock decreased and the
consumption of nitrogen compounds was limited [67]. Except for Spain, each EU Member
State has reduced GHG emissions between 1990 and 2018. The largest decreases were
recorded in Germany, Romania, and Poland [66]. However, globally, the agricultural sector
has increased GHG emissions by 1.1% [64].

 
Figure 5. Structure of GHG emissions in the EU in 2018 by sector. Reproduced from [68],
Eurostat: 2021.

Poland, with GHG emissions at the level of 416 million tons per year, ranks 5th in the
EU. The sectoral structure of GHG emissions in Poland is slightly different than the EU
average. The dominant sector is energy with a share of over 80% of the total emissions,
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while agriculture is responsible for 8% of the emissions in the country, recording a decrease
in emissions by almost 1/3 in the years 1990–2018. This was due to a reduction in the
number of livestock, the collapse of inefficient State Agricultural Farms, and more rational
use of fertilizers based on the principles of a market economy or shaping the production
structure [69,70].

4.2. GHG Emission from Energy Inputs in Agriculture

Energy consumption in EU agriculture increased in the years 2004–2018 by 3%, while
the emissions accompanying this consumption increased by almost 6%, which proves that,
on average, in the entire Community structure of energy sources, there were more sources
with a higher greenhouse gas emission index (Table 6). Agricultural energy consumption
was reduced most in Greece, Bulgaria, and Ireland by 76%, 33%, and 29%, respectively.
However, Slovakia deserves special attention, as it has reduced energy consumption by
1/5 while reducing emissions from this energy consumption by almost 40%, which shows
the replacement of high-emission energy carriers, e.g., with renewable energy. Slovakia,
along with Czechia and Slovenia, had the lowest emissivity of energy inputs in agriculture,
far below the average for the entire EU [71].

Table 6. GHG emission from energy inputs in agriculture in the EU countries in 2004–2018.

Countries
Energy

Inputs 2018
(TJ)

Change
2018/2004

(%)

GHG
Emissions 2018

(t)

Change
2018/2004

(%)

Emissivity
of Energy

Inputs 2004
(t GHG/TJ)

Emissivity
of Energy

Inputs 2018
(t GHG/TJ)

Change
2018/2004

(%)

EU-28 1,193,555 3.1 103,671,715 5.6 84.80 86.86 2.4
Slovenia 3059 −1.3 219,729 −4.9 74.54 71.82 −3.6
Ireland 9355 −28.8 972,756 −24.0 97.37 103.98 6.8
Croatia 8821 2.1 658,303 0.5 75.79 74.63 −1.5
Estonia 5199 18.4 447,061 7.2 95.00 85.98 −9.5

Italy 117,157 −5.5 11,117,330 −3.2 92.64 94.89 2.4
Portugal 15,992 −28.6 1,704,399 −19.7 94.83 106.58 12.4

Spain 102,896 −26.6 9,691,288 −20.7 87.24 94.19 8.0
Luxembourg 990 8.6 75,993 −5.6 88.35 76.76 −13.1

Latvia 7565 44.8 576,977 42.5 77.48 76.27 −1.6
Bulgaria 7757 −33.0 690,938 −23.7 78.26 89.07 13.8
France 171,192 −3.2 15,890,349 0.1 89.77 92.82 3.4
Malta 203 − 19,327 − − 95.14 −

Romania 23,690 144.0 1,979,516 122.5 91.61 83.56 −8.8
Hungary 26,834 9.3 2,167,087 7.3 82.19 80.76 −1.7
Poland 164,050 −8.9 13,125,832 −6.6 78.07 80.01 2.5

Germany 139,904 1573.4 10,392,644 7231.5 16.96 74.28 338.1
Czechia 25,933 11.2 1,937,408 −9.7 91.98 74.71 −18.8

Denmark 24,938 −13.8 2,555,070 −13.9 102.56 102.46 −0.1
Cyprus 1776 332.7 210,908 142.8 211.65 118.76 −43.9
Slovakia 5555 −18.0 415,070 −38.2 99.20 74.72 −24.7
Finland 28,822 −6.7 2,379,596 −9.4 84.96 82.56 −2.8
Sweded 25,656 −19.7 1,831,157 −9.5 63.37 71.37 12.6
Austria 22,156 −3.5 1,664,652 −0.5 72.83 75.13 3.2

Lithuania 4507 2.3 373,509 2.5 82.66 82.87 0.2
Belgium 33,148 −3.0 2,841,637 6.3 78.23 85.73 9.6
United

Kingdom 52,631 46.2 4,961,670 17.8 116.98 94.27 −19.4

Netherlands 152,697 −3.3 12,942,532 16.5 70.36 84.76 20.5
Greece 11,069 −76.3 1,828,980 −62.0 103.07 165.24 60.3

Reproduced from [44], Eurostat: 2021; Reproduced from [58], IPCC: 2006.
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The amount of emissions from consumed energy directly depends on the amount of
energy consumed and on the structure of energy carriers with different greenhouse gas
emissivity. In the years 2004–2018, emissions in Poland, similarly to energy consumption,
reached a minimum level of 11.18 million tonnes in 2015. It was followed by an increase,
also visible in the rest of the Polish economy.

The emissions from energy sources in agriculture are dominated by diesel oil, which is
constantly growing, accounting for half of the emissions in 2018. Two more energy carriers
play an important role in the emission structure-bituminous coal 34% and electricity 11%.
Searching for opportunities to reduce energy consumption and, at the same time, to
reduce greenhouse gas emissions, in-depth research was carried out to find the answers
to which farms emit greenhouse gases from energy carriers the most and where to look
for opportunities to reduce energy consumption and thus greenhouse gas emissions in the
first place. [31,72–74].

4.3. GHG Emissions from Energy Carriers Depending on the Type of Farm

As part of the research, the GHG emissions were calculated in individual production
types of farms in the Polish FADN system. Calculations were made for all 15 emission
streams. For the sake of legibility, they have been aggregated into categories related to
Plant production, Animal production, and Fertilization. The Energy category has been
presented broken down into Electricity and Fuels. Figure 6 shows the emission volumes
for the subsequent emission categories.

 

Figure 6. GHG emission in particular types of farms in kg. Source: own study.

The average level of all GHG emissions in Polish farms covered by the FADN system
was over 207,000 kg per farm, including 24,000 kg from energy inputs, which accounted
for 12% of all emissions. The highest total emission level was observed for two types of
farms involved in livestock production: dairy cows and granivorous animals, respectively
311,000 kg and 430,000 kg of GHG per farm (Figure 6). This is confirmed by studies [75–77],
that animal production is the main source of emissions. The lowest emission level was
found on farms of the type of permanent crops, which in the Polish FADN system include
fruit-growing farms. As already mentioned, one of the important sources of emissions
in the surveyed farms were fuels and electricity, which together accounted for the aver-
age emission on the farm from 11,700 kg of GHG in the type of herbivorous animals to
194,500 kg of GHG in horticultural crops.
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The share of Energy in the emission structure in the researched farms was very diver-
sified and ranged from 7% for dairy cows and herbivorous animals to 84% for horticultural
crops (Figure 7). The high share of energy is related to production technology. In general,
vegetable growing is a type of production associated with extremely intensive use of pro-
duction factors such as land, water, energy [78]. In the case of the horticultural crops type,
especially for cultivation in greenhouses, high costs are incurred to ensure the appropriate
temperature. This requires the combustion of fossil fuels, gas, coal, or the use of electricity.
The situation is slightly different for permanent crops. These are fruit-growing farms, with
the dominant role of apples. The high emissions in the Energy category are related to
two issues. The production of fruit requires intensive protection and many operations
performed by machines, which causes high consumption of fuels, especially diesel oil.
During the season, even a dozen or so agrotechnical treatments are performed, such as
sprinkled fertilization, foliar fertilization, disease and pest control, and weed control. Each
of these treatments requires the use of agricultural tractors. After harvest, the apples are
placed in various types of storage (with a normal, modified, or controlled atmosphere) [79].
Maintaining the assumed conditions, temperature, and atmosphere composition require
the consumption of electricity, which directly translates into the structure of emissions in
these farms [80]. The next stage is also important−packing and often distributing the fruit
on the farm’s own. It is worth noting that within the energy section, fuels were dominant,
accounting for an average of 69% of emissions from energy inputs in the researched farms.
The highest share of fuels was recorded in horticultural crops, 88%, while the lowest share
of fuels among the researched farms was in the case of permanent crops and amounted to
41% of GHG emissions in the total emission from energy sources [81].

 
Figure 7. Structure of GHG emissions in types of farms. Source: own study.

Subsequently, the intensity of emissions from energy inputs in the researched farm
types was determined by relating the emission level to the area of agricultural land
(Table 7).

Table 7. Emission from energy inputs per 1 ha of agricultural land and production value per 1 kg of GHG from energy inputs.

Index
Field
Crops

Horticultural
Crops

Permanent
Crops

Dairy
Cows

Herbivorous
Animals

Granivorous
Animals

Mixed Average

GHG from energy
inputs (kg/ha) 407.42 26,976.23 1178.09 724.65 422.35 1196.15 511.28 689.40

Production value per
kg GHG from energy

inputs (EUR)
2.41 0.41 2.32 2.82 2.03 3.57 2.69 2.25

Source: own study.
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The highest ratio was achieved by horticultural crops type-26,976.2 kg of GHG emis-
sions/1 ha of UAA, and the lowest-field crops type, only 407.4 kg of GHG/1 ha of UAA.
The issue of environmental efficiency is also important, as shown in Table 7 as the pro-
duction value per 1 kg of GHG emissions from the energy used in the production process.
Except for horticultural crops, 1 kg of GHG emissions from the Energy category allowed to
generate production worth EUR 2–3, in the case of horticultural crops it was only EUR 0.41.
By far the highest environmental efficiency in this respect was presented by farms of the
granivorous type, where 1 kg of GHG from the energy used allowed to generate over EUR
3.5 of the production value.

4.4. Farm Income and GHG Emission Costs from Energy Inputs

Taking into account the economic aspect and social costs of GHG emissions, the impact
of introducing charges/taxes on emissions on farm income was determined (Figure 8).
Two variants were presented: introducing taxes/fees related only to energy inputs as well
as to all GHG emissions in the farm.

 

Figure 8. Farm income before and after taking into account GHG emission costs in EUR. Source:
own study.

In the first case, if emission charges were introduced only from energy inputs, the
impact of these solutions on farm income would not be large, except for horticultural crops,
where the income would be reduced by about 30%. The decline in income for the remaining
types is only 2–3%. The situation is completely different in the variant of taxation of all
emissions on the farm. The income of the surveyed farms would drop from 21% for field
crops to 40% for herbivorous animals. The low-emission farms in the type of permanent
crops are a phenomenon here, where the decrease in income would amount to only 3.85%.

4.5. Outlook

The conducted research shows the types of production and the main types of emissions.
For many years, research has been conducted on the possibility of reducing these emissions.
The methods of reducing emissions can be divided into two groups: economic, influencing
eating habits and related to production technology.

Various administrative and economic instruments are considered to encourage farmers
to reduce emissions and the society to reduce the consumption of goods that require
high emissions. This problem is particularly relevant to livestock production [82]. There
are more and more calculations of the hidden environmental costs of this production,
combined with the calculation of the benefits that can be achieved by switching to a vegan
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or vegetarian diet [24]. Research confirms that maintaining current eating habits will lead
to high GHG emissions [83]. The European Parliament discussed the taxation of meat
so that its price fully corresponds to environmental costs. A tax at a rate of 60 EUR/t
CO2 equivalent emissions would reduce total GHG emissions in the EU by 5% [84]. The
research conducted in Denmark determined that the introduction of the burden at the
level of 150–1730 DKK per 1 ton of CO2 equivalent emissions results in a reduction of the
emis−sion footprint from food production by 2.3–8.8% [85].

In addition to changes in food consumption, it is also postulated to introduce various
technological changes aimed at reducing the level of GHG emissions. They relate to
different emission areas [86]:

1. Reduction of emissions from nitrogen fertilizers:

• limiting the consumption of mineral fertilizers,
• selection of appropriate forms of nitrogen fertilizers,
• use of inhibitors,
• maintaining an appropriate soil pH [87].

2. Carbon retention in soil and biomass.
3. Breeding progress:

• increasing the area of legume crops,
• introducing more fats into the diet of ruminants [88],

4. Genetic improvement of animals.
5. The use of animal excrements for the production of biogas, which prevents the escape

of nitrogen compounds into the atmosphere [89,90].
6. Increasing energy efficiency, the use of renewable energy and improved sources of

nuclear energy [91].

Taking into account the research carried out (Figure 6), it seems that the application
of GHG emission reduction methods should cover two directions. First, there is a need to
change food habits, move away from ruminant animal products. The main role should be
played by economic tools, taxes and fees. At the same time, production methods limiting
GHG emissions, especially related to livestock production, should be introduced.

In the case of reducing emissions from energy carriers, the problem is extremely
complex. Research shows that the intensification of energy consumption in agriculture
has made it possible to feed a rapidly growing world population [27]. With the current
level of production intensity and a large number of agricultural operations, the possibilities
of reducing these emissions are small. However, a decrease in GHG emissions can be
achieved in two ways:

1. Fossil fuel consumption reduction

In research and studies carried out all over the world, there are various examples of how
to reduce fuel consumption. They are mainly related to changes in production technology:

• Cultivation without plowing (simplified cultivation)—although it is difficult to con-
vince farmers to this type of cultivation, it causes even a threefold decrease in GHG
levels [92].

• Precision agriculture and precision agriculture technologies (PAT) [93]. One of the
main tasks of precision agriculture is to optimize the use of agricultural inputs, fer-
tilisers, fuel. From the point of view of GHG emissions, techniques that reduce the
consumption of nitrogen fertilizers and the number of activities seem to be crucial.
This allows a reduction in fuel consumption [94].

• Electrically powered agricultural tractors. Despite the serious obstacle of low battery
capacity, agricultural tractor manufacturers are trying to placing them on the market.
Two versions of the machines are tested: with batteries and with a cable connection
to the power source [94,95]. There are also ideas for introducing agricultural tractors
with modern combustion engines, powering electric motors.
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• Technical progress in the construction of traditional combustion engines. 2020 is a
transition period for engines below 75hp and above 175hp due to the introduction
of the Stage V standard. Until 30 June 2020, manufacturers could install transition
engines on their machines and market them until 31 December 2020. For machines
with a capacity of 75–175 hp, the transition year is 2021 [96].

• Appropriate use of existing agricultural tractors. Appropriate management of tires
and weights, use of start-stop systems, longer work sequence, eco-driving, replacing
agricultural tractors with more energy-efficient machines [97].

2. Renewable energy

The development of renewable energy in rural areas will be a key element in reducing
GHG emissions from energy carriers. Different types of RES are possible: biomass, solar
energy, wind farms. Agricultural biogas plants are particularly promising. In addition to
solving the problem of CH4 emissions from animal manure, they provide electricity and
heat necessary for agricultural production. It is interesting to combine different types of
technologies, where the farmer is both a producer and consumer of energy (prosumer).
This makes it possible to combine renewable energy sources with electric vehicles charged
from own sources. Another solution may be to combine livestock farming that supplies
input to a biogas plant, which supplies electricity and provides heating for the farm.

5. Conclusions

The implementation of the ambitious vision of Europe by 2050 as a climate-neutral
continent set out in the European Green Deal requires the intensification of efforts to reduce
GHG emissions in all sectors. Such actions must also be taken in agriculture, which is
responsible for about 10–14% of their emissions. From simulations by The National Centre
for Emission Management (KOBiZE) [98] it results that in Poland if the current produc-
tion technologies are continued to be used, achieving the ambitious targets for reducing
emissions from the agricultural sector will be very difficult. Attempts to implement more
ambitious reduction targets may lead not only to a decrease in farm income but also to a
relatively high reduction in the level of production, which may increase food prices. This
study does not take into account GHG emissions related to the consumption of energy
carriers, as well as in the materials and databases of FAO, EPA, and other organizations. It
is not included in the agriculture section but belongs to the general category of energy. This
is the reason for difficulties in comprehensive assessments of the effectiveness of activities
aimed at reducing GHG gas emissions in agriculture.

Looking for ways to reduce energy consumption, and at the same time to emit green-
house gases, in-depth research was carried out to find out which farms emit greenhouse
gases from energy carriers the most, and where to look for ways to reduce energy consump-
tion and thus greenhouse gas emissions in the first place. The average GHG emission level
in Polish farms covered by the FADN system was over 207 Mg per farm, of which 24 Mg
came from energy inputs, which accounted for 12% of the total GHG emission. The lowest
share, amounting to 7%, was characteristic for farms keeping dairy cows and herbivorous
animals, and the highest (84%) for horticultural crops farms. The amount of GHG emission
from the consumed energy was directly dependent on the amount of its consumption
and the structure of the energy carriers used. Emission from diesel oil consumption (50%)
dominated, followed by bituminous coal (34%) and electricity (11%).
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Grzegorz Ślusarz 1, Barbara Gołębiewska 2,*, Marek Cierpiał-Wolan 1, Dariusz Twaróg 3, Jarosław Gołębiewski 2
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Gołębiewska, B.; Cierpiał-Wolan, M.;
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Abstract: In many countries, energy security is treated as a priority for the coming decades, and
at the same time energy production from the vast majority conventional energy sources does not
meet environmental protection criteria. Hence, the need to use renewable energy sources (RES),
which can largely satisfy energy needs. The aim of the study was to identify possibilities of creating
autonomous energy regions (ARE) in Poland, based on renewable energy sources. Attention was
paid to the role and significance of the potential of rural areas in this respect, taking into account the
possibilities of increasing energy production from these sources in individual regions of Poland. The
research was conducted on a regional level (division into voivodships) and on a local level (division
into powiats, which form voivodships). When assessing the potential for constructing ARE based on
RES, the following energy sources were taken into account: water, wind, sun, biogas and biomass. It
was found that the highest RES potential versus energy consumption can be obtained in powiats
where the share of arable land and forests exceeds 80%. The research showed that in most regions of
Poland (powiats, voivodships), there is a large potential for obtaining additional energy from RES,
which would cover over 73% of the country’s demand for electricity. This could be the basis for
building energy independence on a local scale. The results of the study indicated that as many as
seven regions would become self-sufficient in terms of electricity demand.

Keywords: regional potential; rural areas; renewable energy sources; autonomous energy regions

1. Introduction

Energy production, like food production, is of strategic importance to every country.
At the current stage of development, there is an increasing demand for energy, which
affects the socioeconomic development and quality of life of the population [1,2]. In the
report International Energy Outlook, released by the Energy Information Administration
(EIA), it was assumed that by the middle of this century energy consumption will increase
by about 50% [3], and only from 2000 to 2018 global energy consumption increased by
48.2% [4]. At the same time, it was emphasized that energy production, in its vast majority,
is based on conventional energy carriers [5,6], which poses an increasing threat to the
environment [7] and human health, especially children’s health [8]. Increased energy
consumption determines the competitiveness and growth opportunities of businesses and
the well-being of households [9], and as Gielen et al. [10] state, renewable energy can
meet two-thirds of total global energy demand, but this will require new technologies
and innovations.

Herington et al. [11] indicate that billions of people worldwide remain without ac-
cess to modern energy services, most of whom live in rural areas [1,12]. To support the
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deployment of such services, local energy solutions must be taken into account [13]. Hence,
there is a need to look for innovative solutions to meet growing energy demands [14–16],
improving energy security while reducing the negative effects of its production on the
environment [17–20], and thus on the health (quality of life) of people. A solution to this
search is the development of Autonomous Energy Regions (ARE) based on RES, seen
as the construction of energy self-sufficient regions (local development of RES potential,
also sometimes referred to as Municipal Energy Centres) that fit into the socio-economic
conditions of the development of a given area and their sustainable development [21,22].
As energy production based on RES has a spatial character, a special role in the creation of
ARE is played by rural areas, which constitute the dominant part of Poland’s area (93%) [23]
and endogenous potential related to agriculture and the development of nonagricultural
functions of these areas [24,25].

The idea of ARE is in line with the latest global trends of energy distribution based
on locally available energy sources that contribute to increased efficiency of the energy
system [4,7,26]. Undoubtedly, RES-related technologies are a part of smart technologies
and, at the same time, part of the Directive (EU) 2018/2001 of the European Parliament
and of the Council of 11 December 2018 on the promotion of the use of energy from
renewable sources. The directive highlights the coupling of the particular importance of
rural areas in the development of RES and, vice versa, the development of RES for rural
development [27,28].

The need for RES development is widely recognised. The possibility of transmitting
energy from remote areas is even indicated to move towards a sustainable, resource-efficient
and low-carbon energy system [29]. Müller et al. [30] report that the use of renewable
energy sources (RES) in small autonomous (decentralised) power systems can reduce
emissions and increase the cost-effectiveness of energy supply. This is confirmed in a study
by Marchenko and Solonim [31], which indicates the use of renewable energy sources in
autonomous energy supply systems proves to be economically efficient. However, it also
highlights that deployment of renewable energy sources is cost-intensive [32,33].

For some renewable sources, electricity production depends on environmental factors
such as water resources (hydroelectric power plants) or weather (wind and solar power
plants), and, as studies indicate, these resources vary regionally [34–36]. RES, in contrast to
conventional power plants, are characterized by a much wider range of net efficiency: from
9% for photovoltaic panels to about 80% for hydroelectric power plants [37]. This lower
efficiency (except for hydroelectric power plants) translates into higher costs of energy
production in the micro account, which, in the case of RES, should be considered on a
macro scale taking into account the theory of public goods. A special feature of public
goods related to agriculture and rural areas is the fact that they may be an external effect
of agricultural production [38,39], an intentional effect or a common resource held by
society [40]. This is particularly important in relation to the creation of autonomous energy
regions based on energy from RES.

It is worth emphasizing that in recent years there have been many studies focusing
on the description of the renewable energy potential [41] or the dynamics of electricity
production from renewable sources in Poland [42]. Some of the works usually focused
on one of the renewable sources, such as the description of hydropower resources made
by Kowalczyk and Cieśliński at the voivodship level [43] or the energy potential of straw
and hay estimated by Jarosz [44] at the municipal level. Therefore, due to different lev-
els of spatial aggregation and selective presentation of particular issues, a need arose to
describe the entire potential of renewable energy in the era of the upcoming energy trans-
formation. Research in this field is an important contribution to work on improving the
energy policy supporting the development of renewable energy sources as an important
factor in improving the quality of the environment and limiting the causes and effects of
greenhouse effects.

The aim of the paper is to identify potential possibilities of constructing autonomous
energy regions (ARE) in Poland based on renewable energy sources on the basis of diverse
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endogenous potential of regions. The main research problem relates to finding an answer
to the fundamental question of what role do and can rural areas play in the construction of
ARE and in the production of energy from renewable sources in Poland. In particular, we
seek to find out:

- The current role of RES in balancing the total energy production in the regions;
- The possibilities for increasing energy production from these sources in individual

regions of Poland;
- The current balance of energy production and consumption in each region;
- The status and potential for development of energy production: wind, hydro, biogas,

biomass and photovoltaic;
- The potential for energy generation (energy density) from RES per hectare of nonur-

banised land (including agricultural land and forests) and per capita.

The opportunities for the ARE development resulting from varied endogenous po-
tential at regional and local levels are still poorly recognised in Poland. Such recognition
is important from the point of view of the need to build the ARE development strategy,
taking into account the specificity of regions resulting from their endogenous potential as
well as from the point of view of the necessary measures supporting the ARE development.

2. Materials and Methods

The research was carried out on a regional basis in Poland. The spatial scope of the
research covered all voivodships (regional level) of the country and their powiats (local
level). In the projection of the assessment of potential for constructing RES-based ARE, the
study was limited to the main sources, namely energy from: water, wind, sun, biogas and
biomass. The potential of electricity production from these sources was calculated for each
powiat. In the case of biogas and biomass, it was assumed that these raw materials are
burned in cogeneration devices with an overall efficiency factor of 65% (this is the lower
efficiency limit of devices currently available on the market) [45]. Thus, the obtained values
of electricity production from the considered RES were compared with the data included
in the balance report of energy carriers and heating infrastructure (G-02b) prepared by
Statistics Poland in 2018 [46]. The choice of electricity for the assessment of RES potential
and the construction of ARE relates to the fact that it is a form of energy that is significantly
more difficult to produce than heat. Therefore, comparing the potential of electricity
production from renewable sources against its consumption allows for a more detailed
picture of RES potential for individual powiats.

Bearing in mind that some powiats, due to the location of large power plants, may
have a considerable surplus of electricity, in further calculations only the consumption of
electricity was taken into account excluding the energy industry and lignite mining (lignite-
fired power plants and lignite mines are in fact the same complex). The above assumption
made it possible to calculate the demand for energy in each of the powiats, disregarding
the so-called parasite power from conventional utility power plants. The calculation of
electricity production potential was carried out for each renewable energy source separately.
Subsequently, their total potential was compared with the current electricity consumption.

2.1. Calculation of Small Hydropower Potential

In Poland, as in the rest of Europe, the construction of large hydropower plants
(with a capacity of several hundred MW) is impossible, mainly due to the geographical
and ecological conditions. Therefore, the study focuses on the possibility of hydropower
development based on the expansion of MEW, which, according to the terminology used
in Poland are facilities with an installed capacity of less than 5 MW. In contrast to large
hydropower plants, small hydropower plants can be built on existing water stages and
the electricity produced in these installations could be used primarily to meet local needs.
Most MEW can operate on the basis of an Archimedes turbine using a low water drop of
1~10 m and low flow, so it can be easily seen that they fit perfectly into the hydrological
conditions of the country. The potential of MEW was calculated based on Renewable
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Energy Sources Transforming Our Regions (RESTOR) Hydro database, which shows that
there are more than 6000 sites in Poland suitable for MEW construction [47]. In order to
calculate the so-called technical potential, it was assumed that the installations operate with
a net efficiency of 80% for 70% of hours in a year [48]. The calculations of the potential of
small hydropower plants (MEW) were carried out based on the RESTOR Hydro database
taking into account facilities for which the size of the minimum drop exceeds 1.6 m and
the annual average flow is not less than 0.1 m3/s [49]. The facilities that were found in the
inventory materials as dams that once existed and were decommissioned were not taken
into account. In this way, the potential of MEW power was achieved, which was feasible
for economic reasons.

2.2. Calculation of Wind Energy Potential

An analysis of the wind energy zone map prepared by the Institute of Meteorology
and Water Management—National Research Institute shows that about 60% of Polish
territory has favourable conditions for wind energy development [50]. Wind has the largest
share in energy production from renewable sources. Onshore wind power is currently
the cheapest new energy generation technology in Poland [51]. The installed capacity
of wind farms was over 6.7 GW in March 2021 [52]. However, it should be remembered
that a large part of such areas is excluded from the possibility of their use by various
forms of nature protection, e.g., national parks and their buffer zones, landscape parks
and Natura 2000 areas [53]. Buildings or inaccessibility of the terrain (mountainous areas,
swampy areas or dense forest complexes) are also a limitation. The factor of the so-called
roughness of the terrain, which is determined mainly by the proximity of forest complexes
and buildings, is indicated as very important [54]. In practice, the introduction of the so-
called 10H rule [55], under which the permissible distance of a windmill from residential
buildings is to be equal to or greater than ten times the height of the wind turbine measured
from ground level to the highest point of the windmill, including the rotor with blades, has
limited the possibility of building new wind turbines in Poland.

Furthermore, an important aspect recently raised in public discussion is the impact
on human health. Negative factors include the stroboscopic effect [56] and noise caused
by rotor blades in operation [57–59]. The above-mentioned factors make it necessary to
locate wind turbines at a distance of at least 500 m from the nearest buildings or terrain
obstacles. In our calculations, the condition of roughness of the terrain was taken into
account, among other things, by eliminating all cities with powiat rights. An important
limitation is also the accessibility to the energy network and the possibilities of connecting
the power.

Applying the above restrictions, a list of 257 powiats with areas convenient from the
point of view of wind energy was obtained, then only powiats where the wind power
exceeds 750 kWh/m2/year were taken into account (i.e., areas ranging from extremely
favourable to favourable wind energy zones in Poland). As a result, a list of 102 powiats
was obtained in which the construction of wind turbines with the use of current tech-
nologies would be profitable (marked with a windmill symbol in Figure 1). Taking into
account the average power of wind turbines built in Poland so far, ~2.2 MW, and an average
effective onshore working time of up to 22% hours per year (according to PSE—Polish
Power Grid Company), it was calculated that the total value of electricity production would
reach 17,498 GWh, which would cover more than 10.3% of electricity production in 2018.
Subsequently, the potential of wind electricity production was divided by electricity con-
sumption (G-02b report, Statistics Poland), which allowed for a more accurate assessment
of the importance of wind energy at the powiat level.

474



Energies 2021, 14, 4033

 

Figure 1. Wind energy potential relative to electricity consumption in 2018, powiats meeting the criteria necessary for wind
energy development are marked with a windmill symbol. Source: own study.

2.3. Methods for Calculating Solar Energy Potential

In the case of our country, 80% of the total annual amount of insolation falls on the
spring and summer term, from the beginning of April to the end of September. This means
that the energy obtained from this source will not be evenly distributed over time, and the
highest yield is achieved in the period from spring to autumn. This study focuses on the
possibility of using solar energy to generate electricity (using photovoltaic cells). The most
important value for the potential energy yield is insolation. Monthly sums of insolation for
particular voivodships were used in the calculations, obtained with the help of the solar
radiation potential distribution taken from the Atlas of the Republic of Poland [60]. On
average, in Poland, each square meter of land (horizontal area) receives annually from
950 kWh to 1160 kWh in the form of solar radiation. In the case of direct radiation reaching
directly from the solar disk, the optimal use of the absorbing surface would require that
such surface be oriented perpendicular to the direction of the radiation. In practice, it is
unrealistic in the latitudes of Poland. Therefore, it is necessary to select the installation
inclination in the optimal angle to the incident radiation, which would allow for the highest
energy yields and proper operation of the installation. For the purposes of the calculations,
it was assumed that the inclination of the installation at an optimal angle in relation to the
incident radiation is in the range of 25 to 40 degrees for the southern regions of the country
and from 30 to 50 degrees in the north of Poland, such an arrangement ensures the most
effective use of solar energy [61]. Next, the average cycle of the length of the day in the
following months of the year was taken into account, based on the data of the Central Office
of Measures [62] and the changes in insolation, which are influenced by meteorological
conditions (Institute of Meteorology and Water Management). Moreover, the calculations
take into account the influence of the orientation of photovoltaic modules in relation to the
directions of the world (for the southern orientation, the average energy production reaches
3300 kWh/year, while for the northern orientation it is only 1900 kWh/year) [63]. When
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calculating the technical potential, it was assumed that electricity would be produced by
monocrystalline silicon cells with an average standard efficiency of 15%. In real conditions,
with the panels facing south at the optimal all-year angle, the average annual efficiency is
in the range from 55% to 60% of the normative efficiency. For a monocrystalline silicon cell
with a normative efficiency of 15%, this means an average annual efficiency of about 9%.

When calculating the potential of solar energy, the focus was on the possibility of
generating solar energy on the premises of photovoltaic farms and investigating the po-
tential related to the use of this type of installation in the case of single-family buildings
(so-called microinstallations). Pursuant to the legal requirements, solar farms may be built
only in areas with IV or lower valuation class, as well as on wastelands. In this study, it was
assumed that farms may be located on wasteland, but excluding meadows and pastures,
and in order not to compete with agricultural crops, they should not occupy more than one
tenth of the wasteland [64]. Due to the terrain (e.g., slope inclination, shading, exposure
direction) and the possibility of connecting to the electric network, the area of wastelands
that could be used in each of the powiats was a subject to further restrictions. In the case
of home photovoltaic installations it was assumed that the most frequently used place for
investment is the roof of a building with an area of approx. 25 m2, a slope of 35 degrees
and southern exposure [63].

2.4. Calculation of Biogas Potential

The basis for the calculation of biogas potential was statistical data from Statistics
Poland concerning agriculture and waste management [65]. When calculating the biogas
potential, the possibility of its production from organic waste in landfills, animal and plant
waste in farms and sludge in sewage treatment plants was taken into account. Under
optimal conditions, about 400~500 m3 of biogas can be produced from one tonne of
municipal waste. However, in reality not all organic waste is fully decomposed and the
fermentation process depends on many factors. Therefore, in calculations it is assumed
that a maximum of 200 m3 of biogas can be obtained from one tonne of waste [66].

Livestock farms generate significant amounts of waste that can be used for biogas
production. The potential of agricultural biogas production is determined mainly by the
amount of agricultural waste available [67]. In conducted calculations it was assumed
that from 1 m3 of liquid faeces it is possible to obtain 20 m3 of biogas on average, and
from 1 m3 of manure, 30 m3 of biogas [49]. The analysed data included the livestock by
species (cattle, pigs, horses, sheep, poultry, goats) and performance groups and the average
annual production volumes, natural fertilisers depending on the animal species, its age and
performance and the housing system. In order to calculate biogas emission from manure
originating from individual animal species, a study prepared by the Zootechnics Institute
was used [68].

Sludge from sewage treatment plants is also used for biogas production. In order to
calculate biogas emissions from the treatment plant, it was assumed that 100 m3 of biogas
can be obtained from 1000 m3 of incoming sewage [69].

Another source that can be used for biogas production is agricultural crops [70,71]. In
the calculations, only losses and wastage of agricultural crops were taken into account, such
as: basic cereals with mixtures, potatoes, vegetables, fruit, maize, legumes and oil plants.
Data on losses and wastage of these crops were taken from the Agricultural Statistical
Yearbooks of Statistics Poland [72]. On the other hand, data taken from [73,74] were used
to estimate the amount of biogas obtainable from plant biomass.

2.5. Calculation of Biomass Potential

For the estimation of biomass potential, it was assumed that it would come from crop
production; including straw surpluses, hay surpluses, energy crops, orchards, forestry
production as well as annual prefelling and tending cuts. In calculating the potential
offered by the wood industry, the methodology proposed by Bujakowski [49] was used:
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- One hectare of forest may yield 45 tonnes of wood, this amount is assumed for 1% of
the forest area, furthermore it is assumed that 12 tonnes of wood may be harvested
from one hectare of forest from pre-cutting and tending cuts, and this amount refers
to 5% of the forest area.

- For every 100 m3 of wood mass harvested in the forest, after deducting 36 m3 of sawn
wood for finished wood products, it is assumed that the remaining 64 m3 of wood
mass can be used for energy purposes.

The formula [75,76] was used to assess the surplus straw available for energy use:

N = P − (Zs + Zp + Zn) (1)

where: N—surplus straw for nonagricultural use (tonnes), P—volume of cereal straw
production (tonnes), Zs—straw demand for bedding (tonnes), Zp—straw demand for
fodder (tonnes), Zn—straw demand for ploughing (tonnes).

In calculating the volume of straw production, demand for fodder, litter and plough-
ing, the methodology used in Hrynkiewicz’s work [77] was used. In the case of straw
shortages in individual powiats, it was assumed that they are supplemented by “imports”
from neighbouring powiats having surpluses of this raw material. Then, the estimated
straw surplus was converted into energy, assuming that 1 ton of straw with 15% moisture
content has a calorific value of 13.1 GJ [44].

Despite being less popular, as indicated by Pudełko [78], surplus hay is also a signif-
icant biomass resource, which counts in potential use for energy purposes. In order to
calculate the hay surplus, the statistical data of Statistics Poland covering the harvest of
permanent meadows and permanent pastures, the population of ruminants (cattle, horses,
sheep, goats) and their annual demand for fodder were used [79]. The problem of hay
shortages in individual powiats was solved using the same assumption as for straw. The
estimated hay surplus was converted into energy by assuming that 1 tonne of hay with
15% moisture content has a calorific value of 13.4 GJ [44].

An important role among the potential resources of solid biomass is also played by
energy crops (willow, miscanthus, sida hermaphrodita, poplar). The analysis of the poten-
tial from energy plantations was carried out on the basis of statistical data from Statistics
Poland and information obtained from the Agency for Restructuring and Modernisation
of Agriculture (ARiMR) [80]. The potential of energy crops was calculated using the
equation [44]:

Pw = [Pe + (Pg·we)] · Ye, (2)

where: Pw—potential of perennial energy crops (tonne), Pe—area of existing plantations
of perennial energy crops (ha), Pg—sum of land of the soil quality class V, VI and VIz
bonitation class (ha), we—land use coefficient for perennial energy crops (%), Ye—average
perennial yield (tonne/ha).

In the calculations, the we value equal to 1/10 was assumed as a safe limit eliminating
competition between the production of raw materials and production for food purposes [81].
For the purpose of calculations, it was also assumed that in the case of marginal soils, the
average yield will be at the level of 7.5 tonnes/ha [82], while the energy value was assumed
at the average level of 17 MJ/kg [83]. When calculating the biomass potential, the biomass
obtainable from orchard stand maintenance and replacement was also taken into account;
for the purpose of the calculations, it was assumed that 3 tonnes of dry matter could be
obtained from one hectare of orchard per year [84].

2.6. Ranking of Voivodships

At a further stage of the work, the level of utilisation of renewable energy sources was
assessed using the TOPSIS method (Technique for Order Preference by Similarity to an Ideal
Solution) in positional terms with the application of Weber’s spatial median [85,86]. The
TOPSIS method is based on the idea of constructing a synthetic pattern and antipattern of
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values of diagnostic features and enables synthetic evaluation of a phenomenon described
by many features.

3. Results

3.1. Small Hydropower Potential

Water is essential in the production of electricity. According to Statistics Poland data,
generation and supply of electricity, gas, steam and hot water consumed 6284.4 hm3 of
water in 2018, which accounted for more than 66.5% of the total water withdrawal in
Poland. For comparison, the EU average in 2018 was 13.7% [87]. According to the Energy
Regulatory Office, in 2018, in Poland there were 586 small hydropower plants (SHP) with
an installed capacity of up to 300 kW, 96 hydropower plants with an installed capacity of
up to 1 MW, 68 hydropower plants with an installed capacity of up to 5 MW, and 20 with
a capacity greater than 5 MW. In 2018, the total electricity production of hydroelectric
power stations was 2.387 TWh, which accounted for more than 1.4% of the total electricity
production in Poland. According to some studies, this is only 20% of the energy potential
of Polish rivers. Thus, the maximum use of the energy of falling water would cover about
7% of current electricity consumption [88]. Thus, hydropower in Poland can only play a
supporting role, offering a stable (compared to, e.g., wind or sun) power source.

The results of calculations show that the activation of the SHP potential consisting
of more than 6000 facilities would allow the production of 584 GWh of electricity, which
would account for only 0.34% of energy production in 2018. On the other hand, the
potential of SHP in covering electricity consumption for most powiats in Poland would be
at the level of <1%. The situation was more favourable in the eastern and northern parts
of the country. This was mainly due to low energy consumption in areas where there are
no energy-intensive industries. Thus, as can be seen, the potential of small hydropower
cannot solve Poland’s energy problems, but the development of SHP and construction of
small water reservoirs would have a beneficial effect on increasing water retention. This is
especially important in the central part of Poland threatened by desertification/stagnation,
as pointed out by Kowalczak [89] and Kudlicki [90]. The construction of MEW would
allow, first of all, to rebuild the country’s water resources (the so-called small retention),
greatly needed both by agriculture and the “traditional” coal-burning power industry.

3.2. Wind Energy Potential

In the calculations of wind potential the most important factors limiting the develop-
ment of onshore wind energy were taken into account. Figure 1 presents the differentiation
of Poland’s areas (broken down into powiats) with respect to wind energy production
possibilities by establishing the wind potential in relation to electricity consumption. The
largest wind energy potential is found in the powiats located in the western, north-western
and north-eastern parts of the country. Powiats in Świętokrzyskie and Podkarpackie
voivodships also belong to the group of areas with significant wind energy potential. It
should be noted that the high share of wind energy in meeting the demand for electricity
in individual powiats results not only from favourable natural conditions (high average
annual wind power and low roughness coefficient), but primarily from low electricity
consumption in these powiats.

When broken down by voivodships, the largest wind energy potential is found in
Pomorskie voivodship (2258 GWh/year), while the smallest in Śląskie voivodship. It is
worth noting that, according to PSE data, in the same year wind energy covered over 7.6%
of the electricity demand, while in 2019 it was over 9.2%. Summing up, the results of our
calculations show that the developmental potential of this branch of renewable energy in
the inland part of the country is close to exhaustion, while taking into account the good
wind conditions, it can be seen that the decisions on the location of this type of investment in
the Baltic Sea are perfectly justified. Due to the emergence of new technologies allowing the
storage of energy from renewable sources, the sense of building wind power plants acquires
new importance, as indicated by Watson et al. [91]. A good example is the CO2 methanation
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system for storing electricity through SNG (substitute natural gas) production [92]. It is
indicated that this kind of solution would stabilise the operation of wind turbines through
energy storage [93].

3.3. Solar Energy Potential

The obtained results indicate that, on a national scale, large-scale PV farms could
produce 10,592 GWh of electricity per year), while the potential of domestic PV micro-
installations reached 430.9 GWh per year. The total potential of Polish photovoltaic instal-
lations is estimated at 11,022.9 GWh per year, which corresponds to 6.48% of the electricity
production in 2018 [23]. The results of the calculation by powiats are presented in Figure 2.

 
Figure 2. Solar energy potential relative to electricity consumption in 2018. Source: own study.

As can be seen in Figure 2 for most powiats the calculated solar energy potential
did not exceed 10% of electricity consumption. In the scale of voivodships the leader in
solar energy potential is still Zachodniopomorskie voivodship (1682 GWh/year), while the
smallest potential is in Opolskie voivodship (101 GWh/year). However, the potential of
solar energy is more significant in the northern and northeastern parts of Poland. This is
partly due to the fact that, with the exception of urban centres, energy-intensive industries
are mainly located in the central and southern parts of the country.

3.4. Biogas Potential

The biogas production potential was calculated according to the methodology pre-
sented in subchapter 2. Further, in order to calculate electricity production, it was assumed
that 2.1 kWh of electricity can be produced in cogeneration from 1 m3 of biogas [94]. The
obtained results were compared with the data of Statistics Poland for 2018 included in the
balance report on energy carriers and heating infrastructure (G-02b). They were further
presented in graphical form in Figure 3.
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Figure 3. Electricity demand coverage through biogas electricity generation in 2018. Source: own study.

The results of Table 1 (Chapter 3.6) indicate that on a national scale biogas energy
production could cover more than 11% of electricity consumption, while in the case of the
voivodships, Podlaskie voivodship remains the leader, where biogas energy production
could cover almost 53% of electricity consumption. This is mainly connected with inten-
sive cattle breeding in that region, but also with the lack of energy-intensive industries.
Warmińsko-Mazurskie (27.8%) and Wielkopolskie (21.4%) voivodships also have a high
potential of biogas energy production, which is also connected with intensive agricultural
production in those areas.

The smallest potential in terms of biogas production is shown by Śląskie voivodship
(3.6%), whose biogas production potential is more than double that of Podlaskie voivodship,
but the consumption of natural gas due to the heavy industry located there is more than
11 times higher. When analysing the structure of biogas production sources it can be seen
that natural fertilisers, especially cattle manure, have the greatest potential in its creation,
as also indicated by Sefeedpari et al. [95]. According to our calculations, on a national,
scale cattle manure can cover more than 81% of biogas production from natural fertilizers.
In the case of Podlaskie voivodship even 96%, which results from the highest cattle density
in the country: 93.9 heads/ha [23]. The results of our calculations indicate that in the case
of using biogas for electricity production, only 42 powiats with a developed agricultural
economy could achieve energy independence.
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Table 1. Relative potential to electricity consumption in 2018.

Voivodships

RES Potential [GWh/Year] Share of RES Potential in Total Consumption [%]

WWS
(Water +

Wind + Sun)

Bg
(Biogas)

Bm
(Biomass)

WWSBgBm
(Water +

Wind + Sun
+ Biogas +
Biomass)

WWS/Total
Consumption

Bg/Total
Consumption

Bm/Total
Consumption

WWSBgBm
Total

Consumption

Dolnośląskie 358.75 660.31 3656.89 4675.94 3.45 6.35 35.16 44.95

Kujawsko-
Pomorskie 1012.58 1011.20 2758.11 4781.89 15.78 15.76 42.98 74.52

Lubelskie 1412.84 705.21 3398.27 5516.32 26.67 13.31 64.16 104.15

Lubuskie 1373.73 295.40 2694.20 4363.33 46.63 10.03 91.44 148.10

Łódzkie 2027.25 1000.05 2126.65 5153.95 24.82 12.24 26.04 63.10

Małopolskie 340.43 745.80 1828.58 2914.80 3.41 7.46 18.29 29.16

Mazowieckie 2015.53 2298.34 5157.81 9471.68 8.01 9.14 20.51 37.66

Opolskie 405.93 362.03 1833.81 2601.76 11.65 10.39 52.62 74.65

Podkarpackie 4969.47 351.82 3585.95 8907.23 123.66 8.75 89.23 221.65

Podlaskie 2140.90 1328.49 2145.55 5614.95 85.37 52.97 85.55 223.90

Pomorskie 3259.70 642.14 5198.66 9100.50 48.79 9.61 77.80 136.20

Śląskie 389.06 711.06 1774.33 2874.45 1.99 3.64 9.07 14.70

Świętokrzyskie 240.87 335.64 1536.30 2112.81 5.90 8.22 37.63 51.75

Warmińsko-
Mazurskie 3238.66 797.55 3405.22 7441.43 113.00 27.83 118.81 259.64

Wielkopolskie 2542.59 2147.49 4006.33 8696.40 25.40 21.45 40.01 86.86

Zachodniopomorskie 3353.21 493.99 4053.75 7900.95 80.61 11.88 97.45 189.93

Poland 29,081.50 13,886.49 49,160.41 92,128.40 23.12 11.04 39.10 73.27

Source: own study.

3.5. Solid Biomass Potential

The solid biomass potential was determined according to the methodology presented
in Chapter 2. The results obtained by powiats are presented in graphic form in Figure 4.

As in the case of the renewable sources mentioned above, also in the case of solid
biomass there is a clear tendency for powiats with the highest potential to be located
in the eastern and northern parts of the country, i.e., regions where energy-intensive
industries are found mainly in large urban centres. At the voivodship level, Pomorskie
voivodship remains the leader in terms of solid biomass potential (5198 GWh/year), while
Świętokrzyskie voivodship is characterised by the lowest potential (1536 GWh/year). More
than 63% of solid biomass potential in the country is based on wood that is post-production
waste, the result of cultivation operations or cutting for energy purposes. The second
source, reaching 15% in the scale of the country, are energy crops (e.g., willow, miscanthus).
In this case, according to the methodology used, their potential is related to the area of the
weakest land—the soil quality class V, VI and VIz. The third source on the national scale is
straw (~13.6%), in the case of Opolskie voivodship its share can reach over 45%, while for
Podlaskie voivodship it is only 0.5%, which is due to, inter alia, differences in the intensity
of keeping animals (mainly cattle) in these regions.
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Figure 4. Electricity demand coverage through solid biomass electricity generation. Source: own study.

3.6. Total Potential of Renewable Sources

Our calculations showed that mobilising the potentials of wind, sun and water would
cover over 23% of electricity demand, biogas combustion would cover over 11% of demand,
while the use of solid biomass alone could cover over 39% of electricity consumption
nationwide. In total, the renewable sources considered would cover more than 73% of
electricity demand (Table 1).

The results presented in Table 1 indicate that, on a national scale, electricity production
based on biomass resources could cover nearly 50% of demand. The importance of agricul-
ture and forestry in building RES potential becomes more visible at the level of powiats.
The data presented in Figure 5 imply that the biggest RES potential was found in powiats
where the percentage share of agricultural land and forests in the total area of the powiat
exceeded 80%. Out of the total number of 380 studied powiats, as many as 220 (57.9%) had
RES potential exceeding their own demand for electricity. From this group as many as 214
powiats (56.3%) had a percentage share of agricultural land and forests exceeding 80%.
It is worth noting that in the case of 25 powiats RES potential exceeded the demand for
electricity more than 10 times. In Figure 5, powiats from Śląskie voivodship, characterized
by the lowest RES potential (14.7%), are marked with green colour, while powiats from
Warmińsko-Mazurskie voivodship, possessing a high surplus of RES potential (259.64%),
are marked with blue colour.

Powiats from other voivodships are marked in red. As can be seen in Figure 5, only
one powiat (city of Elbląg) from Warmińsko-Mazurskie voivodship would not be able to
cover its total demand for electricity on the basis of RES potential. The situation is different
in the case of Śląskie voivodship, where only one of the powiats shows RES potential
exceeding the electricity consumption. It is worth noting that in the case of most of the
powiats in Śląskie voivodship the share of arable land and forest land did not exceed 80%,
which negatively influences the building of RES potential.

Spatial diversification of RES potential is also presented in Figure 6, where it can be
seen that most of the powiats with low RES potential (<100%) are located in the southern
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and central part of the country (mainly Śląskie, Małopolskie and Opolskie voivodships).
Moreover, the majority of cities with powiats status, regardless of the size of area, number
of inhabitants or type of prevailing economic activity show RES potential below 50%. The
powiats with the highest RES potential are mostly located in the northern and eastern part
of the country.

Figure 5. Dependence of RES potential on forest and agricultural land area at powiat level. In the
upper left corner only powiats from the Warmińsko-Mazurskie and Śląskie voivodships. Source:
own study.

 

Figure 6. Total RES potential relative to electricity consumption in 2018. Source: own study.
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Subsequently, a ranking of voivodships was prepared using the TOPSIS method. The
results of the calculations allowed not only to establish the ranking of voivodships using
renewable energy sources in 2018, but also allowed to compare them with RES potential
available for use. When preparing the ranking of voivodships, the following indicators
were taken into account: RES potential in relation to electricity consumption, RES potential
in relation to arable land and forest area, and RES potential in relation to population. The
obtained results are presented in Table 2.

Table 2. Ranking of voivodships according to TOPSIS with renewable energy production and production potential.

Voivodships

Year 2018 Unleashing the Full Potential
Current

Utilisation
of RES

Potential
[%]

Energy
Production from

Renewable
Energy Sources

[GWh]

Topsis

Share of
Renewable
Energy in
Electricity

Consumption [%]

Sun, Wind,
Water, Biogas,

Biomass [GWh]
Topsis

Share of
Renewable
Energy in
Electricity

Consumption [%]

Dolnośląskie 644.3 14 6.02 4675.9 13 44.9 13.8

Kujawsko-Pomorskie 3311.2 2 39.74 4781.9 11 74.5 69.2

Lubelskie 473.3 16 8.29 5516.3 9 104.2 8.6

Lubuskie 655.1 7 17.53 4363.3 5 148.1 15.0

Łódzkie 1466.1 6 17.91 5153.9 10 63.1 28.5

Małopolskie 413.1 15 3.25 2914.8 16 29.2 14.2

Mazowieckie 1450.2 10 5.87 9471.7 8 37.7 15.3

Opolskie 521.6 12 11.03 2601.8 12 74.7 20.1

Podkarpackie 568.8 13 10.43 8907.2 1 221.7 6.4

Podlaskie 717.5 11 23.49 5614.9 6 223.9 12.8

Pomorskie 2104.2 4 27.44 9100.5 2 136.2 23.1

Śląskie 803.1 9 3.96 2874.5 15 14.7 27.9

Świętokrzyskie 1822.1 3 41.32 2112.8 14 51.8 86.2

Warmińsko-Mazurskie 969.2 8 24.79 7441.4 4 259.6 13.0

Wielkopolskie 2092.6 5 18.57 8696.4 7 86.9 24.1

Zachodniopomorskie 3604.8 1 64.27 7900.9 3 189.9 45.6

Poland 21,617.2 x 15.39 92,128.4 x 73.3 23.5

Source: own study.

In 2018, the leaders in terms of electricity production from renewable sources were
the following voivodships: Zachodniopomorskie, Kujawsko-Pomorskie, Świętokrzyskie
and Pomorskie, respectively. On the other hand, in the case of “unleashing” RES po-
tential, the following voivodships would become the leaders: Podkarpackie, Pomorskie,
Zachodniopomorskie and Warmińsko-Mazurskie. In this situation, Świętokrzyskie and
Kujawsko-Pomorskie voivodships would record the largest drops, from third to 14th place
and from second to 11th place, respectively. Thus, the regions that in 2018 were charac-
terised by the best use of RES potential would record the largest decrease, respectively:
86.24% (Świętokrzyskie voivodship) and 69.2% (Kujawsko-Pomorskie voivodship).

According to the ranking of voivodships, which takes into account the activation of the
total RES potential, Podkarpackie voivodship would be the biggest beneficiary (promotion
from 13th place to first place). In the case of this voivodship, RES could jointly cover
over 221%, of which energy from wind, solar radiation and falling water could cover over
123% of electricity consumption. A further 98% of the surplus could come from biomass
and biogas combustion. The situation is similar in the case of Warmińsko-Mazurskie
voivodship, where wind, sun and water could cover more than 113% of electricity demand.
In the case of the remaining voivodships: Lubelskie, Lubuskie, Podlaskie, Pomorskie
and Zachodniopomorskie, achieving self-sufficiency would be possible only through the
activation of all discussed RES.
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3.7. Discussion

The issue of ARE development in Poland at the regional and local level is relatively
poorly recognised. This was pointed out by Maśloch et al. [2] in their publications, that
indicate the lack of proposals for regional development directions in terms of autonomous
energy regions, but their research referred to only one region—Mazowieckie voivodship.
A comprehensive assessment at the level of voivodships was made by a team of experts
led by Wiśniewski [96], drawing the conclusion already in 2011 that regions in Poland have
a huge, only slightly used technical and economic potential of renewable energy resources.
The authors predicted that even taking into account environmental and spatial constraints,
the existing potential makes it possible to cover at least 20% of the country’s energy needs
by 2020, and will ultimately make it possible to ensure 100% of the energy supply comes
from renewable energy resources available in the country. Our research for 2018 indicates
that the existing RES potential would cover more than 73% of the country’s electricity
needs, significantly more than the projections.

The spatial variation of RES potential has also been studied in other countries. In
Romania, research in this area was conducted by Benedek et al. [27]. The results referred to
the potential of three main renewable energy sources—solar, wind and biomass. The au-
thors mapped the renewable energy potential indicating that the use of local RES resources
is a development opportunity for farmers, wood producers, technology providers and
small and medium-sized enterprises. The great importance of wood waste is indicated by
Borzęcki et al. [97] taking into account its spatial distribution and determining the potential
in the NUTS-2 regions of the EU-28. The total potential of this waste is about 7.85% of
the estimated waste biomass and by-products of the European Union, which represents a
significant fraction suitable for recycling or use in biofuel production.

On the other hand, Hartmann and coworkers [98] analysed the issue of wind energy
in Hungary noting the need to find ways to maximise the use of locally available resources.
The authors point out the great importance of local resources due to the emergence of
more and more energy saving buildings and renewable energy resources. The use of
local resources would enable the potential to be used more efficiently, but, as they point
out, geospatial potential for wind energy is not an easy task to accomplish in the absence
of accurate data in remote and extensive areas. The results of this research also show
this problem.

Research on identifying the most favourable locations for wind generators was con-
ducted by Potić et al. [99] in Serbia. The researchers considered the issue of how to select
the best locations for renewable energy investments and minimise environmental impacts.
Similar to our study, they showed that alternative energy sources represent a great potential
as a solution to the energy crisis and their advantage over other energy sources is their
wide availability.

As shown by Godlewska-Majkowska and Komor [100], access to energy and energy
management, especially in rural areas, increase the locational advantages and reduce the
economic risk of farming, which contributes to increasing the sustainability of agricultural
production. This is of particular importance in rural areas in Poland, which in the past were
dominated by state-owned agricultural and cooperative enterprises. The authors showed
the significant influence of the energy factor on investment attractiveness at the local level.

An interesting study was conducted by Scaramuzzino and team [101] grouping the
EU-28 regions and Switzerland into 17 clusters in terms of renewable energy potential. The
results show a heterogeneous distribution of potential across countries, but there are cross-
border similarities in the distribution of renewable energy potential. Poland, the Czech
Republic and the Baltic States were included in cluster 2 forming the East European plain,
with low renewable energy potential. However, our research indicates that the importance
of renewable energy in the Polish economy is growing and the potential is significant,
only the share of RES in energy production is still low. This is important because the use
of renewable resources as energy sources is a factor that improves the security of energy
supply, as indicated by Zhu et al. [102]. This is pointed out by Islam et al. [103] stating
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that renewable energy sources are becoming more common as more electricity generation
is needed and renewable energy sources could provide half of the total energy demand
by 2050.

In recent years, in Western Europe, mainly in Germany, a very rapid development
of biogas plants has been observed (annual production reached 10 billion m3). This
is due to the consistently conducted energy transformation and the need to diversify
supplies (the German economy consumes over 87 billion m3 of natural gas annually) [104].
Poland, with an annual production of ~0.48 billion m3 in 2018, is at the beginning of this
road [105]. According to calculations, the use of such sources as natural fertilizers, plant
production waste, landfills and sewage treatment plants could provide over 6.6 billion m3

of biogas (i.e., approximately 4.3 billion m3 of methane) annually. This would cover
about 25% of the demand for natural gas (according to the Statistics Poland in 2018,
natural gas consumption was 17.2 billion m3). Therefore, it would be a very important
support for the national economy in the era of energy transformation. The results of
our calculations show that this type of energy production would cover over 11% of the
electricity demand in the country (Table 1). According to Statistics Poland, in 2018 for
Podlaskie voivodship, the share of renewable energy in energy production reached 68%,
while for Warmińsko-Mazurskie voivodship, it was over 82%. These voivodships have
become leaders in the development of renewable energy sources in the country, mainly
due to the intensive development of wind energy and solid biomass combustion (Białystok
power plant). Such a large share of renewable energy sources may suggest that they are
close to achieving full energy transformation, however, taking into account the fact that
biogas potential has not been released so far, one can risk a statement that they are only
at the initial stage of transformation leading not only to energy independence (ARE on a
voivodship scale), but also to become exporters of energy/gas. While investigating the
potential of solid biomass, it was noticed that large power plants with units specialized in
biomass combustion can exert a significant influence on the local energy policy aimed at
the use of local resources of solid biomass. A good example is the Połaniec power plant
(Świętokrzyskie voivodship), which burns ~1.4 million tonnes of biomass annually in its
“green unit”, of which 57% in 2016 was imported [106]. However, the remaining 43% of
biomass came from the surrounding powiats. Taking into account the biomass resources
we calculated for Świętokrzyskie voivodship (~0.53 million tonnes), it can be seen that
such a large consumption by one entity may significantly affect local RES development
plans, limiting the possibility of building local biomass-fired cogeneration installations in
favour of the use of other renewable resources. A similar situation occurs in the case of the
Białystok power plant (Podlaskie voivodship), which consumes over 0.4 million tonnes of
biomass annually, while the potential of this energy carrier in the entire region is estimated
at about 0.8 million tonnes.

The results presented in Table 1 indicate the dominant share of biomass in building
RES potential. Both biogas and solid biomass are energy carriers strongly dependent on the
broadly understood condition of agriculture and the condition of forest management. The
amount of polonium depends not only on the degree of mechanization of agriculture, soil
quality or the amount of mineral fertilizers used, but also on the water resources in a given
area. Therefore, in the era of climate change, it would be worth following the changes
that have occurred in the biomass potential in recent decades, with particular emphasis on
drought (2015) and floods (2010) in Poland.

4. Conclusions

Autonomous energy regions (ARE) based on renewable energy sources appear to be
one of the solutions which can ensure coverage of the growing energy needs while at the
same time taking into account measures respecting the environment. In contrast to the
traditional energy industry, RES can be distributed throughout the country. This is due not
only to the “dispersed” character of renewable energies (wind, sun, water), but also to the
fact that almost every powiat has an intensive agricultural and forestry economy. Therefore,
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each examined administrative unit in Poland (voivodship, powiat) may be treated as a
source of biomass, which, supplemented with energy obtained from wind, water and
sun, may constitute the basis for construction of ARE, which may improve not only local
energy security but also reduce energy costs for local consumers, improve utilisation of
endogenous potential of regions and, above all, reduce negative environmental impact
caused by traditional methods of energy production.

The research showed that in Poland, on the one hand, the share of RES in energy
production is still small, but at the same time, in the majority of regions (powiats, voivod-
ships) there is a great potential to obtain additional energy from RES, which may constitute
the basis for development of ARE. In this respect, there is a large spatial diversification
both in relation to the status of RES energy production and its share in energy balance of
particular regions and their constituent powiats as well as potential possibilities to increase
the volume and structure of production from particular RES.

Activation of RES potential would make it possible to cover over 73% of the country’s
demand for electricity. Activation of RES potential could provide a basis for building
energy independence on a local scale, where only large industrial and urban centres would
require “support” from the traditional energy sector covering at least 30% of the national
demand for electricity. In the proposed “scenario”, as many as seven regions would
become self-sufficient in terms of electricity demand. Such a large potential present in
the powiats is a premise for the construction of ARE, but one should be aware that its
launch is connected to the necessity of incurring huge costs. Obtaining significant financial
assistance is a necessary condition for launching RES potential located in rural areas to
boost their development.

The results of our calculations presented in Figure 5 indicate that the development of
ARE could start first in the group of 220 powiats (57.9% of the total 380) with RES potential
exceeding their own electricity consumption. Therefore, in addition to covering their own
demand, these powiats could also “export” their surplus energy, thus making the whole
project more economically stable.

The creation of RES-based ARE is an important undertaking related to the improve-
ment of energy security, but at the same time it favours the improvement of environmental
quality. Such regions may contribute to counteracting marginalisation of areas where
undesirable socioeconomic phenomena intensify.
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writing—original draft preparation, G.Ś., B.G., D.T., S.W. and M.C.-W.; writing—review and editing,
B.G. and J.G.; visualization, B.G. and S.W.; supervision, G.Ś.; project administration, G.Ś., B.G. and
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CVI, 251–256.

23. Statistics Poland. Rural Areas in Poland in 2018. Statistical Analyses; Statistics Poland: Warszawa, Olsztyn, 2020.
24. Wójcik, M. Non-agricultural economic functions of rural areas in the Łódzkie Voivodship (1999–2009). Reg. Barom. Anal. Progn.

2013, 2, 43–50.
25. Sima, E. Non-agricultural activities in the economic development of the Romanian rural area. In Proceedings of the Agrarian

Economy and Rural Development—Realities and Perspectives for Romania. In Proceedings of the 6th Edition of the International
Symposium, ICEADR, Bucharest, Romania, 19 November 2015; pp. 390–395.

26. Kiciński, J. Autonomiczne Regiony Energetyczne (ARE)—Szansa Dla Polskiej Wsi, Instytut Maszyn Przepływowych PAN w
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Śląskiego, wraz z Programem Wykonawczym dla Wybranych Obszarów Województwa; Część I: Metodyka Opracowania; Instytut
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95. Sefeedpari, P.; Pudełko, R.; Jędrejek, A.; Kozak, M.; Borzęcka, M. To what extent is manure produced, distributed, and potentially

available for bioenergy? A step toward stimulating circular bio-economy in Poland. Energies 2020, 13, 6266. [CrossRef]
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Abstract: The paper aims to identify and explain the factors influencing the decision-making process
on the behavioural intention to use home photovoltaic systems by Polish households and potential
buyers. The survey was conducted in 2021 on a sample of 521 participants. The research used
a random sample of households without PV systems located in the rural areas in Poland, where
the adoption of innovative technologies related to obtaining energy from renewable sources is
especially important. Structural equation modelling (SEM) was applied to measure structural
relationships. The main finding indicates that consumer innovativeness has the strongest impact on
the intention to purchase a photovoltaic installation. The perceived value also affects the intention
to purchase a photovoltaic installation. The perceived value is affected by perceived economic
benefits and indirectly by the subjective knowledge of PV. Surprisingly, environmental concerns
negatively affect the intention to use PV installations.

Keywords: PV systems; renewable energy resources; rural areas; economic value; consumer
behaviour; consumer innovativeness

1. Introduction

For several years there has been much interest in renewable energy, which also in-
cludes solar energy. Among these technologies is photovoltaics (PV), i.e., converting solar
energy into electricity, considered one of the most promising and environmentally friendly
energy sources. Photovoltaics guarantees energy obtained completely naturally. Any
amount of energy produced from the sun reduces CO2 emissions, which significantly im-
pacts the environment [1]. A significant advantage of solar radiation is its availability and
the daily and annual variability—an equally important disadvantage. The development of
energy storage methods should minimise the limitations related to converting solar energy
into energy useful for humans and its wider use [2,3]. In Poland, there are generally good
natural and spatial conditions for the use of solar radiation energy. Satisfactory results
can be achieved by adapting the type of systems and the properties of solar devices to the
nature, structure and time distribution of the solar radiation. The basis for the development
of photovoltaics in Poland is the introduction of appropriate legal regulations that guaran-
tee the investor the profitability and predictability of the investment. Opportunities should
also be seen in prosumer energy, where the main assumption should be the production
of energy for one’s own needs, and in the case of producing excess energy, the possibility
of selling it at a favourable price [2,4]. The large increase in investments in photovoltaic
systems in Poland is related primarily to the decrease in installation costs with the simul-
taneous increase in energy costs for end-users. Therefore, photovoltaics becomes a better
alternative in terms of reducing energy costs, both in households and companies [3,4].
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The issue of photovoltaics as a renewable energy source finds a place as a new area
of activity both in the national energy policy and the EU energy policy. The EU policy
supports the development of renewable energy to ensure energy security in the conditions
of sustainable development and competitiveness [5]. Therefore, the EU provides significant
financial resources for implementing investments related to the development of renewable
energy sources. The selection of the appropriate source of financing depends on the type
of beneficiary and the scale of the investment. RDP is the available form of financing for
applicants located in rural areas. So far, investors of solar PV systems have benefited from
support under the financial perspective for 2014–2020. This support will be continued
in the coming years as part of the Act on renewable energy sources [2], which is to enter
into force, and introduce new regulations, to a greater extent supporting the development
of renewable energy sources in photovoltaic systems. In Poland, the development of
photovoltaic systems in rural areas may also be favoured by the environmentally neutral
nature of this type of investment, which, unlike wind farms or agricultural biogas plants, is
more socially acceptable. What is important, is that rural areas encompass more than 93% of
Poland and are inhabited by almost 40% of the country’s population. The high consumers’
demand for energy in rural areas combined with increased use by agriculture result in
the need for energy security in these areas. Due to convenient conditions (geographical
location and climate zone), the countryside has the real potential to increase the share
of green energy in Poland’s energy mix [6]. Owing to the enormous financial aid from
the European Union for Polish agriculture, there is a great alternative in the form of
installation of photovoltaics, which may contribute to the improvement of the economic
situation of individual regions and households located there [3,7]. Therefore, it can be
concluded that in the longer term of activities undertaken for the use of solar energy as
an energy source, photovoltaics is not only a new direction in meeting energy needs but
also a way of professional activation (activating entrepreneurship) of the population and
rural development.

Despite the potential of photovoltaic systems, the dynamics of the development and
implementation of these solutions are still limited. The literature identifies several barriers
to the adoption of photovoltaics on the market. Key barriers include consumer passivity,
high initial costs, the long payback period for investments, planning and installation
pains, various information gaps, and customer concerns about the ability to use PV [1,8].
Additionally, it is possible to indicate the motivations and priorities shaping the behaviour
of consumers, which differ and depend on their knowledge, personality, preferences,
values and attitudes towards ecology or innovation [9]. For example, open-minded users
and looking for novelty (innovation) are more likely to take risks despite the technical
complexity and lack of short-term benefits of modern solutions such as PV than other
consumers [10]. Among the factors influencing the development of photovoltaics in rural
areas, the following limitations can be indicated [11,12]: public reluctance (with regard
to the location of these investments in the vicinity); low public awareness of the role and
importance of renewable energy sources; lack of stable support systems for this area of
economic activity; the need to adapt the applied solutions to local conditions; problems
with connecting new installations to energy and heating networks; lack of appropriate, time-
stable legal solutions regarding the functioning of various groups of entities dealing with
renewable energy on the energy market; poorly developed energy network in rural areas.

Despite the development barriers, the photovoltaic sector has enormous potential and
is able to meet the growing global demand for energy in the near future. With the current
trends in technology and market development, photovoltaics will significantly improve
the natural environment, ensure energy security, and contribute to protecting the global
economy from energy crises. As a result, this sector is increasingly becoming an area of
interest for analysts and scientists from various fields. The research and publications con-
ducted so far in the field of the photovoltaic sector have focused mainly on the analysis and
assessment of technical parameters, R&D activity and the possibilities of increasing their
efficiency [12,13]. The economic publications are dominated by items related to the analysis
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of costs and investment efficiency. Some empirical studies apply the technology acceptance
model (TAM) to explain the adoption of PV solar technologies by consumers [14]). Unfortu-
nately, using the TAM model in the context of PV adoption is questionable since this model
focuses on the limited number of factors affecting consumers’ decisions. Therefore, it seems
important to explore the issues of using innovative photovoltaic technologies, emphasising
the aspects of a buyers’ behaviour in the purchasing process. In recent years, analyses of the
issue of prosumerism have appeared more and more frequently. On the other hand, the is-
sue of buyers’ behaviour in relation to the process of selecting and purchasing photovoltaic
installations seems to be still insufficiently explored.

In order to close this research gap; our contribution is twofold. First, to the best of our
knowledge, this study is the first attempt to take into account the broad set of factors (i.e.,
environmental concerns, consumer innovativeness, subjective knowledge on PV, perceived
economic benefits of PV, perceived risk of PV, the perceived value of PV) influencing the
decision-making process on the selection and implementation of investments in home
photovoltaic systems. Such an approach allows us to model and empirically verify the
complex hypothetical relationships between the buyer’s characteristics, beliefs, attitudes
and knowledge, and their behaviour in the process of purchasing photovoltaic installations.
Second, the paper considers the specificity of consumers living in rural areas, where the
development of innovative technologies related to obtaining energy from renewable sources
is important, because the energy sector in these regions, away from agglomeration and
industrial centres, is often characterised by: isolation, high dispersion population centres,
limited supply as well as the lagging behind in technical and business infrastructure.

We consider it also important that the research was carried out in a country with a
specific energy culture—the coal culture. Poland is one of these countries where the coal
market is particularly relevant as coal is the first choice to meet energy demand in this
country. From 2019 to 2020, the percentage change of hard coal and lignite generation (bars)
production was −8.0%, while the average decline for the EU was −18.0 [15]. In 2020, 83%
of electricity came from fossil fuels (to samo źródło) in Poland. While the trend to move
away from coal in the power sector is increasing, the Polish government aims to maintain
coal as a dominant energy source until at least 2050. This position is in clear contradiction
with the European and global climate and energy policy. [16,17]. What is more, according
to the forecasts, the legislative changes planned for 2022 by the Ministry of Climate and
Environment will reduce the profitability of PV installations in Poland. Therefore, it is
worth analysing other factors influencing the intention to use PV than just those related to
the perceived profitability of such a solution.

2. Theoretical Background

Beliefs and attitudes about the natural environment are translated into actions or
behaviour. Some studies indicated the lack of strong impact of environmental beliefs on
environmental behaviours; the main reason is that general opinions are not strong enough
to pro-social acting—Gadenne et al. [18] called it the value-action gap. Nevertheless, it
was also acknowledged that environmental concerns impact behavioural intention [19,20].
Additionally, Thi Khanh and Phong [21] noted that consumers’ beliefs and awareness of
the natural environment could create environmentally responsible behaviour.

Therefore, we proposed the hypotheses:

Hypothesis 1 (H1). Environmental concerns positively impact intention to use PV;

Hypothesis 2 (H2). Environmental concerns positively impact the perceived value of PV.

Consumer innovativeness is seen as an important part of personality. It refers to the
tendency of purchasing and using new products more quickly and more often than other
people [22]. The relation between consumer innovativeness and behavioural intention
became the main research topic in reference to many offers such as robotic restaurants [23],
a drone food delivery service [24], smart toys [25], smartwatches [26], autonomous cars [27].
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Consumer innovativeness is vital to create a positive response towards new products and
positively impacts willingness to pay [25].

Therefore, we proposed the hypotheses:

Hypothesis 3 (H3). Consumer innovativeness positively impacts intention to use PV;

Hypothesis 4 (H4). Consumer innovativeness negatively impacts perceived risk.

As stated by Buratti and Allwood [28], not only an individual’s objective knowledge
but also subjective knowledge (consumers assessment of the level of their knowledge)
can influence consumers risk perception and actions. According to researchers, subjective
knowledge plays a bigger role in predicting environmental behaviour than other knowl-
edge types [29]. In our study, we concentrated on subjective (environmental) knowledge
that is defined as people’s perceptions of how much they know about a particular environ-
mental issue [30]. Subjective knowledge can be identified as the result of highly objective
knowledge and previous experience [31]. According to much research, people exhibit
overconfidence when assessing their knowledge within many different kinds of domains.
It is important to emphasise that the research on the impact of subjective knowledge on risk
perception or risk behaviour provide mixed results—positive influence, negative influence
or no influence [28]. Using the example of smart home technologies, Wilson et al. [32]
noted that early adopters acquire greater knowledge. Their positive perceptions of benefits
are strengthened, but greater knowledge does not significantly weaken early adopters’
perceptions of risks. Zhu et al. [33] tried to prove that the greater the perceived knowledge,
the lower the perceived risk. As a result of their research model, it turned out not be sup-
ported the research hypothesis. Additionally, Dursun et al. [34] could not find support to
the assumption that high subjective environmental knowledge will decrease the tendency
to deny the problem.

Therefore, we proposed the hypotheses:

Hypothesis 5 (H5). Subjective knowledge of PV negatively impacts perceived risk;

Hypothesis 6 (H6). Subjective knowledge of PV positively impacts perceived benefits.

The concept of ‘perceived value’ emerged as the defining business issue of the 1990s
and has continued to receive extensive research interest in the 21st century [35]. El-Adly [36]
noted that the definition of customer perceived value has changed over time. The perceived
value has received much attention from academics and practitioners due to its close
relationship with customer satisfaction and competitive advantages. However, the concept
of perceived value was seen by Khalifa [37] as one of the most overused and misused
concepts in the social sciences in general and in the management literature in particular.
Among many definitions, one of the more commonly cited is that supplied by Zeithaml [38],
who proposed a general perspective where perceived value is the consumer’s overall
assessment of the utility of a product based on what is obtained and provided. Her
conceptualisation of perceived value was one of the first. Monroe’s [39] research approach
was similar; he defined perceived value as “a trade-off between the quality or benefits they
perceive in the product relative to the sacrifice they perceive by paying the price”. Simply,
the perceived value is a difference between the benefits obtained and the sacrifices made;
it is a trade-off between benefits acquired and perceived costs. In our study, the concept
of perceived value was adapted in the context of PV installation offer. As it was stated by
Slovic [40], a risk–benefit trade-off is used in order to evaluate specific technology to accept
it or reject it. The most promising technologies generate both risk and benefits [41], and the
PV system is no different. In our study, two separated variables were identified as main
components of perceived value—perceived risk and perceived benefits.

Perceived benefits can be identified in the scientific literature in many different ways—
functional, experiential, symbolic [42], functional benefits [43], utilitarian, emotional [44],
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hedonic. Although PV installation can provide its users with multiple benefits, only
perceived economic benefits were included as an extremely strong incentive in our study.
Santos [45] noted the importance of financial aspects for potential adopters of PV systems
due to their deep interests in economic benefits when installing a photovoltaic system. We
defined perceived economic benefits of PV installation by analogy to economic benefits
from participating in sharing economy analysed by Lee et al. [46]. Kim [47] considered the
general idea of perceived benefits and showed a positive impact of perceived benefit on
the value.

Therefore, we proposed the hypothesis:

Hypothesis 7 (H7). Perceived economic benefits positively impact the perceived value.

By analogy to smart retail technology [48], the benefits offered by PV are not without
potential risks, uncertainties and adverse consequences. In this study, we decided to resign
from focusing on price perception aspects due to the vital financial support provided to
potential PV buyers. Instead of analysing perceived costs in general, we put our research
attention to risk perception. Impacts risk is seen as one antecedent of a perceived value [48].
Perceived risk was conceptualised by Raymond Bauer in 1960 in the context of consumer
behaviour and is based on the notion that any buying activity includes risk. The perceived
risk works when consumers are unsure whether the intended purchase will permit them
to accomplish their buying purposes [49]. Scholars defined perceived risk as a kind of
subjective, expected, possible loss when pursuing a prospective outcome [50]. It was
usually defined as the subjective expectation of a loss [51] and the consequences of such
a loss if it occurs [52]. What is important, this loss can have both monetary and non-
monetary nature [53]. These negative consequences are expected to emerge from particular
technology/innovation adoption or use [54]. In our study, by analogy to Chin et al.’s [55]
definition, perceived risk referred to the consumer’s subjective belief in the possibility of
loss or harm emerging from the PV installation in a consumers’ household. The information
asymmetry to the sellers’ advantage is the main reason most buyer–supplier relationships
are characterised by risks [56]. Understanding elements that can decrease perceived risk
is truly vital [57]. Different risk reducers can be useful depending on the specific type of
perceived risk (risk factors) [58]. Perceived risk is well explained in literature; however,
it is still an important avenue of research [59], such as PV installation as an innovative
environmentally friendly technology in consumers’ households.

Therefore, we proposed the hypothesis:

Hypothesis 8 (H8). Perceived risk negatively impacts the perceived value of PV.

Perceived value is highly relevant to marketers as it has been found to positively affect
behavioural intention [60]. A series of studies confirmed that perceived value increases
purchase intention. The impact of perceived value on behavioural intention has been
studied in various interesting trendy areas such as online group buying [61], private
labels [62], smart retail technology [48], green branding [63]. The positive impact on
behavioural intention is connected with the psychological explanation of the perceived
value that involves an attraction toward the outcome of the goal pursuit [64].

Purchasing intention indicates an individual’s readiness to buy a product that one has
preferred for oneself after some evaluations on the basis of personal experience, perception,
attitude, subjective norm [65]. Green purchase intention refers to the probability and
individual inclination to choose environmentally friendly energy products over the conven-
tional products in their purchase decision [66]. In line with previous research findings, it is
reasonable to predict that consumers’ perceptions of PV installation value may increase
their purchase intention towards PV installation.

Therefore, we proposed the hypothesis:

Hypothesis 9 (H9). Perceived value positively impacts intention to use PV.
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3. Materials and Methods

Our research used a random sample consisting of households without PV systems
located in the rural areas in Poland. A survey instrument was developed to understand
the factors that shape households’ use intention of PV technology in Poland. A total of
526 questionnaires were collected, of which five respondents reported that they used PV
systems. These were removed from the sample, leading to a final sample size of 521 partici-
pants. Of the respondents, 53 per cent were male, and 47 per cent were female. Their ages
varied from 18 to 81 years, with a mean of 40.5 years. The dominant household’s size was
four persons. In terms of the average monthly amount of a household’s electricity bill, the
largest group of respondents reported that they paid between EUR 22 and 44 (Table 1).

Table 1. Sample characteristics.

Characteristics Number of Respondents Percentage of Sample

Gender
Female 245 47
Male 276 53

Age (years)

18–24 96 18.4
25–34 133 25.5
35–44 93 17.9
45–54 101 19.4

Over 55 98 18.8

Average monthly
energy bills (euro)

Below 22.0 49 9.4
22.0–44.0 241 46.3
45.0–66.0 140 26.9
67.0–89.0 58 11.1
Over 90.0 33 6.3

Household size
(number of

persons)

1 29 5.6
2 108 20.7
3 136 26.1
4 138 26.5

5 or more 110 21.1

For the purpose of this study, the endogenous and exogenous constructs were adapted
from prior research (Appendix A). Six constructs represented the influential factors (i.e.,
environmental concerns—EC, consumer innovativeness—CI, subjective knowledge on
PV—SK, perceived economic benefits of PV—PEB, perceived risk of PV—PR, the perceived
value of PV—PV). The remaining construct is related to the use intention of PV—UI. In total,
28 questions were applied to operationalise these constructs. All questions were measured
on a seven-point Likert scale ranging from 1 (strongly disagree) to 7 (strongly agree).

The measurement model was verified via construct reliability and validity tests. To
measure the scale’s reliability, we applied Raykov’s reliability coefficient—RRC. This coeffi-
cient is preferred over Cronbach’s alpha since it relaxes the assumption of tau-equivalent
measures. Other reliability tests used in our study include Loevinger’s H coefficient and
Ferguson’s delta coefficient. The former provides information on scalability. The latter
allows us to verify scales discrimination. Convergent validity was measured by average
variance extracted (AVE). Finally, structural equation modelling (SEM) was applied to
measure structural relationships [67]. SEM can be regarded as a combination of several tra-
ditional multivariate procedures such as factor analysis, regression analysis, discriminant
analysis or canonical correlation.

SEM consists of the structural model and the measurement model [68]. The structural
model with latent variables takes the form:

ηi = αy + Bηi + Γξi + ζi (1)

where ηi is a vector of latent endogenous variables for unit i, αy is a vector of constants for
the equations, B is the matrix of coefficients showing the expected impacts of the latent

498



Energies 2021, 14, 5272

endogenous variables (η) on each other, ξi is the vector of latent exogenous variables, Γ is
the coefficient matrix showing the expected impacts of the latent exogenous variables (ξ)
on the latent endogenous variables (η) and ζi is the vector of disturbances.

The measurement model has two equations:

yi = αy + Λyηi + εi (2)

xi = αx + Λxξi + δi (3)

where yi and xi are vectors of the observed responses of ηi and ξi, accordingly, αy and αx
are constant vectors, Λy and Λx are matrices of factor loadings showing the effect of the
latent ηi and ξ on yi and xi, accordingly, and εi and δi are the unique factors of yi and xi.

Prior to the measurement model verification and the SEM analysis, the multivariate
normality assumption was checked by the Doornik–Hansen test. Its outcome resulted in
the application of Satorra–Bentler adjustment after maximum likelihood.

4. Results and Discussion

Table 2 shows the results of the reliability and validity tests. All of the RRCs are
higher than the lowest acceptable level (0.7). Moreover, Loevinger’s H coefficients for the
seven scales are higher than 0.3, indicating good scalability. Regarding the generalised
delta index of scale discrimination, it meets a threshold level (0.9) for all scales. The
results of Confirmatory Factor Analysis show that all constructs can explain more than an
average amount of 50% variance of its indicators. In other words, convergent validity is
demonstrated since the average variance extracted (AVE) exceeds the cut-off value (0.5).
There is no problem with discriminant validity, as AVE values of all constructs are larger
than their squared correlations (SC) with other constructs in the model. All except one
of the standardised factor loadings are above 0.5. This means that they are considered
satisfactory items. Consequently, the item from the construct of subjective knowledge on
PV with low loading was dropped in further analysis. CFA outcomes reveal that the entire
measurement model indicates acceptable goodness of fit as RMSEA = 0.06 and CFI = 0.93
meet satisfactory thresholds [69].

Table 2. Reliability and validity of measurement model.

Construct Items Loadings Range RRC H Delta AVE

Environmental concerns—EC 4 0.75–0.92 0.93 0.67 0.94 0.76

Consumer innovativeness—CI 4 0.71–0.85 0.88 0.80 0.96 0.65

Subjective knowledge on PV—SK 3 0.63–0.95 0.88 0.74 0.97 0.74

Perceived economic benefits of
PV—PEB 4 0.79–0.89 0.92 0.81 0.96 0.74

Perceived risk of PV—PR 4 0.62–0.91 0.88 0.76 0.96 0.65

Perceived value of PV—PV 4 0.88–0.93 0.96 0.73 0.95 0.82

Use intention of PV—UI 4 0.94–0.98 0.98 0.74 0.93 0.91

The standardised path coefficient between EC and UI did not confirm a positive rela-
tionship between the environmental concerns and the intention to use PV installations; thus,
H1 has been rejected (Figure 1). Such a relation can be influenced by the increasing contro-
versy over the possible environmental impact of environmentally friendly technologies,
such as electric cars or wind farms [70]. Solar photovoltaic installations are also not free
from this type of controversy, especially regarding the “end of life” panel and hazardous
materials used in PV [71]. Apart from the factors related to recycling, the negative impact of
PV installations on the environment may be associated with visual pollutions, especially in
the case of large installations or the exclusion of the land from agricultural crops [72]. These
effects can be especially felt in rural areas [73]. For this reason, respondents’ environmental
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concerns do not have to positively affect the installation of voltaic panels, and even—as in
the results of the conducted research—can have a negative effect on installing intention. A
high level of environmental concerns can create a wider perspective of the effects of PV
technology and its potential long-term impact on the household and its surroundings.

 

Figure 1. Results of structural model estimation. Note: *** p < 0.01, ** p < 0.05, RMSA = 0.08, CFI = 0.89.

The indirect and positive impact of the environmental concerns on the intention to
use PV installation occurs via the perceived value (Table 3). Even though this dependence
is weak, it has confirmed H2. The perceived value moderates the impact of environmental
concerns on the intention to use PV installations. Thus, the perception of the photovoltaic
installation value affects the intention to use this technology.

Table 3. Indirect effects of endogenous and exogenous variables on use intention.

Path Coefficient

EC→UI 0.04 ***
PR→UI −0.04 **

PEB→UI 0.48 ***
CI→UI −0.003
SE→UI 0.28 ***

Note: *** p < 0.01, ** p <0.05.

The hypothesis H3, indicating that consumer innovativeness has a positive effect
on purchasing a photovoltaic installation, has been confirmed. Thus, the research results
confirmed the conclusions provided by Zhang et al. [25]. In the analysed model, the impact
of consumer innovativeness on the intention to purchase a photovoltaic installation is the
strongest. Consumer innovation is a personal characteristic. The greater the consumer
openness to innovative ecological technologies, the more likely they are to use PV instal-
lations. This consumer characteristic is even more important than the perceived value
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of the PV. According to the research model, the consumer’s innovativeness does not af-
fect the perceived risk of installing photovoltaic panels—the relationship is statistically
insignificant (Figure 1). Therefore, hypothesis H4 has not been confirmed. The obtained
results are consistent with the conclusions of Xue et al. [10]); in our research, consumer
innovation does not affect the risk of the PV installation decision. The impact of consumer
innovativeness on the perceived risk is irrelevant, probably due to the increasing usage
of solar panels by households and the spread of this technology. As Sommerfeld et al.
noted, PV technologies have already reached technological maturity, which is why they are
perceived as low risky [74]

The subjective knowledge of PV installations reduces the perceived risk and increases
the perceived economic benefits of PV panels (Figure 1). The results confirm the Alrashoud
and Tokimatsu study [10], indicating that consumer knowledge impacts PV installation
usage. Therefore, H5 and H6 have been verified. The impact of consumer knowledge on
benefits is stronger than on the perceived risk. These results confirm the conclusions of
Zhu et al. [33]. However, we agree that knowledge may have a different influence on the
perceived risk depending on the type of technology and the stage of its acceptance, as
shown by Wilson et al. [32].

The perceived value of PV in the research model depends on the perceived risk and
the economic benefits (Figure 1). As Lewandowska et al. [75] noted, the use of renewable
energy sources is innovative, and its implementation involves certain effects related not
only to possible profits but also costs. The study confirmed that perceived risk lowers the
perceived value while the economic benefits increase value perception. The positive impact
of financial benefits on the perceived value in the case of PV installation is much stronger
than the negative one on the value of the perceived risk. Another study showed that in the
case of Polish households, the installation of PV brings some financial benefits [8]. Among
some factors determining the profitability of PV investments in households, there can be
indicated such as the level of electricity prices, the prices of electricity distribution, as well
as the insolation condition. Despite the fact that energy prices for households in Poland are
subsidised, they are constantly growing [8,76]. As a result, the homeowners who use more
due to various systems (e.g., family farms) have greater economic benefits from using PV.

The research results have confirmed the hypotheses H7 and H8. Thus, both variables
(perceived benefit and perceived risk) indirectly affect the intention of the photovoltaic
installation. Importantly, the perceived economic benefits have the greatest positive impact
on installation intention. Thus, the conclusions indicated by Santos [45] are confirmed by
these findings. In the case of Poland, the value of PV installations is additionally supported
by the support programs in the form of co-financing the PV installation from the European
Union or domestic funds [4,77]. Some of these funds are dedicated to rural areas. The
perceived value of a PV installation may also be increased by its declining cost and the
possibility of obtaining income from selling surplus energy. This improves the ratio of
expenditure to revenues.

The last of the hypotheses, H9, has also been confirmed (Figure 1). The perceived value
affects the intention to purchase a photovoltaic installation. As expected, the perceived
effect of using the installation determines its purchase, as are other studies on the impact
of perceived value on the intention to purchase. This perceived value is greater for larger
energy consumers, who often live in rural areas. They use the electricity for their own
needs but also their family farm. They also have land for the location of slightly larger
photovoltaic investments, which does not have to generate additional costs.

5. Conclusions

The development of PV installations is an issue that may combine the needs of
individual consumers and the development factors of economies on a global, national or
local scale. The impact of changes in the diversification of energy sources may contribute
to changes in technical (development of technical infrastructure, innovation), economic
(energy costs, new jobs) and improve the condition of the natural environment.
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The objective of this study was to investigate the factors influencing the intention
to install photovoltaics in the household. To achieve the set research goal, we collected
data and used them to verify the proposed research model in this area. To the best of
our knowledge, factors influencing the intention of PV installations in rural areas are not
fully recognised. We believe that this issue deserves the interest of researchers also due to
the largely untapped potential for PV installations in households as well as the European
Union policy in the area of renewable energy sources.

The main finding shows that consumer innovativeness has the strongest impact on
the intention to purchase a photovoltaic installation. The perceived value also affects the
intention to purchase photovoltaic installation. The perceived value is affected by perceived
economic benefits and indirectly by the subjective knowledge of PV. The surprising results
of studies pointing to the negative impact of financial concerns on the intention to use
a photovoltaic installation may be due to the greater sensitivity of rural residents to the
possible negative ecological effects of PV installations. Currently, the issue of disposal of
photovoltaic panels may be an important issue for potential customers. This issue seems
vital because the lifetime of the panels is relatively short. The issue of disposal of PV panels
can be treated as an important element of communication with customers. In rural areas,
large solar farms can also be a concern by disturbing the natural landscape. The location
of this type of farm should be regulated to a greater extent than just by the class of land
on which farms are allowed to be located. It follows that consumers currently adopt a
microeconomic perspective (the impact of installations on their immediate surroundings)
and do not consider the macro perspective—improving the state of the natural environment
in the country. This is important because Poland is one of the countries with very high
environmental pollution and a dominant share of coal in energy production.

While encouraging the use of PV installations in rural areas, the economic benefits
of such a solution should still be emphasised. The perceived value of PV installations
increases along with the rising energy prices in the case of Polish households. Conclusions
from the conducted research may indicate that communication may turn out to be a key
element of the strategy for the development of photovoltaic systems in rural areas. Our
results suggest that a well-disseminated information campaign must contain precise details
on the economic benefits of PV (e.g., the sample calculation of energy cost reduction).
Regarding environmental effects of PV, they should be presented in the context of the
socio-economic framework since we found the indirect impact of environmental concern
appeared to be positive and significant. What is more, to mitigate the perceived risk of
PV evidence-based approach should be implemented in communication strategy. All
government and local authority support/funding programs must be maintained as they
increase the benefits of PV installations in rural areas.

Although the results of this study have useful implications, some limitations must be
considered. These limitations offer three lines of further research. First, future research
could extend empirical testing to these dependencies (the impact of environmental concerns
as well as consumer innovativeness), which proved to be quite surprising and are not fully
confirmed by the literature. The second limitation concerns the model specification. It
seems necessary to incorporate other factors affecting the adoption of PV systems (e.g.,
PV system characteristics) into the research model. Finally, a limitation is the sample size
and its composition. Although the sample consists of 521 respondents, there is a need
to increase the sample size to improve the generalisability of the findings. It is worth
noticing that the sample is limited to households located in rural areas. In order to conduct
comparative analyses, it would be recommended to include respondents from the urban
areas in future research.
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Appendix A

Latent Variables Items

Environmental concern (EC)
adapted from; Wung, Cao and

Zhang [20]

EC1: I worry about air pollution.
EC2: I am concerned about environmental problems.

EC3: I think that environmental problems have become increasingly serious in recent years.
EC4: I try to take care of the natural environment.

Consumer innovativeness (CI)
adapted from Zhang et al. [25]

CI1: I know more about new ecological technologies than people around me.
CI2: I eagerly reach for ecological products.

CI3: I am interested in new energy-saving technologies.
CI4: I believe that new green technologies are worth using.

Subjective knowledge on PV (SK)
adapted from Dursun [34]

SK1: I know that photovoltaics is a good solution for obtaining energy from renewable
sources (delated).

SK2: I am interested in photovoltaics as a source of energy.
SK3: I have much knowledge of photovoltaics.

SK4: I have more knowledge about photovoltaics than the average person.

Perceived economic benefits of PV
(PEB) adapted from Kim [47]

I’m able to save on energy expenses by installing photovoltaic panels.
Nowadays, the installation of a photovoltaic installation is economically advantageous.

Using photovoltaic installation could reduce my energy expenses.
Taking into account financial support, the photovoltaic installation is financially beneficial.

Perceived risk (PR) adapted from
Park et al. [78]

PR1: I believe that installing photovoltaics requires much effort.
PR2: Using photovoltaic installation can cause problems.
PR3: I perceive the installation of photovoltaics as risky.

PR4: I am concerned that installing photovoltaics might be difficult.

Perceived value (PV) adapted from
Oyedele et al. [79]

PV1: Installation of the photovoltaic system is cost-effective.
PV2: Considering the benefits and costs, a photovoltaic installation is profitable.

PV3: Production of energy from the photovoltaic system is more advantageous than buying
it from the energy supplier.

PV4: Considering the advantages and disadvantages, a photovoltaic installation is valuable.

Use intention of PV (UI) adapted
from Li et al. [22]

UI1: I’m going to set up a photovoltaic installation in the near future.
UI2: There is a high probability that I will install photovoltaics.
UI3: Most likely, I will be installing a photovoltaic installation.

UI4: I plan to use energy from a photovoltaic installation.
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Rolniczego w Brwinowie: Radom, Poland, 2020; ISBN 978-83-66776-01-2.

5. Mirowski, T.; Sornek, K. Potencjał energetyki prosumenckiej w Polsce na przykładzie ikroinstalacji fotowoltaicznych w budown-
ictwie indywidualnym, Potential of prosumer power engineering in Poland by example of micro PV installation in private
construction. Polityka Energetyczna Energy Policy J. 2015, 18, 73–84.

6. Marks-Bielska, R.; Bielski, S.; Pik, K.; Kurowska, K. The Importance of Renewable Energy Sources in Poland’s Energy Mix.
Energies 2020, 13, 4624. [CrossRef]

503



Energies 2021, 14, 5272
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Abstract: Meeting greenhouse gas (GHG) reduction targets will require a significant increase in
electricity production from sustainable and renewable sources such as solar energy. Farmers have
recognized this need as a chance to increase the profitability of their farms by allocating farmland to
solar power production. However, the shift from agriculture to power production has many tradeoffs,
arising primarily from alternative land uses and other means of production. This paper models the
farmers’ decision as a constrained profit maximization problem, subject to the amount of land owned
by the farmers, who have to allocate it between agriculture and solar power fields, while considering
factors affecting production costs. The farmers’ problem is nested in the social welfare maximization
problem, which includes additional factors such as ecological and aesthetical values of the competing
land uses. Empirical analysis using data from a solar field operating in Israel shows that landowners
will choose to have solar power production on their land unless agricultural production generates an
unusually high net income. Adding the values of non-market services provided by agricultural land
does not change this result. The consideration of the reduction in GHG emissions further increases
the social welfare from solar fields.

Keywords: renewable energy production; agricultural land; profit maximization; social welfare;
greenhouse gas emissions; landscape; biodiversity

1. Introduction

Anthropogenic climate change due to greenhouse gas (GHG) emissions requires a
shift in many areas of human activities. Keeping in mind that most of today’s operations
rely on power supply, one of the highest priority areas where change is needed is electric
power production. This change requires a shift in production from fossil fuels to renewable
sources, such as solar, wind, and hydroelectric power generation. Of all those alternatives,
the sharpest observed rise is in the utilization of naturally available solar energy. Being a
stable and consistently available source of clean energy, solar energy has the significant
potential to cater to the ever-increasing world electricity requirements [1]. Keeping in mind
the sustainability paradigm, this should be achieved in a technically feasible, cost-effective,
socially acceptable, and environmentally reasonable way. The gradual transition to energy
production from non-renewable sources to energy from renewable sources requires, in
particular, attention to the appropriate dynamics of change of the energy mix of specific
countries and its economic and environmental effects. According to Adebayo et al. [2],
who investigated the case of the energy mix in Japan, the intensity of the transition to a
larger share of renewable energy sources is crucial for reducing GHG emissions, which on
the other hand, can influence future economic growth.

While taking into account renewable energy needs, the International Energy Agency
(IEA) is calling for an energy revolution. The IEA released a roadmap in which it set
up a goal for net-zero carbon dioxide (CO2) emissions in the energy sector by 2050. The
suggested pathway to obtain this challenging goal assumes, among other things, scal-
ing up solar and wind energy production in this decade, reaching annual additions of
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630 gigawatts (GW) of solar photovoltaics (PV) [3]. The International Renewable Energy
Agency (IRENA) predicts that the share of renewable energy in the primary energy supply
will grow from less than one-sixth today to nearly two-thirds in 2050. On the demand
side, electricity is predicted to be a primary carrier of energy, with its final consumption
being near a 50% share by 2050, and renewable power will be able to provide 86% of the
power demand [4]. In this revolution, there is crucial importance placed on technology
development and diffusion that allow the implementation of global policy requirements
aimed at increasing the utilization of renewable sources of energy [5].

Solar power technologies for sustainable and clean electricity generation are consid-
ered one of the most promising alternatives for application on a global scale. As reported
by IRENA, in 2010–2019, the cost of solar PV production dropped globally by 82%, mainly
as a result of more efficient technologies [6]. The costs of local energy-storing systems
also dropped [7]. This made solar energy production competitive with traditional power
generation and ensured broad diffusion. However, among the constraints for its increased
production is land area needed for it to be able to replace coal or natural gas-fueled power
stations. It needs to be stressed that PV panels require large production areas, and these are
not always available due to competing land uses, such as industrial, residential, agricultural,
and environmental uses [8,9]. Additionally, as claimed by Oudes and Stremke [10], solar
power plants transform the existing landscapes and, as further indicated by Picchi et al. [11],
they also impact ecosystem services. Therefore, due to its large land consumption, PV
energy production is challenging from economic, social, and environmental perspectives,
as an activity with many tradeoffs [12,13].

One possible solution to this problem that researchers have discussed is to allocate
marginal land for solar energy production. Milbrand et al. [14] defined marginal land as
“ . . . areas with inherent disadvantages or lands that have been marginalized by natural and/or
artificial forces. These lands are generally underused, difficult to cultivate, have low economic value,
and varied developmental potential”. According to these authors, solar technologies present
the best opportunity to capture value from marginal land and increase their development
potential. Hoffacker et al. [15] identified different marginal land types for solar siting:
Built environment, salt-affected land, contaminated land, water reservoirs, and others.
They claim that each of these land types has the potential to create synergies between land
and solar energy development. However, as stressed by some, e.g., Howard et al. [16] or
Cialdea and Maccarone [17], marginal agricultural land, i.e., land with low agricultural
productivity, has the highest potential for photovoltaic installations allocation and solar
energy production. There is common agreement among scientists and policymakers that
agriculture has a seemingly high potential for PV power generation due to different options
to install PV on land or farm buildings [18].

At this point, it needs to be highlighted that although the transition to renewable
energy will intensify the global competition for land, especially for agricultural purposes,
the potential impacts of solar energy production seem not to be addressed enough in the
literature. Existing studies focus mainly on the opportunities created by agrophotovoltaic
solutions. Cho et al. [19] claim that solar energy installations and agricultural crop culti-
vation could simultaneously operate on the same land, both with economic justification.
However, as investigated by Sacchelli et al. [13], there exist tradeoffs while making deci-
sions about the sole utilization of land for energy or food/feed production. The constraints
are related to landscape maintenance, morphological variables, specialization, and crop
yields. Case studies confirmed that the coexistence of agriculture and renewable energy
production is possible. They recognized roof-mounted or umbrella-shaped facilities using
a photovoltaic system as new alternatives to conventional PV plants [20] with many pos-
itive direct and synergy effects, such as economic profitability, electricity production for
self-consumption, or wildlife benefits [21].

Additionally, ground-mounted PV installations located on arable or grazing lands
have been tested as another possible alternative. The results of such experiments are
promising, especially for farmers, showing economic benefits [22]. Feasibility studies also
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highlight several risks connected to investment capacities, energy storage and grid infras-
tructure availability, biodiversity enhancement, or social limitations [23,24]. The studies
also show that agrophotovoltaic installations change agricultural landscapes [25] and can
potentially disrupt ecosystems [26] through reduced agricultural production [27]. Studies
also identified several drivers that lead to farmers’ decisions and show the role of policies
that facilitate such changes in agricultural land utilization [18,28]. Policy interventions are
crucial, concerning complex issues of climate change, agricultural land scarcity, and food
security. According to Gomiero [29], new models need to be promoted to provide key social,
economic, and environmental safety objectives. Pretty and Bharucha [30] suggest that
sustainable intensification of agricultural production—thanks to which the land could be
used optimally in a local dimension—provides food and energy-production opportunities.

However, only a few studies have investigated marginal agricultural land utilization
for solar power production, through the sole allocation of PV installations. The knowledge
obtained from these studies shows the importance of the different perspectives—energy-
centric, agricultural-centric, or agricultural–energy-centric—in search of the benefits or
constraints [31]. Leirpol et al. [32] indicate several constraints: Landscape, local, environ-
mental, and socio-economic, in the search for optimal coexistence of agricultural production
that is possible on marginal lands and solar energy production. As part of that, Milbrandt
et al. [14] report the importance of the availability of PV technologies to facilitate the
farmer’s decisions, and Maye [33] pays attention to the environmental impact of the life
cycle of PV infrastructure.

Bearing in mind the growing importance of solar energy production on marginal
agricultural land, a key question arises regarding how to assess the efficiency of the
decision to install such PV operations, in a way that will satisfy both private and public
expectations.

Caputo et al. [34] present a nexus approach to decision-making in cases that affect
food production, energy, water, and societal effects. Our study considers most of these
aspects by analyzing the economic value of the different impacts in the case of solar PV
field development. Spyridonidou et al. [35] present a planning framework for solar and
wind power projects that incorporates many of the aspects mentioned above. However,
their model does not consider the economic efficiency of the different choices from the
private and social perspectives. Thus, in this study, we ask the following question: What
are the conditions under which converting agricultural land to solar power production is
economically efficient, both from the landowner’s perspective and a social perspective? In
our study, we aim at addressing that existing gap in the literature, and in doing so, help
with better decision-making by both private and public entities. The analysis in the paper
compares two scenarios: The status quo with fossil fuel electricity generation, resulting in
GHG emissions, but also with more land in agricultural production, and the scenario with
solar power generation on marginal agricultural land.

Our goal is to create a tool that will help farmers and policymakers forecast the eco-
nomic efficiency of solar power installations on agricultural land and other open spaces.
This will be achieved by looking at the decision to produce solar power on agricultural land
at the margin, i.e., the profit or net benefit from the last hectare of the lowest-productivity
land owned by the farmer. The paper brings into the existing body of knowledge a com-
plex and systemic analysis of private and public perspectives of decision justification for
installing solar installations on marginal agricultural land, along with empirical evidence
from a representative case study, a field in Israel.

1.1. Climate Change Effects in Israel

Climate change is already affecting Israel, and its effects are expected to increase in
the future. Mean annual temperatures have already increased by 1.5 ◦C in 2020 and are
expected to increase by an additional 1 ◦C until 2050. By 2100, it is forecasted that the
overall increase in temperature will be 3–5 ◦C, depending on the emissions scenario used
(RCP4.5 or RCP8.5) [36]. The expected changes in precipitation are a significant decrease
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in the center and North parts of Israel, reaching up to a 40% decrease in autumn, fewer
precipitation days, and more extreme weather events that could lead to floods [37]. The
southern, more arid region could potentially experience an increase in precipitation.

These processes have an effect on the agricultural sector in Israel that will become
more pronounced as the changes described above intensify. Haim et al. [38] show that some
crops such as wheat, grown mainly in Southern Israel, might benefit from the expected
changes. Other crops that rely on a more humid climate, such as cotton, will experience
decreases in yield and net revenue. Zelingher et al. [39] forecast a partial abandonment of
agricultural land, and a shift to production in controlled environments such as greenhouses.

Experts predict that climate change will also influence biodiversity in nearly all
ecosystems, mainly due to the changes in temperature and precipitation, with some of
these effects already evident in Israel [40]. The abandonment of agricultural lands and their
potential conversion to built-up land poses an additional threat of habitat reduction and
fragmentation for different species. Solar power production on (former) agricultural land
could potentially aggravate the problem if these installations prevent the free movement
of animals and the growth of native plant species. Hence, to determine the economic
efficiency of solar power production on marginal agricultural land, we include the value of
(potentially) lost biodiversity on that land.

1.2. Climate Change Policy in Israel

Israel has ratified the Paris agreement on Climate Change in November 2016. It has
submitted its Intended National Determined Contribution (INDC) that promises to reduce
per capita greenhouse gas (GHG) emissions to 26% below their 2005 level by 2030 [41]. Given
Israel’s relatively high rate of population, with a projected population growth of 36–51%
between 2015 and 2035 [42], this does not necessarily mean a reduction in overall GHG
emissions. In 2017, Israel’s government decided on a goal of 10% energy production from
renewable sources in 2020. This goal was not achieved, with only 6% of energy consumption
in 2020 coming from renewable sources [43]. However, the high rate of growth of solar power
and other renewable energy installations, 34% annually in 2012–2019, has led the Israeli
government to decide, in 2020, on a more ambitious goal of 30% electricity from renewable
sources by 2030. Weiss et al. [44] simulated and showed the feasibility of a 100% renewable
energy scenario for Israel in 2030, acknowledging that this will need “radical” market designs.

Similarly, Solomon et al. [45] considered seven different energy transition scenarios in
Israel, representing a larger class of Sun Belt countries. They show how the goal of net-zero
emissions energy is possible by adopting an explicit pro-solar PV policy and/or using
a GHG emissions price. Our study will include the gain to society from reducing GHG
emissions as an essential component of the value created by solar power generation.

Israel’s unique situation concerning its neighboring states has added two additional
geopolitical goals to the renewable energy discourse and policymaking: Energy inde-
pendence, since it cannot rely on energy supply from some of its hostile neighbors, and
cooperation in energy production and supply, supposedly leading to increased economic
growth through trade in renewable energy [46].

Additional renewable energy in Israel faces other challenges as well. One example
is congestion in the electricity transmission network, because of the recent rise in solar
installations [47]. The immediate solution to this problem is reducing energy production
from conventional electricity sources, but this requires new agreements with the producers
that own these sources.

1.3. The Response of the Agricultural Sector

In the past decades, the agricultural sector in Israel and other developed countries has
been subject to processes that lead to rural households’ diversification of income sources.
These processes include a deterioration in terms of trade for agricultural products, with
rising costs of inputs and a relative fall in the price of outputs; increased efficiency in the
agricultural sector, leading to reduced demand for labor and food surpluses; and an overall
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decline in the importance of agriculture as a source of income [48]. The share of agriculture
in Israel’s GDP has been declining, and in 2020 it was 1.1%, compared to 4.8% in 1980 [49].

Diversification has led to an increase in non-agricultural land uses such as retail, stor-
age and hospitality, and to the household members looking for employment off-farm [50].
Since 2002, the year the Israeli government decided on the first renewable energy produc-
tion target of 2% by 2007, another source of income for farmers is solar power generation
on rooftops and fields [51].

Agricultural land is converted to other uses, including solar power generation, accord-
ing to its agricultural productivity. The most unproductive land—the marginal land—is
converted to non-agricultural uses first. In this paper, we model the decision faced by
agricultural landowners by including the opportunity cost of agricultural production on
land converted to a PV installation. The opportunity cost is the value of the alternative use
of the resource, in this case, agricultural production.

1.4. Renewable Energy Regulation in Israel

Agricultural fields are not the only option for large-scale solar power production in
Israel. The current policy of planning authorities in Israel, whose permission is needed
to build large solar projects, is that permits are not given while there is still a potential
for rooftop solar power generation on large buildings owned by the landowner [52]. This
decision is backed by research showing that in the long run, up to 32% of Israel’s electricity
consumption could be generated on available rooftop areas [53].

Planning authorities also prioritize building solar power facilities on land adjacent
to land meant for buildings or other development; building these facilities on detached
open space has a low priority. The guidelines also state that the committee will prefer
“plans that maintain the agricultural appearance and use and correspond to the rural texture in
the district and the surroundings of the plan” [52]. As a result, the land allocated to solar
power installations needs to be of low agricultural value and have a low value for future
residential or commercial development. The latter could be overcome if PV facilities do not
require irreversible infrastructure changes to the land on which they are built.

2. Methods

2.1. Conceptual Model

The problem of deciding if and how much land to allocate from agricultural production
to solar PV production is modeled with a constrained maximization setup, used in many
microeconomic applications, e.g., [54,55]. Our model differs from other works that have
looked at land allocation between agriculture and solar power, e.g., [56] by explicitly
adding the amenity value of land and the value of biodiversity. We solve the maximization
problem using the Lagrange multiplier method.

2.1.1. Private Profit Maximization

The decision to divert land from agricultural production to solar energy production
will result from profit maximization by the landowner. Assuming that regulations allow
the construction of such installations and that climate conditions are favorable, as they are
in Israel, the landowner’s problem can be written as:

maxπ = Pag·Qag
(

Lag, θ, T
)
+ Pel ·Qel(Lel , T)− TCag

(
Lag, θ, T

)− TCel(Lel , d)
s.t. Lag + Lel = L

(1)

Table 1 explains the notation used in the preceding equation and throughout this
section.
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Table 1. Notation used in the conceptual model.

Symbol Meaning

π Profit of the landowner
Pag Price of agricultural product
Qag Quantity of agricultural production
Lag Land in agricultural production (hectares)
θ Agricultural productivity of land

T Index of climate conditions (higher values are higher temperatures and lower
precipitation)

Pel Price of electricity (feed-in tariff, per kWh)
Qel Quantity of electricity produced (kWh)
Lel Land with solar power production (hectares)

TCag Total cost of agricultural production
TCel Total cost of solar power production

MCag Marginal cost of agricultural production on an additional hectare
MCel Marginal cost of solar power production on an additional hectare

d Distance of solar installation from electricity grid (km)
L Total amount of land owned (hectares)

SCC Social cost of carbon (per kWh of electricity produced from natural gas)
α Amenity value of hectare of land in agricultural production
γ Loss per hectare due to fragmentation of ecosystem by solar power production

We assume that production increases with the quantity of land allocated to an activity,
i.e., QL’> 0, and that costs also increase with land TCL’ > 0. The landowner maximizes her
profit by choosing the values of Lag and Lel, i.e., allocating her land between agricultural
production and solar energy production. Maximization of the profit function with the
Lagrange method with respect to Lag and Lel and the multiplier λ leads to the following
first-order conditions (FOCs):

Pag·MPag, L = MCag + λ (2)

Pel ·MPel, L = MCel + λ (3)

The FOCs show that the value of the marginal product of the last hectare of land in
agricultural production is equal to the marginal cost of production on the last hectare of
land and the shadow value of the land; similarly, the marginal product of the last hectare
of land in solar energy production equals the marginal cost of energy production on the
last hectare of land. The FOCs also show that the profit from allocating the last hectare of
land to either agricultural or solar energy production must be equal; otherwise, profits can
be increased by allocating that hectare to the higher net value activity.

Hence, we predict that if a landowner has the opportunity to allocate some of her land
to solar production, she will do so by assigning her lowest-productivity agricultural land
to that activity. The effect of climate change, either current or expected, is uncertain and
depends on the kind of crops grown and its impact on markets through the price Pag.

Land that is more distant from the electricity grid will be less profitable in solar energy
production due to the additional costs that this entails.

2.1.2. Social Welfare Maximization

The landowner’s profit is included when considering the social perspective of the land
allocation problem. In addition, social welfare includes external costs and benefits that
do not influence private decision-making. The sustainability of agricultural production is
not necessarily a consideration for the landowner since inter-generational aspects are not
always considered. However, they cannot be ignored when considering the welfare of the
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entire population, not only agricultural landowners. Society’s net benefit maximization
problem is:

maxNB = π + SCC·Qel(Lel , T) + α · Lag − γ · Lel
s.t. Lag + Lel = L

(4)

This extended problem includes the benefit to society from reducing GHG emissions
resulting from the solar energy field, the value of amenities such as agricultural view
resulting from agricultural production, and the damage to biodiversity when solar energy
installations damage ecosystems and cause habitat fragmentation.

The first-order conditions of the extended problem, obtained using the Lagrange
method, are:

Pag·MPag, L + α = MCag + λ (5)

(Pel + SCC)·MPel, L = MCel + γ + λ (6)

Including these considerations in the social perspective can potentially change the
amount of land allocated between the two activities in the optimal case: A higher SCC will
make solar energy production more valuable, but a higher amenity value of agricultural
land can make that activity more worthwhile. In addition, the potential damage to ecosys-
tems from habitat fragmentation and damage to ecosystems in the case of solar energy
production means that in some cases, these considerations could lead to a lower amount of
solar energy production.

After performing the single-period calculations shown above, we will also conduct
a multi-period cost–benefit analysis with a time horizon corresponding to the project’s
expected life. The following formula will be used for the calculation of the net present
value (NPV), the difference between the present value of benefits and the present value
of costs:

NPV =
T

∑
t=0

[
(Bt − Ct)·(1 + r)−t

]
(7)

In this formula, T is the time horizon in years; Bt is the benefit in year t; Ct is the cost
in year t, and r is the interest rate used in the analysis. Higher values of r denote higher
uncertainty and risk.

2.2. Empirical Methodology

In our analysis, we will estimate the necessary conditions for maximum profit for the
landowner and a maximal net benefit for society derived in the conceptual model. This
will be done using data from a solar power installation case study in Northern Israel, a
representative example of a large-scale PV project (≥10 MW). Many more such projects
are planned in the near future due to the Israeli government’s decision to reduce carbon
emissions from the electricity sector by 85% from 2015 levels by the year 2050 [57].

The values of the parameters in the model will be obtained from different sources:
Actual cost and price data received from the owners and operators of the solar field,
academic articles and reports for non-market values, and personal communications with
stakeholders.

2.3. Data

The solar field we examine in this study was built in 2020 on 11 hectares, with a
production capacity of 10 MW. The landowner in this case is a cooperative village, a
kibbutz, that contracted with a renewable energy company. The company leased the
land from its owners for 23 years, which is the maximum period allowed by Israel’s land
authority regulations for such contracts. The landowner does not assume any of the
construction costs or other related expenses and risks, and is paid an annual fixed sum for
the project’s life. Figure 1 shows the solar field and its location between almond orchards,
with the village that owns it in the background.

513



Energies 2021, 14, 6063

 
Figure 1. The solar power field in Northern Israel. Photo courtesy of Avihu Biali.

The renewable energy company that built and operates the solar power field is a
publicly traded (in the Tel Aviv Stock Exchange) firm specializing in such installations. This
fact enables us to obtain cost data and the price of electricity from the firm’s announcements
to the stock exchange.

Total agricultural land owned by the kibbutz that includes field crops and orchards is
330 hectares. Hence, the current solar installation takes slightly more than 3% of the total
agricultural land area. The land where the facility was built was considered unsuitable for
field crops and orchards because of severe drainage problems. These do not pose a problem
for the solar installation but make the land unproductive for agriculture. Our analysis
conservatively assumes that the land is not entirely unproductive, meaning that it could be
used for almond orchards. We obtained data on agricultural costs and income from two
sources: The manager of the farming operations of the village and the official input–output
calculations published by the Israeli Ministry of Agriculture and Rural Development.

The location of the solar power field was selected from 8 possible alternatives in the
area seen in Figure 1. The criteria for selection and approval of the installation site by the
landowners and the authorities were low agricultural productivity, zoning restrictions,
amenity value of the landscape, ecological significance as a wildlife corridor, and possible
damage to archeological sites found in the area.

The consulting firm that provided its services to the landowners in the selection
process did not perform an economic calculation of the different non-market impacts. Their
assessment used a 4-color measure of the severity of the solar power field’s impact in each
potential location within each category: Green, yellow, orange, and red, from least impact
to most impact, respectively.

In our analysis, we use data from reliable academic sources for the values of the
non-market impacts of the solar field. The data on the landscape amenity value of farmland
per hectare in Israel is from Fleischer and Tsur [58]. They used the contingent valuation
method and obtained values between 208 € and 416 € per hectare/year.

The value of biodiversity per hectare comes from the Intergovernmental Science-Policy
Platform on Biodiversity and Ecosystem Services (IPBES). The organization publishes
assessment reports for different parts of the world. Israel is included in its report on
Europe and Central Asia. The report contains the non-market values of many functions
performed by nature. The median and mean values of habitat creation and maintenance,
i.e., biodiversity, are 638 € and 1318 € [59] per hectare per year, respectively.

Since the primary motivation of the shift to renewable energy sources such as solar
power is to reduce GHG emissions, we expect the value of the damages prevented to be
relatively high. These damages are calculated with the social cost of carbon (SCC). Different
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researchers obtained several possible values of the SCC, and we will examine the sensitivity
of our results to changes in this parameter. The range of values is between 42 € [60] and
354 € [61] per tonne of CO2, with 105 € as a value in between the extremes [62].

Since solar power replaces fossil fuel power production, we use the amount of GHG
emissions from natural gas electricity production in our calculations, since this represents
Israel’s most abundant fossil fuel, accounting for the largest share of power production.
De Gouw et al. [63] estimate these emissions at 436–549 g CO2/kWh.

3. Results

The values used in our calculations of both the private profit conditions and the social
benefit are given in Table 2. As shown in the conceptual model (Equations (1) and (4)), all
the parameters of the private profit maximization problem are also in the social benefit
problem.

Table 2. Values used in the empirical application.

Description Value (€/Hectare/Year)

Net income to landowner from agriculture 2000
Net income to landowner from solar power production 6800

Landscape amenity value 208 to 416
Biodiversity value of agricultural land 638 to 1318

Social cost of carbon (assuming 500 g CO2/kWh) 23,360 to 238,950

3.1. Profit Maximization

The net income to landowners from the highest-value agricultural crop, currently
almond orchards, is 2000 € hectare/year. This is a relatively high value. Other marginal
lands could have no value in agricultural production, i.e., 0 € hectare/year. The rate
at which the renewable energy firm sells the power to the grid is 0.05 €/kWh. This
means an income of approximately 67,500 €/hectare/year. The firm pays the landowner
75,000 €/year for the project’s life, i.e., a net income of approximately 6800 € hectare/year,
or 4800 € hectare/year when considering the opportunity cost. It is clear what a landowner
will be inclined to do as a profit maximizer when choosing between agricultural production
and leasing the land to the renewable energy firm—the latter one.

When looking at a longer time horizon, that of the life of the project or the contract
with the renewable energy firm, which in this case is 23 years, the NPV per hectare is
55,000–66,000 €, using discount rates of 5–7%. Lower discount rates, reflecting a lower risk
of the project or lower capital costs, will result in even higher sums.

3.2. Social Welfare Maximization

Using the values shown in Table 2 for the landscape amenity value and biodiversity
value per hectare/year, we see that the upper bound of the annual value of a hectare in
agricultural production from society’s point of view is 2000 + 416 + 1318 = 3734 €. This
is still not high enough to justify giving up the higher value of the land in solar power
production. Adding the savings in GHG emissions resulting from substituting natural gas
power production with solar power tilts the inequality even more in favor of the solar field.

To find the SCC prevented by a hectare of solar power production, we multiply the
amount of GHG emissions from natural gas electricity production, which is 412–549 g
CO2/kWh [63,64]. Assuming a social cost of carbon of 354 € per tonne of CO2 [60,61,63],
1500 MWh produced per MW installed, and 0.9 MW per hectare, this translates to 23,360 €
to 238,950 € hectare/year of avoided climate change damage, depending on the values
used.

Thus, the annual net benefit of a hectare of solar power production is between 26,426
and 244,904 €. Longer time horizons, such as the project’s life of 23 years, mean a social
NPV of 297,879 € to more than 3.3 million € per hectare. The calculations performed are
shown in Table 3. We also show the minimum and maximum social welfare values. The
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minimum values are obtained with the lowest benefits and the highest costs, and the
maximum values are obtained with the highest benefits and lowest costs.

Table 3. Social welfare calculations with minimum and maximum values.

Description
Minimum Value
(€/Hectare/Year)

Maximum Value
(€/Hectare/Year)

Benefits

Net income to landowner from solar power
production 6800 6800

Social cost of carbon 23,360 238,950

Costs

Net income to landowner from agriculture 0 2000
Landscape amenity value 208 416

Biodiversity value of agricultural land 638 1318

Social welfare

Benefits—Costs 26,426 244,904
NPV—23 years—5% interest rate 356,449 3,303,406
NPV—23 years—7% interest rate 297,879 2,760,604

The profits and social welfare values obtained in our analysis are compared in Figure 2.
It is evident that the conversion of marginal agricultural land is efficient when adopting
the landowners’ perspective, but even more so when adopting a social perspective. The
minimum private profit value reached 4800 €/hectare/year, while the maximum was 42%
higher and reached 6800 €/hectare/year. Concerning social welfare, the sensitivity analysis
showed a difference between minimal and maximal values of more than nine times (819%)
from 26,646 €/hectare/year to 244,904 €/hectare/year.

 

Figure 2. A comparison between annual private profit and annual social welfare of solar power
production on one hectare of land.
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4. Discussion

The results of our analysis show that as long as climate change is the leading global
environmental and societal concern, substituting agricultural land of marginal productivity
with solar fields is beneficial both to landowners and to society. This considers a case
study of a small solar power field in Israel, where climate conditions make solar power
the lowest-cost option for electricity generation. The conclusions might be different in
other locations. Furthermore, Capellán-Pérez et al. [65] showed that land-use requirements
and solar radiation impact the effectiveness of solar renewable energy production on
marginal lands in different countries. Nevertheless, our methodology can be helpful also
for those cases.

It is evident from our analysis that the conversion of marginal agricultural land is
efficient when adopting the landowners’ perspective, but even more so when adopting a
social perspective. The latter is associated with the provisions of public goods. Zavalloni
et al. [66] paid attention to the importance of the provision of socio-environmental public
goods, showing the relationship between public goods provision and land use, as well as
their societal value. Therefore, it is important to search for the welfare composition that
considers private agricultural income and public good benefits.

The fact that converting agricultural land to a solar power production facility reduces
the risk that farmers face in agricultural operations makes such an option, when available,
preferable to many crops, certainly to agricultural commodities, as is also reported by other
researchers. As part of economic risk reduction, Li et al. [67] indicate that the willingness to
change and adoption behaviors of farmers depend on photovoltaic investment costs. How-
ever, Ghazeli and Di Corato [68] showed that solar installations reduced the uncertainty in
agricultural production.

Changing the assumptions about the non-market value of land can change the results
of the analysis. When considering the conversion of non-agricultural lands, such as
wetlands or forests, to solar power production, the viability of solar power production
might not be straightforward. In those cases, the importance of the land for carbon
sequestration, maintenance of biodiversity, landscape, recreation, and other ecosystem
services can tip the results in favor of maintaining the land in its current state. Sutherland
et al. [69] claim that environmental motives play an important role in decision-making by
farmers and are one of the critical factors for policymakers’ decisions for supporting such
actions.

On the other hand, although Amaducci et al. [70] showed that PV installations could be
a valuable system for renewable energy production on farms without negatively affecting
land productivity, one also needs to take into account growing food security concerns.
Those concerns are rising, also due to possible disruptions to global markets, such as those
experienced in 2020 [71]. In such a case, policymakers could become reluctant to give
up agricultural production, even on relatively marginal land. It is also possible that in
such cases, farmers would also not be willing to enter long-term commitments that could
increase their uncertainty in farm profit generation.

5. Conclusions

Global actions towards more sustainable energy production from renewable sources
form a movement that can already be recognized as an energy revolution. This revolution
is significant from the scope of changes but relatively slow from the perspective of their
implementation. Nonetheless, it is taking place. One of the most crucial changes is the use
of solar radiation as a source of energy production. PV installations are also built in rural
areas, where tradeoff questions arise regarding land allocation between agricultural and
energy production. The farmer or the landowner is the final decision maker and needs
to consider the short- and long-term effects of what they will decide. Such dilemmas are
crucial, especially in marginal agricultural lands, where the costs of agricultural production
and the economic gains from solar installations are uncertain. The farmers’ dilemma should
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also be viewed as part of a social welfare problem that includes additional factors such as
ecological and aesthetical values of the competing land uses.

The analysis presented in this paper regarded one PV installation on marginal agri-
cultural land in Israel. The results show that the higher economic gains justified the
landowners’ decision to install a photovoltaic system. Furthermore, from the social point of
view, regarding carbon sequestration, biodiversity enhancement, or land productivity, the
analysis favors the investment in photovoltaics on marginal agricultural land. The analysis
performed in this paper can be readily applied to future projects in Israel and elsewhere
that involve land use conversion from agricultural use to energy production.

A possible direction for future research could be using life cycle analysis to further ex-
amine the costs associated with the different land use options, both solar power production
and agricultural production. As technological knowledge in climate change mitigation and
renewable power generation and storage advances, options such as carbon storage and
sequestration and energy storage could further increase the attractiveness of solar power
generation.

The problem investigated in this paper should also be considered in a much broader
perspective that takes into account the correlation between the use of resources such as land,
water, and energy, and food production. The nexus approach requires special attention
to marginal land allocation as lands of this type become valuable resources with rising
significance in sustainable and resilient growth.
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Abstract: Climate mitigation and adaptation planning (CMAP) has recently been implemented across
the EU-28 to reduce GHG emissions (CO2, CH4, N2O). Thus, the aim of this study was to provide
an overview of GHG emissions from the agricultural sector in the EU-28 from 1990 to 2019, and
cluster the EU-28 countries regarding their total GHG emissions. The results emphasize the positive
impact of CMAP through a negative trend of the total GHG emissions (−2653.01 thousand tons/year,
p < 0.05). Despite the positive and not significant trend of the total CO2 emissions, both CH4 and
N2O exhibited a negative and significant trend. At the country scale, Italy, the United Kingdom,
and the Netherlands showed the highest reduction in total GHG emissions, by −282.61thousand
tons/year (p < 0.05), −266.40 thousand tons/year (p < 0.05), and −262.91 thousand tons/year
(p < 0.05), respectively. The output of the multivariate analysis approach indicates changes in the
pattern of GHG emissions between 1990 and 2019, where CO2 emissions decreased in the case of
Poland and Czechia. The output of this study highlights the positive impact of CMAP, adopted by EU
countries, in minimizing GHG emissions. Despite some fluctuations in CO2 emissions, strategies for
attaining carbon neutrality in the agricultural sector, across the European Union, should be pursued.

Keywords: climate policy; GHGs emissions; PCA; IPCC; CSA

1. Introduction

Rapid population growth and the concomitant increase in anthropogenic activities
have resulted in climate change-induced challenges, and pose major threats to the sus-
tainability of natural resources and the stability of the Earth’s biosphere, especially in the
recent past [1]. These challenges are leading to uncontrolled accumulation of greenhouses
gases in the Earth’s atmosphere [2]. The global concentration of greenhouse gas emissions
(GHGs) has been accelerating particularly rapidly since the beginning of the industrial era
because of various anthropogenic activities [3]; for instance, although the concentration of
CO2 in the 1760s was 280 ppm, the current estimate is 410 ppm, and is expected to reach
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590 ppm by the end of 2100 [2]. The global tracking of greenhouse gas emissions provides
a framework for assessing the contribution of individual countries to the climate change
challenge. Climate change indicators define the emissions of the most significant GHGs
from human activity, atmospheric concentrations, and how emissions and concentrations
have evolved over time [4,5]. These indicators employ the concept of “global warming
potential” for comparing the emissions of gases, in order to convert the quantities of other
gases into CO2 equivalents. The emissions of GHGs from human activities are rising and
exacerbating climate change. This increasing level of GHGs is resulting in many more
climate-related changes at the local to global scale [6].

Since the beginning of the industrial age, CO2 and other GHGs in the atmosphere have
been on the rise, primarily because of human activity. The net emissions of greenhouse
gasses from human activities worldwide increased to 43% between 1990 and 2015. During
this period, carbon dioxide emissions, representing approximately 35% of the total emis-
sions, have grown by 51% [7]. The industrial and agricultural sectors accounted for 31.6%
and 13.8%, respectively, and were considered to be major sources of GHG emissions, while
12.2% of the emissions came from land use changes [8]. Unpredictably, GHG emissions
from the agricultural sector increased by 1.1% between 2000 and 2010 [9]. Many factors,
such as agricultural expansion and/or intensification, deforestation, land clearing, fertiliza-
tion, livestock production, and traditional soil management and cultivation, alter the global
geochemical cycle and enhance GHG emissions from the agricultural sector, especially in
developing countries [10]. Interestingly, Tian et al. [11] reported that 87% of the total N2O
emissions originated from the agricultural sector (71% agricultural + 16% N-fertilization),
with cropland farming accounting for roughly 5% of all anthropogenic GHG emissions [12].
Therefore, many databases and analyses were developed to address the current and future
contribution of the agricultural sector to climate change, and formulate adaptation and
mitigation strategies. Politically, the assessment of GHG emissions from the agricultural
sector, along with related sectors, such as forestry and other land use (i.e., AFOLU), will
support the discussion about the role of agriculture in climate mitigation within the United
Nations Climate Change Conference (COP26).

Recently, the GHG emissions from the European Union’s agricultural sector were
estimated to be 10% of the total GHG emissions [13]. Although the total amount of EU-27
GHG emissions in 2019 was 4.065 MtCO2e [14], the annual estimate of GHG emissions by
agriculture was 436 million tons [15]. This suggests that energy is one of the main inputs
in the agricultural system [16], whereas the energy from creating fossil fuels is mainly
utilized by agriculture and multiple other actions, including forestry, which form 2.78% of
the European Union correlated activities [17]. The Netherlands has the highest share of
agricultural energy usage, with 8.1 percent, followed by Poland, which has 5.6 percent. In
contrast, Romania accounts for the lowest percentage overall [18]. The growing quantity of
energy is due to the neoteric agricultural activities, which are partly responsible for the
persistent increase in GHG emissions [19]. About half of the energy used in the agricultural
sector is derived from diesel and gas oil, which make up the highest share of energy
utilized in the agricultural sector in the EU [15]. Regardless of the size and variation in the
contribution of the agricultural sector in the national GDP in each member country of the
EU, the EU has achieved a 23% reduction in GHG emissions in the last two decades [13].

Since its foundation, the EU has adopted many strategies, plans, and programs for
environmental sustainability, with emphasis on energy management and the reduction
in GHG emissions [20,21]. The common agricultural policy (CAP) is a policy created
by the European Union, with the aim of implementing activities to integrate climate
change reduction procedures into its policies [22]. During 2014–2020, over one hundred
billion Euros, accounting for about 25% of the CAP budget, was the contribution of the
commission to reduce, alleviate, and adjust to climate change. The European Green Deal
strategy has recently been adopted, which is designed to promote climate neutral actions
and resource-efficient consumption [20,23]. Many studies were carried out to assess low-
carbon economy (LCE) within the agricultural sector. In view of this, Piwowar et al. [24]
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stress the importance of raising the awareness of farmers about LCE practice in rural areas
of Poland. In Spain, Baccour et al. [25] suggested that a combination of measures could help
reduce GHG emissions from the agricultural sector by 75%. Interestingly, Bajan et al. [20]
proved that the usage of renewable energy in food production is approaching the expected
strategic goals within V4 countries (Czechia, Slovakia, Hungary, Poland), resulting in some
of the successes recorded in the reduction in GHG emissions from the agricultural sector
in some EU countries (1990–2018). However, EU polices in agricultural sector led to a
reduction of GHG emissions [26].

Promoting efforts towards minimizing GHG emissions at the field scale are required
to attain the aspiration of GHG reduction in Europe by 2050 [27]. In addition to an efficient
energy toolkit, water and carbon footprints for agriculture output are being established by
the European Union. This is aimed at reducing water shortage, enhancing energy efficiency,
and excluding gas emissions by 2050 [28]. The objectives laid out under the EU effort
sharing law may vary slightly among member states, and there are exceptions, even though
most EU member states do not have agricultural targets. The Netherlands, for instance,
has established an emission reduction target of 3.5 MtCO2eq yr−1 by 2030, which should
be reached by the co-funding of mitigation measures, and governmental and business
cooperation in their National Agreement on Climate Change (NACC) [29]. Other member
states have set carbon budgets in their national low-carbon strategy. France, for example,
projected a cut in GHG emissions of 8% by 2023, 13% by 2028, and 20% by 2033, based on
a benchmark of the 2015 levels [30]. The UK has also created carbon budgets that have
strategic sector objectives, including a 20% reduction in agriculture, forestry, and other land
use emissions from 2016 to 2030 [31]. In its 2050 climate action plan, Germany has more
aggressive targets of reducing agriculture emissions by 31–34% in 2030, using a 1990 bench-
mark [32]. The climate action plan of Ireland provides a de-carbonization route to 2030,
consistent with the adoption, by 2050, of net zero emission objectives [33]. There are some
measures for reducing GHGs from the agricultural sector, such as cost-effectiveness analy-
sis [34], reducing water consumption in different agricultural systems [35], no or reduced
tillage (NT/RT) combined with crop rotations (i.e., legumes and cover crops) [36], and
others [37,38]. On this basis, the objective of this study was to (1) evaluate the changes in
GHG emissions from the agricultural sector of the EU-28 from 1990 to 2019, and (2) cluster
the EU-28 countries regarding their total GHG emissions.

2. Materials and Methods

2.1. Data Collection

Data for the EU-28 countries between 1990 and 2019 were collected from the European
Environment Agency (EEA) [39] (Table 1). These data were checked and updated in
June 2021. All countries and their abbreviations are listed in Table 2.

Table 1. Type of collected data.

Data Type Unit Time Frequency

Total GHGs emission from agricultural sector * Thousand tons Annual
CO2 Thousand tons Annual

CH4 (CO2 equivalent) Thousand tons Annual
N2O (CO2 equivalent) Thousand tons Annual

* Greenhouse gases (CO2, N2O in CO2 equivalent, CH4 in CO2 equivalent, HFC in CO2 equivalent, PFC in CO2
equivalent, SF6 in CO2 equivalent, NF3 in CO2 equivalent).

2.2. Trend Analysis

Trend analysis could be conducted using parametric and non-parametric methods.
Despite the effectiveness of parametric methods, they require independent and normally
distributed data. In contrast, non-parametric methods simply require independent data [40].
In this research, the Mann–Kendall (MK) test [41,42] was used for detecting trend of GHGs
across EU-28 countries. The MK is a well-known rank-based non-parametric test used to
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detect decrease (−) or increase (+) for studied variables through time. The advantage of
using the MK test is that data do not have to be normally distributed, and they are not
affected by outliers. The null hypothesis (H0) in MK test states that there is no trend over
time. For time series X = (X1, X2, . . . Xn), the static test of MK (S) could be interoperated as
shown in Equations (1) and (2) as follow [41,42]:

S =
N−1

∑
i=1

N

∑
j=i+1

∇ij (1)

∇ij = sign
(
xj − xi

)
=

⎧⎪⎨
⎪⎩

1 xj > xi

0 xj = xi

−1 xj < xi

(2)

where N: length of the data, xi and xj: observations.
The variance in S is denoted as shown in Equation (3), as follows:

Var (S) =
n(n − 1)(2n + 5)− ∑P

i=1 ti(ti − 1)(2ti + 5)
18

(3)

where P: tied group, ti: number of data. Then Z standard can be calculated. More details
about MK calculations could be found in [40].

In this study the Mk was adopted for detecting the trend of GHG emissions to over-
come the presence of outliers and skewed data [43]. Also, the Sen slope (ρ) [44] was used
to determine the amount of GHG changes per time. The ρ is a non-parametric method that
captures the slope of the trend in a dataset (N pairs) as depicted in Equations (4) and (5),
as follows:

ρ =
xj − xi

j − k
(j > k) (4)

where xj, xi are values of the data. Then the median of ρ is computed as follows:

ρmedian =

⎧⎨
⎩
ρ (N+1)

2
if N is odd

ρ
( N

2 )
+ρ (N+2)

2
2 if N is even

(5)

2.3. Multivariate Analysis

Principal component analysis (PCA) is a multivariate method for reducing a large
number of inter-correlated quantitative data (dependent variables) to a smaller number of
representative variables, known as principal components (PCs), by employing complex
underlying mathematical functions [45,46]. In this study, the similarities and differences
in GHG emissions (CO2, CH4 and NO2) across EU-28 were determined using principal
component analysis (PCA). The PCA was performed with the standardized approach using
the correlation matrix to reveal the pattern of GHG emissions (CO2, CH4 and NO2) in the
ordination space defined by the principal components (PCs).

To show the differences between GHG emissions in 1990 and 2019, we conducted two
PCAs by using biplots. Biplots can depict the cases considering the three dimensions with
the correlations. We tested the model fit with the root mean square residual (RMSR), where
values <0.1 are considered good and <0.05 indicated very good [47].

The EU-28 countries were divided into the following 6 groups: western (w)
(Belgium, France, Luxemburg, the Netherlands, Ireland, the United Kingdom); northern
(n) (Denmark, Finland, Sweden, Iceland); middle (m) (Austria, Germany); southern (s)
(Greece, Spain, Italy, Cyprus, Portugal); post-socialist (Bulgaria, Estonia, Croatia, Latvia,
Lithuania, Romania, Slovenia); and Visegrad 4s (v4) (Czechia, Slovakia, Hungary, Poland)
based on their location and historical basis (having the heritage of communism on the
economy). Using these groups, we tested the following hypothesis: H0 that each group
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was from the same statistical population with the same medians using Kruskal–Wallis test.
We performed the test with PCs of the PCA for the dataset of 1990 and 2019.

We also conducted a cluster analysis on the GHG emissions with the change, i.e., the
ratio of 2019 and 1990 as percentages. We applied the Ward’s method and the output was
visualized with a hierarchical dendrogram and in boxplot diagram.

3. Empirical Findings

3.1. Trend Analysis of GHGs Emissions between 1990 and 2019
3.1.1. Total GHGs Emissions between 1990 and 2019

The result of the MK test indicated that there was a significant decline in GHG emis-
sions from the agricultural sector in the majority of the EU-28 countries (Figure 1, Table 2).
Table 2 shows that 20 European countries, Belgium (BE), Czechia (CZ), Denmark (DK),
Germany (DE), Greece (EL), France (FR), Croatia (HR), Italy (IT), Latvia (LV), Malta (MT),
the Netherlands (NL), Austria (AT), Poland (PL), Portugal (PT), Romania (RO), Slovenia
(SI), Slovakia (SK), Finland (FI), Sweden (SE), and the United Kingdom (UK), had significant
(p < 0.05) negative trends. The GHG emission trends were negative, but not significant, in
Bulgaria (BG), Cyprus (CY), Lithuania (LT), Luxembourg (LU), and Iceland (IS). In contrast,
positive, but not significant, trends were recorded in Estonia (EE), Ireland (IE), Spain (ES),
and Hungary (HU).

Figure 1. Time evolution of total GHG emissions between 1990 and 2019 from agricultural sector within EU-28.

The highest reduction in GHG emissions was recorded in IT (−282.61 thousand
tons/year, p < 0.05), followed by the UK (−266.40 thousand tons/year, p < 0.05), and
NL (−262.91 thousand tons/year, p < 0.05). The lowest reduction was recorded in
MT (−1.18 thousand tons/year, p < 0.05), and SI (−3.55 thousand tons/year, p < 0.05).
Nonetheless, the total emissions from the EU-28 depicted a significant reduction by
−2653.01 thousand tons/year.

3.1.2. CO2 Emissions between 1990 and 2019

The majority of the EU-28 countries exhibited a positive CO2 emissions trend from
the agricultural sector between 1990 and 2019 (Figure 2, Table 2). Only a few coun-
tries showed a negative significant trend, e.g., DK (−8.98 thousand tons/year, p < 0.05),
EL (−1.03 thousand tons/year, p < 0.05), IT (−5.26 thousand tons/year, p < 0.05), CY
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(−0.05 thousand tons/year, p < 0.05), NL (−0.99 thousand tons/year, p < 0.05), PL (−33.94
thousand tons/year, p < 0.05), SI (−0.81 thousand tons/year, p < 0.05), FI (−11.44 thou-
sand tons/year, p < 0.05), and SE (−1.05 thousand tons/year, p < 0.05). In contrast, some
EU countries exapted a positive significant trend, such as BG (+0.57 thousand tons/year,
p < 0.05), CZ (+5.41 thousand tons/year, p < 0.05), DE (+16.33 thousand tons/year, p < 0.05),
FR (+9.17 thousand tons/year, p < 0.05), HR (+1.16 thousand tons/year, p < 0.05), LU (+0.17
thousand tons/year, p < 0.05), AT (+2.7 thousand tons/year, p < 0.05), and IS (+0.13 thou-
sand tons/year, p < 0.05). Nonetheless, the rest of the EU countries showed positive, but
not significant, trends (Table 2).

Table 2. Trend analysis of GHG emissions and its component across EU-28 countries between 1990 and 2019.

EU-28 Countries

Total GHGs
Emissions

CO2 CH4 N2O

ρ MK ρ MK ρ MK ρ MK

Total * EU-28 <0.0001 −2653.01 0.42 −9.61 <0.0001 −1675.72 <0.0001 −916.06
Belgium BE <0.0001 −92.22 0.97 0.01 <0.0001 −31.48 <0.0001 −61.12
Bulgaria BG 0.38 −22.62 0.00 0.57 <0.0001 −42.93 0.24 23.42
Czechia CZ <0.0001 −65.77 0.00 5.41 <0.0001 −65.89 0.70 −3.03

Denmark DK <0.0001 −78.51 <0.0001 −8.98 0.00 −7.76 <0.0001 −55.91
Germany DE 0.00 −166.74 0.02 16.33 <0.0001 −177.53 0.83 5.06
Estonia EE 0.72 3.00 0.40 0.14 0.83 −1.22 0.30 3.55
Ireland IE 0.86 3.90 0.94 0.15 0.06 27.96 0.02 −22.92
Greece EL <0.0001 −73.27 <0.0001 −1.03 0.09 −6.02 <0.0001 −58.88
Spain ES 0.34 66.99 0.32 1.69 0.92 9.10 0.05 52.44
France FR <0.0001 −227.20 <0.0001 9.17 <0.0001 −122.76 <0.0001 −109.34
Croatia HR 0.00 −24.17 0.00 1.16 <0.0001 −16.16 0.00 −11.35

Italy IT <0.0001 −282.61 0.00 −5.26 <0.0001 −136.56 <0.0001 −143.50
Cyprus CY 0.02 −2.37 <0.0001 −0.05 0.75 −0.11 0.00 −2.16
Latvia LV 0.57 5.62 0.01 0.74 0.36 −4.73 0.04 7.97

Lithuania LT 0.34 −7.94 0.34 0.19 <0.0001 −34.91 0.00 24.14
Luxembourg LU 0.17 −0.91 <0.0001 0.17 0.34 0.51 <0.0001 −1.61
Hungary HU 1.00 0.07 0.18 2.44 <0.0001 −33.08 <0.0001 37.97

Malta MT <0.0001 −1.18 - - <0.0001 −0.82 <0.0001 −0.37
Netherlands NL <0.0001 −262.91 0.01 −0.99 0.00 −92.96 <0.0001 −173.15

Austria AT 0.00 −27.57 <0.0001 2.70 <0.0001 −21.41 0.00 −7.01
Poland PL 0.00 −216.02 <0.0001 −33.94 <0.0001 −137.11 0.03 −36.94

Portugal PT 0.00 −24.21 0.83 0.03 0.00 −14.47 0.01 −10.32
Romania RO <0.0001 −257.30 0.13 0.77 <0.0001 −187.77 0.02 −72.44
Slovenia SI 0.00 −3.55 <0.0001 −0.81 0.18 −1.04 0.00 −1.56
Slovakia SK <0.0001 −43.52 0.42 0.54 <0.0001 −40.52 0.48 −3.10
Finland FI 0.00 −11.64 <0.0001 −11.44 0.01 −3.27 0.14 2.70
Sweden SE <0.0001 −32.85 0.02 −1.05 <0.0001 −18.21 <0.0001 −15.46
Iceland IS 0.46 0.27 0.00 0.13 0.13 −0.45 0.02 0.49
United

Kingdom UK <0.0001 −266.40 0.17 8.47 <0.0001 −161.26 <0.0001 −115.55

* (2013–2020).

3.1.3. CH4 Emissions between 1990 and 2019

The total emissions of CH4 from the agricultural sector decreased significantly across
the EU-28 (Table 2, Figure 3). The highest significant reduction was recorded in RO
(−187.77 thousand tons/year, p < 0.05), DK (−177.53 thousand tons/year, p < 0.05), the UK
(−166 thousand tons/year, p < 0.05), and PL (−137.11 thousand tons/year, p < 0.05). Despite
the negative significant changes in CH4, some countries, e.g., EE, CY, LV, SI, and IS, exhibited
a negative, but not significant, trend. Notably, apart from IE (+27.96 thousand tons/year,
p > 0.05), ES (9.10 thousand tons/year, p > 0.05), and LU (0.51 thousand tons/year, most
of the EU-28 countries witnessed a negative trend of CH4 emissions (p > 0.05) (Table 2,
Figure 3).
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Figure 2. Time evolution of CO2 emissions between 1990 and 2019 within EU-28 (agricultural sector).

Figure 3. Time evolution of CH4 emissions between 1990 and 2019 within EU-28 (agricultural sector).

3.1.4. N2O Emissions between 1990–2019

Similarly to CH4 emissions, N2O emissions exhibited a negative trend from most
of the EU-28 countries (Table 2, Figure 4). The total reduction in N2O emissions from
all the EU-28 countries was −916 thousand tons/year (p < 0.05) (Table 2). However,
some countries showed a significant positive trend of N2O emissions; for instance, LV
(+7.79 thousand tons/year, p < 0.05), LT (+24.14 thousand tons/year, p < 0.05), HU
(+37.97 thousand tons/year, p < 0.05), and IS (0.49 thousand tons/year, p < 0.05). On
the other hand, some other countries, such as BG (+23.42 thousand tons/year, p > 0.05),
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DE (+ 5.06 thousand tons/year, p > 0.05), EE (+3.5 thousand tons/year, p > 0.05), ES
(+52.44 thousand tons/year, p > 0.05), and FI (2.7 thousand tons/year, p > 0.05), showed
a positive, but not significant, trend in N2O emissions. Interestingly, the other EU coun-
tries showed a significant negative trend of N2O emissions, whereas the highest value
of reduction was recorded in NL (−143.5 thousand tons/year, p < 0.05), followed by IT
(−143.5 thousand tons/year, p < 0.05), then the UK (−115.55 thousand tons/year, p < 0.05).

Figure 4. Time evolution of N2O emissions between 1990 and 2019 within EU-28 (agricultural sector).

3.2. Multivariate Analysis of GHGs Emissions in 1990 and 2019

The total variance explained was 99% for the data of 1990 and 98% for 2019. Goodness-
of-fit analysis also indicated a very good fit, with RMSRs of 0.01 for both years. Two
PCs were confirmed by the RMSRs; PC1 correlated with the N2O and CH4 emissions,
explaining 58% (in 1990) and 51% (in 2019) of the variance, while PC2 correlated with CO2,
and explained 41% (in 1990) and 46% (in 2019) of the variance. Consequently, PC2 involved
only one variable, CO2, while PC1 followed the state of N2O and CH4 on the same axis.

Most countries formed a compact group in both years in the lower section of the
diagram, regarding N2O and CH4, and with a larger variance in CO2. There were also
outlier countries (having scores larger than two) regarding the lower or higher GHG
emissions (Figure 5). In 1990, DE, FR, the UK, and PL represented the highest emissions of
N2O and CH4, and CZ, PL, and DE had larger emissions of CO2. The lowest CO2 belonged
to RO, FR, IT, and ES. The scores were mainly between −1 and 1 regarding the CO2; thus,
the variance was smaller than what was observed in PC2 (N2O and CH4). There were
changes in the pattern in 2019, but the most important ones were observed in the lowest
and largest values. The positions regarding PC1 (i.e., N2O and CH4) did not change, but
the CO2 emission decreased in PL and CZ, and increased in the UK, DE, and FR. The lowest
CO2-emitting countries were ES, IT, and NL.

There were no significant differences regarding PC1 in 1990 (Kruskal–Wallis H: 8.334,
p = 0.138) and in 2019 (Kruskal–Wallis H: 6.654, p = 0.254). Similarly, there was no significant
difference in CO2 emissions in 1990 (Kruskal–Wallis H: 9.973, p = 0.076) and in 2019
(Kruskal–Wallis H: 10.59, p = 0.052). Accordingly, the spatial distribution of the countries
did not discriminate the emissions.
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Figure 5. Ordination diagram of GHG emissions (N2O, CH4, CO2) in 1990 and 2019 within EU-28 (agricultural sector; n:
Northern Europe, s: Southern Europe, w: Western Europe, m: Middle Europe, ps: post-socialist countries, v4: Visegrad 4
countries; large symbols: group centroids).

Cluster analysis, focusing on the positive and negative changes, revealed that the
difference was the most discriminative in the case of Iceland, due to its high increase in
CO2 emissions. Other clusters were only partly formed by their location (e.g., southern or
western), and the differences were relatively smaller than those observed in Iceland. As
Iceland formed a unique cluster in itself, we did not involve it in the statistical evaluation.
Cluster 1 (C1) was formed by purely post-socialist countries, but all the other clusters were
a mixture of different locations and historic heritage (Figure 6). This approach maximized
the variance among the countries; thus, the clusters reflected similarity in the changes
(Figure 7).

The C1 cluster contained the countries that had the largest negative change, i.e., these
countries made the largest progress in reducing GHG emissions. The countries of the C2
cluster gained relevant results on decreasing CO2 and CH4, and the N2O emissions also
decreased, but by a smaller measure. In the C3 cluster, the countries only reached a small
decrease in each GHG, and a limited increase was observed for CO2. In both the C4 and C5
clusters, the CO2 emissions increased, while the N2O and CH4 emissions decreased; the
difference between the two clusters was that in C5, the decrease was smaller.
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Figure 6. Clusters of GHG emission change (input: emissions of CO2, CH4 and N2O in 2019 were divided by the emission
of 1990, expressed in %, C1–C5: clusters).

 
Figure 7. Ratio of GHG emissions 2019/1990 (dashed line indicates no change, below the line changes were negative, above
the line they were positive; C1–C5: clusters of countries indicated by Figure 6.
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4. Discussion

In general, the trend of GHG emissions from the agricultural sector in EU countries was
negative during 1990–2019, except for some countries, such as Estonia, Ireland, and Latvia,
which displayed a slight increase from 3–5.6 thousand tons/year. Iceland and Hungary both
exhibited insignificant increases. A significant increase in GHG emissions was exhibited
by Spain (Figure 1), with a significant increase in N2O emissions (Figure 4). In fact, more
than 72% of the Spanish land was used for agricultural practices and forestry, while 19%
was used for meadows, which accelerated the GHG emissions from this sector [48,49].
Nonetheless, 11% of the total emissions in Spain originated from the agricultural sector [50].
The increase in GHG emissions in Spain, between 1990 and 2019, could be attributed to
the lack of clear national strategies for minimizing and mitigating GHG emissions from
the Spanish agricultural sector [51] (Table 2). This was exacerbated by the highly intensive
agricultural production per capital and technological advancements in the agricultural
sector in Spain in the recent decades [52]. The significant positive trend of GHG emissions
was mainly dependent on the increase in N2O emissions from 1990 to 2019, with an overall
trend of 52.44 thousand tons/year. This trend may be because of the mismanagement of
soil fertilization, agrochemicals. Livestock manure was the main cause of N2O emissions,
eutrophication of water courses, and atmosphere acidification. Similar conclusions have
been reported by Albiac et al. [52] and other workers [53,54]. Magrama [55] noted that
the overdose of N fertilizer, along with the neglect of livestock manure, added more than
780.000 tN of fertilizer to the soil, leading to severe environmental pollution. Nevertheless,
the mean annual increase in CH4 and CO2 emissions during the period of this study showed
much lower values of 9.10 and 1.69 thousand tons/year, respectively. Other countries, such
as Italy, the Netherlands, the UK, among others, manifested a significant decline in the
total GHG emissions.

In Italy, only 7.1% of the GHG emissions originated from the agriculture sector in 2016.
The decline in GHG emissions can be attributed to a decrease in the number of animals,
especially the dairy cattle heads from 1990 to 2016, which resulted in a decline of about
40% [56]; this may have contributed to the negative trend of CH4 emissions (Table 2 and
Figure 3). Also, the CH4 and N2O from manure management decreased with the decline in
the number of animals during the studied period. The more efficient manure management
system may have also contributed to the reduction in N2O [56]. The CH4 emissions from
rice cultivation have also decreased, according to the revised CH4 daily EF measurements
in Italian rice fields [57,58], considering the different agronomic practices between the
different cultivars [59,60], and the different irrigation regimes [61]. The N2O emissions
from managed soils declined from 29.72 Gg (80.6% of N2O emissions for the agriculture
sector) in 1999 to 23.99 Gg (78.2%) in 2016, where this decline agreed with Table 2 and
Figure 4. The decline in the N2O emissions from managed soils may be because of a
reduction in the use of inorganic and organic fertilizers, which was about 25% from 1990
until 2016 [56]. Romano et al. [56] reported that the application of carbonate for decreasing
soil acidity is one of the main sources for CO2 emissions. In this context, the liming process
in Italy was responsible for 2.3% (2016) of the total CO2 emissions from the agricultural
sector [56].

The agricultural sector in the UK accounted for 10% (2018) of the GHG emissions [62],
where livestock and manure accounted for 56% of the emissions, synthetic fertilizers
accounted for 31%, and fuel and machinery accounted for 12% [62]. There was a significant
decline in CH4 and N2O emissions in the UK during the studied period, with values of
−166 thousand tons/year, p < 0.05, and −115.55 thousand tons/year, p < 0.05, respectively;
this resulted in a decline in the total GHG emissions, with a trend of −266.40 thousand
tons/year, p < 0.05 (Table 2). Similarly, Nair et al. [63] and NFS [64] reported that, overall,
the GHG emissions from agriculture in the UK have decreased by 16% from 1990 to 2018.
Ortiz et al. [62] mentioned three factors that led to a significant GHG emission decrease
from the agricultural sector. The factors are as follows: (1) adaptation of new technology
in the agricultural sector, (2) national policies, and (3) changing the incentives model,
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which reduced the number of ruminants to meet the EU-CAP (Common Agricultural
Policy). The UK have launched a national framework for evaluating the annual reduction
in GHG emissions since 2012. This framework covers ten indictors, including mitigation
and adaptation methods, farmer knowledge and behavior, and emission per product [65].
It is good to mention here that a large amount of research in the UK was focused on the
improvement in the agricultural GHG inventory [65]. The livestock population in the UK
reduced by 19.8% from 1990 to 2018, while only the dairy cattle category also decreased by
33.6%. The application of N fertilizer had been dropped by permanent grasslands, which
represented almost half of the area of the UK’s major crop area, with 55.6% from 1990 to
2018, while the other crops have been fluctuating between declining, such as by grass leys,
oilseed rape, and potatoes, with 41%, 19%, and 27.2%, respectively; stabilizing, such as by
wheat; and increasing in N fertilizer, such as by Spring and Winter barely, with 15.6% and
10%, respectively [66].

Studies indicate that liming is a major contributor to CO2 emissions in the agricultural
sector. The contribution of the agricultural sector to GHG emissions in the Netherlands
was about 9.7% in 2019. There was a reduction in the application of lime, which also
caused a reduction in CO2 emissions during 1990–2008 and 2016–2019 in the Netherlands,
although there was a slight increase in emissions in 2009. The reduction in liming resulted
in the decline of CO2 emissions, by 80.9%, from 1990 to 2019 (0.18–0.03 Tg CO2 eq), while
the CO2 emissions from urea application increased from 0.002 to 0.045 Tg CO2 eq in
the same period [67]. This behavior explained the results of the CO2 emissions of NL
(Figures 2 and 3, and Table 2). The trend of methane during the studied period decreased
because of a reduction in the application of mature dairy cattle, where the CH4 emissions
of enteric fermentation and manure management decreased from 1990 to 2005, increased
from 2007 to 2016, then start to decrease again [67]. The significant negative trend of N2O
emissions in NL (Figure 4) is explained by the decrease in organic and inorganic N fertilizer
application, the decrease in animal numbers, and the decrease in animal production on
pasture, from 1990 to 2010, and, after 2010, the decline in N2O emissions was stabilized at
44.8% (8.7–4.8 Tg CO2 eq). This is similar to the decrease in N2O from the agriculture soil
reported by Ruyssenaars et al. [67].

For Romania, a number of measures have contributed to the reduction in GHG emis-
sions, such as minimizing the amount of synthetic nitrogen fertilizer, decreasing the number
of livestock, and reducing the area under rice cultivation [68]. The Romanian agricultural
sector contributed 18.98% (2015) to the total GHG emissions [68]. Compared to 1989, the
reduction in GHG emissions reached 78.93% by liming, 72.98% by rice cultivation, 61.86%
by manure management, 49.20% by enteric fermentation, 48.48% by agricultural soils,
46.34% by urea application, and 12.84% by the field burning of agricultural residues [68].
These findings agreed with the negative trend of Romania in Table 2 and Figures 1–4.
Table 2 shows that the negative trend of CH4 was the highest, −187.77 thousand tons/year,
followed by N2O emissions with a negative trend, −72.44 thousand tons/year.

The total share of GHG emissions from agriculture in 2017 in Poland was 7.16% [69].
However, Poland showed a significant decline in the agricultural GHG emissions from
1990 to 2019, with a trend of −216.02 thousand tons/year (p < 0.05), which was categorized
into −33.94 thousand tons/year (p < 0.05), −137.11 thousand tons/year (p < 0.05), and
−36.94 thousand tons/year (p < 0.05) for the CO2, CH4, and N2O emissions (Table 2),
respectively. Poland’s National Inventory Report [69] stated that the decline in CH4
emissions was due to the dramatic decrease in the livestock population after 1989, especially
for the dairy cattle population that decreased by almost 50% from 1990 to 2017. This
decline in the livestock population decreased the CH4 emissions for enteric fermentation
and manure management. As well as this, the N2O emissions from manure management
dropped by 31% from 1988 to 2017, also depending on the diminishing livestock population.
N2O emissions mainly come from the agriculture soil, which was significantly decreased
from 1988 to 2017, by 21%. However, nitrogen fertilization accounted for 47% of direct
N2O emission (2017). Piwowar [70] explained that the liming process and carbonate usage
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were balanced from 2000 to 2004, and were relatively low later on. The CO2 emissions from
lime, dolomite and urea utilization were significantly decreased from 1988 to 2017 [69].

French agriculture GHG emissions contributed 16.8% of the total GHG emissions in
2019 [71]. France accounts for 25% of the livestock in Europe, and 40% of the agricultural
land in France is used for cereal production, making France the largest producer of cereal
in the EU [72]. The large proportion of livestock and cereal production in France also
implies that France will account for a large part of the GHG emissions, and will have a
difficult challenge in reducing GHGs. However, there was a significant decline in CH4
emissions resulting from livestock (Table 2). The National Inventory Report for France [71]
noted that a 34% decline in the dairy cattle population resulted in a 13% decrease in enteric
fermentation emission from 1990 to 2019. An increase in the number of pig herds has been
linked to an increase in manure management and a 7% increase in CH4 emissions over the
period 1990–2019. However, other parameters, such as the increase in manure management
systems in the form of slurry, are contributing inversely to this trend. Rice cultivation is
also a major contributor to CH4 emissions. The area under rice cultivation in 1990 was
22,458 ha. This increased to 34,405 ha in 1994, but has declined to 15,100 ha in 2019. A
decrease in the area under rice cultivation results in a decrease in rice cultivation-induced
CH4 emissions. Table 2 shows that the N2O emissions also decreased significantly during
1990–2019. The National Inventory Report for France [71] indicated a decrease in N2O
emissions by minimizing the use of mineral nitrogen fertilizers, which reduced the N2O
emissions by −16% (1990–2019), and decreasing the cattle herds, resulting in a reduction in
both the nitrogen excreted in the pasture and the organic nitrogen to be applied, leading
to a 12% decline in N2O emissions from 1990 to 2019. The total N2O emissions from
agricultural soils decreased by −9% over the period 1990–2019 (Table 2).

In Germany, the agriculture sector was responsible for 7.6% of the total GHG emissions
in 2019 [73]. The total GHG emissions from the agricultural sector decreased by 19.2%
in the period 1990–2021 [74]. This decline is consistent with the negative trend in Table 2
(−166.74 thousand tons/year, p < 0.05), which mainly depends on the CH4 emissions trend
that revealed −177.53 thousand tons/year (p < 0.05) (Table 2). As mentioned before, the
CH4 emissions come from enteric fermentation and manure management, and both rely
the most on the population of animals, especially the dairy cattle, and pig for manure
management. The German NIR [75] reported that, from 1990 to 2019, the decline in the
animal population was almost 37%, 42%, 18.5%, and 41.6% for the dairy cattle, swine,
sheep, and goats, respectively. This notable decline in the animal population leads to
a decrease in CH4 emissions, by 27.7% and 21.3% for enteric fermentation and manure
management, respectively [74] (Table 2 and Figure 3). The N2O emissions include manure
management, energy crops (from digester and storage of digestate from the anaerobic
digestion of energy crops, and include both CH4 and N2O emissions), and agricultural
soil. In regards to the emissions from energy crops (CH4 and N2O), which presented
the smallest share of the total agricultural GHG emissions (2.5% in 2019), they increased
from zero in 1990 to 1573 Tg CO2 eq in 2019, with a gradual utilization of energy crops
since 1991. The N2O emissions decreased by 18.9% for manure management and 15.3%
for agricultural soil. The smaller dwindling of N2O emissions from 1990 to 2019 may
be attributed to variation in its components’ behavior (decrease in mineral fertilizer N
quantities by 35%, decrease in manure N quantities, including energy crops, by 18.6%,
increase in crop residues N quantities by 16%, and the relatively unchanged indirect soil
emissions) [74,75]. In contrast, our results indicate a positive, but not significant, trend
of N2O (Table 2). The reasonable cause of that could be the increase in the applied N
fertilization quantities between 2014 and 2016. The CO2 emissions trend exhibited an
increase, with a positive trend (16.66 thousand tons/year (p > 0.05)) (Table 2, Figure 2).
Similar results were reported by the German NIR [75], which highlighted a 10.68% and
8.8% increase in the application of limestone and urea, respectively, and a decrease in the
application of dolomite and calcium ammonium nitrate (84.5% and 61.6%, respectively).
This resulted in a total increase in CO2 emission from 1990 to 2019, by 11.6% [74].
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The highest share of GHG emissions in the agricultural sector is presented by the
CH4 and N2O emissions, accounting for more than 90% of the total GHG emissions. This
majority share explained the clear proximity of the CH4 and N2O emission values of the
contributing countries to the PC1 (Figure 5), where CH4 and N2O emissions, which are the
closest components to PC1, best approximate the total GHG emissions. Nevertheless, the
CO2 emission values with a lower share of GHG emissions, and sometimes with opposite
behavior to the total GHG emission values, were close to PC2. However, analysis of the
spatial pattern, or even the historical heritage (post-socialist shared heritage on the agricul-
ture, with the transformation from large agricultural co-operations to private farming), did
not reveal any result. There were exceptions in each group; thus, the differences were not
significant in the change between 1990 and 2019. The biplots pointed out countries that
had increasing or decreasing changes during the 29 years. Furthermore, cluster analysis
was the best method to show the country groups of similar changes, but, in this case, we
involved the ratio of the change in the GHG emissions between the earliest and latest dates,
dividing the data of 2019/1990. This approach was an efficient tool to identify the countries
that have similar gains in GHG emission reduction, or in pointing out the ones that have
issues in reaching the goals.

Iceland formed a sole cluster, but we have to highlight that the cause of this was
the 1128% surplus in the CO2 emissions from agricultural sources. This seems to be
a large increase, but in 1990, the initial emissions were only 0.52 thousand tons, the
smallest in the EU countries; even Luxembourg and Cyprus could approach it (with 6.3
and 1.8 thousand tons). In 2019, the CO2 emissions of Iceland increased to 5.87 thousand
tons, which was the second lowest in the EU, and Cyprus was the first, with 0.22 thousand
tons in this year. In 2021, the world’s first CO2 removal plant started operating in Iceland,
which will remove 4000 t of CO2 a year [76]. Austria and Luxembourg formed the cluster,
both having the worst performance, but the increase should also be evaluated carefully;
Luxembourg is still third in the ranks of CO2 emissions in the EU. Accordingly, the countries
that had the smallest emissions in 1990 can appear as inefficient ones in CO2 reduction, but
there are lot of components of these numbers. Besides local food production, transportation
and even food import can also count, and can have direct consequences on the emissions
too [77]. Although the population did not increase in the European countries, globalization
can generate demands and, therefore, food or agricultural product import and export. In
the case of Iceland, the food product import was USD 268,000 in 1990 and USD 1,266,638 in
2019; therefore, the increase was almost five times as large [78].

Climate change mitigation, for finding more efficient farming, is one of the global
challenges in the EU. The utilization of optimal agricultural practice management, pro-
vided by convenient technologies, assists by not only reducing the GHG emissions, but also
promoting agricultural productivity and income [79]. Precision agriculture can achieve
this, where precision agriculture based on utilizing digital techniques can aid in monitoring
and optimizing agriculture production processes at different field scales [80]. Precision
agriculture supports the optimization of field management based on the actual crop needs;
for example, using sensors to identify the specific area in field that needs a particular treat-
ment, such as irrigation, fertilizers, insecticides, and herbicides [81]. However, promoting
precision agriculture in Europe could be one of the solutions for mitigating climate change
across the EU-28.

In this research, the trend of GHG emissions from agricultural sectors across the EU-28
was analyzed between 1990 and 2019, accompanied by multivariate analysis. The results
only highlighted the GHG trend, with no further information about the GHGs origins (soil,
fertilization, livestock, food production), which is one of the drawbacks of this research.
On the other hand, this study did not investigate the relationship between GHGs and GDP,
where GDP can play an important role in GHG emissions, and could help in discriminating
and categorizing European countries regarding their emissions. However, future steps will
employ the environmental Kuznets curve (EKC) for exploring the relationship between
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economic growth and environmental degradation. Previous studies also reveal that, in the
long run, economic growth could lead to the reduction in atmospheric pollution [2,82].

5. Conclusions

Since the release of the Paris Agreement in 2015, the EU have strived to reduce GHG
emissions from all sectors to achieve carbon neutrality (zero emission). Thus, a package of
policies and strategies was released in order to achieve this aim. To reach this ambitious
goal by 2050, GHG emissions need to be evaluated on a sectorial level (i.e., industry,
agriculture, energy) to provide decision makers with a full overview of the changes, and
the efficiency of mitigation and adaptation strategies.

In this research, the GHG emissions from the agricultural sector within the EU-28,
from 1990 to 2019, was analyzed by using the MK test and multivariate approach. The
analysis revealed that most of the EU-28 countries exhibited a significant reduction in
GHG emissions (1990–2019). The highest reduction in the total GHG emissions was
recorded in Italy (−282.61 thousand tons/year, p < 0.05), followed by the United Kingdom
(−266.40 thousand tons/year, p < 0.05), and the Netherlands (−262.91 thousand tons/year,
p < 0.05). Similarly, the CH4 and N2O emissions exhibited a negative emission trend
from most of the EU−28 countries. However, a positive CO2 emissions trend from the
agricultural sector, between 1990 and 2019, was recorded. Nonetheless, the accumulation
of CO2 emissions from all the EU-28 countries depicted a non-significant negative trend
(−9.61 thousand tons/year). Interestingly, the multivariate analysis approach indicates
changes in the pattern of GHG emissions between 1990 and 2019. In 1990, DE, FR, the UK,
and PL represented the highest emissions of N2O and CH4; where CZ, PL, and DE had
larger emissions of CO2. In 2019, the patterns were changed, in terms of the lowest and
largest values.

The findings of this study highlight the need for policy makers in the European Union
to evaluate the strategies for mitigating CO2 emissions, and underline the need to formulate
new policies for reducing CO2 emissions from the agricultural sector. However, future
studies should focus on analyzing the relationship between GHG emissions from the agri-
cultural sector and environmental degradation, through the application of environmental
Kuznets curve hypothesis.
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20. Bajan, B.; Łukasiewicz, J.; Mrówczyńska-Kamińska, A. Energy Consumption and Its Structures in Food Production Systems of
the Visegrad Group Countries Compared with EU-15 Countries. Energies 2021, 14, 3945. [CrossRef]

21. Masi, M.; Vecchio, Y.; Pauselli, G.; Di Pasquale, J.; Adinolfi, F. A Typological Classification for Assessing Farm Sustainability in
the Italian Bovine Dairy Sector. Sustainability 2021, 13, 7097. [CrossRef]

22. European Commission. The Post-2020 Common Agricultural Policy: Environmental Benefits and Simplification. 2019. Available
online: https://ec.europa.eu/info/sites/info/files/food-farming-fisheries/key_policies/documents/cap-post-2020-environ-
benefits-simplification_en.pdf (accessed on 18 June 2020).

23. Malinovský, V. System Macromodel of Agricultural Building with Aim to Energy Consumption Minimization. Agris on-line Pap.
Econ. Informatics 2018, 10, 25–35. [CrossRef]

24. Piwowar, A. Challenges associated with environmental protection in rural areas of Poland: Empirical studies’ results. Econ. Sociol.
2020, 13, 217–229. [CrossRef] [PubMed]

25. Baccour, S.; Albiac, J.; Kahil, T. Cost-Effective Mitigation of Greenhouse Gas Emissions in the Agriculture of Aragon, Spain. Int. J.
Environ. Res. Public Health 2021, 18, 1084. [CrossRef] [PubMed]

26. Solazzo, R.; Donati, M.; Tomasi, L.; Arfini, F. How effective is greening policy in reducing GHG emissions from agriculture?
Evidence from Italy. Sci. Total Environ. 2016, 573, 1115–1124. [CrossRef]

27. Pleßmann, G.; Blechinger, P. How to meet EU GHG emission reduction targets? A model based decarbonization pathway for
Europe’s electricity supply system until 2050. Energy Strategy Rev. 2017, 15, 19–32. [CrossRef]

28. European Environment Agency (EEA). Climate Change Adaptation in the Agriculture Sector in Europe; Publications Office of the
European Union: Luxembourg, 2019; Available online: https://www.euroseeds.eu/app/uploads/2019/09/Climate-change-
adaptation-in-the-agriculture-sector-in-Europe.pdf (accessed on 30 June 2021).

538



Energies 2021, 14, 6495

29. Klimaatakkoord. Proposal for Key Points of the Climate Agreement. 2018. Available online: https://www.klimaatakkoord.nl/
documenten/publicaties/2018/09/19/proposal-for-key-points-of-the-climate-agreement (accessed on 3 November 2019).

30. Ministère de l’Ecologie, du D.D. Stratégie Nationale Bas-Carbone: Summary for Decision-Makers. 2015. Available online: https://
unfccc.int/files/focus/long-term_strategies/application/pdf/national_low_carbon_strategy_en.pdf (accessed on 30 June 2021).

31. Climate Change Committee (CCC): Carbon Budgets: How We Monitor Emissions Targets. 2019. Available online:
http://www.theccc.org.uk/tackling-climate-change/reducing-carbon-emissions/carbon-budgets-and-targets/ (accessed on
30 November 2020).

32. Federal Ministry for the Environment, Nature Conservation, Building and Nuclear Safety (BMUB): Principles and Goals of the
German Government’s Climate Policy; Federal Ministry for the Environment, Nature Conservation, Building and Nuclear Safety
(BMUB) Public Relations Division: Berlin, Germany, 2016.

33. DCCAE. Climate Action Plan 2019: To Tackle Climate Breakdown. Available online: https://assets.gov.ie/10206/d042e174c165
4c6ca14f39242fb07d22.pdf (accessed on 15 July 2021).

34. Bakam, I.; Balana, B.B.; Matthews, R. Cost-effectiveness analysis of policy instruments for greenhouse gas emission mitigation in
the agricultural sector. J. Environ. Manag. 2012, 112, 33–44. [CrossRef]

35. Aguilera, E.; Guzmán, G.; Alonso, A. Greenhouse gas emissions from conventional and organic cropping systems in Spain. I.
Herbaceous crops. Agron. Sustain. Dev. 2015, 35, 713–724. [CrossRef]

36. Zhang, L.; Zheng, J.; Chen, L.; Shen, M.; Zhang, X.; Zhang, M.; Bian, X.; Zhang, J.; Zhang, W. Integrative effects of soil tillage and
straw management on crop yields and greenhouse gas emissions in a rice-wheat cropping system. Eur. J. Agron. 2015, 63, 47–54.
[CrossRef]

37. Sáez-Almendros, S.; Obrador, B.; Bach-Faig, A.; Serra-Majem, L. Environmental footprints of Mediterranean versus Western
dietary patterns: Beyond the health benefits of the Mediterranean diet. Env. Health 2013, 12, 1–8. [CrossRef] [PubMed]

38. Lassaletta, L.; Billen, G.; Grizzetti, B.; Garnier, J.; Leach, A.M.; Galloway, J.N. Food and feed trade as a driver in the global nitrogen
cycle: 50-year trends. Biogeochemistry 2014, 118, 225–241. [CrossRef]

39. European Environment Agency (EEA). Available online: https://ec.europa.eu/eurostat/databrowser/view/ENV_AIR_GGE_
_custom_1118502/default/table?lang=en (accessed on 30 June 2021).

40. Hamed, K.H.; Rao, A.R. A modified Mann-Kendall trend test for autocorrelated data. J. Hydrol. 1998, 204, 182–196. [CrossRef]
41. Mann, H.B. Nonparametric tests against trend. Econom. J. Econom. Soc. 1945, 13, 245–259. [CrossRef]
42. Kendall, M.G. Rank Correlation Methods; Griffin: London, UK, 1975.
43. Yue, S.; Wang, C.Y. Applicability of prewhitening to eliminate the influence of serial correlation on the Mann-Kendall test. Water

Resour. Res. 2002, 38, 4-1–4-7. [CrossRef]
44. Sen, P.K. Estimates of the regression coefficient based on Kendall’s tau. J. Am. Stat. Assoc. 1968, 63, 1379–1389. [CrossRef]
45. Abdi, H.; Williams, L.J. Principal component analysis. Wiley Interdiscip. Rev. Comput. Stat. 2010, 2, 433–459. [CrossRef]
46. Richardson, M. Principal Component Analysis. Available online: http://people.maths.ox.ac.uk/richardsonm/SignalProcPCA.

pdf (accessed on 20 June 2021).
47. Basto, M.; Pereira, J.M. An SPSS R-Menu for Ordinal Factor Analysis. J. Stat. Softw. 2012, 46, 1–29. [CrossRef]
48. MAGRAMA. Anuario de Estadística 2014; MAGRAMA: Madrid, Spain, 2015.
49. MAGRAMA. Encuesta Sobre Superficies y Rendimientos De Cultivos (ESYRCE): Resultados Nacionales y Autonómicos; MAGRAMA:

Madrid, Spain, 2015.
50. MAGRAMA. Inventario de Emisiones de Gases de Efecto Invernadero de España. Serie 1990–2014; Informe Resumen, Secretaría de

Estado de Medio Ambiente, Dirección General de Calidad y Evaluación Ambiental, MAGRAMA: Madrid, Spain, 2016.
51. Álvaro-Fuentes, J.; Plaza-Bonilla, D.; Arrúe, J.L.; Lampurlanés, J.; Cantero-Martínez, C. Soil organic carbon storage in a no-tillage

chronosequence under Mediterranean conditions. Plant Soil. 2014, 376, 31–41. [CrossRef]
52. Albiac, J.; Kahil, T.; Notivol, E.; Calvo, E. Agriculture and climate change: Potential for mitigation in Spain. Sci. Total Environ.

2017, 592, 495–502. [CrossRef] [PubMed]
53. Hijazi, O.; Berg, W.; Moussa, S.; Ammon, C.; von Bobrutzki, K.; Brunsch, R. Comparing methane emissions from different

sheep-keeping systems in semiarid regions: A case study of Syria. J. Saudi Soc. Agric. Sci. 2014, 13, 139–147. [CrossRef]
54. Hijazi, O.; Berg, W.; Moussa, S.; Ammon, C.; Von Bobrutzki, K.; Brunsch, R. Awassi sheep keeping in the Arabic steppe in relation

to nitrous oxide emission from soil. J. Assoc. Arab. Univ. Basic Appl. Sci. 2014, 16, 46–54. [CrossRef]
55. MAGRAMA. Balance Del Nitrógeno En La Agricultura Española 2012; MAGRAMA: Madrid, Spain, 2014.
56. Romano, D.; Arcarese, C.; Bernetti, A.; Caputo, A.; Cóndor, R.D.; Contaldi, M.; De Lauretis, R.; Di Cristofaro, E.; Federici, S.;

Gagna, A.; et al. Italian Greenhouse Gas Inventory 1990–2007. National Inventory Report; ISPRA: Rome, Italy, 2009.
57. Marik, T.; Fischer, H.; Conen, F.; Smith, K. Seasonal variations in stable carbon and hydrogen isotope ratios in methane from rice

fields. Glob. Biogeochem. Cycles 2002, 16, 41. [CrossRef]
58. Leip, A.; Bidoglio, G.; Smith, K.A.; Conen, F.; Russo, S. Rice cultivation by direct drilling and delayed flooding reduces methane

emissions. InNon-CO2 greenhouse gases: Scientific understanding, control options and policy aspects. In Proceedings of the
Third International Symposium, Maastricht, The Netherlands, 21–23 January 2002; pp. 457–458.

59. Schütz, H.; Holzapfel-Pschorn, A.; Conrad, R.; Rennenberg, H.; Seiler, W. A 3-year continuous record on the influence of daytime,
season and fertilizer treatment on methane emission rates from an Italian rice padd. J. Geophys. Res. 1989, 94, 16405–16415.
[CrossRef]

539



Energies 2021, 14, 6495

60. Schütz, H.; Seiler, W.; Conrad, R. Processes involved in formation and emission of methane in rice paddies. Biogeochemistry 1989,
7, 33–53. [CrossRef]

61. Yan, X.; Yagi, K.; Akiyama, H.; Akimoto, H. Statistical analysis of the major variables controlling methane emission from rice
fields. Glob. Chang. Biol. 2005, 11, 1131–1141. [CrossRef]

62. Ortiz, M.; Baldock, D.; Willan, C.; Dalin, C. Towards Net Zero in UK Agriculture Key Information, Perspectives and Practical Guidance;
University College London, HSBC UK: London, UK, 2021; p. 55.

63. Nair, P.K.R.; Kumar, B.M.; Nair, V.D. Agroforestry as a strategy for carbon sequestration. J. Plant Nutr. Soil Sci. 2009, 172, 10–23.
[CrossRef]

64. National Food Strategy (NFS). 2020. Available online: https://www.nationalfoodstrategy.org/ (accessed on 1 August 2021).
65. Department for Environment Food & Rural Affairs (Defra). 2021. Available online: https://www.gov.uk/government/statistical-

data-sets/greenhouse-gas-emissions-from-agriculture-indicators (accessed on 1 August 2021).
66. Brown, P.; Cardenas, L.; Choudrie, S.; Jones, L.; Karagianni, E.; MacCarthy, J.; Passant, N.; Richmond, B.; Smith, H.;

Thistlethwaite, G.; et al. UK Greenhouse Gas Inventory, 1990 to 2018: Annual Report for Submission under the Framework Convention on
Climate Change; Department for Business, Energy & Industrial Strategy: Oxfordshire, UK, 2020.

67. Ruyssenaars, P.G.; Coenen, P.W.H.G.; Rienstra, J.D.; Zijlema, P.J.; Arets, E.J.M.M.; Baas, K.; Dröge, R.; Geilenkirchen, G.; t Hoen, M.;
Honig, E.; et al. Greenhouse gas emissions in the Netherlands 1990–2019; National Inventory Report 2021; National Institute for
Public Health and the Environment: Bilthoven, The Netherlands, 2021.

68. Ministry of Environment collaborated with Institute for Studies and Power Engineering. Third Biennial Report of Romania.
Romania’s Third Biennial Report under the UNFCCC; Ministry of Environment collaborated with Institute for Studies and Power
Engineering: Bucharest, Romania, 2017.

69. Poland’s National Inventory Report (NIR). Greenhouse Gas Inventory for 1988–2017. Submission under the UN Framework
Convention on Climate Change and its Kyoto Protocol; Reporting entity: National Centre for Emission Management (KOBiZE).
Institute of Environmental Protection—National Research Institute: Warsaw, Poland, 2019.

70. Piwowar, A. Low-Carbon Agriculture in Poland: Theoretical and Practical Challenges. Pol. J. Environ. Stud. 2018, 28, 2785–2792.
[CrossRef]

71. National Inventory Report for France. Inventory of Greenhouse Gas Emissions in France from 1990 to 2019. Under the United Nations
Framework Convention on Climate Change and the Kyoto Protocol; Citepa: Paris, France, 2021.

72. Garnier, J.; Le Noë, J.; Marescaux, A.; Sanz-Cobena, A.; Lassaletta, L.; Silvestre, M.; Thieu, V.; Billen, G. Long-term changes
in greenhouse gas emissions from French agriculture and livestock (1852–2014): From traditional agriculture to conventional
intensive systems. Sci. Total Environ. 2019, 660, 1486–1501. [CrossRef]

73. Fuß, R.; Vos, C.; Rösemann, C.; Greenhouse Gas Emissions from Agriculture. Thünen Institute (TI). Federal Research Institute for
Rural Areas, Forestry and Fisheries. 2021. Available online: https://www.thuenen.de/en/topics/climate-and-air/emission-
inventories-accounting-for-climate-protection/greenhouse-gas-emissions-from-agriculture/ (accessed on 27 September 2021).

74. Rösemann, C.; Haenel, H.; Vos, C.; Dämmgen, U.; Döring, U.; Wulf, S.; Eurich-Menden, B.; Freibauer, A.; Döhler, H.;
Schreiner, C.; et al. Calculations of Gaseous and Particulate Emissions from German Agriculture 1990–2019. Report on Methods and Data
(RMD) Submission 2021; Johann Heinrich von Thünen-Institute: Braunschweig, Germany, 2021.

75. German National Inventory Report (NIR). National Inventory Report for the German Greenhouse Gas Inventory from 1990–
2019. Submission under the United Nations Framework Convention on Climate Change and the Kyoto Protocol 2021. Federal
Environment Agency. Thünen Institute (TI): Braunschweig, Germany, 2021.

76. Graham, F. Daily briefing: Ground-Breaking Carbon Capture Plant Starts Up. Available online: https://www.nature.com/
articles/d41586-021-02473-y (accessed on 1 August 2021).

77. Peek, M. What Is the Taste of CO2? The Sustainability of Icelandic Food Systems in the Face of Climate Change. Independent
Study Project (ISP) Collection. 2016. Available online: https://digitalcollections.sit.edu/isp_collection/2452 (accessed on
1 August 2021).

78. WITS. Available online: https://wits.worldbank.org/CountryProfile/en/Country/ISL/Year/1990/TradeFlow/Import/Partner/
all/Product/16-24_FoodProd# (accessed on 27 September 2021).

79. Soto, I.; Barnes, A.; Balafoutis, A.; Beck, B.; Sanchez, B.; Vangeyte, J.; Fountas, S.; Wal, T.V.D.; Eory, V.; Gómez-Barbero, M. The
Contribution of Precision Agriculture Technologies to Farm. Productivity and the Mitigation of Greenhouse Gas. Emissions in the EU.; EU
Science Hub. Publications Office of the European Union: Brussels, Belgium, 2019; ISBN 978-92-79-92834-5. ISSN 1831-9424.

80. Kritikos, M. Precision Agriculture in Europe: Legal and Ethical Reflections for Law-Makers. European Parliament’s Science and Technology
Options Assessment (STOA); European Parliamentary Research Service (EPRS): Brussels, Belgium, 2017.

81. Euractiv. Europe Entering the Era of ‘Precision Agriculture’. 2016. Available online: https://www.euractiv.com/section/science-
policymaking/news/europe-entering-the-eraof-precision-agriculture/ (accessed on 27 September 2021).

82. Sadik-Zada, E.R.; Ferrari, M. Environmental Policy Stringency, Technical Progress and Pollution Haven Hypothesis. Sustainability
2020, 12, 3880. [CrossRef]

540



energies

Article

An Economic Assessment of the Impact on Agriculture of the
Proposed Changes in EU Biofuel Policy Mechanisms
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Abstract: In Poland, rapeseed production has been the fastest growing branch of plant production
since 2000. Rapeseed yields have increased 2.5 times in the last 20 years. The main reason for this
trend was the implementation of obligations resulting from legal acts by Member States relating to
increasing the share of RES in the structure of primary energy production, and in particular relating to
the share of biofuels in fuels used in transport. In Poland in the years 2010–2020, about 1.0–1.6 million
tonnes of rape seeds were used for this purpose annually. Due to the fact that biofuel production
competes for raw materials with the food economy, at the end of the first decade of the 21st century,
many representatives of various circles intensified their voices, calling for withdrawal from the policy
supporting the biofuel sector, which may have resulted in a decrease in oilseed plant cultivation
areas. As a result of the research conducted here, it was determined that the place of oilseed rape
in the sowing structure will be taken by rye, triticale and, on good soils, by wheat. Compared
to rape, their production is characterised by lower income per 1 ha; in the years 2013–2019, these
differences amounted to: wheat—8 EUR, triticale—102.3 EUR, and rye—168 EUR. This situation
will deteriorate the value cereal cultivation sites and will result in a decrease in their yields. On the
basis of the conducted research, the estimated value of rape as a forecrop for wheat, triticale, and rye
was, respectively: 103.7; 64.6 and 46.7 EUR. An additional advantage of oilseed rape is that it is an
excellent bee resource and is classified as a commodity crop, i.e., one from which significant amounts
of honey can be obtained, with a net value of EUR 55 per hectare. In addition, in many agricultural
holdings, as a result of forecasted changes in plant production, there will be an accumulation of field
work during the harvest period, which will also affect the worse use of machinery and storage areas.
The consequence of increasing the area under which cereal crops and their supply can grow may
be the decline in production profitability and thus the income situation of farms, but this will be
assessed at the next stage of research.

Keywords: renewable energy; biofuels; biodiesel; legal sources on renewable energy; oilseeds and
rape; profitability of production; crop rotation; beekeeping

1. Introduction

The first attempts to utilise biofuels to power engines were made by the end of the 19th
century [1–3]. The self-ignition engine constructed in 1893 by Rudolf Diesel could be fuelled
with both petroleum-derivative fuels and oils of both vegetable and animal origin [4–6].
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Similarly, ethanol has a long history as an engine fuel [1,2,7–9]. It had already been used
at the end of the 19th century in engines designed by Samuel Morey, Nicholas Otto, and
Henry Ford. In the 1920s in the USA, about the fuel sold 20% accounted for ethanol [10,11].
Due to much higher production costs in relation to fuels produced from crude oil, their
importance was marginalized [5,12–14]. In the 20th century, a downward price trend
prevailed, with periods of growth occurring sporadically and most often as a result of
political or economic crises, especially after 1974 (OPEC embargo, Iranian revolution,
Gulf War). After their subsidence, prices declined, and some economic crises, such as the
recession of the early 1980s, the Asian crisis (1997), the financial market crisis (2008) and
the coronavirus pandemic crisis (2020), caused significant price decreases. The concept of
Rudolf Diesel or Henry Ford, based on the use of vegetable oils to run engines and produce
other biofuels, was reintroduced in the 1980s. This was mainly due to four reasons:

The first of them can be expressed in the shortest terms by quoting Alvin Toffler [15]:
“The condition for the existence of any civilisation—old or new—is energy”. According
to the International Energy Outlook 2002 report prepared by the Energy Information
Administration (EIA), which is a part of the US Department of Energy, between 2000 and
2020, a significant increase in energy consumption in the world was projected, which was
to reach 60% and increase from 382 to 612 quadrillion Btu [16]. These predictions turned
out to be accurate because by 2018, the world’s energy consumption increased by 48.2%
compared to 2000. However, in a report published in 2020 by the International Energy
Agency (IEA), it was assumed that by the middle of this century, energy consumption
would increase by nearly 50% compared to 2018 [17]. Thus, energy was, is, and will be the
main determinant of economic activity and the development of civilization because every
management process must be powered by energy [18–21].

The second consideration is that resources are limited, which may reduce business
efficiency or even hinder economic development. The energy barrier to economic develop-
ment as a result of dwindling coal reserves and rising mining costs was already presented
by William Stanley Jevons [22] in the mid-19th century, who stated that technological
progress and other energy sources would not change this situation. This view was rejected
by neoclassical economists, who did not acknowledge the possibility of limiting growth in
the long term. Indeed, they considered that under optimal market conditions, there is a
harmonised adjustment of individual resources, ensuring balance while fully exploiting
production potential [23–25]. The basis of such a judgment is the assumption that prices
increase with the depletion of resources. This triggers incentives to increase the supply
of these resources or their substitutes or to introduce more efficient use methods, which
reduces demand for them [26,27]. An example of this is the market for energy resources.
In all of the scenarios considered, the share of conventional fuels—oil, gas and coal—is
projected to decrease more rapidly after 2020, which is in line with the depletion of their
resources and the associated increase in energy prices. Conventional resources will be
replaced by renewable energy sources (RES) [17,28–31].

Another aspect is concern for the environment, as the intensive use and processing of
traditional energy resources has a negative impact on natural resources. Since the last three
decades of the 20th century, the most serious threat is related to climate change caused
by the anthropogenic heating of the atmosphere as a result of increasing concentrations
of greenhouse gases (GHG), especially CO2 [32]. There is a well-founded concern that
this phenomenon may pose a threat to life for most of humanity and even to the whole of
civilisation [33]. Hence, many circles and international organisations have made initiatives
to take action to reduce GHG emissions. The first World Climate Conference held in
1979 established the World Climate Research Programme (WCRP), and its management
was entrusted to the World Meteorological Organisation (WMO), the United Nations
Environment Programme (UNEP), and the International Council for Scientific Union
(ICSU). These organisations established the Intergovernmental Panel on Climate Change
(IPCC) in 1988. The first significant effect of the IPCC activities was the preparation of
the United Nations Framework Convention on Climate Change (UNFCCC), which was
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presented in 1992 at the United Nations Conference on Environment and Development
(UNCED) in Rio de Janeiro. The main body of the convention became the Conference of
the Parties (COP), which, since its first meeting in Berlin in 1995 (COP 1), regularly assesses
the scale and course of climate change and its effects and develops strategies to respond to
these changes [34]. The first significant effect of these activities was the signing of the Kyoto
Protocol during COP 3, in which the 38 most industrialised countries and the European
Union committed to reduce GHG, which was expressed in carbon dioxide equivalent, by at
least 5% below 1990 levels between 2008 and 2012 [35]. Due to protracted negotiations on a
new global “climate agreement”, COP 18 extended its validity until 31 December 2020 [36].
Although the Kyoto Protocol was a first significant step towards reducing greenhouse
gas emissions, it did not solve the problem of global warming. This did not occur until
climate policy re-prioritisation (among other things, under the influence of the financial
crisis), which began to be seen as a factor for economic growth through “the development
of clean or low-carbon technologies, the creation of new markets, industries and jobs” [37].
The latter led to the acceleration of negotiations and agreement on the content of a global
climate agreement at COP 21 in Paris in December 2015 (the Paris Agreement) [38]. The
European Union (EU) plays a very important role in reducing greenhouse gas emissions.
The actions taken by the EU go far beyond the obligations arising from global climate
agreements [39]. The European Green Deal has set out a clear vision of how to achieve
climate neutrality by 2050 [40].

The fourth reason is the stagnation in demand for agricultural raw materials and food
products, which is becoming a barrier to agricultural development. In countries with a
developed economy, surpluses of agricultural raw materials have started to occur, which
has led to a deterioration in the profitability of production and reduced incomes for farming
families. One way of managing these surpluses is to use them for non-food purposes. The
idea of “Chemurgy” was already promoted in the 1920s as a strategy for industries and
governments who were interested in reviving the agricultural economy [41]. The USA
reverted to this concept in the early 1980s. As part of the Growing Industrial Materiale
programme, more than two thousand plant species have been tested for the raw material
content sought by industries, of which several dozen have been selected and recommended
for cultivation [42]. In Europe, the intensification of research into the cultivation of plants
for industrial purposes dates back to 1982, when the European Commission recommended
cooperation between agriculture and industry. This research resulted in a very long list
of arable crops that can be used in several industries and branches of industry [43–45].
However, the direction of bioenergy has become dominant, which is mainly due to the
growing interest in obtaining inexhaustible and ecologically clean energy sources [46–48].
The records in the White Paper “Energy for the Future: renewable sources of energy”
prepared by the European Commission in 1997 showed that by 2010, the production of first-
generation biofuels, mainly comprising biodiesel produced from rapeseed, will increase
the most [49].

As a result of these factors, between 1997 and 2017, biodiesel production in the EU 28
increased from 332.9 ktoe to 12,239.4 ktoe. First-generation biofuels are very controversial.
Their use is questioned for ethical [50–53], economic [54–56], and environmental [57,58]
reasons. The production of biofuels has thus become the subject of numerous discussions,
polemics, comments, and contradictory judgments: from extreme disapproval and ob-
jections [59,60] to equally extreme affirmation and approval [61,62]. Hence, the frequent
changes in legal regulations governing this market [63–66].

The interest of scientific environment concerning the issue of biofuels was mainly
stimulated by the discussion in the context of climate change, energy and food security,
and the legitimacy of support for the development of their use on both national and EU
(European Union) levels. On the other hand, there is a lack of comprehensive assessments
relating to the agricultural sector on a micro-scale, which is the key supplier of raw mate-
rials for their production. This primarily results from the problem of identification, and
especially quantification, of a wide range of effects that are the result of changes in the
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structure of plant production. The main motivation of our study has been to assess the
impact of the EU biofuel policy on the agricultural sector. In this paper, we illustrate this
for biodiesel in Poland, which is the largest producer of biodiesel produced from domestic
feedstock in the EU.

2. Background

2.1. What Are Biofuels?

In the RES literature, the term “biofuel” is defined very differently. It is most often
used to refer to fuels produced from biomass, which can take solid, liquid, or gaseous
forms [2,67,68]. However, since it started to be widely used as motor fuel, the term is
dedicated to any type of liquid or gas produced from biomass that can be used as a
substitute for fossil fuels [69,70]. According to the International Energy Agency [71],
biofuels are “liquid and gaseous fuels produced from biomass—organic matter derived
from plants or animals”. Biofuels are usually classified according to two categories: type of
biomass and production technologies.

Biomass sources are defined in Directive 2018/2001 of the European Parliament and
of the European Council (EU) as “the biodegradable fraction of products, waste and
residues from biological origin from agriculture, including vegetal and animal substances,
from forestry and related industries, including fisheries and aquaculture, as well as the
biodegradable fraction of waste, including industrial and municipal waste of biological
origin”. Biomass fuels refer to gaseous and solid fuels produced from biomass and, biofuels
refer to liquid fuel for transport produced that is from biomass [66].

Due to the diverse composition and suitability for the various conversion methods
that are used, the following biomass categories can be distinguished [72–74]:

• Raw materials containing significant amounts of sugar and starch (sugar beet, cereals, potatoes);
• Lignocellulosic biomass (wood and its waste, targeted wood crops, straw);
• Oilseeds and animal fats;
• Organic waste (organic fertilisers and food and municipal waste);
• Algal biomass.

Depending on the type of biomass that is used, the following biofuel generations can
be distinguished [75]:

• First generation (edible feedstocks);
• Second generation (non-edible biomass sources);
• Third generation (microalgae biomass);
• Fourth generation (genetic modification of the microalgae).

In 2017, the main raw materials that were used in the production of bioethanol were
sugar cane, maize grain (Brazil, USA), biodiesel soybean and palm oils, animal fats, used
cooking oils, and rapeseed, which was mainly used in the EU [47,74]. Biofuels are com-
monly referred to as first-generation fuels, which is mainly due to the fact that they use
conventional technologies during their production: alcoholic fermentation, mechanical
pressing, and transesterification (hydrogenation) of oils and anaerobic digestion of organic
biodegradable wastes to produce biogas [71]. Due to the controversy arising from the sig-
nificant quantities of agricultural raw materials used to produce biofuels [50–60], research
on the production of second, third, and fourth generation biofuels, known as advanced
biofuels, has intensified since the beginning of the 21st century. The main substrates for
their production are waste and residues of biological origin from agriculture, forestry and
related industries, fisheries, aquaculture, and municipal and industrial waste of biological
origin. The prospective development of next-generation biofuel production is [76]:

• Microbial conversion of lignocellulosic biomass (e.g., stalks, corn stover) into bioethanol
or biobutanol;

• Transesterification of sustainably sourced FAME (i.e., biodiesel);
• Hydrotreatment of sustainably sourced vegetable oils or animal fats followed by

alkane isomerisation and cracking to produce drop-in fuels (HVO/HEFA);
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• Thermochemical pathways starting with pyrolysis to produce biocrude or gasification
of biomass for syngas.

Based on experience to date, it can be concluded that apart from HVO technology, the
production of other advanced biofuels is still under intensive development and work on op-
timising production efficiency, minimising production costs, and seeking non-commercial
sources of financing is being undetaken [76–78].

2.2. Legal Conditions

The growing interest in opportunities to increase energy production from renewable
sources in the EU began after the first oil crisis. However, the energy obtained in this way
was more expensive than conventional energy in most applications. Therefore, the EU and
individual countries have taken political, legal, administrative, and financial measures to
achieve this objective as efficiently as possible. The first regulations concerning the support
for renewable energy sources were included in Council Regulation (EEC) No 1302/78
of 12 June 1978, which discussed the granting of financial support for projects to exploit
alternative energy sources [79]. In contrast, the Council resolution of 9 June 1980 concerning
Community energy policy objectives for 1990 and the convergence of the policies of the
Member States required the Commission to integrate RES into the framework of community
energy policies [80]. Further actions include an assessment of the potential, the state of the
technology, economic conditions, and barriers related to increasing the use of RES [81,82].
Research and development work has also been intensified, among other initiatives, within
the framework of the programmes Valoren, Altener, Coopener, Intelligent Energy-Europe
Programme, Joule-thermie, Save, Steer, and Synergy of subsequent European Framework
Programme for Research and Innovation.

A milestone on the way to increase the importance of RES in the EU was the publi-
cation of The Green Paper [83] and White Paper [49] between 1996 and 1997, which were
entitled “Energy for the future: renewable sources of energy”. At that time, these were key
documents that were political and strategic in character, setting directions for long-term
policy, with quantitative targets in the form of doubling the share of RES in the structure
of primary energy production from 6 to 12% between 1998 and 2010. They indicated that
biomass would be the most important among renewable energy sources. Its share in the
production of liquid fuels was predicted to increase (40–60 times) compared to electricity
(ten times) and thermal energy (two times). These documents also formulate the need to
introduce appropriate legal regulations and to secure sources of funding to achieve these
ambitious goals [84].

In 2000, the Commission proposed the first two EU directives for RES, the promotion
of renewable electricity and the development of biofuels in transport. The first was adopted
in 2001 (2001/77/EC), and the second objective pertaining to the development of biofuels
was adopted in 2003 (2003/30/EC). The biofuels directive obliged Member States to set
national indicative targets to set reference values of 2% share for biofuel consumption
in transport by 31 December 2005 and obliged them to increase those shares to 5.75%
in 31 December 2010 [85]. To meet these requirements Member States used two main
tools: tax exemptions and biofuels obligations. Additionally, they introduced a special
“energy crop payment” of EUR 45 per hectare (a maximum guaranteed area of 1.5 million
hectares). These measures were complemented by the extension of offers for preferential
loans, guaranteed lending, and loans to small businesses for renewable energy investments
by financial institutions such as the European Investment Bank (EIB) and the European
Bank for Reconstruction and Development (EBRD). Despite the instruments used, the
market share of biofuels in 2005 was only 1.4% [86].

Although in those first years, there were problems with the implementation of Direc-
tive 2003/30/EC in some countries, as there were intense discussions in the EU regarding
increasing the market share of biofuels [87,88]. In 2009, the European Parliament and
the Council adopted a climate policy package in which the European Union committed
to reducing greenhouse gas emissions expressed as a CO2 equivalent by 20% by 2020 (if
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other developed countries made similar commitments, then the reduction could be as high
as 30%). In the same period, the EU should have also increased the share of renewable
energy in terms of total energy production from 8.5 to 20% to 10%—the share of biofuel in
transport fuel—and reduce energy consumption by 20%. The biofuel sector was mainly
covered by two directives:

• Directive 2009/28/EC (RED) of the European Parliament and by the Council meeting
of 23 April 2009 on the promotion of the use of energy from renewable sources and
the amendment and subsequent appeal of Directives 2001/77/EC and 2003/30/EC
(Text with EEA relevance) [89];

• Directive 2009/30/EC of the European Parliament and by the Council meeting of 23
April 2009 that amended Directive 98/70/EC regarding the specification of petrol,
diesel, and gas-oil and introduced a mechanism to monitor and reduce greenhouse
gas emissions and amended Council Directive 1999/32/EC regarding the specification
of fuel used by inland waterway vessels and repealed Directive 93/12/EEC (Text with
EEA relevance) [90].

The results of the researched obtained within the European Framework Programme—
Horizon 2020 have shown low efficiency in reducing CO2 emissions through the use of
traditional biofuels, the so-called first generation, hence the proposals to reform the biofuel
directives [91]. As a result of the discussions and analyses that have been conducted, the
current solutions were modified and were included in Directive 2015/1513 of the European
Parliament and during the Council meeting on 9 September 2015 [92]. One of the most
important changes introduced by this Directive was to set a limit for the level of first-
generation biofuels, with the Directive stating that their maximum quantity in 2020 could
not exceed 7%. Moreover, the condition for including such biofuels as renewable energy
was to prove that the raw materials obtained for their production did not come from areas
with high biodiversity value and high carbon intensity, and that their production complied
with environmental requirements, which are regulated by the Code of Good Agricultural
Practice in Poland [92]. The remaining part (at least 3%) was to be produced from algae,
by-products (e.g., straw, manure, seed hulls, etc.), or waste. A detailed list is provided in
Annex IX of Directive 2015/1513 [65].

The necessity of meeting the EU’s obligations arising from the Paris Agreement was the
main determinant of the adoption of a new directive on the promotion of the use of energy
from renewable sources (EU) 2018/2001 (RED II). In this document, the Member States
agreed that the share of energy from renewable sources in gross final energy consumption
in 2030 will be at least 32%. After 2023, a proposal to increase this target will be considered if
its production costs are significantly reduced or due to the EU’s international commitments.
This Directive also contains many significant changes relating to the issue of biofuels [66].
The most important are:

• A 14% share of renewable energy in final energy consumption in the transport sector
by 2030 at least;

• Renewable energy used in the transport sector should also comprise renewable liquid
and gaseous transport fuels of non-biological origin (e.g., hydrogen) and recycled
carbon fuels (e.g., derived from plastic waste, rubber);

• First-generation biofuels should be divided into two categories: low (certification
required) and high-risk Indirect Land Use Change -ILUC (cannot be higher than 2019
consumption levels—reduction from 31 December 2023 to 0% by 31 December 2030);

• Input of advanced biofuels and biogas produced from raw materials listed in Annex IX:

- Part A—min 0.2% in 2022, min 1% in 2025 and min 3.5% in 2030;
- Part B—maximum 1.7%.

• New methodology for calculating GHG emissions.
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2.3. Development of Biofuel Production in the UE

Between 1996 and 1997, when the Green Paper [83] and White Paper [49] “Energy
for the future: renewable sources of energy” were presented, the assumptions they made
regarding the development of biofuel production in the European Union were consid-
ered unrealistic by most experts dealing with the issue [84]. However, the systematic
implementation of the provisions contained in both documents and Directive 2003/30/EC
contributed to the development of this economic sector. Between 1996 and 2010, the pro-
duction of biodiesel in the EU increased by more than thirty times, and the production
of bioethanol increased by nearly fifty times. This growth dynamic, which was mainly
due to the continuation of the current EU policy on RES (Directives 2009/28/EC and
2015/1513/EC), continued. In 2018, bioethanol and biodiesel production increased by
60 and 50 times in relation to their production in 1996, respectively. In the considered
period (1996–2018), the share of biofuels in the RES production structure also increased
significantly, from 0.36% to 7.06% (Figure 1).

Figure 1. Share of biofuels in the energy production structure from renewable sources in the EU between 1996 and 2018.

In the EU, the predominant role among biofuels is played by biodiesel, the use of
which increased from 85.8% in 1996 to 81.0% in 2018. On an energy basis, biodiesel
represents about 75 percent of the total transport biofuel market [93]. Globally, the share of
biodiesel in the production of biofuels in 2018 was only 28.1%, with bioethanol accounting
for over 70% [94]. The term biodiesel (pure) includes traditional biodiesel fatty acid methyl
ester (FAME) and hydrotreated vegetable oil (HVO). The main factors that determined
greater interest in the production of biodiesel in the EU rather than bioethanol were:

• The Blair House Agreement (provisions on the production of oilseeds under the
Common Agricultural Policy) [93,95];

• Higher margin income in the production of oilseeds, which are the primary feedstock
in the production of biodiesel, than cereals [96,97];

• The possibility of using by-products for feed purposes and thus reducing protein feed
imports [93,96];

• Ensuring that oilseeds had a higher pre-crop value than cereals [96,98–103];
• Beekeeping profits [96,104–106];
• Protection of the natural environment through the reduction of NOx emissions and a

closed CO2 cycle [47,61,98,107];
• Increasing the number of jobs mainly in rural areas [61,62,70,96,98,108];
• Improvements in energy security [55,70,98,107].

The largest biodiesel producers in the EU are Germany, France, the Netherlands, Spain,
Poland, and Italy (Table 1).
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Rapeseed remains the dominant raw material used for the production of biofuels
(France, Germany, Poland), but its share is systematically decreasing. In 2008, it was 72%,
and in 2019, it was only 43%. This is the result of the growing use of used cooking oil
(UCO) and palm oil. In 2019, the share of UCO was 21%, and it was mainly used in the
Netherlands, Portugal, and Austria. The high biodiesel production in the Netherlands,
Portugal and Belgium is based on imports. The incentive for its application is provided
by Annex IX, point B of the RED and RED II Directives. In determining the contribution
of biofuels to the final energy consumption of the transport sector, the use of UCO can
be considered equivalent to twice the energy value of biofuels products from UCO. Palm
oil, which had a share of 16% in 2019, has been used on a large scale in Spain, Italy,
France, and the Netherlands. It has been used on a smaller scale in Finland, Germany, and
Portugal. In the EU, biodiesel is also produced from sunflower seeds (Greece, Bulgaria,
Hungary, Lithuania, France, Romania, Austria), animal fats (Denmark, Finland, France,
The Netherlands), tall oil (Finland, Sweden), and cottonseed oil (Greece). The volume of
biodiesel production supplies about 80% of the demand for this biofuel, hence the need for
imports. The EU mostly imports biodiesel from Argentine, Malaysia, China, and Indonesia.

2.4. Biodiesel Production and Changes in the Area under Basic Crops

In the EU, the main raw material used for the production of first-generation biodiesel
are oilseeds, so as demand for this type of biofuel increases, so does the area under cultiva-
tion. Based on tests that were performed independently—using the Pearson correlation—it
was found that both the sown areas of oilseed plants (Y1), rapeseed and colza seed (Y2),
soybean (Y3), and sunflower (Y4) were significantly correlated to biodiesel production
(x). As expected, these correlations were positive, but their strength was characterised by
significant differentiation. The characteristics of the estimated parameters of the models
are summarised in Table 2. The model expressing the relationship between rapeseed and
colza seeding areas (Y2) and biodiesel production (x), followed by Y1(x), Y3(x), and Y4(x),
turned out to be the best suited to empirical data (R2 = 0.909). Among the EU countries,
the production of biodiesel to the greatest extent produced determined the sown area of
oilseed crops in Poland (R2 = 0.803).

Table 2. Basic statistic relationships between oilseeds (Y1), rape areas (Y2), soybean (Y3), sunflower (Y4), and biodiesel
production (x) in UE, Germany, France, and Poland.

Dependent
Variable

b0 b1 b2 b3
Error

Variance R2

Estimate
Stan.
Error

t-Stat.
p-

Value
Estimate

Stan.
Error

t-Stat.
p-

Value
Estimate

Stan.
Error

t-Stat.
p-

Value
Estimate

Stan.
Error

t-Stat.
p-

Value

UE

Y1 8162.552 112.46 72.580 0.000 - - - - 0.00007 0.000 9.169 0.000 0.000 0.000 −6.892 0.000 168205 0.904
Y2 3151.389 122.87 25.648 0.000 0.647 0.062 10.456 0.000 −0.00004 0.000 −7.153 0.000 - - - - 140047 0.909
Y3 516.030 33.412 15.444 0.000 −0.034 0.011 −3.158 0.004 - - - - 0.000 0.000 5.861 0.000 11564 0.711
Y4 4404.115 112.99 38.977 0.000 −0.474 0.123 −3.862 0.001 0.000082 0.000 3.550 0.002 0.000 0.000 −3.133 0.005 83821 0.359

Germany

Y1 995.231 44.249 22.492 0.000 0.375 0.065 5.776 0.000 - - - - −4.682 0.000 16693 0.587
Y2 995.231 44.249 22.492 0.000 0.375 0.065 5.776 0.000 - - - - −4.682 0.000 16693 0.587

France

Y1 1764.149 64.072 27.534 0.000 0.603 0.187 3.225 0,003 −0.00019 0.000 −2.403 0.024 - - - - 22705 0.515
Y2 623.984 86.412 7.221 0.000 2.057 0.402 5.118 0.000 −0.00134 0.000 −3.600 0.001 0.000 0.000 2.650 0.014 20948 0.752

Poland

Y1 461.034 26.846 17.173 0.000 1.547 0.242 6.392 0.000 −0.00127 0.000 −4.206 0.000 - - - - 10013 0.803

Y2 459.682 26.706 17.213 0.000 1.549 0.241 6.435 0.000 −0.00129 0.000 −4.281 0.000 - - - - 9909 0.800

Source: Own study based on data from Eurostat (EU_Cereal_Balance—europa.eu (accessed on 18 October 2021); Pure biodiesels—
https://ec.europa.eu/eurostat/web/energy/data/energy-balances (accessed on 18 October 2021).

These relationships are reflected in changes in the sown areas of basic crops (Figure 2).
The sowing area of oilseeded crops, with the exception of sunflower, increased, and the
sowing area of cereals decreased (except for triticale). Trend models for the sowing of
basic crops and their statistical characteristics are presented in Table 3. The estimated trend
models for the sown area of oilseed crops, including oilseed rape, cereals (except wheat
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and maize for grain), and biofuels (except other liquid biofuels), are very well fitted to the
characterised phenomena (R2 for the mentioned variables ranges from 0.754 to 0.916).

Figure 2. Sown area of oilseed crops in Poland in 2004–2019 (per thousand hectares).

Table 3. Linear trend models for the sowing of major crops and selected biofuels and their statistical characteristics.

Scheme 1
b1 Parameter Characteristic Error

Variance
Adjusted

R-SquaredEstimate Stan. Error t-Stat. p-Value

Total oilseeds 0.144 0.014 10.358 0.000 0.354 0.797

Rape and turnip rape 0.131 0.014 9.148 0.000 0.377 0.754

Soybean 0.015 0.004 3.798 0.001 0.027 0.332

Sunflower −0.002 0.009 −0.194 0.847 0.136 −0.037

Total cereals −0.233 0.029 −8.063 0.000 1,526 0.703

Wheat 0.021 0.017 1.202 0.240 0.544 0.016

Barley −0.147 0.011 −13.370 0.000 0.222 0.868

Rye −0.093 0.008 −11.944 0.000 0.111 0.840

Triticale 0.060 0.006 10.427 0.000 0.061 0.800

Oats −0.031 0.003 −11.756 0.000 0.013 0.836

Grain maize −0.025 0.012 −2.033 0.052 0.284 0.104

Other cereals −0.017 0.004 −4.389 0.000 0.027 0.403

Renewable energy
sources 6.042 0.276 21.932 0.000 111.011 0.950

Total biofuels 0.715 0.043 16.506 0.000 2.744 0.916

Pure biodiesels 0.570 0.035 16.082 0.000 1.834 0.912

Pure biogasoline 0.119 0.008 14.053 0.000 0.105 0.887

Other liquid biofuels 0.026 0.008 3.155 0.004 0.102 0.264

Source: own study based on data from Eurostat (EU_Cereal_Balance—europa.eu (accessed on 18 October 2021) Pure biodiesels—https:
//ec.europa.eu/eurostat/web/energy/data/energy-balances (accessed on 18 October 2021).
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Linear models turned out to be the most fitted, except for in the case of the sown area
of total oilseed crops and oilseed rape and colza. For the total oilseed crops and for oilseed
rape and colza, these were quadratic trends (Table 4). These trends were characterised by a
very high coefficient of determination (R2 = 0.926), which may indicate that the used model
is correct.

Table 4. Quadratic trend models for total oilseed crops and oilseed rape and colza area and their statistical characteristics.

Specification

b1 Parameter Characteristic b2 Parameter Characteristic
Error

Variance

Adjusted
R-SquaredEstimate

Stan.
Error

Estimate
Stan.
Error

t-Stat.
p-

Value

Total
oilseeds 0.507 0.054 9.467 0.000 −0.016 0.002 −6.296 0.000 0.108 0.926

Rape and
turnip rape 0.490 0.065 7.518 0.000 −0.018 0.003 −5.995 0.000 0.159 0.817

Source: own study based on data from Eurostat (EU_Cereal_Balance—europa.eu (accessed on 18 October 2021); Pure biodiesels—
https://ec.europa.eu/eurostat/web/energy/data/energy-balances (accessed on 18 October 2021).

3. Materials and Methods

The analyses in Section 2.4 show that the implementation of the EU biofuel policy
has contributed to a significant increase in oilseed sowing. In Poland, the average acreage
occupied by these crops in 2017–2019 was more than 58% higher than the 2004–2006 average
(Table 5). Hence, it was first necessary to identify the crop species that were abandoned in
favour of oilseed crops. To this end, statistical relations between the areas sown to oilseed
crops (Y1) and the areas taken up by other crops (xn) were evaluated. In the next stages, on
the basis of research conducted at the Institute of Plant Cultivation, Fertilisation and Soil
Science National Research Institute in Puławy (IUNG PIB), the Institute of Agricultural
and Food Economics National Research Institute in Warsaw (IERiGŻ PIB), literature on
the subject, and data from the Central Statistical Office, the following five factors were
identified and quantified, and it was on the basis of this that a synthetic assessment of the
economic benefits of increasing the area of oilseed crop cultivation in Poland was made:

• The sown area of oilseeds;
• The area of sown crops replaced by oilseeds;
• The direct surplus for the above-mentioned crops;
• The value of oilseeds as a forecrop in relation to the crops that were replaced;
• The profits of beekeeping;
• The possibilities of using by-products for feed purposes and thereby reducing protein

feed imports.

Table 5. Changes in the sown area of main crops in Poland in 2004–2019 (per thousand hectares).

Specification
Average

Difference
2004–2006 2017–2019

Wheat (winter) 1848.2 1972.8 124.6

Wheat (spring) 386.7 467.3 80.6

Barley(winter) 143.0 205.7 62.7

Triticale (winter) 1032.7 1137.2 104.5

Triticale (spring) 114.9 181.0 66.1

Maize for grain 353.5 624.1 270.6

Maize for feed 317.4 599.2 281.8
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Table 5. Cont.

Specification
Average

Difference
2004–2006 2017–2019

Rape and turnip rape
(winter) 534.6 846.6 312.0

Total 4731.0 6033.9 1302.9

Rye 1427.6 890.3 −537.3

Barley (spring) 972.9 762.4 −210.5

Cereal mixed for
grain (spring) 1412.6 861.8 −550.8

Potatoes 632.9 311.7 −321.2

Sugar beets 286.9 237.1 −49.8

Total 4732.9 3063.3 −1669.6
Source: Own study based on data from Eurostat (EU_Cereal_Balance—europa.eu (accessed on 18 October
2021) Pure biodiesels—https://ec.europa.eu/eurostat/web/energy/data/energy-balances (accessed on 18
October 2021).

4. Results and Discussion

4.1. Land Use Change

In the years 2004–2019, the sown area of oilseed crops in Poland increased from
564.8 thousand ha to 915.9 thousand ha. Rapeseed and winter oilseed rape accounted for
the largest share in the structure of these crops, from 85.2% in 2016 to 95.9% in 2013, with
the average for the whole period under study being 91.0% (Figure 2).

In the same period, the total sown area decreased from 11,285.4 thousand ha to
10,897.7 thousand ha. Apart from the decrease in the sown area, there were significant
changes in its structure. Apart from rapeseed and colza, maize, wheat, and triticale areas
increased to the greatest extent. These plant species were mainly introduced in place of
spring cereal mixtures, rye, potatoes, and spring barley (Table 5). Similar trends were
observed in most EU countries [100,109–111]. The main reason or this was the profitability
of production [96–98,100,112].

In order to illustrate these changes in relation to oilseed rape and colza seed, cause-
and-effect models were built and subjected to detailed verification, where the depen-
dent variable was the area sown with oilseed rape and colza seed, and the indepen-
dent variables were the areas of other crops, and these models were constructed using
the following procedure:

• The model was estimated with all of the independent variables and then statistically in-
significant and non-coincident variables were removed by a posteriori elimination method;

• The model was estimated using all of the independent variables as potential variables
using the stepwise regression algorithm (assuming that the variable left in the model
must be statistically significant at least at the level of p < 0.05) and following the rule
of coincidence;

• The model with independent variables negatively correlated with the dependent
variable was estimated, and then statistically insignificant and non-correlated variables
were removed by a posteriori elimination method;

• The model was estimated by using only independent variables as the potential vari-
ables for winter crops, which were negatively correlated with the dependent variables,
using the stepwise regression algorithm (assuming that the variable left in the model
must be statistically significant at least at the level of p < 0.05) and following the rule
of coincidence;

• The dependence model of the sown area of winter rape and colza (Y) and rye (X) was
estimated with the use of an additional artificial zero-one variable (with value 1 for
the periods when the variable Y had significantly lower values than those resulting
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from the linear model; and 0—in the remaining periods). Both variables in the model
were statistically significant at the p < 0.0001 level.

The obtained econometric models, whose parameters were estimated with the use
of the Classic Least Squares Method, were subjected to further verification to assess their
quality and the validity of their specification (e.g., tests of non-linearity, RESET specification,
stability of QUSUM parameters, distribution of residuals). Finally, the selected models
were characterised by the best values of the corrected coefficient of determination and
the Akaike information index. No significant residual autocorrelation was found in the
approximated models (LM test for autocorrelation of order 1). Due to a small number of
observations, testing integration and the cointegration of the examined time series was
abandoned. The only variable fulfilling these conditions was the winter rye sown area. The
trend of decreasing the share of this crop in the sowing structure has persisted since the
second half of the 1960s. Between 1965 and 2015 in Poland, the share of rye in the cereal
sowing structure decreased from 52.8% to 9.7%. Initially, its place was taken by wheat and
rye, and since 2004, its share has also been replaced by oilseed rape [113]. The introduction
of oilseed rape to crops was regionally differentiated and depended on the share of good
soil and the structural area of farms [114]. Stable oilseed rape yields can only be obtained
in good and very good soils, which constitute about 50% of the arable land in Poland.
Moreover, only larger farms can apply the correct technology needed for the production
of the seeds of this plant. At present, over 70% of rape crops are grown in farm with over
50 ha of arable land.

4.2. Revenues of Operations

As a principle, the activities of agricultural producers aim to obtain the highest possible
income from their activities. This is true outside of Poland as well, with the key factor
being based on which farmers made decisions to increase the production of winter oilseed
rape and colza due to its higher profitability in relation to most cereal crops, especially
winter ones [96–98,100,101,112]. Table 6 compares the average incomes obtained from the
production of winter oilseed rape and rapeseed as well as rye, triticale, and winter wheat
in 2013–2019. These values were determined within the framework of the AGROKOSZTY
and Polish FADN agricultural product data collection system conducted at the Institute of
Agricultural Economics and Food Economics—National Research Institute in Warsaw, in
cooperation with agricultural advisory centres. Over the entirety of the analysed period,
the income obtained from the production of winter oilseed rape and colza was significantly
higher than that of winter rye (by 59.7%) and triticale (by 29.4%) and was comparable to
winter wheat [96–99,115,116].

Table 6. Income from production of winter rape and colza, rye, triticale, and wheat in 2013–2019
(PLN/ha).

Specification 2013 2014 2015 2016 2017 2018 2019
Average

2013–2019

Rape and
turnip rape

(winter)
2147 2225 2077 1508 1793 1918 2050 1960

Wheat (winter) 2177 2247 1982 1409 1945 1975 1739 1925

Rye (winter) 1273 1480 1252 1186 1446 1166 1137 1227

Triticale
(winter) 1624 1724 1387 1411 1568 1452 1427 1513

Source: Own study on the basis of statistic belongings to the Institute of Agricultural and Food Economics—
National Research Institute in Warsaw, Poland.

4.3. Pre-Crop Value

Apart from the financial benefits, oilseed rape cultivation is distinguished by a whole
range of other favourable characteristics that are important for farms. The most important
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of these is its value as a forecrop, especially on farms specialising in cereal production. The
cultivation of oilseed rape enables the effective interruption of the natural development
cycle of cereal plant diseases and prevents the spread of weeds and pests. This makes the
management of successive cereal crops easier, which helps to increase yields and reduce
cultivation costs [100,101,103]. In addition, soil cover for 11 months of the year and a deep
and extensive root system counteract erosion, improve soil aeration, and reduce nitrate
leaching. The large amounts of biomass produced by oilseed rape both above and below
the soil surface also contribute to the build-up of fertile humus [102].

In Poland, oilseed rape is mainly grown in simplified crop rotations (3-field rotations)
after cereals, and it is most often the only crop that interrupts the succession of cereals. If
oilseed rape is excluded from crop rotation, its place will be taken by cereals with greater
economic value, mainly winter wheat, and that can be grown in weaker soils—triticale or
rye. This situation will cause a deterioration in the value of the site for cereal cultivation
and will generally result in lower yields. It is assumed that wheat yields are 15–20% higher
in the stand after rape compared to pre-crops. Many years of research indicate that a
negative stand for cereal cultivation cannot be fully compensated by increased fertilisation
or higher doses of plant protection products [117]. The effect of lower yield of cereals under
the conditions of the increased cereal shares in the sowing structure should be associated
with the deterioration of phytosanitary conditions (increased intensity of diseases of the
stem base and root system), weed infestation in the field (including possible compensation
of noxious weeds), and the accumulation of toxic phenolic compounds in the soil [99–104].

The expanding cultivation area is also a factor stimulating the yield level of wheat,
which both in Poland and in the world is traditionally sown in the position after rape [118].
The important significance of oilseed rape as a forecrop for cereals also results from its
favourable effect on the soil environment under cultivation conditions, especially in terms
of long monoculture sequences of monocotyledonous vegetation [119]. The attractiveness
of winter oilseed rape as a forecrop is not only due to the rapid decomposition of crop
residues (narrow C:N ratio) but is also due to their biofumigant effects [120]. Manfred
Schoepe [96] estimated the value of a post-rape stand at 130 EUR/ha. In the presented
paper, these values for wheat, triticale, and rye were set being equivalent to 11% of the
yield (Table 7). Such an assumption was based on the results of research conducted in
IUNG PIB [102,117,121,122] and in the literature [96,100,101,103,104].

Table 7. Average yields and prices of grain wheat, triticale, rye, and pre-crop value after rape in
2013–2019.

Specification
Yield

Mg/ha

Prices Pre-Crop Value

PLN/Mg EUR/Mg PLN EUR

Wheat
(winter) 6.3 654.2 149.7 453.4 103.7

Rye (winter) 3.5 530.3 121.4 204.2 46.7

Triticale
(winter) 4.8 534.4 122.3 282.2 64.6

Source: Own study on the basis of statistic belongings of Institute of Agricultural and Food Economics—National
Research Institute in Warsaw, Poland.

4.4. Profits from Beekeeping

Beekeeping is a very important part of the bioeconomy. However, the literature is
dominated by studies on the ecosystem services provided by pollinators. According to
estimates made by Launtenbach and associates [123], the global value of pollinator services
in 2009 was EUR 265 billion. In Europe, the largest benefits were obtained in Italy, Greece,
Spain, France, the UK, Germany, the Netherlands, Switzerland, Austria, Poland, Romania,
and Hungary. The latest published estimates on the value of the ecosystem service provided
to the human economy by pollinators, mainly by honeybees, puts this work at between
USD 235 and 577 billion. These values may vary depending on the assessment method used
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and the inflation levels that are assumed. It is worth noting that successive evaluations of
pollination benefits to the food economy become higher and higher [124,125]. In Poland,
the economic value of bees as pollinators of crop plants alone was estimated to be around
EUR 2.0 billion in 2015 [126].

Agriculture, however, mainly through so-called melliferous plants, can contribute to
the development of apiary management. The beekeeping value of a given plant species is
mainly determined by the time and abundance of flowering as well as by the abundance
of nectar and pollen. Winter oilseed rape is an excellent source of honey in the first two
decades of May and is classified as a commodity crop, i.e., one from which significant
quantities of honey can be obtained. The flowering period of oilseed rape lasts, depend-
ing on weather conditions, from 15 to 20 days, during which flowering plants provide
insects with approximately 90–120 kg of sugars and 115–160 kg of pollen from 1 hectare of
crops [127–129]. The high beekeeping value of oilseed rape is evidenced by the intensity of
its flight by pollinating insects, reaching up to 5–6 individuals per 1 m2 of the flowering
canopy in the peak insect flight hours in good weather, among which the honeybee consti-
tutes approximately 90% of all of the insects found on flowers [130]. The value of net profit
of beekeeping (the calculation as food fields for apiculture) from one hectare of oilseed rape
cultivation was determined on the basis of research conducted at the Apiculture Division
in Pulawy of to The National Institute of Horticultural Research, at the level of 55 EUR/ha.
This amount is similar to that estimated by the Institute for Economic Research at the
University Munich [96].

5. Conclusions

In Poland, rapeseed production has been the fastest growing branch of plant produc-
tion since the year 2000. Rapeseed yields have increased 2.5 times in the last 20 years.
The main reason for this trend was the implementation of obligations resulting from legal
acts by Member States relating to increasing the share of RES in the structure of primary
energy production and to the share of biofuels in fuels used in transport in particular. In
the White Paper, which was entitled “Energy for the Future: renewable sources of energy”,
prepared by the European Commission in 1997, it was indicated that the fulfilment of these
intentions would take place through the increased production of first-generation biofuels,
mainly biodiesel produced from rapeseed.

In Poland, in the years 2010–2020, about 1.0–1.6 million tons of rapeseed was used
for this purpose annually. Such utilization had an impact on the increase in agricultural
incomes, contributed to the decrease in income disparity, and increased the chances of
gaining equal—with respect to urban residents—access to goods and services. Moreover,
an increase in the demand for agricultural raw materials for biofuel production created an
opportunity to abolish the demand barrier that hampers the development of agriculture.
Another important benefit connected to the development of the liquid biofuel sector is
the processing of oilseed, thanks to which the country obtains considerable quantities of
high-protein post-extraction meal, which is an important component of feedstuffs. This
makes it possible to limit imports of high-protein feedstuffs, mainly soya meal, including
that produced from genetically modified seeds.

Due to the fact that biofuel production competes for raw materials with the food
economy, at the end of the first decade of the 21st century, many called for withdrawal
from the policy supporting the biofuel sector. Its implementation was to lead, inter alia, to
changes in land use, mainly in the reduction of the area comprising forests and land with
natural values. The research conducted here shows that in Poland in the period 2000–2020,
the opposite trend occurred. The area of forest land increased from 9.1 to 9.6 million
hectares, including increases in the area taken up by forests from 8.9 to 9.3 million hectares,
and the sown area decreased from 12.4 to 10.8 million hectares despite a significant increase
in rape sowing from 437 to 864 thousand hectares. The introduction of changes in the
present EU biofuel policy may result in a significant reduction in the area where oilseed
rape is sown and thus in a reduction in the income generated from its production.
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Taking into account the factors determining the cultivation of oilseed rape: soil quality,
the share in the sowing structure of farms, the area structure of farms, and regionalisation
related to the risk of crop freezing, it can be assumed that the growth and production of
oilseed rape will be abandoned first by farms that produce the crop on land that is less
suitable for oilseed rape production, e.g., medium soils (complex 5) and some good soils
(complexes 8, 11), as well as smaller farms. Only in good and very good soils, which in
Poland constitute around 50%, and on larger farms (over 50 ha) can a smaller reduction
in rape growing area be expected. Rape will be replaced in the sowing structure by
rye, triticale, and, in good soils, wheat. Compared to oilseed rape, their production is
characterised by lower income per hectare; in 2013–2019 these differences amounted to
EUR 8 for wheat, EUR 102.3 for triticale, and EUR 168 for rye.

The expanding area of rape cultivation is a factor stimulating the yield level of other
plants, mainly wheat, which both in Poland and worldwide is traditionally sown in the
position after rape. The significant importance of oilseed rape as a forecrop for cereal crops
results from its favourable impact on the soil environment in terms of cultivation conditions
and long monoculture sequences of monocotyledonous vegetation. At present, oilseed
rape is mainly grown in simplified rotations (3-field) after cereals, and it is usually the only
plant that is able to interpret the succession of cereals. If oilseed rape is removed from the
rotation, cereals will take its place. This situation will cause the value of the growing area
used to grow cereals to decrease and thus a decrease in the yield of those cereals. On the
basis of the conducted research, the estimated value of oilseed rape as a fore crop for wheat,
triticale, and rye was EUR 103.7, 64.6, and 46.7, respectively. An additional advantage of
oilseed rape is that it is an excellent bee resource and is classified as a commodity crop, i.e.,
one from which significant amounts of honey can be obtained, with a net value of EUR
55 per hectare.

In addition, in many agricultural holdings, as a result of the forecasted changes in
crop production, there will be an accumulation in field work during the harvest period,
which will also affect the worse use of machinery and storage areas. The consequence
of increasing the acreage of cereal cultivation and its supply may be worse production
profitability and thus the income situation of farms, but this will be assessed at the next
stage of research.
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Abstract: The production of lignocellulose biomass on dedicated plantations is an option that
facilitates the implementation of sustainable development policy. The novelty of this type of research
is that it involves the use of various types of methods—economic and legal analyses within a particular
subject. This makes it possible to obtain a holistic view of the chosen case study. The purpose of
this study was to determine whether setting up a Short Rotation Coppice (SRC) plantation of willow
(Salix spp.) and poplar (Populus spp.) was economically profitable and if the legal regulations
supported this type of production. The economic data are based on an experimental case study.
The economic profitability of the plantations was assessed through an analysis of discounted cash
flows, net present value (NPV), internal rate of return (IRR), and profitability index (PI). The legal
analysis of the relevant EU and Polish legal solutions was based on a dogmatic approach. The
study demonstrated that SRC cultivation was mostly hindered by economic factors, including the
low selling price of biomass as an energy resource and the high costs of harvest. Meanwhile, in
the analysed period, i.e., from 2015 to 2020, there were no additional legal or economic forms of
support for this type of production that was addressed directly to lignocellulose biomass producers,
with the exception of the standard support under the Common Agricultural Policy framework. The
results of this study provide information for decisionmakers about the opportunities and challenges
experienced during the development of SRC plantations.

Keywords: short rotation coppice of willow/poplar; marginal land use; agricultural law; agricultural
policy; economic profitability

1. Introduction

Willow and poplar are grown for biomass in both European countries (including
Poland, Lithuania and Germany) and in the United States of America and Canada. The
biomass resulting from short rotation coppice plants can be used for the cogeneration of
renewable energy or for the manufacture of bioproducts. The generation of energy from
SRC is efficient, and SRC plantations improve the diversity of production and soil use [1,2].
The costs of biomass production on SRC plantations compared to the cost of acquiring
waste and by-products from forest production are high, which necessitates support for this
type of production both while setting up a plantation and during the SRC cultivation cycle.
Energy production from biomass (e.g., by its incineration) is an element of a changing
strategy that is directed towards energy generation from renewable sources, including
biomass [3]. In Poland, the main obstacle to the replacement of fossil fuels, mainly hard
coal, in commercial energy generation is the relatively high cost of SRC biomass production.
For this reason, although biomass contains less compounds that are harmful to human
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health and the environment, it has not become as popular as it might appear in the adopted
strategies. An example is the recently made decision to build a heat and power plant fired
with coal and then with natural gas rather than using renewable energy sources, such as
biomass or alternative fuels, i.e., RDF. The production of SRC biomass as a raw material for
the generation of energy needs to be supported at both stages: the generation of electric
power and biomass cultivation. The generation of electricity has been supported by various
kinds of subsidies, e.g., direct payments to energy producers, redeemed certificates, or by
maintaining regulated prices for electric power and the obligation to receive the electricity
generated from RES. Conversely, between 2015 and 2020, the production of SRC biomass
was only subsidised by the state to a small extent, even though in previous years, the state
had directly supported the production of energy crops and the establishment of energy
crop plantations [4].

In terms of simplified accounting, the generation of energy from renewable energy
sources (RES) is more expensive than producing it from conventional fuels. However,
environmental changes and the growing social awareness of these changes and causes
necessitate a change in our attitude towards this problem. An aware consumer prefers to
buy products that have been made sustainably. The strategies that are being developed
nowadays show the need to shift towards a closed-loop economy. Changes in legal reg-
ulations also proceed in this direction. A closed-loop economy and consumer attitudes
can be supported by the generation of renewable energies from lignocellulose biomass
grown in the SRC system. For years, energy crops have been the subject of interest among
farmers and authorities. SRC plants are characterised by the rapid production of biomass,
low fertiliser and herbicide consumption, and high elasticity of production management.
Furthermore, SRCs ensure benefits to the environment compared to the crops they compete
with and the move towards RES. However, the combination of high production costs and
uncertain policies as well as the prices of the products discourage farmers from growing
SRC plants. As of today, not many political instruments have been implemented to help in-
crease the production of biomass in this systemin EU countries. Some examples of support
solutions in the EU can be found in Germany and Lithuania, although it has been indicated
that these solutions have not been very successful in these two countries [5].

The area under SRC plantations in Poland did not increase in the period of 2015–2020.
The situation was similar in other EU countries. This is worrying because biomass, includ-
ing SRC, can provide a source of renewable energy for fuel industry as well as for power
generation and bioeconomy. Significant factors are at play here: the relatively high costs of
starting a plantation, the long time needed to recover inputs, the immature market, and
low profitability compared traditional crops and the lack of contract farming that would
ensure the profitability of production over a time horizon corresponding to the longevity
of a plantation (20–25 years). Considering the above as well as the fact that biomass in
Poland is expected to become a major RES in 2030, a more effective support system for
biomass production is needed. If the social and economic goal is to increase the volumes
of produced biomass, then greater financial support is necessary, not only subsidies to
energy generation, but also direct support to SRC plantations. Support does not only have
to rely on subsidies but also on reducing legal barriers to starting manufacturing activi-
ties, e.g., establishing the precise legal requirements of such activity, including obtaining
environmental assessments or the certification of leading production [6].

This article demonstrates the influence of support on the economic profitability of
biomass production in the SRC system and suggests some legal solutions that may help
SRC development. The novelty of the current research is that it involves various types of
approaches—both economic and legal—from an environmental point of view. This makes
it possible to obtain a holistic view of the chosen case study. Hence, this paper contains
an analysis of the production costs of biomass that can be used as a feedstock for energy
generation. It is followed by an analysis of different support mechanisms for SRC biomass
production. It is worth underlining that biomass production is a link in the supply chain
that is involved in the generation of energy from renewable sources. Thus, the costs of
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biomass production will have a direct impact on its use in a circular bioeconomy. The
analysis is limited to an evaluation of the profitability of biomass production and the effect
of its potential support mechanisms on biomass production. The analyses indicate how
to account for the economic support for biomass production from the perspective of the
EU’s support for manufacturing activities. Research conducted in Poland has confirmed
that society is convinced of the generation of energy from renewable sources as a means
to increase environmental protection and to strengthen energy security. However, the
production costs, particularly those related to the construction of infrastructure or to
the distribution to the end-user, pose a significant barrier. Among the above-mentioned
methods of reducing these costs, reducing the tax burden for renewable energy producers
is also postulated [6].

This study aimed to determine whether setting up an SRC plantation of willow
(Salix spp.) and poplar (Populus spp.) was economically profitable and if the legal regula-
tions supported this type of production. The economic data are based on an experimental
case study. The economic profitability of the plantations was assessed through an analysis
of discounted cash flows, net present value, internal rate of return, and a profitability index.

2. Materials and Methods

2.1. Field Experiment

The analysis was based on two species of energy crops grown in an SRC system,
i.e., willow and poplar. The data used for an economic evaluation of willowand poplar
cultivation originated from a field experiment situated in north-eastern Poland (53◦59′ N,
21◦04′ E) and had been set up on a poor soil field owned by the University of Warmia
and Mazury in Olsztyn. Details of the soil properties, weather conditions, design, and
performance of the experiment as well as an economic assessment of the production were
presented in [7,8]. Two of the most popular SRC species were taken for the analysis: willow
(Salix viminalis, Żubr variety) and poplar (Populusnigra x P. Maximowiczii Henry cv. Max-5),
both of which were grown under two fertilisation regimes. The first option was the control
option, which was denoted with the letter C, in which no fertilisation was applied. The
second option consisted of mineral fertilisation, which was applied in the second year after
the plantation had been started and in each subsequent year after harvest. Both species were
grown at a density of 11.11 thousand pieces per ha−1. The cost breakdown took account
the following treatments into account: winter ploughing, disking (2×), harrowing (2×),
marking planting spots, manual planting, mechanical weeding (3×), mineral fertilisation,
harvesting, field and road transport, and liquidation of the plantation. The data regarding
the costs of harvest and transport were estimated based on earlier studies conducted on
a commodity plantation [8,9]. Details of the analysed production technology and the
equipment used in the field and other operations are presented in [8].

2.2. Economic Analysis
2.2.1. The Cost of Cultivation

The analysis of the economic efficiency of the cultivation and production of chips from
two SRC species was based on the yield of the biomass dry matter obtained in the first four-
year cycle of the cultivation system. The total direct costs that were incurred were divided
between stages. The first stage was the establishment of the plantation, the second was
its exploitation, and the third stage consisted of the liquidation of the plantation (Table 1).
The values of the fresh chips of the analysed SRC species were assessed according to the
market price during the analysed period (EUR 5.24 GJ−1). Consequently, the monetary
value of the chips was calculated based on the calorific value of fresh the SRC wood chips
obtained from the soil fertilisation variants and the price of 1 GJ energy they contained.
Both the income and costs were converted to 2020 values using the inflation rate. However,
the tax was calculated in accordance with the binding taxation rate in 2020. The prices of
the purchased materials and selling prices of the chips determined as of 2013 can be found
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in [6]. These prices were then converted to 2020 values using the inflation rates and were
then expressed in euros based on the average currency rate in 2020.

Table 1. Data on SCR production and costs used for analyses in 2020.

Item Unit Value

Plantation life span Years 20.00
Harvest cycle Years 4.00

Number of harvests - 5.00
Planting density cuttings ha−1 11.11

Interest rate % 5.00
Price of chips EUR GJ−1 5.24

Single area payment EUR ha−1 96.52
Payment for greening EUR ha−1 71.24

Additional (redistribution) payment EUR ha−1 40.04
Payment for young farmers EUR ha−1 56.45

Area with natural constraints, sphere I EUR ha−1 39.37
N fertiliser EUR kg−1 0.96
P fertiliser EUR kg−1 0.84
K fertiliser EUR kg−1 0.65
Cuttings EUR ha−1 436.39 a; 1163.71 b

Workforce EUR ha−1 6.08
Application of lignin EUR ha−1 93.66

Ploughing EUR ha−1 64.51
Disking EUR ha−1 56.63

Harrowing EUR ha−1 40.84
Marking planting spots EUR ha−1 81.98

Manual planting EUR ha−1 134.98
Mechanical weeding EUR ha−1 103.10
Mineral fertilisation EUR ha−1 59.61

Land tax EUR ha−1 24.88
Liquidation of plantation EUR ha−1 295.20

Harvesting EUR t−1 d.m. 26.19 a; 29.30 b
Field transport EUR t−1 d.m. 11.45 a; 12.83 b

a for willow; b for poplar.

2.2.2. Profitability Calculation

The economic analysis comprised the following steps: An analysis of discounted cash
flows was carried out to determine the discounted payback period (DPBP) for setting up,
cultivating, and then terminating the plantation of both SRC species in all of the fertilisation
regimes. In the discounted cash flow method, the approach of changing the value of
money over time was used. All future cash flows were estimated and discounted by the
discount rate in order to determine their present value. Annual cash flows were identified
as the difference between the annual income and annual cost, and the value that was thus
calculated was discounted for each year. To compare the profitability of SRC production
in the analysed variants, the net present value (NPV), internal rate of return (IRR), and
the profitability index (PI) were determined. A similar approach can be found in Hauk,
S.; Knoke T.; and Wittkopf S. [10] and in Stolarski, M.J. [9]. In addition, the revenue was
determined as an NPV annual annuity. The model assumptions enabled a comparative
analysis of the production costs and production profitability through the use of the net
present value and annuity methods. The discount rate taken for all calculations was 5%.
The costs and revenues from the SRC plantations were spread over the entire cultivation
period. To compare the results obtained from SRC with the results achieved from the
annual plant cultivation, the net present value (NPV) approach was assumed, similar to
other studies [11–13] in which the costs and incomes were converted to annual flows. The
analysis was supported by the Invest for Excel 3.9 software programme.
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In addition, the calculated revenue values from the production of willow and polar
were corrected by the adding values of the payments to their production in the following
scenarios. The first scenario, denoted as (I), did not include any direct area payments offered
to farmers under the Common Agricultural Policy, production subsidies, or costs of land
purchase. The second scenario, denoted as (II), included a single area payment as well as
payments for agricultural practices, creating climate and environmental benefits (so-called
payment for greening, i.e., EFA—ecological focus area) and additional (redistribution)
payments. The third scenario, denoted as (III), also contained (apart from the payments
mentioned in scenario II) payments for young farmers and payments to areas with natural
constraints (ANC) allocated to sphere I, representing areas with natural constraints.

As part of the research, a one-way sensitivity analysis was performed. The impact
of changing two independent variables (the discount rate and revenue) on the dependent
variable (the NPV value) in all of the analysed scenarios was examined. The scope of the
analysed independent variables ranged from −20% to +20%.

2.3. Methodology of Legal Research

The basic methods used in the scope of the legal analyses included the dogmatic
legal method and the comparative method. The former takes the results of the linguistic
(grammatical), systemic, and teleological interpretation into consideration. It was applied
to analyse the legal acts relevant to the research problem. The linguistic interpretation was
mostly carried out in respect to regulations introducing programmes involved in payment
distribution under the Common Agricultural Policy (CAP). The EU regulations were a
component of the legal systems of the Member States and only partially required additional
implementation. The outcome of the analysis supported by the dogmatic method served as
a starting point for the next stage of the research, where the legal comparative method was
employed. Additionally, the historical legal method was used because many programmes
connected to EU payments were implemented for specific periods of time. Using the
historical method enabled an evaluation of the consequences in terms of the motivation to
achieve the objectives defined by the EU with respect to lignocellulose biomass production.

3. Results and Discussion

3.1. The Legal Ground of the CAP in the EU Law

The origin of the Common Agricultural Policy is thought to be as early as the mo-
ment that the Treaties of Rome were signed. The basis for the implementation of the
contemporary CAP is Article 38 and subsequent articles of the consolidated version of
the Treaty on the Functioning of the European Union (Official Journal C 326, 26/10/2012
P. 0001–0390). The objectives of the CAP are (a) to increase agricultural productivity by
promoting technical progress and by ensuring the rational development of agricultural
production and the optimum utilisation of the factors of production, in particular, labour;
(b) to ensure a fair standard of living for the agricultural community, particularly by in-
creasing the individual earnings of people engaged in agriculture; (c) to stabilise markets;
(d) to assure the availability of supplies; and (e) to ensure that supplies reach consumers
at reasonable prices. These purposes, listed in Art. 39 of the TFEU, are not the only ones
associated with the CAP. Other regulations envisage include supporting high employment
levels (Art. 9) and protecting the natural environment in order to support sustainable
development (Art. 11). Importantly, not all of these goals have to be pursued at the same
time. Currently, it becomes increasingly more evident that the focus of the strategies
adopted in the EU lies in sustainable development. Support for energy crop production
should be viewed in the context of implementing the EU’s Common Agricultural Policy for
2015–2020. The principles of the CAP were regulated in Regulation (EU) No 1307/2013 of
the European Parliament and of the Council of 17 December 2013, which established rules
for direct payments to farmers under support schemes within the framework of the Com-
mon Agricultural Policy and repealing Council Regulation (EC) No 637/2008 and Council
Regulation (EC) No 73/2009 (Official Journal of the European Union L 2013.347.608). An
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example of the implementation of this regulation is the direct payment scheme and the
single area payment scheme; the question of national ceilings; definition of ‘the active
farmer’; granting the rights to the Member States to make payments in amounts of less
than EUR 100 or to an agricultural holding with an eligible area of less than 1 ha; or the
reduction of payments. A more detailed interpretation of the above regulation was made
by the Commission of the European Union, who delegated this task in the mentioned
regulation and published it in the Commission Delegated Regulation (EU) No 639/2014
of 11 March 2014, supplementing Regulation (EU) No 1307/2013 of the European Parlia-
ment and of the Council, establishing rules for direct payments to farmers under support
schemes within the framework of the common agricultural policy and amending Annex
X to that Regulation (Official Journal of the European Union L 2014.181.1). This legal
act brought to force regulations supplementing some of the provisions of the Regulation
EU No 1307/2013 other than significant ones, including(a) general provisions on direct
payments, (b) the basic payment system, (c) single area payment systems, (d) payments
for farmers implementing agricultural practices beneficial for the climate and the natural
environment; (e) payments for young farmers starting their agricultural activity; (f) vol-
untary production-coupled support; (g) crop-specific support for cotton cultivation; and
(h) notification obligations of the Member States. Further details of the above regulation
consisted in the issuing, in line with Regulation No 1307/2013, of the regulations of the EU
Commission. Among these documents, something that is noteworthy is the Commission
Implementing Regulation (EU) No 641/2014 of 16 June 2014, which lays down rules for
the application of Regulation (EU) No 1307/2013 of the European Parliament and for the
Council establishing rules for direct payments to farmers under support schemes within the
framework of the Common Agricultural Policy (Official Journal of the EU L 2014.181.74). It
specifies such issues as (a) general provisions on direct payments; (b) the basic payment
scheme; (c) the payment for farmers implementing agricultural practices beneficial for
the climate and the environment; (d) voluntary production coupled support; (e) the crop-
specific payment for cotton; and (f) obligations for the Member States to make notifications.
With respect to the funding of the CAP, significant problems are governed by Regulation
(EU) No1306/2013 of the European Parliament and of the Council of 17 December 2013
on the financing, management, and monitoring of the common agricultural policy and
repealing Council Regulations (EEC) No352/78, (EC) No165/94, (EC) No2799/98, (EC)
No814/2000, (EC) No1290/2005, and (EC) No485/2008 (Official Journal of the European
Union L 2013.347.549). This regulation specifies the following issues: (a) the financing of
the expenses under the Common Agricultural Policy (CAP), including funds allocated to
the development of rural areas; (b) the agricultural advisory system; (c) the management
and quality systems to be instituted by the Member States; (d) the cross-compliance sys-
tem; and (e) the clearing of accounts. Control matters are specified in the Commission
Delegated Regulation (EU) No 640/2014, of 11 March 2014, supplementing Regulation
(EU) No 1306/2013 of the European Parliament and of the Council with regard to the
integrated administration and control system and conditions for refusal or the withdrawal
of payments and administrative penalties applicable to direct payments, rural development
support, and cross-compliance (Official Journal of the EU L 2014.181.48).

3.2. The CAP Pillars

Under the CAP, financing rests on direct payments (first pillar); funds allocated to
the development of rural areas in the CAP; and additional means for the development of
rural areas under the framework of the Next Generation EU (a temporary instrument to
help repair damage caused by COVID) (second pillar). The direct payment mechanisms
were altered by abandoning the idea of ‘decoupling payments and production’ in favour
of ‘targeting’ payments, which has led to a system of seven functional payments, each
corresponding to a specific goal: (1) a basic payment per hectare, the level of which should
be harmonised in accordance with national or regional economic and administrative cri-
teria and that is to undergo the process of convergence (so-called internal convergence);
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(2) payments for greening in the form of an additional support dedicated to compensating
the costs of producing environmental benefits that are not paid for by the market; (3) addi-
tional payments for young farmers; (4) ‘redistributive payments’, which enable increasing
the support allocated to the first hectares on a farm; (5) additional aid to incomes earned
in areas with natural constraints; (6) production-coupled payments to specific areas or
branches of agricultural production; (7) a voluntary simplified system for small farms that
receive less than EUR 1250 in payments a year. The first three components are mandatory
for the EU Member States, while the other four components are elective. The Member
States must allocate 30% of their national direct payment funds to greening payments.
The remaining 70% are allocated to direct payments, having deducted all sums for obliga-
tory national reserves (obligatory, up to 3% of the national envelope) and for additional
redistributive payments (up to 30%), payments for young farmers (to 2%), payments to
areas with natural constraints (to 5%), and production-coupled payments (to 15%). New
payments to 1 ha will only be awarded to active farmers. Moreover, since 2019, they have
been subject to partial convergence (external convergence) between the Member States.
The basic payment system will receive approximately 70% of each Member State’s budget
for direct payments.

Regarding ‘internal convergence’, the Member States who maintained the payments
established on historical references for payment entitlements in 2013 were told that they
must gradually shift towards more uniform amounts of payments per ha. To this aim, these
states can choose from a few options: they can adopt a national or regional approach, which
will enable them to achieve a national or regional flat-rate level until 2019, or they must
ensure that the farms receiving less than 90% of the country’s national or regional payment
will gradually receive increasing payments on the condition that every farmer will receive
a payment that corresponds to at least 60% of the national or regional average payment
no later than in 2019. The sums paid to farmers receiving payments below the regional or
national average are proportionally corrected, and the Member States are allowed to reduce
possible ‘losses’ in support to 30%. The Member States will also have the right to award
a redistributive payment, i.e., for the first 30 ha or for an area corresponding to the area
of an average farm in the country provided that it is no more than 30 ha at most. Another
possibility the application of a maximum payment per ha. In addition, Member States
are allowed to provide payments to young farmers (less than 40 years of age) who have
commenced agricultural activity in the past five years. The young farmer payment system
is mandatory for all Member States.

Another mandatory solution is the greening payment system. A farm can receive an
additional payment per ha for using agricultural practices that are beneficial for the climate
and nature. The Member States are obliged to allocate 30% of the national envelope to this
payment. The three measures envisaged under this umbrella are (a) the diversification of
crops: a farmer must grow two main crops if he has more than 10 ha of arable land and
three crops if he has more than 30 ha of arable land; the main crop may cover no more than
75% of the arable land, and the two main crops may cover no more than 95% of the arable
land; (b) a farmer must maintain permanent grassland; and (c) a farmer must maintain ‘an
ecological focus area’ covering at least 5% of the arable land of a farm that is more than
15 ha of the arable land (excluding permanent grassland and perennial crops), for example,
the edges of fields, hedges, trees, fallow land, landscape features, biotopes, buffer strips,
afforested areas, or nitrogen-fixing crops. There will be severe penalty fees for failing to
abide by these ‘greening’ rules. In order to avoid punishing farmers who have already
implemented eco-friendly solutions, the regulation establishes a ‘green equivalency system’,
which affirms pro-environmental practices that are already in place and that are deemed to
meet these basic requirements. For instance, organic farmers are not obliged to meet any
additional requirements because their agricultural activity brings about evident ecological
benefits. The new regulation contains a list of practices considered to be equivalent.

In 2014, the Member States had to make fundamental choices in the face of a variety
of rules regulating the implementation of the new direct payment system and to create
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room to manoeuvre the system they were asked to work within. Most Member States,
except one (Germany), had the option of using coupled payments of highly varied rates.
Regarding greening payments, some Member States allowed farmers to meet some of
the requirements by using equivalent practices. With respect to the second pillar, the
Commission approved 118 rural area development programmes. Twenty Member States
decided to implement just one national programme, while eight opted for more than
one programme (which, for example, allows them to take better account of the country’s
geographical or administrative structure).

As the legislative procedures concerning the CAP reform after 2020 had not been
completed by 1 January 2021, the co-legislators passed Regulation (EU) 2020/2220 of
the European Parliament and the Council of 23 December 2020, extending the currently
binding regulations by two years (until 31 December 2022). The European Union’s policy
concerning the development of rural areas was established as the second pillar of the CAP
during the Agenda 2000 reform. It was co-financed by the European Agricultural Fund
for Rural Development (EAFRD) and by regional or national funds. The Commission
determined the three overriding priorities in the rural development policy: increased
agricultural competitiveness; ensuring the sustainable management of natural resources;
and counteracting climate change by attaining the balanced territorial development of rural
economies and communities as well as creating and maintaining jobs.

These three principal goals were reflected in the six priorities of the EU regarding
the policy for the development of rural areas in 2014–2020: supporting the transfer of
knowledge in agriculture and forestry; improved competitiveness of all branches of the
agricultural economy and improved economic viability of farms; promoting food chain
organisation and risk management in agriculture; restoring, protecting, and supporting
ecosystems dependent on agriculture and forestry; promoting resource efficiency and
supporting the conversion to low-carbon economy resistant to climate change in the agri-
cultural, food, and forestry sectors; supporting social inclusion, poverty reduction, and
economic growth in rural areas. Lowering production costs by changing (simplifying)
technologies or obtaining additional public subsidies is also noted in other areas of re-
search [14,15].

The rural development policy was implemented on the basis of programmes prepared
by the Member States (or their regions) for the development of rural areas. Under these
programmes, which cover several years, individualised strategies are executed, which
respond to specific needs of the Member States (or regions) and that account for at least four
of the six priorities mentioned above. These programmes rest on several financial means
and have been selected from the set of EU funds, which are laid out in greater detail in the
Regulation on the support of the development of rural areas (EU Regulation No 1305/2013)
and co-financed from AEFRD funds (cf. see below for more specific data). The level of
co-funding varies depending on the region and on the funds it engages. The programmes
must be approved by the European Commission, and they must contain a financial plan as
well as a set of indicators to evaluate the results. In the current programme perspective (for
years 2014–2020), special focus is placed on coordination between the EAFRD and other EU
structural and investment funds, such as funds dedicated to the cohesion policy (Cohesion
Fund, European Regional Development Fund ERDF, and European Social Fund ESF) and
the European Maritime, Fisheries, and Aquaculture Fund, EMFFA.

3.3. Proposed Directions in the Development of the CAP

The European Commission has formulated some proposals for new legal regulations
concerning the CAP after 2021. Examples include the European Green Deal, proposed in
November 2019, and the field-to-table strategy as well as the EU strategy for biodiversity
2030, issued by the Commission in May 2020. They all attest to the increasingly broader
scope of issues related to agriculture and food. Furthermore, in the context of market
opening and globalisation, Article 207 of the TFEU determined new guidelines for the
common commercial policy of the EU, which will now be more applicable to the trade of
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agricultural products. The key assumptions of the EU’s new agricultural policy are that
(1) the focus on climate and environment are stronger than before; (2) the annual report
of a Member State is based on achieved results rather than on compliance with the EU
regulations; (3) the first pillar to be included in the programme; (4) changes in the so-called
green architecture; (5) new options of sector interventions (promoting team activities from
the first pillar; and(6) strengthening the role of technological progress and innovativeness,
including the growing role of knowledge extension and science. Of the regulations binding
to this day, the European Commission wishes to maintain the reduction in the share of
the second pillar; create further though smaller reductions in the differences in direct
payments; establish a simplified area payment system; make redistributive payments
targeting small and medium farms; and make coupled payments. There are still three
shared goals of the Common Agricultural Policy, and they continue to relate to the following
issues: (1) economic, with more stress placed on the resilience of agriculture and smart
development; (2) connected with the environment and climate; and (3) dealing with the
development of rural areas.

Instead of the six priorities specified previously, the Commission proposed nine
specific objectives: ensuring a fair income to farmers and supporting resilience of farms in
the entire Union in order to improve food safety; a stronger focus on research, technology,
and digitalisation; a stronger position for farmers in the food chain; contributing to climate
action, including the use of sustainable energy; supporting the sustainable development
and efficient management of resources, such as water, soil, and air; contributing to the
preservation of biodiversity, strengthening ecosystem services, and protecting habitats and
the landscape in rural areas; attracting young farmers and helping to start business activity
in rural areas; promoting the employment, growth, cohesion, and social inclusion as well
as local development, including bioeconomy and sustainable forestry in rural areas; and
a better response of the EU to social needs regarding health and food, including healthy,
nutritious, and sustainable food, preventing food waste, and ensuring animal welfare. The
information on the support for the development of rural areas suggests that up to 40%
of the total funds allocated to agricultural policy (at least 30% of the European Fund for
Agriculture and Rural Development) is to be allocated to attaining environmental and
climatic goals. At least 5% of the II pillar’s budget is to be dedicated to the implementation
of the community-led local development mechanism.

3.4. Systems of Support to Agricultural Production for Energy Purposes in Poland until 2020

The support for crop production for energy purposes in Polish law relies on the
previously mentioned CAP mechanisms. Thus, a chance to acquire funds should be sought
in terms of both area and greening payments. Detailed regulations, indicated in Section
2 of the EU regulations, entered into force in Poland’s Act on Payments in the Direct
Payments Scheme of 5 February 2015. These regulations pertain to both area payments and
other types of payments, such as those for young farmers, green payments, or additional
payments. Polish legislators have followed the rules of referring national definitions to
terms introduced in regulations of the EU Council, for example, a farmer, farm, or greening.
Incidentally, the law did not make any provisions for payments for the production of
biomass for energy purposes available in 2015–2020. Therefore, any possible additional
SRC payments are only possible by applying for payments for greening. The payment rates
are established by the Minister for Agriculture every year. The rates for the years 2015–2020
are given in Table 2.
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Table 2. Rates of payments for SRC production in Poland between 2015–2020.

Year Type of Payment Rate (PLN ha−1) Rate (EUR ha−1) Source

2020

Additional payment 182.02 40.04 [16]
Payment for young farmers 256.62 56.45 [17]

Payment for greening 323.85 71.24 [18]
Area payment 483.79 106.42 [19]

2019

Additional payment 184.98 40.69 [20]
Payment for young farmers 165.1 36.32 [21]

Payment for greening 316.54 69.63 [22]
Area payment 471.64 103.74 [23]

2018

Additional payment 178.01 39.16 [24]
Payment for young farmers 175.62 38.63 [25]

Payment for greening 308.18 67.79 [26]
Area payment 459.19 101.01 [27]

2017

Additional payment 177.02 38.94 [28]
Payment for young farmers 214.82 47.25 [29]

Payment for greening 309.77 68.14 [30]
Area payment 461.55 101.52 [31]

2016

Additional payment 172.79 38.01 [32]
Payment for young farmers 231.97 51.03 [33]

Payment for greening 310.1 68.21 [34]
Area payment 462.05 101.63 [35]

2015

Additional payment 171.73 37.77 [36]
Reduction of the additional payment rate 1.62 0.36 [37]

Payment for young farmers 258.97 56.96 [38]
Payment for greening 304.31 66.94 [39]

Area payment 453.7 99.80 [40]

In the previous CAP perspective, it was possible to obtain subsidies for the establish-
ment of energy crop plantations. In the years 2007–2009, under the CAP, Poland participated
in the financial support programme by addressing the energy crop sector. To be eligible
for such a payment, one had to meet the following conditions: the minimum area under a
plantation—1 ha; not set up on permanent grassland; payment application submitted in
the year when the plantation was started or in the consecutive year; the plantation had to
be set up in accordance with agrotechnical requirements—location (at least 1.5 m from the
border of a land parcel where a similar energy crop plantation is grown or a land plot used
as forest; at least 3 m from the border of an adjacent land plot if it is used differently than
mentioned; not set up on areas with nature protection: if the relevant documentation did
not provide a possibility of starting such a plantation; on drained land if it was a poplar or
willow plantation; on other types of land for which an payment applications for energy
crop cultivation had already been submitted). In 2009, the payments for starting a willow
plantation on 1 ha of land equalled 50% of the flat-rate costs. Assuming that those costs at
that time were PLN 8600 per 1 ha−1 (about EUR 1892 ha−1), then a payment was PLN 4300
(about EUR 946). This type of support attracted some interest, as the data on the numbers
of filed applications suggest that applications for payments for energy willow plantations
covered a total of 553.58 ha in 2008 and 779.29 ha in 2009, indicating growing interest. The
provision ensuring the possibility of granting these payments was contained in the Council
Regulation (EC) No 73/2009 of 19 January 2009, establishing common rules for direct
support schemes for farmers under the common agricultural policy and establishing certain
support schemes for farmers, amending Regulations (EC) No1290/2005, (EC) No 247/2006,
and (EC) No 378/2007 and repealing Regulation (EC) No 1782/2003 (Official Journal of
EU L 30/16 of 31 January 2009, with amendments). It contains transitional regulations that
allow the provision of support for energy crops until the year 2009, as stipulated in Title
IV, Chapter 5 of the Council Regulation (EC) No 1782/2003 of 29 September 2003, estab-
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lishing common rules for direct support schemes under the common agricultural policy
and establishing certain support schemes for farmers and amending Regulations (EEC)
No 2019/93, (EC) No 1452/2001, (EC) No 1453/2001, (EC) No 1454/2001, (EC) 1868/94,
(EC) No 1251/1999, (EC) No 1254/1999, (EC) No 1673/2000, (EEC) No 2358/71, and (EC)
No 2529/2001 (Official Journal of EU L 270/1 of 21 October 2003 with amendments). In
line with Article 90 of Regulation 1782/2003, support was only granted to areas producing
energy crops for which a farmer had a contract with the processing industry, except when
processing was undertaken by a farmer on the farm. This payment was financed from the
EU budget, and it was distributed in the years 2007–2009. In turn, the aid for setting up
permanent crop plantations for energy purposes was financed from national budgets. The
provisions specifying the eligibility conditions were putinto force in Poland by the Act
on amending the Act on payments to agricultural land and on sugar tax and the Act on
the stamp duty, of 29 February 2008 (Dz. U No 44 item 262). In 2008–2009, farmers could
therefore obtain support to permanent plantations by pursuing Article 29a Section 1 of the
Act on payments from direct payments systems, of 26 January 2007, which stated that a
farmer was eligible for support in an amount equal to 50% of the flat-rate costs of starting
permanent plant plantations per 1 ha of a plantation. Currently, the only support for energy
crop cultivation could be obtained from the single area payment system. It should be
noted that a single area payment also applies to plantations of trees provided that compose
short-rotation woods (they can be trees used for energy purposes). In conclusion, since 2010,
there has been no specific support dedicated to energy crop cultivation under the direct
payment schemes. However, willow plantations can constitute SRC plantations within
the meaning of Regulation No 1120/2009. A single area payment can be obtained for the
area covered with such plantations, provided that the conditions concerning the minimum
cultivation area and maximum crop harvest period are satisfied. Moreover, beneficiaries of
the direct payment system are obliged to maintain good agricultural practices on their land
in accordance with the principles of environmental protection, which, in terms of short
rotation woods, entails the requirement of keeping specific distances from the borders of
adjacent land plots. Since 2010, there have not been direct payments for the establishment
of energy crop plantations or directly for the production of energy crops, which were
previously permitted by some EU regulations [41,42].

3.5. Economic Analysis of the Profitability of Production

Table 3 contains the results of the economic assessment of willow and poplar chip
production. In all of the analysed variants, chip production was profitable, although the
values of all of the indicators varied considerably depending on the SRC species, fertilisation
regime, and, above all, on the payment scenario. When comparing the NPV, this index for
willow plantations was evaluated from EUR 1540 to 5641, and it was EUR 861 higher for
the control plantation and EUR 1172 higher for mineral fertilisation than the net present
values (NPV) for poplar for the parallel fertilisation variants and payment scenarios. The
revenue values for willow ranged from EUR 121 year−1 to EUR 568 year−1 and were EUR
68 higher than they were for the control and EUR 92 higher for mineral fertilisation than in
the parallel fertilisation regimes and payment scenarios for poplar plantations.
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Table 3. Profitability indices for willow and poplar chip production depending on the soil fertilisation
option and subsidy scenarios.

SRC
Fertilisation

Option
Subsidy
Scenario

NPV
(EUR ha−1)

IRR
(%)

PI
DPBP
(Years)

Revenue
(EUR ha−1 year−1)

Willow

C
I 1 540 22 2.40 6.20 121
II 4 389 57 4.99 2.27 344
III 5 641 81 6.12 2.00 443

F
I 3 135 31 3.85 2.74 246
II 5 984 63 6.44 2.28 469
III 7 236 83 7.57 2.10 568

Poplar

C
I 680 10 1.39 10.53 53
II 3 528 29 3.00 2.99 277
III 4 780 39 3.71 2.64 375

F
I 1 964 17 2.12 6.59 154
II 4 812 34 3.73 2.74 378
III 6 064 43 4.44 2.53 476

The IRR values were approximately twice as high for willow as they were for poplar
in the parallel fertilisation regimes and payment scenarios. However, the profitability
index PI was about 40% higher for poplar than it was for willow. The possibility to obtain
payments in scenario II, which comprised a single area payment, additional payment,
and ecological focus area payment, which equalled EUR 207.79 per ha altogether in 2020,
raised the revenue by EUR 233 and the NPV by EUR 2848. Including an additional
payment for young farmers and a payment to an area with natural constraints in sphere
I (i.e., considering scenario III), the revenue increased by EUR 322, and the NPV rose by
EUR 4101 in each analysed case. The increase in the NPV due to the possibility of obtaining
payments was very large. For SRC willow plantations with no fertilisation (option C), the
NPV increased 2.8- and 3.7-fold (for scenario II and III, respectively), whereas on poplar
plantations, this index was 5.2- and 7-fold higher (for II and III scenarios, respectively).
The application of mineral fertilisers, despite the input costs, improved the yields, and
the revenue from selling wood chips was therefore higher. The contribution of the profits
earned from selling chips was large in these variants (willow F and poplar F) and, therefore,
the effect of payments on the NPV was weaker, less by 1.9- and 2.3-fold for willow in
scenario II and III and by 2.5- and 3.1-fold for poplar in scenario II and III, respectively.

A quite long DPBP, approximately six years, was obtained for willow CI and poplar
FI, whereas the DPBP calculated for the other variants was much shorter, 2–3 years.

Figure 1 illustrates discounted cash flows for willow and poplar chip production
depending on the soil fertilisation option and subsidy scenario. The highest DCF values
were calculated for willow F III (EUR 7236), followed by poplar F III (EUR 6064), and then
willow F II (EUR 5984) and willow C III (EUR 5641), confirming that a chance to receive
payments has a considerable influence on the profitability of production, as reflected by
from the willow F variant achieving over double revenue values. The strongest effect
of payments on revenues, leading to an over 7-fold increase for poplar and a 3.6-fold
increase for willow, was demonstrated in the C variants (without fertilisation). The above
results are particularly important in terms of persuading farmers to consider low-input
SRC cultivation, which has a much less intensive impact on the environment, preventing
the adverse and high influence of fertilisation on the natural environment, particularly in
terms of causing freshwater eutrophication by poplar plantations [43] or freshwater toxicity
caused by willow plantations [44], although higher external costs incurred by fertilisation
(as much as 23% more for willow production [45] and 20% for poplar production [46])
should not be neglected. The highest DCF values were also recorded on the willow F III
and poplar F IIII plantations and were over 2- and 3-fold higher than they were for the
willow F I and poplar F I variants.
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Figure 1. Discounted cash flows for willow and poplar chip production depending on the soil
fertilisation option and subsidy scenario.

The sensitivity analysis determined the effect of the changes in the discount rate on
NPV for willow and poplar chip production depending on the soil fertilisation option and
payment scenario (Figure 2) and the effect of the changes on the income on the NPV for
willow and poplar chip production depending on the soil fertilisation option and payment
scenario (Figure 3).

Figure 2. The effect of changes in the discounted rate on the NPV for willow and poplar chip
production depending on the soil fertilisation option and payment scenarios.

A change in the discounted rate applied to the NPV at rates that were even as high
as ±20% did not affect this index considerably. A change in the NPV was most distinctly
seen in the variants comprising fertilisation, as it amounted to EUR 1000 ha−1 for both
willow and poplar compared to around EUR 700 ha−1 for unfertilised willow and poplar
plantations. Poplar plantations were more sensitive to a modification in the discounted
rate; the differences in the NPV for both variants (willow C and willow F) reached 20% on
average, while the differences in the NPV values for analogous poplar variants averaged
17%. Chip production was profitable in all cases. The current analysis of the effect of
a change in the revenue on the NPV, likewise in a range of ±20%, showed that when
the revenue decreased by 20% due to a lower harvest or lower selling price for poplar
chips, in the unfertilised variant without payments (poplar C I), the production became
unprofitable (NPV EUR-388 ha−1), while poplar chip production in the same variant,
with no fertilisation or payments (poplar FI), was on the brink of profitability (NPV EUR
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176 ha−1). A change in the revenue value by +20%, stemming from higher yields, higher
prices, or higher payments (in scenario II and III) increased the NPV to over EUR 7000 for
willow F II, willow F III, poplar F II, poplar F III, and willow C III.

Figure 3. The effect of changes in revenue on the NPV for willow and poplar chip production
depending on the soil fertilisation options and payment scenarios.

The analysis of willow production costs and coupled payments in Poland conducted
in 2006 allowed us to estimate the revenue value at EUR 236 ha−1, and when the available
payments were considered, the revenue improved by EUR 17 ha−1, reaching 220 EUR ha−1

from the establishment subsidy [13].
When comparing the economic situation in Poland in 2013–2015 [9] with the situation

in 2020, the experimental data demonstrated a decline in the NPV: for willow C I, a decline
from EUR 1653 to EUR 1540 was experienced, and for willow F I, a decline from EUR 3298
to EUR3135 was experienced; for poplar F I, there was a decline from EUR 2111 to EUR
1964, which represented a decline of 5%, and for poplar C I, there was a decline from EUR
844 to EUR 680, which was nearly 20%.

Fradj et al. [47] discussed the prospect of potential SRC willow plantation integration
with the cultivation of other crops in Poland. Those researchers analysed the payment
amounts and their effect on the total acreage cultivated with willow in Poland. They
concluded that willow, which could make a large contribution to the Polish economy, could
be produced sustainably and efficiently and could provide farmers with additional income.

In Lithuania, willow production has also been determined to be profitable, regardless
of whether it was supported with payments or not [48]. The results of a cash flow analysis
showed that at a 6% discounted rate and without EU payments, the net present value of
willow cultivation was EUR 458. If the EU payments were granted, the net present value
of a willow plantation in the 22nd year was EUR 1800. The DPBP without payments was
17 years, which was shortened to 9 years when payments were available.

The analysis of the policy for perennial energy crop production, which was based on
poplar production in Germany for over 24 years [49], comprised four types of payments
at 3 and 4 levels. One of the scenarios presumed a guaranteed price of EUR 50, 55, and
60 Mg d.m. I, and it was only the highest price that resulted in a positive effect on income
related to the NPV at EUR 2826.29; this value is higher than the value of EUR 885 obtained
in this paper, although the assumed market price was approximately EUR 20 Mg dm.
higher. Another scenario assumed a one-off subsidy for starting a plantation, which was
500 EUR ha−1 and affected the NPV, which then reached EUR 3758.82 ha−1; a similar value
(NPV EUR 3528) was achieved for Poplar C II, in which the total value of annual payments
was about EUR 200 ha−1.

Faasch et al. also made an assessment of the SRC production profitability in Ger-
many [50]. Their results confirmed that appropriate economic and political conditions,
such as high subsidies, low costs, and higher prices of wood chips, could lead to SRC
plantations achieving higher profitability than the production of conventional crops. The
most favourable variant accounted for the subsidy in which farmers were reimbursed 30%
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of the initial investment inputs and an area payment of EUR 200 per hectare per annum,
which allowed the generation of the NPV of EUR 8660 per ha.

The Swedish experience in SRC production for energy purposes suggests a need
to develop financial models that are orientated towards diminishing the risk connected
with SRC cultivation [51], thus confirming the earlier assertion that a stable policy and
long-term contracts between different subjects may reduce the uncertainty raised by SRC
cultivation [52].

The latest studies on the trends and location of rapidly growing energy crops show
that the total area covered by SRC plantations in Sweden has been declining for years
and that willow has been planted increasingly on more productive farmland, and poplar
plantations have been set up on less productive soils than previously [53].

4. Conclusions

The ongoing work on the implementation of the new CAP perspective, especially
in terms of energy crops, should lead to the successful achievement of the sustainable
development goals. The above study, which concerns SRC production and using willow
and poplar as model species, shows that SRC production incurs high costs. The CAP
payments are insufficient to offset these costs so as to make production competitive towards
other sources of biomass. The market price that SRC biomass producers could obtain is
not competitive in relation to other biomass sources, particularly production waste in
the forestry industry. Stimulation mechanisms, such as subsidies or certificates, are not
addressed to an SRC biomass producer but rather to companies using biomass. The only
subsidies that a biomass producer can obtain are a single area payment, payments for
young farmers, payments for greening, or payments to areas with natural constraints. It is
noteworthy that the problem of insufficient support to SRC development has been raised
for years. The analyses conducted in this research show that the current support to SRC
production is too small for such plantations to be a serious alternative to other biomass
sources. Moreover, this aid is now weaker than it was before 2014, as it does not comprise
subsidies for the establishment of plantations or for the production of energy crops. The
economic results that are achieved nowadays do not encourage farmers to set up SRC
plantations, even though they might be a stable source of high-quality dendromass, which
would facilitate the gradual phasing out of fossil fuels, especially hard coal, in individual
households as well as in whole regions or countries. It should also be added that SRC
plantations should be set up on land that is of little or no value for the production of food or
fodder plants, i.e., mainly on marginal land, fallow land, contaminated soils, or wasteland.
This approach would be extremely important for the economy, as it could activate the use
of many areas left unused and that do not generate any profit but that could become a
source of dendromass. Furthermore, such areas could serve as sites for the utilisation of
sewage sludge and other organic residues, e.g., ash from the burning of biomass, which
would improve the soil fertility, and this, in turn, would have a positive effect on plant
yields while limiting the consumption of fertilisers. Such an integrated solution (i.e., using
residues for the enrichment of marginal or degraded land, production of biomass for energy
and industrial purposes, and returning processing waste and by-products to circulation)
fully agrees with the idea of a closed-loop bioeconomy. It appears that the mechanisms of
direct support to SRC producers should be intensified in order to launch this process and
to suggest a new approach in this field, including possible pathways for the development
of bioenergy and bioeconomy. In this context, perhaps the simplest thing to do is to return
to direct payments to new plantations, e.g., return 50% of the flat-rate costs. In addition,
tax incentives could be created, e.g., reducing or foregoing some taxes, a refund of excise
duty on the materials used, or income or indirect tax relief. In addition, it might be helpful
to restore the obligation of the power industry to purchase SRC-produced biomass by the
power industry. The promotion of such solutions could increase the amounts of non-forest
biomass used in heat, combined heat and power, or power plants for energy generation
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and to replace hard coal with the solid biofuel produced on dedicated SRC plantations,
which would be in agreement with the concept of bioeconomy.
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and M.K. (Michał Krzyżaniak); visualization, J.J.Z. and E.O.-Z.; supervision, J.J.Z., E.O.-Z. and
M.J.S.; project administration, J.J.Z. All authors have read and agreed to the published version
of the manuscript.

Funding: The results presented in this paper were obtained as part of a comprehensive study financed
by the University of Warmia and Mazury in Olsztyn, 24.610.043—110 Faculty of Agriculture and Forestry,
Department of Genetics, Plant Breeding and Bioresource Engineering (grant No. 30.610.007-110) and has
been co-financed by the Interreg Baltic Sea Region Programme 2014–2020 co-funded by the European
Regional Development Fund under the project “Unlocking the Potential of Bio-based Value Chains in
the Baltic Sea Region” (BalticBiomass4Value-BB4V), No. #R095 and co-financed from the funds of
the Ministry of Science and Higher Education under the program “PMW” in the years 2019–2021;
No. 5047/INTERREG BSR/2019/2.

Acknowledgments: We would also like to thank the staff of the Centre for Bioeconomy and Renew-
able Energies for their administrative support during the study.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Djomo, S.N.; El Kasmioui, O.; Ceulemans, R. Energy and greenhouse gas balance of bioenergy production from poplar and
willow: A review. Glob. Chang. Biol. Bioenergy 2011, 3, 181–197. [CrossRef]

2. Parra-Lopez, C.; Holley, M.; Lindegaard, K.; Sayadi, S.; Esteban-Lopez, G.; Duran-Zuazo, V.H.; Knauer, C.; von Engelbrechten,
H.G.; Winterber, R.; Henriksson, A.; et al. Strengthening the development of the short-rotation plantations bioenergy sector:
Policy insights from six European countries. Renew. Energy 2017, 114, 781–793. [CrossRef]

3. Lopez, P.; Lindegaard, K.N.; Adams, P.W.R.; Holley, M.; Lamley, A.; Henriksson, A.; Larsson, S.; von Engelbrechten, H.G.;
Esteban Lopez, G.; Pisarek, M. Short rotation plantations policy history in Europe: Lessons from the past and recommendations
for the future. Food Energy Secur. 2016, 5, 125–152.
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8. Stolarski, M.J.; Krzyżaniak, M.; Tworkowski, J.; Szczukowski, S.; Niksa, D. Analysis of the energy efficiency of short rotation

woody crops biomass as affected by different methods of soil enrichment. Energy 2016, 113, 748e761. [CrossRef]
9. Stolarski, M.J.; Olba-Ziety, E.; Rosenqvist, H.; Krzyżaniak, M. Economic efficiency of willow, poplar and black locust production

using different soil amendments. Biomass Bioenergy 2017, 106, 74–82. [CrossRef]
10. Hauk, S.; Knoke, T.; Wittkopf, S. Economic evaluation of short rotation coppice systems for energy from biomass—A review.

Renew. Sustain. Energy Rev. 2014, 29, 435–448. [CrossRef]
11. Rosenqvist, H.; Dawson, M. Economics of willow growing in Northern Ireland. Biomass Bioenergy 2005, 28, 7–14. [CrossRef]
12. Ericsson, K.; Rosenqvist, H.; Ganko, E.; Pisarek, M.; Nilsson, L. An agro-economic analysis of willow cultivation in Poland.

Biomass Bioenergy 2006, 30, 16–27. [CrossRef]
13. Ericsson, K.; Rosenqvist, H.; Nilsson, L.J. Energy crop production costs in the EU. Biomass Bioenergy 2009, 33, 1577–1586. [CrossRef]
14. Shao, H.C.; Zhang, Y.Y.; Hussain, S.; Liu, X.C.; Zhao, L.J.; Zhang, X.Z.; Liu, G.W.; Qiao, G.J. Effect of Preform Structure on the

Performance of Carbon and Carbon Composites. Sci. Adv. Mater. 2019, 11, 945–953. [CrossRef]
15. Hou, H.G.; Hussain, S.; Shao, H.C.; Liu, G.W.; Wang, M.S.; Qiao, G.J.; Shaheen, A. Experimental Insights on Factors Influencing

Sensitivity of Thin Film Narrow Band-Pass Filters. Sci. Adv. Mater. 2019, 14, 1548–1554. [CrossRef]
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rolnika (Regulation of the Minister of Agriculture and Rural Development on the Payment Rate for Young Farmer) za 2020 r.,
O.J. 2020 pos. 1811. Available online: https://isap.sejm.gov.pl/isap.nsf/download.xsp/WDU20200001811/O/D20201811.pdf
(accessed on 12 October 2021).
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38. Rozporządzenie Ministra Rolnictwa I Rozwoju Wsi z dnia 9 października 2015 r. w sprawie stawki płatności dla młodego rolnika
(Regulation of the Minister of Agriculture and Rural Development on the Payment Rate for Young Farmer) za 2015 r., O.J. 2015
pos. 1621. Available online: http://isap.sejm.gov.pl/isap.nsf/download.xsp/WDU20150001621/O/D20151621.pdf (accessed on
12 October 2021).
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