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1. Introduction

The construction industry is a sector of the economy that is characterized by a large
variety of building structures, as well as a large variability in the conditions of their
implementation. Particularly in times of rapid economic development, this great variability
and diversity generates many new scientific problems that must be solved in order to
further improve the quality of construction production and reduce construction costs and
time. Moreover, in the construction industry, as in other sectors of the economy, great
importance is attached to all environmental issues, as well as to the broadly understood
sustainable development strategies. This means that new building materials, modifications
of commonly known and widely used materials, new research methods, and methods of
implementing and controlling construction processes are still being sought. The diagnostics
of existing facilities is also gaining importance, as it determines the operational safety and
durability of buildings.

This Special Issue entitled “The Latest Scientific Problems Related to the Implementa-
tion and Diagnostics of Construction Objects” aims to present and discuss the results of the
latest research in the broadly understood field of construction engineering, in particular
regarding: the modification of the composition of building materials with various micro
and nanomaterials, by-products, or waste; modern methods of controlling construction
processes; methods of planning and effective management in the construction industry;
and also methods of diagnosing building structures. Articles published in this issue cover
theoretical, experimental, applied, and modelling research. They are organized into several
representative topics, and the main content of each article is briefly discussed.

2. Research in the Field of Building Materials

The most popular material that is used in the construction industry is concrete. Its
common use is primarily influenced by its high compressive strength, its relatively high
durability and resistance to various factors, the ease of forming elements, and the avail-
ability of components and their low cost. Concrete is a composite, the basic components
of which are a cement matrix and aggregate. In recent years there has been a growing
interest in modifying cement composites with finer materials (e.g., various types of fibres
or nanoparticles) in order to improve their parameters.

Article [1] presents an assessment of the creep of the cement matrix of self-compacting
concrete modified with the addition of SiO2, TiO2, and Al2O3 nanoparticles using the cavity
method. Depending on the type of nanoparticles used, an increase or a decrease in the
creep coefficient CIT was found when compared to the reference series. It was found that
the addition of SiO2 and Al2O3 nanoparticles in the amount of 4.0% of the cement mass
results in an unfavourably higher value of the creep coefficient (CIT) of the cement matrix.
In turn, the use of TiO2 nanoparticles in the amount of 4.0% of the cement mass results in a
favourable reduction in the creep coefficient CIT. The statistical analysis of the obtained
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test results indicates, however, that the addition of nanoparticles does not significantly
affect the creep of the cement matrix of self-compacting concrete.

Depending on the dimensions of concrete elements, aggregates of different granulation
are used in building structures. The properties of the aggregate determine the strength
and durability of the concrete. Taking this fact into account, the authors of article [2]
examined the influence of the maximum graining of aggregate on the strength properties
and modulus of elasticity of concrete. The research showed that the strength properties of
the aggregate are not only proportional to the maximum size of the aggregate grain, but
also to the aggregate’s crushing strength. However, no analogous relationships were found
in terms of the modulus of elasticity of the tested concrete.

As already mentioned, one of the main requirements for building structures is dura-
bility. In reinforced concrete structures, the direct factor that influences the durability of
concrete is the corrosion of reinforcing steel. In paper [3], one of the non-destructive meth-
ods was used to assess the degree of corrosion of the reinforcement, namely the galvanos-
tatic pulse method (GPM). It is an electrochemical method that uses the physicochemical
properties of concrete and steel. Using this method, the influence of the temperature of the
tested element on the results of such parameters as: corrosion current density, stationary
potential of the reinforcement, and the resistivity of lagging, was investigated. The differ-
ences in the values of these parameters, which were measured on the same samples, but
at different temperatures, amounted to several dozen percent in some cases. This means
that measurements of actual structural elements conducted with the use of the GPM, e.g.,
at different times of the year, may lead to an incorrect estimation of the probability of
corrosion of the reinforcement in the studied area, and also to an incorrect assessment of its
corrosive activity over time. According to the authors, it is advisable to define appropriate
temperature correction factors for measurements performed with the use of the GPM.

It is more and more common to use various fibrous composites that improve the
technical parameters of concrete. The use of FRP (Fibre Reinforced Polymers) materials
is of particular interest. Paper [4] proposes a new original mathematical formula for
predicting the compressive strength of FRP-confined concrete cylinders. The formula was
developed on the basis of the output data obtained from a neural network. The results of the
study show that the mathematical formula proposed by the authors allows the compressive
strength in concrete cylinders reinforced with FRP tapes to be estimated with greater
accuracy when compared to other existing formulas. The authors emphasize that over 96%
of the results obtained with the proposed formula are fully consistent with the results of
experimental research. The proposed calculation method can be easily applied using a
calculator, which is particularly important at the stage of preliminary engineering projects.

As a result of the growing environmental awareness of society, it has become very pop-
ular to use natural plant fibres as an addition to new thermo-insulating composite materials.
Article [5] presents the results of research concerning the physical and thermomechanical
properties of a new composite based on cement mortar reinforced with alpha fibres (AF)
sourced from a species of grass growing in an area of the Mediterranean basin. It was shown
that the addition of 5% of weight means that the composite material is lighter by about 15%,
its thermal insulation properties improve by about 57%, and its heat diffusion damping
coefficient increases by about 49%. Moreover, the mechanical bending and compressive
strength of the composite increases by up to 10% with an AF content of 1%.

A significant proportion of building materials are capillary-porous materials that are
characterized by a high degree of water absorption. In many technologies that are used in
the construction industry, it is necessary to dry such materials. Paper [6] presents a math-
ematical model of drying a thin-layer capillary-porous material, which enables changes
in the material’s moisture and its drying time, depending on the drying temperature and
the initial moisture content, to be forecasted. The results obtained from the model were
confirmed to be in line with the experimental data known from the literature related to the
drying of ceramic blocks used in the construction industry.
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3. Methods of Controlling Construction Processes

The implementation of each construction project is related to the three following
parameters: the scope of the project, implementation time, and budget. Changing one
of these parameters causes changes to the others, and consequently affects the fourth
parameter, i.e., the quality of the project. One of the key tasks of an investor and contractor
at the stage of planning and implementing construction works is to measure the progress
of construction works while taking into account the planned dates and costs. During
the implementation of construction works, various types of disturbances often occur,
which make the prepared implementation schedules obsolete. As a consequence, the
original milestones identified in the project schedule are delayed. The authors of paper [7]
undertook research that aimed to define the optimal set of actions of responding to schedule
delays. They proposed a simulation method for selecting schedule compression measures,
i.e., accelerating processes, and for determining the best moment to take such actions in
the event of disruptions. The proposed method allows the costs of activities that cause
schedule failure and the costs of delays to be minimized, as well as the resilience of the
schedule to be increased by reducing the differences between the actual and planned start
of the process. The developed model is meant to serve as a tool that supports decision-
making by construction site managers in the event of finding disturbances in the course of
construction works.

Appropriate cash flow planning is of key importance for investors and contractors.
The S curve is a very helpful tool for planning, monitoring, and controlling construction
projects in terms of time and costs. Knowledge of the planned and actual course of
cumulative financial outlays over time, as well as the shape of the S curve and its deviations,
allows rational actions to be taken in order to achieve success and the intended goal in
the implementation of the investment. The aim of article [8] is to analyse the course of
an exemplary construction project, to compare the costs of the planned works with the
actual costs of the performed works, as well as to indicate the reasons of failure to meet the
planned deadlines and the project’s budget. The authors of the article analysed the financial
expenditure for the implementation of a construction investment, which were incurred
in 20-month cycles. On the basis of these results, charts and tables of the planned and
actual cumulative costs of the completed investment were prepared, the detailed analysis
of which allows interesting conclusions to be drawn. The development of a methodology
for planning the cumulative cost curve in construction projects will enable better planning
of financial outlays.

The image of every building is shaped by its facades. Currently, traditional concrete
forms have been replaced with light casings in the form of aluminium-glass facades and
ventilated facades. The authors of article [9] investigated the influence of various identified
factors on the costs of implementing a building’s facade system. On the basis of the
collected quantitative and qualitative data, which were obtained as a result of research
concerning the design documentation and cost estimates of public utility buildings, as well
as on the basis of interviews conducted with experts, factors that have a real impact on the
costs of aluminium-glass facades and ventilated facades were identified. The indicated
factors were analysed and classified using the MICMAC structural analysis method. Finally,
six groups of factors that influence the cost of facade systems were determined, including:
regulatory factors that do not have a very strong impact on the cost level, but show a strong
correlation with other factors; determinants that have a very strong impact on costs; and
the group of external factors that have the least impact on the estimation of facade costs.

An important element in the implementation of construction investments is the quality
of works. Defects affecting the quality of works are common in the construction industry
in all countries. Previous studies of defects in residential buildings mainly focused on the
defects that occur at the stage of works acceptance. The authors of article [10] examined
damage in residential buildings that was reported during the warranty period. The
statistical analysis of the research results showed that more than half of it was justified.
Understanding the existence of defects in buildings is a fundamental prerequisite for
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their prevention and elimination. Research and analysis of defects that occur during the
warranty period can significantly affect the development of defect management procedures
and the creation of a knowledge map that concerns the frequency of defects in individual
places in a building and a building’s elements. There are costs associated with repairing
damage. Knowledge about defects occurring in buildings can therefore be used for better
planning of an investment budget.

It has recently become common practice to use small plots of land located in dense
urban developments for construction purposes. In such places, new “infill buildings” are
created. In the case of revitalizing existing historic buildings, their facade walls are often
used to build new buildings. In both of these cases, the implementation of the facility
includes deep excavations that can cause serious damage to existing buildings in the
vicinity. Article [11] focuses on the problem of interaction mechanisms between soil and
the structure of buildings located near deep excavations. The authors analysed various risk
factors related to the construction of new infill buildings and the revitalization of historic
buildings when using only their facade walls. The reaction of buildings to deformations
caused by deep excavations is influenced by the accuracy of determining the deformations
and stresses caused by these excavations. Examples of current solutions for securing the
walls of existing buildings, as well as the method of monitoring vertical deformations with
the use of the Hydrostatic Levelling Cell (HLC) system are presented.

The construction industry is one of the most dangerous branches on the labour market.
Providing safe working conditions for construction workers is the basic task of every
entrepreneur. Unfortunately, a significant proportion of accidents in the construction
industry are caused by reasons attributable to an employee. One of them is alcohol abuse
in the workplace. The aim of the research in article [12] was to identify the main problems
related to alcohol consumption at work among construction industry employees, with
particular emphasis on workplaces on construction scaffolding. This study confirmed that
excessive alcohol consumption is the cause of many serious and fatal accidents. Of the
219 reported accidents related to work on building scaffolding, 17.4% indicated alcohol
consumed at the workplace as the cause of the accident.

4. Selected Decision-Making Problems in the Construction Process

Due to the large variety of used building materials, the possible construction solutions,
and the techniques used for the construction of buildings, the problem of choosing the
best solution from among many that are possible often arises. In solving such problems,
multi-criteria decision analysis methods are helpful.

Article [13] proposes a methodology for selecting the best solution for the construction
of retaining walls located in various environments. In the developed methodology, the
authors identified various types of retaining walls and defined the selection criteria that
take into account: external and construction requirements, terrain characteristics, and
economic criteria. The best solution is determined by the successive application of various
multi-criteria methods of decision making.

In turn, article [14] includes a concept for supporting decisions when selecting the
best contractor for the project. In the developed methodology, a combination of Analytical
Hierarchy Process (AHP) and PROMETHEE methods was used. The proposed manage-
ment procedure enables the demands of opposing stakeholders to be taken into account;
it increases the transparency of the decision-making process and its coherence; it also
increases the legitimacy of the final result. It is a new scientific approach with a great
potential for being applied to similar decision-making problems.

During exploitation, construction objects deteriorate and require renovation. Reno-
vation may be needed due to the poor technical condition of a building’s elements, the
ending of a material’s durability, a building’s location, or the protection of cultural heritage.
Neglecting renovation is one of the main reasons for the decline in the technical value of
buildings. Article [15] proposes a new and original methodology for determining needs in
the field of the rehabilitation of buildings constructed using traditional technology. The im-
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plementation of the Analytical Hierarchy Process (AHP) method was used to set renovation
priorities. The developed multi-criteria methodology for supporting decisions in the field
of building renovation may be a tool for determining the correct sequence of renovation
works while taking into account the technical condition of facilities, the preparation of
work schedules, and the planning of renovation investment costs.

Conflicts of Interest: The authors declare no conflict of interest.
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Abstract: A way to minimize uncertainty and achieve the best possible project performance in
construction project management can be achieved during the procurement process, which involves
selecting an optimal contractor according to “the most economically advantageous tender.” As
resources are limited, decision-makers are often pulled apart by conflicting demands coming from
various stakeholders. The challenge of addressing them at the same time can be modelled as a
multi-criteria decision-making problem. The aim of this paper is to show that the analytic hierarchy
process (AHP) together with PROMETHEE could cope with such a problem. As a result of their
synergy, a decision support concept for selecting the optimal contractor (DSC-CONT) is proposed
that: (a) allows the incorporation of opposing stakeholders’ demands; (b) increases the transparency
of decision-making and the consistency of the decision-making process; (c) enhances the legitimacy
of the final outcome; and (d) is a scientific approach with great potential for application to similar
decision-making problems where sustainable decisions are needed.

Keywords: contractor selection; multi-criteria decision making; decision support concept; AHP;
PROMETHEE; construction procurement

1. Introduction

Selecting the optimal contractor for construction projects can be seen as the most
important strategic decision in such an investment, one which can have long lasting
effects that may emerge not only during the particular project, but assuredly during its
exploitation phase. At the same time, it is one of the most important decisions made by the
clients. Often, decision-making and decision support in civil engineering is solely based on
cost-benefit analysis (CBA). However, this has been found to be highly inadequate, both in
terms of incorporation and assessment of multiple-criteria like environmental and wider
economic issues which are usually essentially difficult to quantify, and because traditional
CBA relies heavily on estimating both demand forecasts and construction costs [1–3]. Over
the years, various researchers dealt with such aspects of project performance, claiming
that demand forecasts and construction cost estimations in particular are subject to a large
degree of uncertainty—commonly referred to as optimism bias [4–12].

In order to minimize uncertainty and achieve the best possible project performance,
two EU Directives were implemented in 2004 that allowed a codification of rules and
procedures across EU countries regarding public procurement—Directives 2004/18 /EC
and 2004/17/EC. These directives guided contracting authorities, i.e., clients, to approach
their projects in a more strategic and forward-looking way in order to achieve successful
and thus sustainable projects. Accordingly, public procurement should be based on disin-
terested criteria [13] that ensure compliance with transparency, nondiscrimination, equal
treatment, and with guarantees that tenders are evaluated in circumstances of effective
competition. Such can be achieved by two approaches: “the lowest price” and “the most
economically advantageous tender.” Both approaches are present in EU countries, as each
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country often builds in some specificities, but almost as a rule it comes down to a single
criterion, i.e., price. Dealing with a number of criteria directly implies the need to use
multi-criteria methods that are usually perceived as “difficult to understand.” In the latter
approach, the criteria related to the particular public procurement (article 53 of Directive
2004/18/EC and 55 of Directive 2004/17/EC) are in the hands of the clients, the contracting
authorities, and therefore vary from one tender to another. As it is a multi-criteria problem,
the use of any multi-criteria decision-making method seems to be the right choice if the
decision-maker is aiming toward a consistent decision-making process from beginning
to end.

In general, the field of strategic management is not defined by a particular theoretical
paradigm, but rather by its focus on a particular dependent variable—overall organiza-
tional performance—and the role of managers in shaping that performance [14], but also
by extending, clarifying and applying such theories in new and interesting ways [15].
The strategic management process advocated by [16] has been defined as comprising a
sequential set of analyses and choices that can increase the likelihood that a company will
choose a strategy that generates competitive advantage. This can also be applied to projects,
programs, and portfolios.

Similarly, such strategic thinking can be applied to the problem of selecting the opti-
mal contractor for a particular construction investment by applying multi-criteria decision
analysis (MCDA) approach and a logic of decision support systems (DSS). Salling and
Pryn [1] proposed a decision support model named SUSTAIN-DSS to bring informed
decision support, both in terms of single aggregated estimates, i.e., deterministic calcula-
tion, and also in terms of interval results by certainty graphs, i.e., stochastic calculation.
Such interaction enabled the analysts to investigate not only the feasibility of risk when
assessing investment projects [5] but also to highlight the importance of expanding the
decision-making process beyond the consideration of solely economic factors and point
estimates. Various researchers [17–22] proposed different MCDA approaches based on
value measurement using qualitative inputs from a ratifying stakeholder group via multi-
plicative analytic hierarchy process (AHP), which were found to be well suited for group
decision-making.

An extensive literature review from 2000 to 2018 [23] led to the identification and
classification of commonly used criteria in construction procurement, commonly used
decision-making techniques, and the origins of researchers working on this topic. In the
last decades there have been a number of papers dealing with outranking methods in
construction project management, focusing on AHP and/or PROMETHEE methods [24].
While some authors focused on the AHP method [25–30], the analytic network process [31]
or PROMETHEE methods [20,32–37] the important driver was given by [38] to use these
methods in synergy to achieve the most in a multi-stakeholder environment [19,39–45]. To
tackle the problem of selecting an appropriate contractor, various authors approach the
problem from the stakeholder point-of-view using the AHP or group AHP [21,29–31,46,47],
while others consider the problem as an overall approach of managing stakeholders such
as the multi-actor multi-criteria analysis methodology, i.e., MAMCA [19,39], or decision
support concept, i.e., DSC [32,34,35,42].

Regardless of the approach used, in order to determine “the most economically ad-
vantageous tender” it is important to address not only technical aspects, but also economic,
social, environmental, and other aspects of the tenderers as well as the long-term impact
of the project outcomes as a whole. Therefore, such requirements can be achieved be
establishing adequate selection criteria during the procurement process. This has been
done by all the previously mentioned researchers, but some focused on defining the main
criteria in a more detail way [3,13,48–54] by using them to select tenderers in competitive
tendering systems.

In this context, the main objective is to develop a decision support concept for the se-
lecting the optimal contractor based on the synergy effect of the AHP (for the development
of the hierarchical goal structure) and PROMETHEE methods (for the pairwise comparison
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of alternatives, i.e., tenderers/contractors). An additional aim is to define and implement a
multi-stakeholder management procedure during the construction procurement process
that: (a) allows the incorporation of opposing stakeholders’ demands; (b) increases the
transparency of decision-making and the consistency of the decision-making process; (c)
enhances the legitimacy of the final outcome; and (d) is a scientific approach with great
potential to be applied in similar decision-making problems where sustainable decisions
are needed.

2. Methods and Methodology

To ensure that the construction project can be successfully completed regarding the
projects’ scope, time, costs and quality, the client must select the most appropriate contractor,
regardless of the type of investment, private or public. This involves a procurement
system that comprises several process elements (project packaging, invitation to compete,
prequalification, short-listing and bid evaluation).

The existing literature on contractor selection mainly deals with how to identify and
evaluate the criteria, thus providing the general lists of criteria for managing purposes
in civil engineering. A more promising approach that classifies the criteria for contractor
selection has been provided by Hatush and Skitmore [48,49], and Cheng and Li [31]. Taking
their approach into account, i.e., focusing exclusively on the elements of prequalification
and bid evaluation in construction procurement, served as the basis for the proposed
decision support concept.

2.1. Data and Methods

In order to address how the existing body of knowledge in civil engineering has
developed in the direction of construction procurement, especially the contractor selection
problem, a systematic literature review was conducted in this study as well as direct
correspondence and collaboration with experts.

A systematic literature review was conducted for the purpose of multi-stakeholder
analysis and establishing the hierarchical goal structure. The review was conducted in the
Scopus and Web of Science databases using selected keywords (group decision-making,
multi-criteria, contractor selection, decision support, construction procurement, AHP,
PROMETHEE), and their syntax derivatives. To ensure the high quality and novelty of the
analyzed knowledge, only papers published in scientific journals between January 2000
and December 2020 were considered. This resulted in a list of seven criteria that are most
commonly used to select the optimal contractor.

This list of criteria was used in collaboration with two different groups of experts
(contractors and clients). The first group of experts, i.e., the contractor group, consisted
of eight private contractors selected from the local area. All examinees from this group
are experts in the field of construction procurement with 15 (2 examinee), 25 (5 examinees)
and 30 (4 examinees) years of experience and work at strategic management levels at their
companies. Some contractors were represented by more than one representative, but their
opinion was used in the further analysis as a single one, i.e., company point of view. The
second expert group, i.e., the client group, consisted of 13 public contractors selected from
the local area representing local government (5), government agencies (3), and universities
(5). All examinees from this group are experts in the field of construction management
and/or construction procurement with 15 (4 examinee), 20 (6 examinees), 25 (5 examinees)
and 30 (3 examinees) years of experience and work at tactical and/or strategic management
levels. As some clients were represented by more than one representative, their opinion
was used in further analysis as a single one, i.e., client point of view.

By means of structured interviews as well as workshops, both groups participated
in collective decision-making by expressing their view on criteria using the AHP and
Saaty scale. This served not only as a participatory process in decision-making where
stakeholders adopt the decisions through a majority vote [46], but also in seeking the
agreement of those who participate by generating consensus among them. This resulted in
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two points-of-view, that of the clients and that of the contractors, which will be discussed
further in Section 3. Since the identified criteria are both quantitative and qualitative,
another outranking method, PROMETHEE, was used for ranking of the tenderers as an
appropriate MCDA method for solving such problems. For this purpose, experts from the
client group were asked to evaluate each tenderer in relation to each criterion, resulting in
a decision matrix that was used for prioritization.

The proposed decision support concept was tested on a case study, a small multistory
residential building, while the multi-stakeholder analysis and multi-criteria decision analy-
sis were tested by involving experts from public and private procurement as mentioned.

2.2. Concept Development

The proposed decision support concept for selecting the optimal contractor (DSC-
CONT) consists of several processes, as shown in Figure 1. The focus of the proposed
concept is a two-stage procurement procedure: (1) prequalification, and (2) evaluation of
tenderers. To achieve the best possible outcome, the DSC-CONT uses the synergy of the
AHP and PROMETHEE methods. This approach of using the synergy of the AHP and
PROMETHEE has been previously tested in various multi-criteria problems [20,32,35–37]
and showed promising results. This is due to the strength of AHP in creating a hierarchical
goal structure and the strength of PROMETHEE in ranking alternatives according to
criteria that are evaluated both quantitatively and qualitatively. Creating such operational
synergies by strengthening PROMETHEE with AHP gives the robustness and consistency
in the decision-making process of the DSC-CONT. This approach is preferred by the authors,
based on their own experience with similar methodological approaches, but also because
of the research of other authors [19,33,34,39,41–44,55–57].

Figure 1. Decision support concept for selecting optimal contractor.
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The novelty of the proposed concept is in its robustness and resilience to changes in the
decision-making process, especially in allowing stakeholders to express their attitudes and
their opposing demands. The methods used provide stakeholders with the opportunity to
express their attitudes in a clear way. At the same time, the transparency of decision-making
is increased and the legitimacy of the final outcome is strengthened. The advantage of such
an approach is that even if there is a change in the structure of the decision-makers, the
decision-making procedure itself remains intact and consistent. Moreover, the proposed
concept takes into account EU directives and can be easily implemented in all public
construction tenders regulated by Directives 2004/18 /EC and 2004/17/EC.

The DSC-CONT consists of two processes. During the prequalification process, it is
important to compare key contractor-organizational criteria among a group of contractors
desirous to tender. Such criteria can be identified in various ways. In general, this concept
provides a hierarchical goal structure procedure (Figure 2) and brings stakeholders into the
middle of the analysis. This is done by applying the AHP logic and giving stakeholders
the opportunity to reach consensus in order to come up with a sustainable solution. The
AHP [17,58] is used to determine the importance of the main goal, objectives and criteria
of each stakeholder group (client and contractor). Depending on whether the aggregation
is performed at the comparison level or at the priorities level, the procedure differs but the
result remains the same, i.e., the hierarchical goal structure is formed with all weights. This
is done by the multi-stakeholder analysis, while the contractor analysis offers the insight
into the alternatives, i.e., contractors/tenderers, which leads to their evaluation according
to previously defined criteria.

Figure 2. Hierarchical goal structure procedure [37].

The following process is the evaluation of tenderers and here essentially the multi-
criteria decision analysis is carried out. Since the previously defined criteria can be both
qualitative and/or quantitative, the DSC-CONT uses the strengths of the PROMETHEE
methods for ranking the alternatives. Here, the PROMETHEE II method [59–62] is used
to obtain a complete ranking, but before a final rank-list is produced, it is important to
check the results using VisualPROMETHEE [63] features, such as PROMETHEE Diamond
and/or PROMETHEE Network, as well. The rank-list provides the decision-maker with
the basis for making a final decision, especially if it is presented graphically.

While the evaluation of tenderers process considers specific criteria that can measure
the suitability of the tenderers, i.e., contractors, it is not equivalent to the contractor selection
process, although in practice it is considered to be one. Since the evaluation of tenderers is
the process of investigating or measuring specific project attributes, the contractor selection
is referred to as the process of aggregating the results of the evaluation to identify the
optimal choice. Cheng and Li [31] also highlighted this: “In practice, these two processes
are always grouped together to represent a single procedure to prioritize the contractors
according to the project specific criteria”. Overall, the DSC-CONT provides the decision-
maker with a tool to identify, evaluate, and analyze, but the final decision is always in
their hands.
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2.2.1. Building the Hierarchy

The stakeholder management is often seen as the most important part of construction
project management [37], directly affecting the projects’ scope, time, cost and quality.
Therefore, to manage them proactively by capturing their attitudes, the hierarchical goal
structure (HGS) procedure (Figure 2) is applied. This particular procedure has been used
in some previous research [20,24,36,37] and showed promising results in multi-stakeholder
analysis. The main advantages are the clear goal hierarchy by allowing stakeholders,
i.e., experts, to participate in the creation of the hierarchical goal structure, but also to
express their attitude towards each criterion. Assessing weights, i.e., stating attitudes,
often seems to be the weakest element due to the subjective approach, but in the case
where the search for consensus on weighting of each criterion is a necessity, this leads to a
consensus weighting of all involved stakeholders and can therefore be considered objective.
Nevertheless, the responsibility is in the hands of the decision-maker and his ability to
involve all relevant stakeholders in the HGS procedure.

The proposed HGS procedure ensures insight into the definition of objectives (O) and
criteria (C) of the defined main goal (MG). Since stakeholder relationships are not static,
but on the contrary dynamic and in constant change [42], their attitudes and actions may
change at different project stages, and endanger the overall performance of the project.
Since the hierarchical goal structure procedure is an iterative process that ends when all
stakeholders agree, the decision-maker can be sure that if the procedure is followed, all
stakeholders’ attitudes are embedded in the criteria, the objectives and the main goal.

The result of this procedure is a list of criteria, as shown in Table 1, and gives all
stakeholders involved a clear insight into the HGS and how each element is described,
evaluated and preferred. One can be assured that by completing and fulfilling each criteria,
the main goal will be achieved as an outcome of the process. In addition, this becomes a
transparent tool for the weighting phase.

Table 1. Criteria with short description, evaluation technique, and preference.

Criteria Label Criteria Name Short Description of Criteria and Evaluation Technique
Preference
(Min/Max)

C1 Tender price
Tender price that includes construction/reconstruction
costs according to bill of quantities and technical
documentation; Expressed in 1.000 €

Min

C2 Expected duration
Expected duration of construction/reconstruction
according to bill of quantities and dynamic plan;
Expressed in weeks

Min

C3 Quality Expert assessment taking into account quality of the work
to be done; Qualitative scale 1 (min) to 5 (max) Max

C4 Past relationship Expert assessment taking into account past relationship of
the tenderer; Qualitative scale 1 (min) to 5 (max) Max

C5 Resources

Expert assessment taking into account tenderers’
capabilities of possible allocation of the resources for
finishing construction/reconstruction in given project
constraints; Qualitative scale 1 (min) to 5 (max)

Max

C6 WLCC Expert assessment of project’s impact on whole life-cycle
costs (WLCC); Qualitative scale 1 (min) to 5 (max) Min

C7 Past experience Expert assessment taking into account past experience of
the tenderer; Qualitative scale 1 (min) to 5 (max) Max

As mentioned earlier, this list of criteria (Table 1) resulted from the systematic literature
review and the stakeholders were asked to state their attitudes only about them. It is
important to emphasize that due to the differences in construction projects and tenders, the
proposed HGS procedure offers the possibility to update this list or to create a completely
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new, i.e., customized, list of criteria that provides the best results in terms of the projects’
scope, time, cost and quality.

2.2.2. Weighting Phase

Once the HGS is made, it is necessary to determine their importance, i.e., their weights.
In a multi-stakeholder environment, this can be achieved in various ways. In this particular
case, each stakeholder group (contractors and clients) has been given the opportunity
to express their point-of-view. Typically, stakeholders think that their own expectations
have not been taken properly into account. Therefore, it is of utmost importance that this
procedure is transparent and all their attitudes and actions are considered as a part of the
collaborative governance [46,64,65].

The AHP method and Saaty scale (1–9) were used for weighting. Since there may be
multi-stakeholders in each group, we proposed the weight aggregation at the comparison
level of each group. The multiplicative AHP is useful for stakeholders and decision-makers
to align common viewpoints and ultimately reach an agreement, i.e., consensus. Each
group can be further analyzed as a separate scenario and its consensus as a standalone
scenario, if needed.

2.2.3. Ranking Procedure

While the AHP was used for the definition of HGS and weighting, the PROMETHEE
methods are recommended as appropriate ones for the MCDA of the proposed decision
concept. It is supported by the fact that there are different types of criteria which can be
both qualitative and quantitative. Such cases are very common when dealing with criteria
that involve various technical, economic, social, and environmental aspects. Since the
general objective of this process is to rank and compare all alternatives, it is of utmost
importance for decision analysts to prepare the results as graphically as possible. In this
case, the use of PROMETHEE II results should be supported by graphical representation of
PROMETHEE Diamond and/or PROMETHEE Network. The above is explained in more
detail in the following section.

3. Results and Discussion

Once the HGS is created, it enables collaboration with the identified stakeholders. In
this case, two stakeholder groups have been identified; contractors and clients. Stakehold-
ers from both groups were interviewed about the HGS, especially ranking criteria. For the
purpose of this study, the proposed concept is tested on a case study of a small multistory
residential building. The central issue is to show the possibilities offered by the DSC-CONT,
rather than the selection of the contractor in an actual tender. Therefore, in order to present
the procedure, the criteria have been defined as previously described. At the same time,
the procedure of creating HGS is also presented. This will allow decision-makers the
opportunity to create HGS according to the specifics of their tender.

To provide insight into DSC-CONT and achieve the defined goals of the study, this
section begins with the prequalification process and multi-stakeholder and contractor
analysis. The interviews were conducted in one-on-one sessions where each stakeholder
had the opportunity to reflect on given criteria and assign the weights. Each stakeholder
made the pairwise comparisons for the defined criteria. Different scales were proposed to
them to transform their judgments into numbers of the pairwise comparison. The one that
was used in the end was Saaty’s linear scale, where the values of comparison range from 1
(indifference) to 9 (extreme preference). This stage corresponds to the collaborative part of
the governance process, where all the preferences, likes, and desires, i.e., attitudes of the
stakeholders are included in matrices of pairwise comparison. By collecting their judgment
in square matrices, the relative dominance of one criterion over the other is generated.
Each stakeholder participated in the elaboration of the matrices among the experts who
designed HGS and the final result was presented to them at the end.
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The first group, i.e., contractors, consisted of eight selected contractors from the local
area, as we saw in Section 2.1. They were all technical managers and/or general managers
in small and medium-sized enterprises (SMEs). This group was asked to weight the criteria
as they would like them to be evaluated in future tenders. Their respective weightings are
shown in Figure 3.

Figure 3. Weights of each criterion—contractors’ point-of-view.

As mentioned earlier, some contractors saw certain criteria differently. From their
point of view, the three most important criteria were defined as quality, tender price, and
past experience. At the same time, three criteria have relative peaks in contrast to certain
attitudes. Those criteria are quality (Figure 3, Series 3), whole life-cycle costs, i.e., WLCC
(Figure 3, Series 7), and past experience (Figure 3, Series 8). It is interesting to see that even
with a small number of experts involved, their attitudes differ significantly. In this case, the
reasons can be found in their specializations. Consequently, in Series 3 the experts come
from a company specialized in prefabricated buildings, in Series 7 the experts come from
a company specialized in Design-Build projects, and in Series 8 the experts come from
a company with a 55 year tradition in civil engineering. In summary, even with a small
poll of stakeholders, the DSC-CONT provides the opportunity to incorporate opposing
stakeholders’ demands while increasing the transparency of the decision-making process.

When applying the AHP method, the consistency ratio (CR) must be considered. For
all the contractors’ matrices, the inconsistency found was less than 0.1, which means that
the weights were calculated correctly. In order to evaluate them as a single group, i.e., as a
scenario, the overall matrix was created with aggregated values (Table A1). The aggregation
of each pairwise was done using the median, and the final weights are presented in Table 2.
The CR is 0.08. These weights were used for the following evaluation of tenderers and
presents Scenario 1—contractor group. To conclude, this approach additionally gives
transparency during aggregation as all stakeholders’ demands are included in the decision-
making process.

Table 2. Contractors’ aggregated weights.

Tender Price
Expected
Duration

Quality
Past

Relationship
Resources WLCC

Past
Experience

wi 21.9 11.6 25.7 13.1 4.2 4.9 18.6
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The same approach was carried out for the second group, i.e., clients, which consisted
of 13 selected clients from the local area, as we saw in Section 2.1. They were all public sector
clients and mandatory users of public procurement. Five examinees represent the university
experts’ point of view, five represent local government on city municipality regions, and
three at the regional government agencies. This group was asked to weight criteria in order
to select the best contractor in the future tenders. Their respective weightings are shown in
Figure 4.

Figure 4. Weights of each criterion—clients’ point-of-view.

As mentioned earlier, some clients see certain criteria differently. Their view resulted
in defining the three most important criteria, namely WLCC, quality, and tender price. At
the same time, two criteria have relative peaks in contrast to the given attitudes. Those
criteria are tender price (Figure 4, Series 2 and 13), and WLCC (Figure 4, Series 1 and 5).
It is interesting to see that even with a small number of experts involved, their attitudes
differ significantly. In this case, the reasons can be found in their prior experience with
construction projects. Consequently, in Series 2 and 13 the experts’ prior experience
indicate that they are more oriented towards traditional budgeting and more likely to
see WLCC and nontraditional budgeting approaches such as public−private partnership
(e.g., Series 1 and 5). In summary, even with a small poll of stakeholders, the DSC-CONT
provides the opportunity to incorporate opposing stakeholders’ demands at the same time
increasing the transparency of the decision-making process.

For all their matrices, the determined inconsistency was less than 0.1, which means
that the weights were calculated correctly. In order to evaluate them as a single group,
i.e., scenario, the overall matrix was created with aggregated values (Table A2). The
aggregation of each pairwise was done by the median, and the final weights are presented
in Table 3. The CR is 0.05. These weights were used for the following evaluation of
tenderers and presents Scenario 2—client group. To conclude, this approach additionally
gives transparency during aggregation as all stakeholders’ demands are included in the
decision-making process.
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Table 3. Clients’ aggregated weights.

Tender Price
Expected
Duration

Quality
Past

Relationship
Resources WLCC

Past
Experience

wi 17.8 10.5 23.0 9.8 6.5 24.9 7.5

With the weighted HGS in place, the multi-stakeholder and contractor analysis ended.
This allowed the use of DSC-CONT to perform a multi-criteria decision analysis using
PROMETHEE methods. Since each group was analyzed as a separate scenario, it was
important to create separate decision matrices. Therefore, Figures A1 and A2 present a
decision matrix for each scenario. The main difference between these matrices lay in the
preference section. As already described in Table 1, each criterion was unique. Some of
them were quantitative (tender price and expected duration) and the others were qualitative
(quality, past relationship, resources, WLCC, and past experience). In the case where a
global consensus was reached, an additional aggregation of both contractors and clients’
weights had to be performed. For this particular case, further results and discussions from
both groups are presented.

To begin with the evaluation of tenderers process, the VisualPROMETHEE software
was used. When using PROMETHEE methods, it is important to assign a preference
function to each criterion. The preference functions can be randomly assigned as one of six
predefined ones, but this is not recommended. The choice of a good preference function
depends on the scale of the underlying criterion. For the purpose of evaluating tenderers,
to all quantitative criteria the Linear preference function was assigned, while the Usual,
Level and U-shape preference functions were assigned to the qualitative criteria.

As mentioned earlier, when using PROMETHEE methods such as PROMETHEE II
it is important to assign a weight to each criterion. Since PROMETHEE methods lack
consistent and transparent structuring of hierarchical goals, this is where the strength of
the AHP comes into play. By using the AHP in the multi-stakeholder analysis, we now
had a specific stakeholder weighting that could be implemented in PROMETHEE. The key
point was that these weights represented the actual attitudes of all involved stakeholders
and represented their consensus. This is particularly important when there are a number
of stakeholders who see the problem differently. It must be stressed that this enhances
legitimacy of the final outcome of decision-making process.

Taking all these into account, the PROMETHEE II was used and resulted in a complete
ranking of all alternatives, i.e., tenderers, (Figures 5a and 6a) in terms of their group
opinions, expressed by the criteria weights and by selecting an appropriate preference
function for each criterion. The Phi net flow of each alternative was also visible. The higher
the Phi net flow of a given alternative, the better it was, the same goes for the lower Phi net
flow. From Figures 5a and 6a, it was evident that out of the five alternatives (Contractor
A, B, C, D, and E), their rank remained almost the same, with the best alternative being
Contractor B and the worst being Contractor C. These alternatives were used to simulate
possibilities in the decision-making process and were not part of the any real tender.

The overall spread between the best and worst tender had shrunk slightly, while the
close alternatives (Contractor A and D) had swapped rank positions. This sort of thing
sometimes happens when the alternatives are similarly valued according to criteria (see
decision matrices in Appendix A). This is very often the case in construction procurement,
as the contractors’ bids are very close to each other. With the proposed DSC-CONT,
this brings consistency, transparency, and clarity to the decision-making process and can
identify those very differences and help the decision-makers with their decision. At the
same time, it is known that the final decision is based on the opinions of all parties involved
and thus can be considered as the best or optimal decision.
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Figure 5. The ranking of alternatives with the contractors’ weighting: (a) PROMETHEE II;
(b) PROMETHEE Diamond.

Figure 6. The ranking of alternatives with the clients’ weighting: (a) PROMETHEE II;
(b) PROMETHEE Diamond.

As previously mentioned, these tools give a graphical representation of the com-
plete ranking and should additionally be checked with PROMETHEE Diamond and/or
PROMETHEE Network. Figures 5b and 6b give an insight into PROMETHEE Diamond. In
PROMETHEE Diamond each alternative is represented as a point in the Phi plane angled
at 45◦ degrees so that the vertical dimension (green-red axis) corresponds with the Phi net
flow axis from PROMETHEE II. The point of each alternative in the Phi plane is presented
with Phi+ and Phi-, i.e., the results of the PROMETHEE I partial ranking.

Since the point of each alternative is a coordinate (Phi+, Phi-), it outlines a certain
cone. When one alternative cone overlaps another, it means that the alternative is preferred
over the other, while intersecting cones correspond to incomparable alternatives. When
such a thing occurs, it does not mean that two alternatives cannot be compared, but that
the comparison is difficult. In such case it is appropriate to examine the PROMETHEE
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Network as a representation of the partial ranking resulting from the PROMETHEE I as it
allows incomparability between the alternatives.

In the example in Figure 5b, it is evident that the cone of alternative Contractor B
overlaps all the other alternatives, whereas in Figure 6b this is not the case. In such cases,
the difficulty of comparing alternatives is emphasized and this helps the decision-maker to
focus on these alternatives in detail. Therefore, a PROMETHEE Network of Scenario 2 is
presented in Figure 7.

Figure 7. The ranking of alternatives with the clients’ weighting—PROMETHEE Network.

From this additional insight (Figure 7), one can see the relative position of each
alternative in PROMETHEE II and PROMETHEE Diamond, as well as the preferences
represented by the arrows. This insight can further help the decision-maker not only to
make the decision based on a complete ranking of alternatives, but also consider in detail
whether certain alternatives are incomparable. From Figures 6 and 7, it can be concluded
that the Contractor B alternative is the optimal one.

As we saw in this chapter, the synergy of the AHP method and PROMETHEE methods
cope efficiently with the problem of selecting the optimal contractor if they are used
adequately. Even the limitations that some of the above methods have when they are
used solely in this approach cease to exist. The proposed decision support concept for
selecting the optimal contractor showed its robustness, resilience, and consistency in the
decision-making process even when changes occur.

4. Conclusions

The presented decision support concept for selecting the optimal contractor (DSC-
CONT) shows a scientific approach for coping with the multi-stakeholder and multi-criteria
decision-making environment in construction project management during the procurement
process, focusing on (1) prequalification, and (2) evaluation of tenderers. In order to
achieve the optimal solution, the concept is based on the synergic effect of the AHP (for

18



Appl. Sci. 2021, 11, 1660

the development of the hierarchical goal structure) and PROMETHEE (for the pairwise
comparison of alternatives, i.e., tenderers/contractors) methods, each applied at different
stages of the procurement procedure.

The advantage of the presented DSC-CONT is that it is easy to implement in any
public construction tender regulated by Directives 2004/18 /EC and 2004/17/EC. The
concept is robust and resilient to changes in stakeholders and allows for their opposing
demands, at the same time it increases the transparency of decision-making and enhances
the legitimacy of the final outcome. The advantage of such an approach is that even if
there is a change in the structure of decision-makers, the decision-making procedure itself
remains intact and consistent.

The limitations of this study are the given criteria. At the moment, they serve to
validate the proposed decision support concept, especially the decision-making framework.
Therefore, future directions are in expanding the dataset of stakeholders’ attitudes towards
specific types of building projects and providing lists of statistically significant criteria for
particular tenders in civil engineering. This will potentially help the decision-makers to
further speed up the process of defining criteria and focus energy on the criteria weighting
and evaluating tenderers to select the optimal one.
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Appendix A

The AHP decision tables as an overview of contractors’ and clients’ points-of-view are
given in the following tables.

Table A1. Overall matrix for Scenario 1—contractor group.

Tender Price
Expected
Duration

Quality
Past

Relationship
Resources WLCC

Past
Experience

Tender price 1 4 2 1 3 5 1/3
Expected duration 1/4 1 1 1 3 3 1/2

Quality 1/2 1 1 3 7 3 4
Past relationship 1 1 1/3 1 4 3 1

Resources 1/3 1/3 1/7 1/4 1 1 1/3
WLCC 1/5 1/3 1/3 1/3 1 1 1/2

Past experience 3 2 1/4 1 3 2 1
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Table A2. Overall matrix for Scenario 2—client group.

Tender Price
Expected
Duration

Quality
Past

Relationship
Resources WLCC

Past
Experience

Tender price 1 3 1 3 1 1 1
Expected duration 1/3 1 1/3 3 1 1/3 2

Quality 1 3 1 3 5 1 3
Past relationship 1/3 1/3 1/3 1 3 1/3 3

Resources 1 1 1/5 1/3 1 1/5 1/2
WLCC 1 3 1 3 5 1 5

Past experience 1 1/2 1/3 1/3 2 1/5 1

Figure A1. Contractors’ decision matrix—input for conducting PROMETHEE II.

Figure A2. Clients’ decision matrix—input for conducting PROMETHEE II.
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Abstract: In civil engineering and construction, in the selection of the most adequate and sustainable
alternative, all of the alternatives and selection criteria, such as the requirements of the construction
process (which are often overlooked) and the preferences of designers, clients, or contractors, are
not always taken into account. The purpose of this article is to suggest a methodology that may
allow studying all of the possible alternatives to find the most ideal solution among all of the
existing possibilities for the selection of retaining walls to be built in infrastructures in different
environments. For this purpose, all typologies of retaining walls and selection criteria (external
requirements, construction requirements, characteristics of the natural land and economic criteria)
are first identified. Subsequently, a simple methodological method is proposed, allowing the relative
importance of each criterion to be established and allowing us to select the most suitable solution for
each situation by successively applying different multicriteria decision-making methods. Finally, the
methodology developed is applied to two projects in different locations with different constraints.
The results obtained provide a set of compromise solutions that remain as best-rank alternatives
when the weights of the criteria change. Therefore, the methodology developed can be applied to the
selection of typologies of other structures in future projects.

Keywords: multicriteria decision-making; retaining wall; selection criteria; construction require-
ments; AHP method; VIKOR method; TOPSIS method

1. Introduction

A retaining wall could be defined as any uninterrupted structure that, whether in
a passive or in an active way, produces a stabilizing effect over a mass of land [1]. The
earth retaining walls are those structures that retain a piece of land with a steeper angle
than the angle of friction of the land [2]. There are different classifications of retaining
walls according to different criteria: load support mechanism (externally or internally
stabilized walls), construction concept (fill or cut), system rigidity (rigid or flexible), and
service life (permanent or temporary) [3]. Thus, several different types of retaining walls
exist with different performance characteristics as well as constructability characteristics,
as well as different uses [2]. Retaining walls are expensive structures that are designed
and constructed to support cut and fill slopes where space is not available for construction
of flatter, more stable slopes [3]; therefore, the cost of construction, the environment and
the space available will be criteria to take into account in its design and construction.
Selecting a type of retaining wall is a complex process, considering the various geotechnical
and non-geotechnical factors involved [4]. Moreover, during the selection process, it is
necessary to consider all the criteria during the whole life cycle [5].

In decision-making, it is necessary to consider all the alternatives and criteria involved
in the decision process [6]. In civil engineering and construction, the choice of the most
adequate and sustainable alternative is not always made by studying all of the possible
typologies nor the life cycle of the infrastructure: design, construction, maintenance, and
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dismantlement. Therefore, it is necessary to identify all the typologies, their characteristics,
and the selection criteria without forgetting the requirements of the construction process.
The methodology to be developed must establish a systematic process in the decision-
making process. Finally, the solutions obtained must remain unchanged in the face of
changes in the decision-maker’s preferences or variation in the weight of criteria, i.e.,
provide strong solutions.

Multicriteria decision-making methods have become a tool to solve engineering
problems because they allow complex problems to be modeled. These methods can be
used to select the best alternatives when there are several conflicting criteria in a context of
uncertainty [7]. In this paper, a methodology is developed for the selection of typology of
retaining walls according to different criteria. In the developed methodology, the first step
is taken has been to identify all of the different types of retaining walls and selection criteria
(external requirements, construction requirements, characteristics of the natural land, and
economic criteria) that may determine whether a solution is the best option or not, and
to which extent. Subsequently, the most suitable solution is determined by successively
applying different multicriteria decision-making methods.

2. Literature Review

2.1. Retaining Walls

Retaining walls are constructed to sustain the lateral pressure of the earth behind
them. They are structures used to contain soil or other loose materials when their natural
steeps are undesirable, in the case when building linear infrastructures such as railways or
roads [5]. Retaining walls are often an overlooked critical asset of infrastructures because
they are constantly around us. Each year, globally, millions of square meters of retaining
walls are constructed for private and public projects. Retaining walls save space, reduce
impacts, and allow owners to get the most out of a given property or right-of-way. Thus,
retaining walls are an important part of development projects today [8].

There are many kinds of retaining walls, with different forms and structural character-
istics according to the dimensions and location [9]. Over the last three to four decades, due
to the development of materials and enhancement in technical understanding of geotech-
nical engineering, different types of soil retention systems have evolved [10]. There are
several classifications of types of earth retaining structures.

In general terms, these structures may be classified into two groups, externally stabi-
lizes walls and internally stabilized walls. The examples of first category are gravity walls,
reinforced concrete cantilever and reinforced concrete counterfort walls. These walls are
essentially characterized by the concept that the lateral earth pressures due to self-weight
of the retained fill and accompanied surcharge loads are carried by the structural wall [10].
The construction sequence of these walls involves the casting of base and stem followed
by backfilling with specified material. This requires a considerable amount of time as
concrete has to be adequately cured and sufficient time spacing has to be allowed for
concrete of previous lift to gain strength before the next lift is cast [10]. The internally
stabilized walls include metal strip walls, geotextile reinforced walls and anchored earth
walls. These walls comprise of horizontally laid reinforcements which carry most or all of
the lateral earth pressure via soil-reinforcement interaction or via passive resistance from
the anchor block [10]. This reduces the volume of concrete and steel reinforcement in the
wall significantly, thus its construction is relatively fast speed. Retaining walls with relief
shelves can be considered as a special type of retaining wall [11].

Another classification establishes three different groups: gravity walls, embedded
walls and hybrid walls [2].

• Gravity walls: The purpose of a gravity wall is to avoid sliding and overturns through-
out its own weight and by the friction of its base with the land. They are generally
built over flat land before being refilled behind the wall. Given their characteristics,
they are generally used in high lands, as per example, for retaining embankments in
roads and railways. They can also be used in order to support excavations, which are
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under the natural level of the land. For these situations, the excavation is made in
open air and the refilling is done behind the wall. These walls require an additional
excavation and refill, as well as the occupation of the land during construction. One
of the basic characteristics of the gravity walls is that the drainage is done through
drain tubes located behind the wall with the purpose of reducing the water pressure.

• Embedded walls: An embedded wall is the one which base penetrates in the land to
achieve side support of the passive resistance of the land on the lower front part of
the wall. This resistance can be used as a sole resistance to provide stability to the
wall or it can also be used with moorings, supports or other support sources of side
support to increase the stability. In this case, they are considered anchored walls or
underpinned walls. Unlike with gravity walls, building embedded walls requires
specialized equipment and in-situ operations. These walls need to be built before
starting the excavation. It is preferred to use embedded walls rather than gravity
walls, when:

� It is necessary to make deep excavations.
� It is not possible to temporarily occupy adjoining lands in order to make

temporary excavations in open air.
� There are buildings or structures close to the excavation that need to be sup-

ported or protected.
� If there is a high phreatic level and it needs an excessive pumping in order to

eliminate the water for making a temporary excavation in open air.

• Hybrid walls: These are the ones that combine different aspects of both gravity walls
and built-in walls or slurry walls for retaining the land. An example of a hybrid wall
would be a concrete wall built forming an L or T, with pile foundations.

A subclassification of these types of retaining walls is included in Table 1.

Table 1. Types of retaining walls. Source: the authors’ own research.

Type of Retaining Wall Sub-Type of Retaining Wall Main Characteristics

Gravity wall Mass concrete wall It uses its own weight for stabilizing, it does not use any traction

Gravity wall Reinforced concrete wall They can be constructed in an L or T shape with a stabilizing
platform, with buttresses, made in situ or prefabricated

Gravity wall Ashlar factory walls They are stone walls, ashlar masonry, placed one together with
another

Gravity wall Masonry walls Walls formed by coined rough stones

Gravity wall Riprap walls Walls formed by irregular stone blocks, which are generally
obtained from a quarry, with different shapes and rough surfaces.

Gravity wall Crib walls Walls comprise a grillage of header and stretcher units placed on
firm foundations, usually of mass or reinforced concrete

Gravity wall Gabion walls Walls formed by superimposed boxes of prismatic form of wired
(galvanized) reinforcing mesh refilled with small rocks.

Gravity wall Green walls Solid masses of earth reinforced with geotextiles. They do not
generally need any foundation. Complete landscape integration.

Gravity wall Garden walls Walls formed by a grid of concrete elements placed over a
concrete base

Gravity wall Wooden garden walls Walls formed by wooden pieces put in place and which interior is
refilled with earth

Gravity wall Prefabricated concrete walls
Walls with the form of an L. The panel and footing have been

conjointly prefabricated forming a sole element. They have a 4
meters height limit. Transport limitations

Gravity wall Concrete prefabricated blocks
walls

Green: Formed by prefabricated empty pieces to be filled with
sand Blocks of solid mass, which have been fit together. There is a

great typology of blocks

Gravity wall Slat walls Formed by prefabricated transversal plates, placed between
vertical buttresses. They usually have a vegetal cover.
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Table 1. Cont.

Type of Retaining Wall Sub-Type of Retaining Wall Main Characteristics

Gravity wall Reinforced soil
It is a special gravity wall. The gravity structure is provided by
reinforcing the ground itself rather than providing a separate

structure

Embedded wall Traditional embedded walls

Wall penetrates the ground at its base to gain lateral support from
the passive resistance of the ground in front of the lower part of

the wall. This resistance may be or act in conjunction with
anchorages, props or other sources of lateral support for stability

Embedded wall Sheet pile walls Walls are constructed by driving, vibrating or pressing steel
sheets into the ground without any material being removed

Embedded wall Contiguous o secant bored
pile walls

Pile wall consists of bored cast-in-place piles installed along the
line of the wall

Embedded wall Diaphragm walls

Diaphragm walls are interlocking reinforced-concrete panels. The
panels are formed by excavation under fluid to support the

surrounding ground and lowering a prefabricated reinforce-ment
cage into the trench excavation

2.2. Multicriteria Decision-Making

V. Neumann-Morgenstern (1943) works represent the starting point of the scientific
treatment of the individual decision-making process problems [12]. The decision-making
process can be done by applying different methods and tools, as well as using different
objectives [13]. The use of multicriteria decision-making (MCDM) methods constitutes an
efficient tool for reducing subjectivity and systematizing the decision-making process [14].
They can be used in different stages of the process, either to decide on the importance of the
criteria for each alternative, to select the most suitable alternative or to establish a ranking
of alternatives. Thus, MCDM methods can be used to select the best alternatives when
there are several conflicting criteria in a context of uncertainty [7]. MCDM methods have
had a fast-growing in many disciplines [15].

In a decision-making problem there are always several elements: Decision criteria C
= {C1, C2, . . . Cn}, conditions which allow us to differentiate alternatives and to establish
the preferences of the decision–maker; Weight or measurements of the importance of the
criteria for the decision-maker, being each criteria vector associated to a weight vector
[w] = (w1, . . . wn). Weights can be established by direct allocation methods or by other
methods as Simos method [16], Delphi method [17] or by paired comparisons, analytic
hierarchy process (AHP) [18] among others. Alternatives, different solutions to be adopted
in a decision-making problem, which are assigned as, As = {A1, A2, . . . Am} (I = 1, 2, . . . m)
are the possible alternatives. And last, the assessment or decision matrix, by which, for
all of the criteria taken into account and for each alternative of the choice ensemble, the
decision-maker is able to give a numeric or symbolic aij value that expresses an assessment
or opinion of the alternative Ai regarding criteria Cj [19].

The MCDM methods can be classified into different groups according to similar char-
acteristics [13]. These groups are: (1) Scoring methods, their basis consists of assessing the
alternatives using basic arithmetical operations, including the simple additive weighting
(SAW) and the complex proportional assessment (COPRAS) methods obtain the sum of the
weighted normalized values of all the criteria [20]; (2) distance-based methods, the basic
principle of them is obtaining the distance among each alternative and a specific point
(a hypothetical best alternative), including technique for order preference by similarity
to an ideal solution (TOPSIS) and the viekriterijumsko kompromisno rangiranje (VIKOR)
methods [21–23]. This group also includes others based on Euclidean distance measure-
ment [24,25]. (3) Pairwise comparison methods are widely used for their ease of calculation
when selecting different alternatives in case there are quantitative and qualitative criteria.
They allow evaluating the different alternatives according to qualitative criteria when
comparing them in pairs and they are sometimes used to weigh the selection criteria as it
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is the case in this paper. The best-known method of this group is the Analytic Hierarchy
Process (AHP) method [18]. Other methods in this group are Analytic Network Process
(ANP) [26,27] and Measuring Attractiveness by a Categorical Based Evaluation Technique
(MACBETH) [28,29] methods. (4) Outranking methods, this term includes all those MCDM
methods that revolve around the theoretical concept of relationships of achievement, pro-
posed by a group of French researchers in the mid-1960s. The first representative of the
methods of overcoming was the ELimination Et Choix Traduisant la REalité (ELECTRE)
method [30,31]. Another widely used method included in the outranking methods is the
Preference Ranking Organization METHod for Enrichment Evaluations (PROMETHEE)
method, was introduced by Brans and Vincke (1985) and Brans et al. Since then, numer-
ous applications with a special interest in location problems have appeared: hydropower
plants, commercial facilities in a competitive environment, waste disposal sites, financial
evaluation, etc. [32].

There already are some precedent uses of MCDM methods in order to choose the type
of retaining wall, such as the case of the Transportation Department of South Carolina in
USA [3]. In this case, the determination of the most acceptable type is made based on the
Important Selection Factor, ISF, rating and the weighted rating each of the above selection
factors is given for each retaining wall type. Where the ISF ratio varies between 1: least
important factor and 3: most important factor, that is to say, it is a qualitative evaluation.
Likewise, for the selection of the most suitable construction solution of retaining walls on
construction lands, other precedent selection uses have been included in the bibliography –
although not studied in this review-, such as decision trees using logistic regression analysis,
for the selection of walls [4]. In this paper, also all decision criteria are identified including
construction requirements or requirements of the construction process.

3. Methodology

Description of the problem:

• Question to be answered; which is the most suitable retaining wall to be chosen for
certain infrastructures?

• We have different alternatives for the resolution (Aj), which are the different typologies
of retaining wall constructions.

• The solution is conditioned by a series of criteria, project and construction require-
ments (Ci), although not all criteria have the same importance regarding the decision.
Therefore, they must be analyzed for each case depending on weights (wi).

• If we were to represent the problem based on a matrix, we would obtain a matrix by
which aji would be the obtained assessments for each alternative (Aj), depending on
the criteria (Ci).

Once the problem has been defined, Figure 1 includes an outline of the steps in
the decision process [33]. This process is followed by the methodology developed and
described in this section.

3.1. Selection Criteria

To make correct use of the MCDM method, apart from identifying all the alternatives
(in this case the types of retaining walls), it is required to identify all characteristics and
requirements of the project and the construction process that may influence the selection
of the most suitable typology. The project and construction requirements can be divided
into five main groups: external requirements, requirements of the construction process,
characteristics of the natural land, environmental and economic criteria. These criteria
have been listed in Table 2. Some criteria are quite easy to incorporate, analyze and assess,
such as the cost criteria, or the performance, which have quantitative assessments, but
others, such as the culture (based on the frequency with which certain types of retaining
walls are chosen in certain geographical areas), or the influence of the drainage, is not as
easy and clear to analyze or assess.
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•Definition of the problem

•Establishing objectives: general declarations of intentions and desirable values. 
For example: lowest cost and best landscape integration

•Identifying alternatives

•Definition of criteria

•Selection or design of a multicriteria decision making method

•Evaluation of the alternatives for each criteria, consideration of criterion and 
prioritization of alternatives

•Validation of the solution

Figure 1. Steps or stages of the decision-making process.

Table 2. Selection criteria. Source: the authors’ own research.

Group Criteria Type of Criterion Relevance

External requirements Retaining wall dimensions Quantitative High
External requirements Space available Quantitative High
External requirements Traffic restrictions Qualitative Medium
External requirements Influence on public services Qualitative High
External requirements Space available in the base of the wall Quantitative Medium
External requirements Permissible settlement Quantitative High
External requirements On-site overloading Quantitative High
External requirements Seismicity Quantitative High
External requirements Permeability Quantitative Medium
External requirements Aesthetic appearance Qualitative Low
External requirements Technical culture and customs Qualitative Medium

Environmental Noise and vibration during construction Quantitative Medium
Environmental Construction and demolition residues Quantitative High
Environmental Landscape integration Qualitative High

Environmental Energy use and greenhouse gas emissions (life
cycle) Quantitative High

Construction requirements Construction performance Quantitative High

Construction requirements Elements inside the ground: round stones, gravel,
debris Qualitative Low

Construction requirements Surface disturbances Qualitative Low
Construction requirements Machinery and specialized equipment Qualitative High
Construction requirements Spaces for material storage Quantitative Medium
Construction requirements Material availability Quantitative Medium

Characteristics of the soil natural Density of the retained material Quantitative Medium
Characteristics of the soil natural Interstitial water pressure Quantitative Medium
Characteristics of the soil natural Soil resistance (internal angle of friction) Quantitative High

Economic criteria Construction cost Quantitative High
Economic criteria Preservation and maintenance necessities Quantitative/Qualitative High

3.2. MCDM Methods

A methodology for resolving the problem has been set out, combining two multiple-
criteria decision-making methods, the analytic hierarchy process (AHP) and the VIKOR
methods. The obtained selection will be compared with the one resulting when applying
the TOPSIS method in substitution of the VIKOR method. Both methods are focused on
trying to find the solution that is closest to the optimal solution but with a different process
of evaluation [21].
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By the analytic hierarchy process (AHP), the weight eigenvector is calculated for the
criteria that determine which is the most ideal solution, by making a paired comparison of
them for each project [34]. It must be taken into account that the weight eigenvector is not
the same for each project, since certain criteria may have bigger importance in comparison
to the others, depending on the characteristics of the project. We must remember that AHP
measures the global inconsistency of the views by the consistency ratio (CR), calculated
by dividing the consistency index (CI) and the random index (RI), and it should be of less
than 10%. The consistency index measures the consistency of the comparison matrix [18].

CI =
λmax − n

n − 1
(1)

where λmax is the biggest value of the transposed matrix of the paired comparison matrix,
and n is the matrix range. The RI is an index which measures the consistency of a random
matrix [18,35]. On the other hand, through paired comparisons we can establish the
“behavior” of each alternative for each of the qualitative criteria that are part of the making-
decision processes, to obtain a quantitative assessment for qualitative criteria.

Later, the VIKOR method will be applied for selecting the most suitable typology,
based on a classification list of alternatives that shall provide us with one or more compro-
mise solutions. “Viekriterijumsko kompromisno rangiranje” (VIKOR) is a Serbian term
meaning multicriteria optimization and compromise solution [23]. It was developed to
solve a decision problem with a limited number of alternatives (possible solutions) with
conflicting criteria and with different units of measurement [22]. Therefore, the VIKOR
method is suitable for solving decision-making problems with conflicted and noncommen-
surable criteria (which means, with different units) or when there are quantitative and
qualitative criteria. The VIKOR method has been applied on many occasions for selection
of alternatives in infrastructures, as reflected in the literature [36–40]. For normalization,
converting the criteria into dimensional variables, a linear function is used in the VIKOR
method that does not depend on a function of value of criteria as in the case of TOPSIS
method [21]. The compromise solution shall be the one closest to the optimal solution [22].
To obtain a compromise solution (or solutions), we shall follow the next steps:

1. “Best” and “worst” value of each alternative is calculated for each criterion, as follows:

f ∗i = maxi fji; f−i = mini fji; If criterion i represents a benefit .
f ∗i = mini fji; f−i = maxi fji; If criterion i represents a cost.

where i is the number of criteria and j is the number of alternatives, so fji is an
evaluation of the alternative Aj with respect to criterion Ci.

2. Values Sj, Rj, and Qj are calculated for each alternative as follows:

Sj =
n

∑
i=1

wi
(

f ∗i − f ji
)
/
(

f ∗i − f−i
)

(2)

Rj = max
i

∣
∣wi

(
f ∗i − f ji

)
/
(

f ∗i − f−i
)∣∣ (3)

where wi is the weight of criterion i relative to the rest, that is, it reflects the relative
importance of each criterion. At this point, it is necessary to indicate that in the
VIKOR method the normalized values are given by the expression: (fi* − fji)/(fi* −
fi−). Thus, normalized values do not depend on the unity of the different criteria [21].

Qj = ϑ
[(

Sj − S∗)/
(
S− − S∗)]+ (1 − ϑ)

[(
Rj − R∗)/

(
R− − R∗)] (4)

where S* = minjSj, S− = maxjSj, R* = minjRj, R− = maxjRj, and ϑ represent weight of
the strategy of “the majority of criteria” (or “the maximum group utility”). Consensus
is for a value ϑ = 0.5 [21]. Other authors have demonstrated how difficult it is to
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achieve consensus in situations of uncertainty and with large amounts of information
and possible alternatives [41].

3. Different alternatives are sorted according to values S, R and Q and the results are
three ranking lists.

4. Best-ranked alternative A(1) is identified as a compromise solution, i.e., the alternative
with the lowest value of Q. This is true, if the following two conditions are met:

Requirement 1: Acceptable advantage.
Q(A(2)) − Q(A(1)) ≥ DQ, where besides A(2) is the second alternative according to the

value classification of Q, and DQ = 1/(J-1), where J represents the number of alternatives.
Requirement 2: Acceptable stability in the decision-making process.
Alternative A(1) will also be the best ranked according to the list of values of S and/or

R. This alternative solution is stable within a decision-making process.
If one of the requirements is not met, the method offers a range of alternative solutions,

which can consist of: Alternatives A(1) and A(2), if condition 2 is not met; Alternatives
A(1), A(2), . . . A(M), if condition 1 is not met; A(M) will be established taking into account
the relation Q(A(M)) − Q(A(1)) < DQ. These alternatives are considered to be within the
“closeness” [21,22].

The VIKOR method is an efficient tool to use as a multiple-criteria decision-making
method when the decision-maker is not able to, or does not know how to, express their
preferences at the beginning of the design process. The obtained compromise-solution may
be approved by the decision-maker, given that it provides the biggest group usefulness
to the majority, represented by the minimum S, and an individual minimum opposition
represented by the minimum R [22].

Later, the TOPSIS method shall be applied in order to compare the results obtained by
both methods. In order to do this we start with the decision matrix and we calculate the
positive optimal solution and the negative optimal solution, and we will obtain the best
ranked solution, being the one that is closer to the positive optimal solution, and further
from the negative optimal solution [42,43]. To carry out the simulation and application
of the VIKOR and TOPSIS methods, an algorithm has been developed in the MATLAB®

software to automate the calculations.

4. Case Study

The described methodology is applied to two projects with different context and
purpose. Project 1: Mountain road in a nature park in the province of Madrid (Spain) and
Project 2: New highway under construction in Andalusia (Spain).

Validity will be verified by the behavior in the solution to be adopted when there
are variations in the weight of criteria, the changes in the compromise solution will be
determined using the VIKOR method. And lastly, the results will be compared to the
obtained results using the TOPSIS method.

A small set of criteria and typologies have been taken into account to show the
methodology simply. As alternatives are considered, four typologies included in Table 2: a
reinforced concrete wall built in situ, garden wall, green wall reinforced with geotextiles,
and riprap wall. These typologies have been selected given that they represent a bigger
variety of retaining walls. In the decision-making process, we choose as determining criteria
the following: construction cost in €/m, construction performance, m/day, landscape
integration, technical culture and customs (construction frequency), and lastly, preservation
and maintenance necessities. In a manner similar to that of the selection of alternatives,
these five criteria were chosen because they are the most common and determining in
retaining walls. All retaining walls have an average height of four meters. To apply the
decision-making methodology, the following hypotheses are needed:

• All the retaining walls have a stable structure (the assessed solutions are stable).
• Logistic determinants have not been considered such as material availability or avail-

able space for gatherings.
• The drainage system works correctly in all cases
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• Selection criteria are independent.

To evaluate the different alternatives concerning the selection criteria, firstly the cost
and performance of construction has been determined based on the advice of suppliers,
Spanish Ministry of Development [1,44], as well as the advice of designers and contractors
who were consulted for this purpose. Next, for the quantitative evaluation of the different
alternatives for the qualitative criteria: technical culture and customs and preservation
and maintenance necessities, paired comparisons according to the Saaty scale of the AHP
method [18,35] are used to determine such a quantitative assessment. In this way, the
quantitative assessment of each alternative for each qualitative criterion varies between
0 and 1, with 0 being the lowest value and 1 the highest value for each criterion. The
results obtained for each alternative respect to each selection criterion have been included
in Table 3. If these results are analyzed, it can be seen that, for example, the alternative of
reinforced concrete retaining wall is the one which obtains the lowest valuation concerning
the criterion of landscape integration, is the one that is built most frequently and, on the
contrary, is the alternative which requires the least conservation and maintenance actions
throughout the life cycle.

Table 3. Data and values of alternative for each criterion. Source: the authors’ own research.

Alternative
Construction

Cost (€/m)
Construction

Performance (m/Day)
Landscape
Integration

Technical Culture
and Customs

Preservation and
Maintenance
Neccesities

Reinforced concrete
retaining wall 870 1.5 0.041 0.506 0.047

Garden retaining wall 640 2.48 0.099 0.257 0.316
Green retaining wall 430 2.75 0.608 0.065 0.564
Riprap retaining wall 608 2.8 0.251 0.172 0.073

Once the assessment of the alternatives has been determined, the values fi* and fi−,
being the best and worst values of each criteria function, are calculated according to the
VIKOR method. The results are included in Table 4.

Table 4. Values fi* and fi−, applicating step 1 of the viekriterijumsko kompromisno rangiranje (VIKOR) method Source: the
authors’ own research.

Construction Cost
(€/m) Minimum

Construction
Performance (m/day)

Maximum

Landscape
Integration
Maximum

Technical Culture
and Customs

Maximum

Preservation and
Maintenance

Necessities Minimum

fi* 430 2.8 0.608 0.506 0.047
fi− 870 1.5 0.041 0.065 0.564

It is important to highlight that the importance of each criterion depends on the
location where the retaining wall is going to be constructed. Thus, for each project, and
before using the VIKOR and TOPSIS methods, the weight vector is determined, by paired
comparisons, and by applying the AHP. So, for project 1, given the environmental factors,
when using the AHP method for obtaining the weight vector by paired comparisons, the
weight vector is obtained, w = (0.03; 0.08; 0.54; 0.21; 0.13). It is important to remember
that the consistency of the comparison matrix must be identified. After determining the
consistency following equation (1), the consistency ratio = 0.094697, which is under 0.1, is
obtained. Therefore, the assessments made can be considered as consistent.

Then, Equations (2)–(4) are applied to calculate the Sj, Rj and Qj values. The alterna-
tives classification list will be established according to the values of S, R and Q, to establish
the solution or the ensemble of compromise solutions. To carry out the simulation and
application of the VIKOR and TOPSIS methods, an algorithm has been developed in the
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Matlab® software to automate the calculations. The results obtained by VIKOR method are
shown in Table 5:

Table 5. Ranking of alternatives according to the VIKOR method. Project 1. Source: the authors’ own
research.

Alternative Q S R

Green retaining wall 0.000 0.346 0.210
Riprap retaining wall 0.437 0.521 0.341
Garden retaining wall 0.917 0.711 0.487

Reinforced concrete retaining wall 0.925 0.657 0.542

Minimum value of Q can be observed for the green wall alternative (see Table 5). Both
requirements of the VIKOR method are met: requirement 1, acceptable advantage, and
requirement 2, stability of the decision-making process. Therefore, there is a compromise
solution for the decision-making problem described here, being the alternative of green
wall reinforced with geotextile the one most suitable to the determining criteria.

To verify the validity of the method, the VIKOR method is applied for another case
varying the importance of the different criteria but keeping the criterion of landscape
integration as the most important, with the weight between 0.48 and 0.54. Thus, it is
confirmed as compromise solution the typology of the green wall, being the best-ranked
option in the classification lists Q, S and R, although within an ensemble of compromise
solutions in which a riprap wall is also included as the second option. When using TOPSIS,
the green retaining wall is confirmed as the best-ranked solution, obtaining the following
classification: Green retaining wall, Rj = 0.9966; Riprap retaining wall, Rj = 0.5955; Garden
retaining wall, Rj = 0.5227; Reinforced concrete retaining wall, Rj = 0.0034.

For project 2, the process followed in the previous case must be repeated, calculating
on first place the weight matrix for the selection criteria, by paired comparisons. The
weight vector obtained is w = (0.41; 0.03; 0.26; 0.11; 0.18). The consistency of the comparison
matrix has been assessed, obtaining a Consistency Ratio of less than 0.1, being able now
to conclude that the assessments made are consistent. In the same way, we complete
the decision-making process by calculating the values Sj, Rj and Qj and establishing the
classification lists of alternatives, Table 6.

Table 6. Ranking of alternatives according to the VIKOR method. Project 2. Source: the authors’ own
research.

Alternative Q S R

Green retaining wall 0.034 0.294 0.182
Riprap retaining wall 0.158 0.424 0.166
Garden retaining wall 0.514 0.598 0.237

Reinforced concrete retaining wall 1.000 0.707 0.409

As a result, a minimum of the Q, S and R values for the case of the green wall is
obtained, but with similar values to those for riprap wall, from which we deduce that
there is not a clear optimal solution, but an ensemble of compromise solutions that can be
a solution to the problem in a more or less appropriate form. It is demonstrated this by
applying requirement 1, acceptable advantage of the VIKOR method. Q(A(1)) − Q(A(2)), is
lower than 0.333, therefore the requirement 1 of acceptable advantage is not met. Therefore,
as a solution to the decision-making problem, we suggest an ensemble of compromise
solutions formed by the alternatives green retaining wall and riprap retaining wall. It
should be remembered that the VIKOR method proposes an ensemble of compromise
solutions to those alternatives, A(1), A(2), . . . , A(M), that make Q(A(M)) − Q(A(1)) <
DQ. For project 2, when the most important criterion is the cost, the best-valued solution
is the green wall, being a close second (admissible solution) the riprap wall, therefore
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being both valid with VIKOR. However, in the case the importance of the construction
performance is increased (+3%), the optimal solution is the riprap retaining wall, and the
garden retaining wall would be the second solution. With this analysis, we can see the
sensibility of the method and its possible use when no characteristic is clearly predominant,
like the landscape integration in the previous case. If the criteria weight is not defined, the
strongest solution will be the riprap retaining wall, which is the best ranked or the second
in all the cases. A strong solution is the one that is still admissible when the importance of
the criteria changes.

When using TOPSIS, the green retaining wall is confirmed as the best-ranked solution
and as the second option the riprap retaining wall, obtaining the following classification:
Green retaining wall, Rj = 0.9991; Riprap retaining wall, Rj = 0.5955; Garden retaining wall,
Rj = 0.5227; Reinforced concrete retaining wall, Rj = 0.0005. This way it is proven that the
proposed method can be applied both in cases with different criteria importance and in
cases in which the precedence is clear but the differences not so much.

5. Results

After applying the methodology (AHP + VIKOR methods) to two projects in different
environments, in both cases, we obtained a compromise solution (or set of solutions) that
remains stable in the case of changes in the weights of the selection criteria. In other words,
the best-rank solution of type of retaining wall remains the best-ranked first or second whit
different weighting criteria, which is why this solution is admissible when the importance
of the criteria changes. In both projects, the ranking obtained by the VIKOR method is
confirmed after the application of the TOPSIS method. Obtaining the green retaining as
the first-rank solution and the rip rap retaining wall as the second-rank solution in the
selection of retaining wall types for two different projects, one in a natural environment
and other in design and construction of a new highway.

6. Study Implications and Contributions

The methodology developed first provides a systematic process for the identification of
alternatives and selection criteria for the selection of types of retaining walls. It incorporates
an exhaustive list of all the selection criteria that need to be considered and analyzed in the
decision-making process, including the requirements of the construction process. This list
of criteria, and their definition, may help other researchers and practitioners to include in
the selection of best alternative in future projects for example for selection de typologies
of bridges. Moreover, it is possible to systematically incorporate the importance of the
different criteria according to the environment in which the structure is built since it is
not the same as a structure being built in a natural environment as in a newly constructed
highway with fewer environmental and space limitations.

7. Discussion

After applying the methodology to the case studies, it is appropriate to discuss whether
some issues could improve the identification or weighting of criteria or the assessment of
each alternative against each criterion. By that and concerning the selection of retaining
wall typologies, the article provides a more objective process for the weighting of criteria
than other previous investigations commented on in the review of the literature that is
carried out by subjective assessments of the decision-maker and with qualitative scales.
However, in any way, the weighting of criteria by paired comparisons (AHP method) has
a subjective component, although this can be overridden with an appropriate number of
decision-makers/experts or decision group. Therefore, for future research, it would be
appropriate to modify the methodology for the selection of retaining walls by applying
other methods of weighting selection criteria such as the entropy method, which does not
involve the opinions of experts and increases objectivity, [45] and compare the results with
the application of the AHP method with an appropriate number of decision-makers. On
the other hand, the selection methodology has not taken into account the dependence of
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the criteria, so this issue should be analyzed to verify if the solutions obtained would vary
and whether the methodology is appropriate [26,35].

In the paper, all the typologies of retaining walls have been identified, as well as all
the selection criteria, however, and to simplify the application of the methodology, the
selection method has been applied to a reduced group of alternatives and criteria. For
this reduced set of alternatives and criteria, a ranking of stable compromise solutions
when there are changes in the weight of the criteria has been obtained, but it would be
convenient to extend the application to a greater number of alternatives and criteria and
to analyze the results. On this option, the rank reversal process should be analyzed when
adding new alternatives or criteria to the previously chosen set. In this phenomenon, the
ordering of alternatives inverts when an alternative is added or eliminated from the list of
alternatives [46–49].

The TOPSIS method is applied to confirm the best-rank solution previously classified
by the VIKOR method; however, the TOPSIS method has several disadvantages. One of
them is that it requires the normalization of the values of the decision matrix to avoid
the effect of the dimensionality of the assessments of the alternatives with respect to each
criterion [42,50]. Another disadvantage of the TOPSIS method is that, when using the
Euclidean distance to determine the distance of each alternative to positive ideal solutions
and negative ideal solutions, it does not consider the correlation between criteria [51].

8. Study Limitations and Future Research Directions

As discussed in previous sections, one of the limitations of the study is the determi-
nation of criteria weights, which has been done according to the AHP method assuming
criteria independence. In future research, this issue should be addressed so that it is studied
how the correlation of the criteria influences the weighting of the criteria and to consider
other methods of decision-making that allow this correlation to be taken account. Further-
more, in future studies, the methodology can be improved to avoid the phenomenon of
“rank reversal” when an alternative is added or removed.

9. Conclusions

The methodology developed first provides a systematic process for the identification
of alternatives and selection criteria for the selection of types of retaining walls. Thus,
the application of the methodology allows identifying all the determining criteria in the
selection of retaining walls, both minor and major importance criteria, and identifying the
construction requirements that are often overlooked in the phase of design and selection
of alternatives. The relative importance of the criteria for different projects is determined
through paired comparisons. As result, a ranking of constructive solutions of retaining
walls that is still admissible when the importance of the criteria changes is obtained.

Case study validates the combined sequential use of two decision-making methods
for selecting the best constructive solution for a wall in different and specific situations
by proving that a solid and transparent ensemble of criteria can be taken into account,
such as the environment, with the construction performance and the costs through an
objective and transparent process, making clear which are the expressed preferences and
their importance in the process. Moreover, verification of the validity of the methodology
shows the stability of the solutions obtained, even if there are changes in the weighting of
the criteria.

The suggested decision-making process is based on data that are easy to obtain and
to allow the evaluation of alternatives according to qualitative criteria. As a result of this,
the fact of obtaining a solution as a result of the application of a systematic process that
is relatively objective will allow—in situations of disagreements among different groups
of interests, stakeholders—to justify the adopted solution. As a result of the research, a
methodology for the selection of types of retaining walls is provided, which can be useful
for public administrators, designers, project managers, and constructors.
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It should be noted that the methodology can be applied to the selection of other
infrastructures in which the design and construction requirements may determine that
particular alternatives are not suitable or are suitable to a lesser extent, for example, for the
selection of bridge types.

Author Contributions: Conceptualization, B.M.-M., J.O., and M.G.R.; methodology, B.M.-M.; soft-
ware, B.M.-M.; validation, B.M.-M., J.O., and M.G.R.; formal analysis, A.L.-G.; investigation, B.M.-M.;
writing—original draft preparation, B.M.-M.; writing—review and editing, B.M.-M. and A.L.-G. All
authors have read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Institutional Review Board Statement: Not applicable.

Informed Consent Statement: Not applicable.

Data Availability Statement: Data is contained within the article or supplementary material.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Spanish Ministry of Development. Tipologia de Muros de Carretera, 1st ed.; MINISTERIO DE FOMENTO: Madrid, Spain, 1999.
2. Anderson, S. Chapter 62 Types of retaining walls. In ICE Manual; ICE Publishing: London, UK, 2012; pp. 959–968.
3. South Carolina Department of Transportation (SCDOT). SCDOT Geotechnical Design Manual; South Carolina Department of

Transportation (SCDOT): North Charleston, SC, USA, 2010.
4. Choi, M.; Lee, G. Decision tree for selecting retaining wall systems based on logistic regression analysis. Autom. Constr. 2010, 19,

917–928. [CrossRef]
5. Pons, J.J.; Penadés-Plà, V.; Yepes, V.; Martí, J.V. Life cycle assessment of earth-retaining walls: An environmental comparison. J.

Clean. Prod. 2018, 192, 411–420. [CrossRef]
6. Liou, J.J.H.; Lu, M.T.; Hu, S.K.; Cheng, C.H.; Chuang, Y.C. A hybrid MCDM model for improving the electronic health record to

better serve client needs. Sustainability 2017, 9, 1819. [CrossRef]
7. Chen, Y.; Kilgour, D.M.; Hipel, K.W. Screening in multiple criteria decision analysis. Decis. Support Syst. 2008, 45, 278–290.

[CrossRef]
8. Anderson, S.A.; Alzamora, D.; Demarco, M.J. Asset management systems for retaining walls. In Geo-Velopment: The Role of

Geological and Geotechnical Engineering in New and Redevelopment Projects—Proceedings of the 2008 Biennial Geotechnical Seminar;
ASCE Library: Denver, CO, USA, 2008; pp. 162–177. [CrossRef]

9. Zastrow, P.; Molina-Moreno, F.; García-Segura, T.; Martí, J.V.; Yepes, V. Life cycle assessment of cost-optimized buttress earth-
retaining walls: A parametric study. J. Clean. Prod. 2017, 140, 1037–1048. [CrossRef]

10. Khan, A.J.; Sikder, M. Design Basis and Economic Aspects of Different Types of Retaining Walls. J. Civil Eng. (IEB) 2004, 32, 17–34.
11. Shehata, H.F. Retaining walls with relief shelves. Innov. Infrastruct. Solut. 2016, 1, 1–13. [CrossRef]
12. Ríos, S. Algunos procesos y problemas en la Ciencia de la decisión. Rev. Matemática Complut. 1988, 11. Available online:

http://www.mat.ucm.es/serv/revmat/vol11-1/vol11-1g.html (accessed on 11 July 2020).
13. Penadés-Plà, V.; García-Segura, T.; Martí, J.; Yepes, V. A Review of Multi-Criteria Decision-Making Methods Applied to the

Sustainable Bridge Design. Sustainability 2016, 8, 1295. [CrossRef]
14. Cheney, J.N. Utilizing the Decision Matrix to Introduce the Engineering Design Process; Center for Teaching Excellence, United States

Military Academy, West Point; United States Military Academy: Orange County, NY, USA, 2009.
15. Triantaphyllou, E. Multi-Criteria Decision Making Methods: A Comparative Study; Springer: Boston, MA, USA, 2000; Volume 44.
16. Siskos, E.; Tsotsolas, N. Elicitation of criteria importance weights through the Simos method: A robustness concern. Eur. J. Oper.

Res. 2015, 246, 543–553. [CrossRef]
17. Sierra, L.A.; Yepes, V.; Pellicer, E. A review of multi-criteria assessment of the social sustainability of infrastructures. J. Clean. Prod.

2018. [CrossRef]
18. Saaty, T.L. How to make a decision: The analytic hierarchy process. Eur. J. Oper. Res. 1990, 48, 9–26. [CrossRef]
19. Fülöp, J. Introduction to Decision Making Methods; BDEI-3 Workshop: Washington, DC, USA, 2005; pp. 1–15.
20. Podvezko, V. The comparative analysis of MCDA methods SAW and COPRAS. Eng. Econ. 2011, 22, 134–146. [CrossRef]
21. Opricovic, S.; Tzeng, G.H. Compromise solution by MCDM methods: A comparative analysis of VIKOR and TOPSIS. Eur. J. Oper.

Res. 2004, 156, 445–455. [CrossRef]
22. Opricovic, S.; Tzeng, G.H. Extended VIKOR method in comparison with outranking methods. Eur. J. Oper. Res. 2007, 178, 514–529.

[CrossRef]
23. Shumaiza; Akram, M.; Al-Kenani, A.N.; Alcantud, J.C.R. Group decision-making based on the VIKOR method with trapezoidal

bipolar fuzzy information. Symmetry 2019, 11, 1313. [CrossRef]

37



Appl. Sci. 2021, 11, 1457

24. Badi, I.; Ballem, M.; Shetwan, A. Site selection of desalination plant in Libya by using Combinative Distance-Based Assessment
(CODAS) method. Int. J. Qual. Res. 2018, 12, 609–624.
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Abstract: Currently, new housing in city centers is more and more often developed on small plots
of land, or existing buildings on such plots are rebuilt to such an extent that only their façade walls
remain. In both cases, as a rule, a deep excavation is also made, either at the existing object or within
its area. Serious damage often occurs because of the carried out work. It is not possible to accurately
determine the response of a building to the deformation associated with the excavation due to
the variability of many factors that influence it. As a result, the response of the building must be
estimated on the basis of constant monitoring and approximate calculations. Depending on the size
of the predicted ground displacements and the technical condition of buildings, it is often necessary
to protect or strengthen their structural elements. In the paper, the authors analyzed various risk
factors for the implementation of infill buildings and the revitalization of historic buildings using
only their façade walls. In addition, examples of contemporary solutions for securing the walls
of existing buildings, and the method of monitoring vertical deformations using the Hydrostatic
Levelling Cell (HLC) system, are presented.

Keywords: deep excavation; adjacent buildings; HLC monitoring; temporary support structure

1. Introduction

It has recently become general practice to use small building plots located in dense
urban housing. In such places, infill buildings are constructed, or historic buildings are
revitalized using their façade walls for the construction of new objects [1,2]. In both cases,
the construction projects involve deep excavation work. During the construction of infill
buildings, these excavations can cause serious damage to existing buildings located in
the surrounding neighborhood. However, when erecting a building that uses historic
façade walls, the excavations have an impact on the structure of these walls and their
foundations [3]. As a result of ground deformations additional forces are generated in the
elements and their connections as well as additional deformations and displacements. It is
the horizontal and vertical displacements of existing structures that are an important factor
when assessing the degree of risk of structural collapse. The inclination of the building
from the vertical axis is usually allowed up to a value of 3 per mille [4], and its settlement
to a value ranging from 5 to 15 mm [5]. Inclinations of existing buildings from their vertical
axis cause additional horizontal forces (which are the components of vertical loads) in
the elements of the structures. The horizontal forces that act on the entire structure must
be transferred by its load-bearing systems under the required conditions of stability and
strength, or by external designed supports.

In general, an investment in a dense downtown housing development, in order to
ensure the stability of existing buildings, should include [6]:

- the identification of soil and water conditions under the designed building structure
and in the zone of its impact on surrounding buildings;

- the defining of the requirements for functional and spatial solutions of the under-
ground part of the investment;
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- the determination of the zones of impact of the designed object on neighboring buildings;
- the protecting and strengthening of the walls of existing buildings;
- the monitoring of the vertical deformations of existing buildings.

The article presents examples of the innovative support (protection) of the walls of
existing buildings in dense urban housing, and also presents the system of monitoring
vertical deformations with the use of the hydrostatic levelling cell (HLC) system.

2. Methods

In dense urban developments, a common problem is deep excavations which are
adjacent to existing buildings. In this case, it is important to assess the impact of excavation
construction on the surrounding soil and adjacent buildings, and also to estimate soil
settlement for the proper design of the new structure. From a technical point of view, the
condition of adjoining buildings is usually critical due to the weakness of the structural
system or the shallow depth of the foundations. As a result of deep excavations, lateral and
vertical soil displacements occur. Lateral loads cause bending moments and foundation
deflections, which can lead to dangerous increases in stress or damage to the structure.
Many failures have occurred due to the inadequately supported excavations, walls and
foundations of existing buildings. The choice of the support system is affected by many
factors. These include, for example, the type of soil, the type of foundation, the height of
the building under construction, the level of foundation of neighboring buildings, as well
as the budget of the investment. In order to limit soil displacement and deformation as
a result of deep excavation, various support systems are used. The authors of this paper
present recommendations for the implementation of a deep excavation in the form an
innovative system for supporting the walls of existing buildings and for monitoring them,
which is especially important from the point of view of the engineers responsible for the
construction of the object. The article uses a method that includes the following elements:

- collecting information on the implementation of infill buildings and the revitalization
of historic buildings with the use of façade walls in the vicinity of deep excavations;

- interpretation and synthesis of collected information on the basis of literature and the au-
thors’ own design experience related to the applied protection and monitoring systems.

3. Methodology for Determining the Impact of Deep Excavation on Existing Buildings,
the Designing of Their Protection, and the Monitoring of Their Technical Condition

When designing buildings that require a deep excavation in the surrounding neigh-
borhood of existing urban housing, it is necessary to estimate the range of the excavation
impact zone, as well as to determine which buildings are located in this zone. For these
buildings, expert opinions regarding the technical condition of their structures should be
made. This will enable the possibility of transferring additional loads by the structure
of these buildings (due to the anticipated uneven ground movement in the area of their
foundation) to be determined. The expert opinions should also define the permissible
displacements for these buildings. There are many methods in the literature of determining
ground movements. Some of these methods are empirical and include all the interactions
involved in the erection of a building [7,8], wheras others only describe a specific aspect
in which individual interactions combine [9–11]. Different approach represents numerical
methods which concern the displacement-induced damages to existing structures located
in the vicinity of excavation [12–14]. Most recently design methodologies were proposed to
estimate the damage to buildings adjacent to deep excavations using probabilistic or semi
probabilistic analyses [15–18].

The measures of the displacements of buildings that are adjacent to the construction
of deep excavations include tilts, deflections, and cracks of structural elements [19]. The
value of the vertical displacements of the terrain surface and the shape of the settling
basin depend primarily on the type of used excavation casing and the type of ground
foundation. The range of impact of the excavations depends on the deformability of the soil,
the depth of the excavations, the dimensions of the plan of the excavations, the possible
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presence of groundwater and the stiffness of the excavation casing. The scopes of the
applied construction protections are different and depend on a specific situation [20–22].
The most common external protections are in the form of a diaphragm wall, i.e., a Berliner
wall (lagging wall), a sheet pile wall, and a retaining column wall made by jet grouting and
mixed technologies (Figure 1). The stability of deep excavation casing made with one of
these technologies is additionally ensured by bracing struts, ground anchors (Figure 2), or
the floor slabs of underground storeys [23]. If there are relatively small spans, the bracing
struts can be made of wide-flange I-sections. Larger spans require bracing that uses steel
tubes with a diameter of 400–800 mm [24]. In addition to the compressive forces and the
bending moment derived from excavation support load, very large impact on the axial
forces comes from the thermal effects. In order to determine the real effect of temperature
on the bracing strut, the susceptibility of their props needs to be determined.

Figure 1. Various structural solutions for deep excavation support: (a) diaphragm wall, (b) Berliner wall
(lagging wall), (c) sheet pile wall, (d) retaining column wall made by jet grouting (developed by authors).

 
Figure 2. Structural solutions to ensure the stability of a deep excavation: (a) bracing struts,
(b) ground anchors (developed by authors).
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In the case when the building structure is not able to transfer these additional loads, it
is necessary to design the structure’s reinforcement and ground foundation [25].

Various methods can be used to increase the bearing capacity of foundations. One
commonly used method is the classical method, which involves the excavating of the
foundations followed by the underpinning of them, or the extending of the foundations
while assuming that there is no water at the depth of the intended works, with the height
of the underpinning not exceeding 3 m.

The walls of existing buildings can also be reinforced using injection micro piles and
statically pressured micro-piles, as well as drill and screw micro-piles, the advantage of
which is their high rigidity. These elements are shown in Figure 3.

Figure 3. Additional structural elements that are used to transfer loads from the deeper layers of
soil with a higher load-bearing capacity: (a) injection micro-piles, (b) drill micro-piles, (c) screw
micro-piles (developed by authors).

Currently, the most common method of strengthening existing building, especially
historic ones is underpinning by means of jet grouting injections (Figure 4).

 

Figure 4. Increasing the bearing capacity of a foundation by means of jet grouting (developed by authors).

Estimating the impact of an excavation on neighboring buildings involves:
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- the determination of the impact range of the excavation (impact zone),
- the determination of the vertical and horizontal displacements of the excavation

casing and the adjacent area,
- the determination of the expected horizontal and vertical displacements of adja-

cent buildings;
- making sure that the expected displacements of existing buildings are lower than their

maximum limit displacements.

The range of the excavation impact zone is determined with regards to the type of soil
and the depth of the excavation. According to various studies presented in the literature,
this range is a multiple of the excavation depth H and depends on the type of soil and
the excavation casing, as shown in Table 1. The impact zone can also be determined with
regards to the shape and width of the foundation of the erected building, the amount of
pressure at its base, and the average value of the deformation modulus in the settling soil
layer. The forecasted vertical displacements of the ground surface in the close vicinity of
the excavations, which can be found in literature, are summarized in Table 2.

Table 1. The range of the excavation impact zone [23].

Authors [Reference] Range of Interaction Types of Soil and Other Conditions

Breymann and others [26] 1.5H ÷ 2H non-cohesive soils, fine sands, medium and gravel

Simpson B. [27] 2H ÷ 2.5H solid cohesive soil

O’Rourke T. [28] 2H ÷ 4H London clay and boulder-clays

2H sands

Kotlicki W., Wysokiński L. [5] 2.5H clays

3H ÷ 4H loam soil

TSN 50-302 standard
30 m preliminary analysis

5H anchored structure which supports the excavation, but not more than 2 Lk
(where: Lk is anchor length)

SP 22.13330 standard
4H

steel structure protecting the excavation, which operates as a cantilever, a
structure with steel bracing struts, or in the case of executing an

open excavation

3H structure made of diaphragm walls or walls made of piles that work as a
cantilever or which are supported by steel bracing struts

2H structure made of diaphragm walls or walls made of piles, and the excavation
is executed using the ceiling method

Table 2. Summary of the values of vertical displacements [23].

Authors [Reference] Vertical Displacements Types of Soil

Burland J.B. and others [29]
0.002H non-cohesive compact soils

0.005H non-cohesive loose soils

0.0015H ÷ 0.002H cohesive, hard-plastic, and semi-compact soils

Simpson B. and others [27] 0.001H ÷ 0.002H cohesive soils

Michalak H. [30]
0.5U0 ÷ 0.75U0

where U0: horizontal displacement
of excavation casing

non-cohesive and cohesive soils

Long M. [31] 0.002H non-cohesive and cohesive soils

Smoltczyk U. [32] 0.002H non-cohesive and cohesive soils

Vertical displacements of the soil in the zone adjacent to an erected building are the
result of the superposition of displacements from individual stages of works, including the
execution of the casing, the deepening of the excavation and the supporting of its casing, the
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implementing of the underground part of the building, the erecting of the entire aboveground
structure, and also the impact of the conditions of using the building. For existing buildings,
two types of allowable limit displacements are defined-the first [sk]u due to the serviceability
limit state, and the second [sk]n due to the ultimate limit state. For the first condition, cracks of
a small width are allowed, which may then be painted or smoothed. In the second condition,
the appearance of cracks and failures that require repair are allowed, but they must not
threaten the safety of the building. Approximate values of the maximum limit displacements
for buildings according to [5] are given in Table 3.

Table 3. Approximate values of the maximum limit displacements for buildings according to [5].

Type of Building Structure
Limit

Displacement (SLS)
[sk]u, mm

Limit
Displacement (ULS)

[sk]n, mm

Masonry buildings with timber floor slabs or Klein’s floor slabs 5–7 15–18
Masonry buildings with rib and slab floors or RC floors, prefabricated building 7–9 20–25

Monolithic reinforced concrete buildings 9–11 23–35

4. Monitoring of the Technical Condition of Existing Buildings

Monitoring of the technical condition of existing buildings is the most important ele-
ment when controlling construction works and ensuring the safety of these objects [33,34].
The scope of observation of the structures of existing buildings depends on their location
and the distance from a new investment. It usually includes the geodetic measurements
of horizontal and vertical displacements for walls in the direct vicinity of the executed
excavation, building observation, and possibly the measuring of the width of existing
cracks with feeler gauges. An exemplary instrument for measuring the width of cracks is
shown below in Figure 5. Other less frequently used monitoring methods are strain gauge,
which measures deformation using foil strain gauges, and piezometric which is installed to
control groundwater levels.

 

Figure 5. An exemplary instrument used to measure the width of cracks (photograph by authors).

The frequency of measurements should be adapted to the course of the construction
works and the current technical condition of the building. Conducting traditional geodetic
measurements allows the results of displacements to be obtained in quite significant time
intervals, which is often insufficient in relation to the significant dynamics and the speed
of the phenomena occurring in the excavation. Therefore, systems that allow for the
continuous measurement of displacements of existing buildings and the obtaining of
measurement results on-line are becoming more and more popular. One of them is the
innovative hydrostatic leveling cells system, which measures the vertical displacements of
structures in real time with high accuracy using a network of connected sensors [35].

The system is characterized by high accuracy measurement and was designed to
measure the vertical movement of structural elements. Its measuring range applies to
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displacements of up to ±500 mm. The mounted sensors create a map of the 2D measure-
ment network, which can then monitor the vertical displacements of the structure over
the entire surface. Contour line plots can be generated over time to directly detect which
area should be analyzed. All the sensors of the system are connected to each other with the
same liquid pipe and then connected to the liquid expansion tank, which is located above
the entire measuring system. This method of system construction allows the appropriate
pressure to be forced inside. The vertical displacements of individual sensors mounted
on the structure cause pressure changes inside the system, which are measured in the
place of the installed sensors. When the sensor moves vertically, the corresponding liquid
height changes accordingly, independent of all the other sensors. As liquid pressure can be
measured very accurately at each sensor, vertical movement can be calculated from the
density of the used liquid. Each sensor is also connected to each other sensor by an air
pipe in order to normalize the reference pressure between the sensors. When the structure
settles down, the measuring cells settle with the structure, in turn increasing the pressure in
the system. Therefore, a settlement measurement can be performed. Lifting of the structure
is similarly detected, i.e., when the liquid pressure in the system is reduced. The HLC
system is fully integrated with the software system, e.g., the Quickview interface. Data is
streamed online within minutes, so movements of the structure can be monitored in real
time. Supervision over the measured structure is clearly achieved by means of a simple
graphic visualization and automatically generated reports. If the measurement shows
that the displacements of the structure have exceeded the previously set alarm thresholds,
the system can send automatic notifications. An example of an HLC system application
is shown in Figures 6–8. This system was installed along the facades of buildings and
around the planned earthworks (excavations) related to the revitalization of a historic hotel
building in the center of Wroclaw.

 

Figure 6. Automatic measurement of vertical deformations (settlements) using a hydrostatic leveling
cell system (HLC) in installed along façades of buildings around the planned earthworks (developed
by authors).
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Figure 7. HLC system for baseline measurements with data transfer to the GETEC server (photograph
by authors).

 

Figure 8. Graph of vertical displacements from monitoring and Quickview GETEC software (developed by the authors).

An additional system for monitoring a building’s geometry is a system of wireless in-
clinometers installed on the façades of the building (Figures 9 and 10). This system consists
of a control and monitoring module, and also sensor modules to which an inclinometer and
a thermometer are connected. The inclinometer is a high-precision measuring device that is
used in the construction of cranes, wind turbines and ships. Temperature measurement is
used to assess its influence on the operation of the inclinometer and the measured structure.
The sensor modules record data from the inclinometer and thermometer and save them in
random access memory. On the command sent from the monitoring and control module,
they perform the required calculations and send their results to the database.
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Figure 9. Automatic measurement of changes in façade inclinations using wireless, automatic inclinometers (developed
by authors).

Figure 10. The wireless inclinometer system: (a) installation on two façades of the building, (b) a
control computer for transmitting measurement data located on the top storey at the corner point
between two façades (photograph by authors).

5. Protection of the Walls of Existing Buildings

In many building revitalization projects, the existing brick or stone façade is kept and
is temporarily supported by a steel structure while the rest of the building is demolished. In
the internal space, a new supporting structure of the building is erected, and then adapted
to the modern technical requirements and the expectations of future users. The façade
walls are anchored to the new support structure and carefully restored. In this way, the
appearance of the building does not change, but its usability is significantly improved.
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However, before this happens, the stability of the walls, often of considerable height, must
be supported during the process of construction. The support may be realized by means of
horizontal steel ties made of bars and located on several levels, or by means of stiffening or
bracing elements [36,37].

Examples of supporting an existing masonry façade wall with an external temporary
steel framework are shown in Figures 11–14. Figure 11 shows the temporary supporting
structure for the façade of a revitalized textile factory building that is having its function
changed into a cultural, recreational, and commercial center. The supporting structure is
anchored to concrete blocks.

 

Figure 11. Temporary protection for the façade wall in the form of a strut-and-tie steel structure [3].

 

Figure 12. Temporary protection for the façade wall in the form of a steel frame structure [1].
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Figure 13. Temporary protection for a façade wall in the form of a steel frame structure [22].

 

Figure 14. Temporary protection for a façade wall in the form of a steel buttresses (photograph
by authors).

The temporary protection for façade walls in the form of a steel spatial frame is shown
in Figure 12. This design required the strengthening of the foundations using micro piles.
In this case, the façade walls were adapted to the new architectural concept, which involved
incorporating the historic building into a complex of two high-rise residential towers.

Another example of the application of the temporary protection of façade walls with
the use of a steel space frame is shown in Figure 13.

Figure 14 shows temporary protection in the form of steel buttresses with horizontal
sections attached to them, which are fixed to the wall with steel connectors Steel buttresses
can be constrained to the ground with the use of piles or concrete blocks that operate as
a ballast.

The main disadvantage of the above-mentioned typical solutions for supporting façade
walls is the very high consumption of steel for the buttresses, as well as the occupation of
the area around the walls. In dense downtown housings, especially for buildings located on
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busy streets, it is often impossible to support the walls on the side of the street or sidewalk.
On the other hand, the arrangement of the steel supporting structure from the inside of the
building makes it impossible to carry out excavation work or erect new foundations. An
innovative method of supporting walls, which is used for the reconstruction of a historic
hotel in the center of Wroclaw, is presented below. Figure 15 shows the Push-Pull Props
support structure used for the remaining façade walls of the modernized building. This
structure is extendable with an extension length of up to 14 m.

 

Figure 15. Temporary protection for a façade wall made of the PERI Push-Pull Props support
structure (photograph by authors).

The PERI Push-Pull Props system was used for bracing the walls and was anchored in
points in specially made micro piles. Due to the large height of the remaining walls, the
support was made in 3 levels, as shown in Figure 16.

 

Figure 16. Supporting the walls of the existing building in 3 levels with the PERI Push-Pull Props
system (photograph by authors).
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The steel support structures were anchored in the previously made heads of reinforced
concrete piles. This enabled the appropriate load-bearing mounting of these supports, and at
the same time, collision-free work related to the excavation and construction of the foundation
slab. After the slab floors in the new building are finished, the support will be dismantled.
Then, after sealing the pile contact with the foundation slab, they will be cut out. Figure 17
shows the details of anchoring the PERI Push-Pull Props system to the pile head.

 

Figure 17. Anchoring of the PERI Push-Pull Props system to the pile head (photograph by authors).

During construction works in the vicinity of existing buildings, especially deep ex-
cavations for garages designed in new buildings, excessive movements of these objects,
despite the applied protection systems described in Section 2, often occur. This results in
significant damage and excessive deflection of the walls, which may lead to the collapse
of the construction. In this case, it is necessary to quickly support the walls in order to
stabilize them. In such cases, a common solution is to use temporary steel braces of the
strut-cantilever or tie type. An example of this type of bracing is shown in Figure 18.

 

Figure 18. Temporary steel bracing of the strut-cantilever type (photograph by the authors).
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A disadvantage of such solutions is the high consumption of steel, but also the time-
consuming implementation, which can be essential when you need to quickly support a
wall. An alternative solution that can be used in such cases is presented below. It also uses
the PERI Push-Pull Props system [38], which is fastened on one side to the supported wall,
and on the other to e.g., reinforced concrete road slabs laid at the bottom of the excavation.
The proposed solution, which is currently being implemented at a historic tenement house
in a city center location, is shown schematically in Figure 19. This solution enables the wall
support to be made almost immediately.

 
Figure 19. An exemplary way of supporting an existing wall with the use of the PERI Push-Pull Props system (picture
courtesy of PERI).

6. Case Study

The numerical analysis of the supporting structure–using PERI Push-Pull Prop system–
of the walls of the rebuilt, historical building, situated around a deep foundation excavation,
was presented in the paper (Figures 20 and 21). The building undergoing modernization,
erected at the end of the 19th century was rebuilt in the fifties of the 20th century. In
plan, the building has dimensions 23.55 m × 16.10 m. The building has a basement, four
overground storeys and an attic. On the south-west side, a corner building is adjacent
to the gable wall of the analyzed building, while on the north-eastern side there is an
empty area, where construction works of another residential development have started.
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The structural system of the building is longitudinal, with floor slabs supported at its front,
rear and internal longitudinal walls.

 

Figure 20. The geometry of the gable wall.

 
Figure 21. Scheme of the gable wall support (PERI Push-Pull Props system).

In the conducted calculations loads from the wind suction, acting on the entire surface
of the gable wall, as well as the horizontal component of the wall self-weight, resulting
from the assumed 50 mm displacement at its top level, were applied (Figure 22). As a result
of the numerical analysis optimal wall support was obtained at the level of the first and
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second floors using PERI RS 1400 brace struts with maximum reach of 14.00 m. Reinforced
road-slabs, stabilized by their self-weight, were used to support the bracing struts.

Figure 22. The numerical model of the supporting structure of the gable wall.

7. Discussion

The search for space in the conditions of dense urban development sets the trend
for deep excavations near densely arranged objects. Additionally, the presence of un-
derground utilities and the necessity to limit the lateral movements of the soil make it
extremely difficult to properly protect such a trench. Therefore, it requires combination of
geotechnical, hydrological, structural, civil engineering and waterproofing expertise. The
protections are implemented with diaphragm walls, steel sheet pile walls, large-diameter
struts, walls made of columns by jet grouting, etc. These solutions are designed so that the
protections are stable and that they limit the deformation caused by excavations to levels
acceptable for neighboring buildings. To achieve this, computer simulations using the finite
element method (PLAXIS 2D, MIDAS/GTS) are performed to demonstrate the behavior of
these protections in terms of stress distribution and soil deformation characteristics under
adjacent buildings in sensitive areas [39–41]. The model used for soil simulation is the
Mohr-Coulomb model for an elastic-perfectly plastic material.

Another important aspect of this type of construction is the optimal reinforcement
and protection of the walls and foundations of existing buildings. This reinforcement
can be executed, e.g., using injection, drilled and screwed micro-piles. Traditionally,
temporary steel spatial frames or strut-and-beam structures are used to support the walls
of existing buildings. These solutions are not optimal due to the high consumption of steel
and the large space around the building, which makes construction work very difficult.
The recommended solution by the authors of the article is the Push-Pull Props system
(PERI, Wroclaw, Poland), which, in combination with its fastening to reinforced concrete
piles, is characterized by low steel consumption, quick assembly and disassembly, and no
restriction of construction works inside the building. Monitoring is a very important issue
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related to the technical problems of construction near deep excavations and the ensuring
of safety. Currently, the most innovative monitoring system is the hydrostatic leveling
cell (HLC) system connected with a recording computer and an LTE modem for data
transmission, which is used to measure the movement of structural elements. On the basis
of real, continuous measurements made on-line, with the help of this system it is possible
to create a database and develop accurate theoretical models of the response of existing
buildings to construction works carried out nearby. The use of these models in the future
will optimize the methods of protecting of existing buildings, and by introducing complete
automation of deformation measurement, it will increase the safety of works.

8. Conclusions

The paper focuses on the problem of soil-structure interaction mechanisms for build-
ings located in the vicinity of deep excavations, as well as finding appropriate methods of
designing their protection and reinforcements and monitoring their vertical deformations.
During the realization of a new investment in the area of a dense housing development,
in the case of infill buildings or revitalizing historic buildings using only their façade
walls, there are always complex technical problems related to the safety of both the new
and old buildings. The main purpose of using temporary steel bracing is to enable safe
construction works and to prevent the uncontrolled collapse of a building or its parts. The
main problem is that old buildings in new investments are not designed to transfer the
loads associated with the implementation of these investments. The assessment of the
reaction of buildings to deformations caused by deep excavations is influenced by the
accuracy of determining the deformations and stress changes caused by these excavations.
The interaction of the deep excavation and the existing building is bilateral. The movement
of the soil causes deformation of the building and the possibility of cracks and other types
of damage. Moreover, existing buildings modify the displacement of the ground directly
below them. In this situation, geodetic measurements are very important, and in particular
the monitoring of vertical displacements of existing buildings, which enables the objective
determination of changes related to the safety of both old and new structures. The correct
assessment of the impact of new buildings on the neighboring existing objects enables the
use of appropriate protections and new technologies that allow the damage and failures of
adjacent buildings to be eliminated. Currently, the leading solutions used in the modern
structures of temporary bracings are steel bar braces of the Push-Pull Props system. A
particularly innovative solution for supporting the walls of existing buildings is use of this
system and its anchoring on reinforced concrete or steel micro-piles. The Push-Pull Props
are characterized by a high ratio of strength to self-weight, thanks to which relatively small
dimensions of both the bar sections and the supporting structures are obtained. In addition,
their versatility is determined by the possibility of quick assembly and disassembly, a
high degree of prefabrication, a high accuracy of matching individual elements to the
dimensions of the existing structure, and the possibility of full recycling, which is in line
with modern environmental protection requirements [42].
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20. Matysiak, A.; Grochowska, E. Zabezpieczenie stateczności ścian zabytkowych budynków mieszkalnych z XVIII wieku za pomocą
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Abstract: Both the construction clients and the contractors want their projects delivered on time.
Construction schedules, usually tight from the beginning, tend to expire as the progress of works
is disturbed by materializing risks. As consequence, the project’s original milestones are delayed.
To protect the due date and, at the same time, avoid changes to the logic of work, the manager needs
to the project progress and, if delays occur, speed up processes not yet completed. The authors
investigate the problem of selecting the optimal set of actions of responding to schedule delays.
They put forward a simulation-based method of selecting schedule compression measures (speeding
up processes) and determining the best moment to take such actions. The idea is explained using a
simple case. The results confirm that it is possible to find an easily implementable schedule crashing
mode to answer schedule disturbances. The proposed method enables minimizing the cost of schedule
crashing actions and the cost of delays as well as increasing the robustness of the schedule by reducing
differences between the actual and the as-planned process starts. It is intended as a decision support
tool to help construction managers prepare better reactive schedules. The lowest costs are achieved if
the acceleration measures are implemented with some time lag to the occurrence of delays.

Keywords: construction project; random conditions; online scheduling; simulation method; process
mode selection

1. Introduction

1.1. Motivation

Risk and uncertainty are inherent in construction projects [1,2]. Construction is claimed to be
more vulnerable to them than other types of economic activity [3]. The effects of a large number of
project participants, long production cycles, and variable locations of work units add to the impacts
of external environmental factors. The more technically complex a project is and the longer it takes,
the greater the impact of risk, while the greater the probability of risk occurrence makes the scale of
impact more difficult to assess [4].

In practice, the actual construction time is rarely in line with the initial schedules. This is due to
the effects of random conditions. The recent literature presents two directions of non-deterministic
construction scheduling: one based on stochastic methods, the other employing the fuzzy set theory.
The latter treats the process duration not as a random variable, but as an imprecise (fuzzy) number [5].
However, both of them assume that an experienced planner can predict an approximate scenario of the
occurrence of disturbing factors and their approximate effects.

Risk is understood as the possibility of an undesirable result (a loss). It is often determined
on based on an estimated probability of the event occurring within a period of analysis [6]. Risk
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analysis is a process of assessing (estimating) the value of factors influencing the effects of a decision.
Risk assessment is the process of determining the risk profile, allowing for the variability of the risk
factors’ impact. The risk profile is explicitly described by a probability density or distribution function
of time, cost, or other parameters describing the loss. Apart from risk analysis and assessment, the risk
management process includes the design and implementation of risk response measures. These affect
the impact or likelihood of adverse events and are aimed at reducing or maintaining the risk at an
acceptable level.

Network methods are commonly used in the construction industry to schedule non-repeatable
projects that include non-cyclical, non-rhythmic, and heterogeneous processes. The methods that treat
process durations as random variables (like PERT (Programm Evaluation and Review Technique),
CYCLONE, Petri network) most often focus on estimating the probability of meeting a particular
deadline or calculating the project duration at a given confidence level, rather than on creating expedient
risk-aware schedules.

The scheduling process should focus on the reliability of the project due date, as exceeding it puts
all parties of the contract in an uncomfortable situation: the client loses opportunities for operating the
facility, while the contractor pays contractual penalties and loses reputation.

The project due date is not the only essential element of the plan: delays with milestones and
even particular processes can become costly and propagate disturbance into the project’s meticulously
designed organization system of subcontractors and suppliers, all of them trying to synchronize
multiple duties in many projects. Thus, moving a subcontractor’s task to a later date may even be out
of the question (it may result in breaking the contract), or at least lead to downtime and extra costs.
Reliable process deadlines are also vital for managing the contractor’s in-house resources, planning
material supplies, and plant maintenance.

The scheduling methods themselves may hinder defining reliable dates—because of the way their
models simplify reality. For instance, PERT and some other classic scheduling techniques assume that
processes start immediately after the end of their predecessors, ignoring other process starting policies
observed in practice. This way, it is not possible to model a constraint that a process cannot start earlier
than on a predetermined date.

Imperfect scheduling techniques produce schedules that easily expire, and their target dates
cannot be met. This naturally leads to the researchers’ and practitioners’ undertaking to develop
proactive methods to create disturbance-proof schedules. However, there is a demand for reactive
methods to support updating schedules to answer disruptions. They are expected to prompt the most
economical measures to prevent the propagation of schedule delays.

1.2. Literature Review

The volatility of construction conditions results in the variability of construction process execution
time and even in uncertainties of the scope of work. To allow for the non-deterministic character of
projects and their environment, the schedulers frequently treat process durations as random variables.
Beta [7], logarithmic-normal [8], Weibull [9], trapezoidal [10], or triangular [11] distributions are thus
used. The triangular distribution is argued to be the most intuitive to interpret [12–14]. Nevertheless,
randomizing the durations of processes opens up the possibility to use simulation techniques to
analyze the possible development of projects.

The literature presents numerous simulation models of construction projects [15–17]. The model
of Lu and AbouRitzk [18] combined the discrete event simulation with a simplified way of defining
the critical path in the network. Shi [19] used activity based construction simulation modeling that
uses only one graphic symbol to represent a process. Lee et al. [20] developed a stochastic simulation
system (AS4), based on the CPM (Critical Path Method). Sadeghi et al. [21] presented an original
method of planning projects in random conditions DESPEL (discrete event simulation with probabilistic
event list); they accounted for resource availability constraints. Lee [22] developed the stochastic
project scheduling simulation (SPSS) to estimate the probability of meeting the due dates and the
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criticality of processes. Aziz [23] constructed his repetitive-projects evaluation and review technique
(RPERT) that combines PERT with the line of balance. Jaskowski and Biruk [24] used simulations to
assess the process criticality according to the processs’ impact on the project timelines. The model
by Leu and Hung [25] enables resource leveling under uncertain activity durations and combines
the Monte Carlo simulation method with genetic algorithms. Biruk and Rzepecki [26] compared the
performance of several priority rules applied to scheduling a pipeline project; the simulation was
to help select a priority rule for resource allocation most suitable from the point of timely project
completion in random conditions.

Two distinct approaches to random scheduling are observable in the literature: the “offline” and
the “online” [27,28]. The former, also referred to as proactive or predictive [29], consists of constructing
a schedule that anticipates all possible future disruptions, with their identification resting upon the
incomplete and uncertain information available before the start of the project. The latter is considered
a continuous activity, with decisions on the processes’ timing or scope, made and verified as the works
progress and for a short planning horizon. The online scheduling uses the concepts of stochastic and
reactive scheduling to create the schedule and update it.

The proactive approach consists of designing robust schedules to be immune to the future and
uncertain disturbances. It uses robust optimization techniques that focus on keeping the schedule
acceptable (i.e., meeting all constraints) for all realizations of the uncertain durations within an
uncertainty set. These techniques can be applied even if the probability distribution of the parameters
cannot be defined, provided that the ranges of their values are known [30]. However, this approach is
considered conservative: it may produce solutions much worse than expected or even infeasible.

One of the ways to increase the schedule robustness is to allocate time buffers to processes
using techniques based on contingency or redundancy. Some researchers put forward constructing a
schedule in a traditional way (no risks considered), then adding time buffers at the end of all processes,
and treating the buffers as an integral part of the expected process duration [31]. In this case, the time
buffer does not prevent the propagation of disturbances throughout the schedule. For these reasons,
other strategies of buffer allocation are recommended, for instance, placing buffers only before the
particularly important processes [29,31,32].

The critical chain concept by Goldratt [33] is one of the first methods of designing disturbance-
resilient schedules, where the completion date is protected by time buffers. Goldratt’s critical chain
does not allow the planner to define precise completion dates of individual processes—as with PERT,
processes are modeled to start immediately on completion of their predecessors.

Buffer sizing and location are still unsolved issues [34,35]. Herroelen and Leus [32] constructed
an optimization model to determine the size of time buffers in a schedule with discrete disturbances
of a single process. However, as the level of complexity of real-life problems is much greater (many
possible disruptions of numerous processes), it seems pointless to look for exact optimal solutions [29].
The heuristics of the adapted float factor, the resource-flow dependent float factor, the virtual activity
duration extension, and the starting time criticality [32,34,36] belong to the best-known algorithms for
buffer sizing.

Herroelen and Leus [32], as well as Van de Vonder et al. [34,36], maintain that a robust schedule
with a fixed due date must minimize the instability cost function. The function is defined as the
weighted sum of the expected deviations between the processes’ as-scheduled start dates and the
random variables of their durations.

The method of increasing the reliability of predictive schedules and minimizing the instability
cost function was proposed by Jaśkowski [37]. An effective way to reduce the instability cost is to look
for time-optimal baseline schedules to increase the total float to be distributed among the processes in
the form of time buffers. For this purpose, a variety of schedule compressing methods can be applied.

With stochastic scheduling, no baseline schedule is needed. Consecutive activities are added to
a previously built partial schedule according to a predefined scheduling policy (e.g., priority rule).
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At each decision point, the policy determines which activity is to be incorporated into the schedule
concerning all precedence relations and constraints [38].

The framework of simulation-based scheduling is widely used to select the best scheduling
policy [39,40]. Wang et al. [41] used this method to compare the efficiency of the 20 most common
priority rules of resource allocation. They conducted a full factorial experiment on a sample of
1260 projects combined into 420 project portfolios. Their results provide guidelines for selecting the
most suitable priority rule according to both the schedule quality and the measures of robustness.

As for the reactive scheduling approach, it rests upon updating schedules whenever they expire
due to disturbance. The scope of such updates is defined based on all available information on the
project itself and its environment collected so far [42]. The rescheduling action can be planned at fixed
intervals or in reaction to a substantial disturbance [39].

If the actual duration of some activity deviates from the baseline schedule, the common objective
of rescheduling is to keep the discrepancies between the baseline and the updated schedule to a
minimum. This typically consists of minimizing the weighted sum of the expected absolute deviations
between the as-planned and actual activity start dates while maintaining the original objectives and
constraints of the schedule.

As in the case of proactive scheduling, the reactive methods also use scheduling policies.
For instance, Van de Vonder [43] proposed two new schemes of robust reactive schedule generation
based on priority rules.

Pasławski [44] put forward a method to improve the performance of the reactive approach by
increasing the flexibility of the initial schedules. He recommended preparing a set of acceptable
variants of construction methods and organizational solutions for the processes. This was to facilitate
schedule updating as disruptions occur.

The same general idea of selecting from a number of activity modes was used by Deblaere et al. [45].
In the course of the rescheduling process, they allowed changes in the mode of some activities while
adhering to resource availability constraints. However, they focused their analysis on two types of
schedule disruptions: variations in activity durations and resource disruptions, both of a discrete
character and occurring at random moments. They also neglected the randomness of processes not
yet completed.

Yang [46] argues that most practitioners are reluctant towards computationally complex schedule
optimization procedures; they prefer simple scheduling rules. Therefore, this paper puts forward
a simple method of selecting actions, reducing the duration of processes not yet completed and
determining the moment of their implementation to reduce delays in starting processes or project
stages. The proposed method of responding to schedule disruptions does not use any advanced
optimization algorithms but helps to reduce the cost of increasing the robustness of the schedule.

2. Materials and Methods

2.1. Simulation Technique for Construction Project Planning

Simulation models have been used to describe, plan, and study complex construction projects for
several decades. Simulation is a technique of solving problems that consists of tracking changes in the
dynamic model of a system over time [47,48]. Simulation methods are used to analyze models too
complex to be approached with analytical methods. Their main advantages are the lack of limitations
on the model’s structure and level of complexity, and the possibility to capture stochastic processes.

Simulation experiments on project network models with non-deterministic process durations
help planners assess the impact of process duration variability on the project performance [49].
The probability distributions of process start times estimated in the course of simulation experiments
may serve as the basis for contractual deadlines, such as subcontractors’ commencement with work or
the project finish, at a predefined level of confidence.
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The first stage of a simulation experiment is the preparation of the model to study the impact
of the system input parameters on the outputs. In the course of modeling the construction project,
its scope is broken down into elements, work packages, processes, or even detailed construction
operations—depending on the desired level of detail. Then, these components are combined into a
network by introducing technological and organizational relationships. The next stage, collection
and analysis of input, consists of determining the quantity of the work, the related workloads,
and estimating the distribution type and parameters of process durations.

The next step is programming. The model can be coded using a general-purpose programming
language (e.g., C++ or Python) or one of the dedicated simulation languages. The latter contains in-built
mechanisms of system time-lapse and simulation control, random number generators, and procedures
for collecting and presenting results. Moreover, they facilitate rapid modifications of the model,
the input, and the constraints. The popular languages for discrete simulation are GPSS and Simscripti
Simula. A set of convenient tools to analyze network models is offered by visual interactive simulation
(VIS) systems that facilitates the modeling process. VIS packages (e.g., AnyLogic or Witness) enable
the user with no programming skills to build a model, conduct simulation tests and analyze the results.

As the model is being programmed, and on completion of this process, verification is needed to
confirm its correctness. This consists of checking its operation. Then, the model should be validated, which
consists of assessing how exactly the model describes the real system [47]. Due to the one-time nature of
construction projects, model validation is a difficult task. Most often, it consists of comparing the results
generated by the model with results of other models, either analytical or other, verified, simulation
models. The stage of planning experiments is to determine the values of input parameters. During the
experiments, the observed values of the examined quantities are collected to determine—at the stage of
analyzing the results—the confidence intervals for their means and standard errors. When designing
simulation experiments, the aim is to minimize the length of the confidence intervals, which guarantees
good quality of the results.

2.2. Modeling Process Duration with Risk

The credibility of the project model depends on the correctness of the input, in this case, the types
and parameters of probability distributions of the process durations. The labor productivity benchmarks
developed for the whole industry are estimated with the assumption of “average conditions”. They do
not account for unique conditions of a particular organization, project, location, actual composition
and qualification of work gangs, and inevitable fluctuations of their performance, or weather. Most
“standard labor productivity rates” are published as single values, with no hint on the scale of variability
observed during data collection. Therefore, their use in the simulations is limited.

In practice, the types and parameters of process durations are assumed based on historical data
or expert opinions. Due to the unique nature of construction projects, historical data are of limited
use. Collecting productivity data in the course of a project and recording them together with data
on particular conditions is time-consuming and expensive. The results become unreliable when the
technical and organizational conditions change, and the use of statistical forecasting methods is risky,
especially when the values of the forecasted parameters exceed the range of available data.

The quality of experts’ estimates depends on their individual experience and subject to bias.
Experts from the client’s side tend to be over-optimistic, while the contractor prefers to be “on the safe
side” and schedule processes to take longer. To balance opinions, group decision-making methods are
applied [50].

The experience prompts that the probability density function of construction processes duration
is right-skewed. According to Johnson [11], the triangular distribution—described using simple
analytical dependencies understandable to practitioners—provides an adequate approximation of the
beta distribution used in the PERT, and the results of the risk assessment do not differ significantly.
Many authors (e.g., Johnson [11], Kotz and van Dorp [13]) recommend defining the parameters of
triangular distribution based on the mode and quantiles ta,p and tb,r of order p and r (typically p = 0.10,
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q = 0.90 or p = 0.05, q = 0.95 ). The method by Jaśkowski [24] may be used to determine the parameters
of the triangular distribution of construction processes duration under various conditions.

2.3. Proposed Method to Improve Construction Schedule Robustness

The proposed method is intended to be applied in the course of the project to prompt reactions
to schedule disturbances. It assumes that there exists a baseline schedule that defines the project
completion date and the dates of key subcontracted processes. It assumes that a failure to meet these
dates results in penalties. Their amounts are defined in the contract between the client and the general
contractor and the contracts between the general contractor and the subcontractors. To mitigate delays
and minimize penalties once delays occur, it is necessary to speed up processes not yet completed.
The method helps select the most economical ways to do it.

The method encompasses the following steps:

1. Constructing the project’s network model (breaking down the scope into processes,
allocating resources (crews/subcontractors), defining relationships between processes, defining
process durations).

2. Creating the baseline schedule and specifying processes whose start dates must be protected
against delays, then determining the unit costs of delaying their start.

3. Designing variants of actions to reduce process durations and determining their costs.
4. Simulation studies of the project implementation model for various time reduction policies.
5. Finding the optimal time reduction modes.

The project network is represented by a directed acyclic unigraph G = 〈V, E〉 of a single start and
a single end node. V = {0, 1, . . . , n} is the set of construction processes (schedule tasks). E ⊂ V ×V
is a two-argument relation describing the sequence of processes. A function T : V → R+ assigns
durations ti to processes i ∈ V; the durations are random values of predefined distribution types and
parameters. The estimated costs of processes are expressed as ci. The project’s predefined due date sets
the time for completion to Tmax.

The baseline schedule is built using the expected values of process durations to meet the predefined
due date. Alternatively, the baseline schedule may be based on process durations corresponding to a
particular quantile of the duration distribution.

To improve the schedule’s robustness against disruption, it is advisable to distribute the free
float as time buffers located before the processes whose start dates need to be protected (such as
subcontracted processes with start dates contractually fixed or processes that involve an expensive
hired plant). The set of processes that need to be protected is Vd.

It is assumed that the processes from the set of Vd can start no earlier than on the date set for them
in the baseline schedule; the literature refers to this scheduling policy as the railway policy. The unit
cost of delaying the process that belongs to Vd is cd

i and represents contractual penalties or other costs
attributable to such delay.

The baseline schedule’s start dates of any process of the project is marked as si. In the course of
the project, the processes are going to start as their predecessors are actually completed. In the case
of processes i ∈ Vd, they are not allowed to start earlier than on the date set for them in the baseline
schedule. Due to the stochastic nature of process duration, their starts can be delayed. Thus, the actual
start of a process sr

i may come later than the as-scheduled start (sr
i > si).

As the delays are detected, the manager needs to decide on actions that prevent the propagation
of disruptions on the processes to follow. These actions aim at reducing the execution time of delayed
processes that are not yet started and consist in adding resources (reinforcing crews, using a more
efficient plant), change of construction methods, working overtime, incentivizing the crews to work
harder, etc. Inevitably, they result in an extra cost. The viable options of ways to compress the time
of any process i ∈ V (also their combinations) form a set Wi. The options differ in the resulting
process time and cost. Let us assume that the option-related process duration ti j is a random variable
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of known distribution type and parameters, and the option-related process cost cij is deterministic.
Therefore, the expected value of the duration of process i, if decided to be delivered using option
j ∈Wi, is Δi j = ti − ti j, where tij is the expected value of the random variable ti j. Let us put the options
in the ascending order according to the values of Δi j and number them accordingly ( j = 1, 2, . . .).

Selecting actions of reacting to the process start delays consists of determining the best option and
the best time of its deployment. The latter is defined by a lag, marked as λ, between the baseline start
of the process and the moment when acceleration measures begin.

It is assumed that the first option of the time compressing actions (i.e., the option that offers the
highest acceleration) is selected if sr

i − si ≥ λ. If sr
i − si ≥ Δi, j+1 + λ, then the next option is to be selected.

To facilitate operative management, the lag λ is constant and equal for all processes. Its value is
subject to optimization: λ is defined in a way that minimizes the sum of the cost of process start delays,
Cd, and the cost of the duration compression measures, Cw:

minC(λ) : C(λ) = Cd + Cw =
∑
i∈Vd

cd
i · E(si − si) +

∑
i∈V

∑
j∈Wi

(
cij − ci

)
· E
(
xi j(λ)

)
, (1)

where si is the random variable representing the start of process i ∈ Vd, and xi j(λ) is an auxiliary
random variable; it equals 1 if option j is decided for the delivery of process i, and 0 otherwise; the value
depends on the value of λ. The expected values of si and xi j(λ) are estimated based on simulation
experiments for different λ.

3. Results

The application of the method is presented in an example. It is based on the schedule of a
project to build a single block of flats (rainforced concrete frame filled with masonry, monolithic floor
slabs—a structure typical for Polish housing). The network model (Figure 1) presents relationships
between processes entrusted to specialized crews/subcontractors. The project scope is broken down
into 14 processes plus two dummy nodes: project start and project finish.

 

1. Earthworks 2. Frame 3. Roof (structure) 4. Roof (cladding) 5. Facade 6. External works

7. Partitions 8. Systems 9. Plastering 10. Screeds 11. Decoration 12. Floors

13. Joinery 14. Tests on completion

0. Start

15. End

Figure 1. Project network (example).

The process durations are defined as random values of triangular distribution, and their costs
are deterministic. The values of costs were derived from a real-life cost plan, and the parameters of
random variables of process durations were the construction superintendent’s estimates gathered
during an interview. Table 1 lists the values of process parameters.

The predefined time for completion is Tmax = 200 days. Figure 2 presents the baseline schedule.
Processes marked black are the processes whose start days must be protected against disruption (so the
processes that belong to the set Vd). The unit costs of their delays are set to 1% of their total value—for
each day of delay (they can be understood as penalties agreed with the subcontractors hired to deliver
them). These processes are to be started according to the railway policy. The unit cost of delaying the
whole project is also 1% of the total project cost (the sum of costs shown in Table 1), so 270,045 EUR/day
(delay penalty of the main contract).
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Table 1. List of processes and their parameters.

i Process Name

Minimal
Duration (Days)

Maximal
Duration (Days)

Mode
(Days)

Expected
Value (Days)

Cost
(EUR)

tai tbi tmi ti ci

1 Earthworks 5 13 6 8 200,000
2 Frame 33 48 39 40 24,000,000
3 Roof (structure) 19 32 24 25 140,000
4 Roof (cladding) 20 37 33 30 175,000
5 Facade 42 62 49 51 165,000
6 External works 39 49 44 44 125,000
7 Partitions 19 32 24 25 340,000
8 Systems 20 26 32 26 600,000
9 Plastering 14 27 22 21 170,000
10 Screeds 21 35 28 28 320,000
11 Decoration 21 31 26 26 230,000
12 Floors 16 26 18 20 80,000
13 Joinery 26 33 28 29 500,000
14 Tests on completion 1 1 1 1 0

0 50 100 150 200

Earthworks
Frame

Roof (structure)
Roof (cladding)

Facade
External works

Partitions
Systems

Plastering
Screeds

Decoration
Floors

Joinery
Tests on completion

days

Figure 2. Baseline schedule (example).

It was assumed that the project starts at moment zero (no delay). The “Earthworks” are to be
carried out using the baseline methods (no time reduction measures—no options available). The same
holds for the “Tests on completion”.

As for the remaining processes, each is assigned two options of time-reducing measures; their
parameters are presented in separate tables (Tables 2 and 3) for clarity. The options with longer
expected values of process durations are grouped in Table 2. Following the convention of numbering
options in ascending order according to the scale of duration reduction (described in the previous
chapter), this table presents the set of options with index j = 1. Table 3 groups options that compress
durations more strongly, thus j = 2. Please note that stronger compression was assumed to be more
costly (last column in Tables 2 and 3).
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Table 2. Parameters of the first group of options of process duration compression measures.

i Process Name

Minimal
Duration (Days)

Maximal
Duration (Days)

Mode
(Days)

Expected
Value (Days)

Cost
(EUR)

tai1 tbi1 tmi1 ti1 ci1

2 Frame 32 44 35 37 25,000,000
3 Roof (structure) 17 27 22 22 150,000
4 Roof (cladding) 21 36 27 28 185,000
5 Facade 39 57 48 48 195,000
6 External works 36 43 38 39 160,000
7 Partitions 16 29 21 22 355,000
8 Systems 20 24 28 24 720,000
9 Plastering 12 25 20 19 180,000
10 Screeds 21 33 24 26 340,000
11 Decoration 19 29 24 24 250,000
12 Floors 14 24 16 18 95,000
13 Joinery 24 31 26 27 620,000

Table 3. Parameters of the second group of options of process duration compression measures.

i Process Name

Minimal
Duration (Days)

Maximal
Duration (Days)

Mode
(Days)

Expected
Value (Days)

Cost
(EUR)

tai2 tbi2 tmi2 ti2 ci2

2 Frame 30 39 33 34 26,500,000
3 Roof (structure) 16 21 20 19 165,000
4 Roof (cladding) 16 30 20 22 200,000
5 Facade 36 51 39 42 220,000
6 External works 31 40 37 36 180,000
7 Partitions 15 25 20 20 380,000
8 Systems 15 22 26 21 900,000
9 Plastering 10 23 15 16 200,000
10 Screeds 17 28 21 22 355,000
11 Decoration 17 25 21 21 285,000
12 Floors 12 20 16 16 100,000
13 Joinery 20 29 23 24 705,000

The simulation model was coded using GPSS language, and the simulations were conducted in
GPSS Word Minuteman Software. The experiment was repeated with different lags (λ) for introducing
the time compression measures. Each experiment involved 10,000 simulation runs.

Table 4 lists the expected values of delayed start dates of processes, juxtaposing three cases.
Case I allows no time-reduction measures—all processes are delivered using methods assumed for
the baseline. Case II offers a choice between the baseline methods and options coming only from the
first group (Table 2). Case III makes it possible to choose from the baseline option and both options of
time-reducing measures.

Table 4. Expected values of delayed start dates of processes.

Case λ E(s4−73) E(s5−104) E(s6−155) E(s7−50) E(s8−77) E(s13−124) E(s15−200)

I 0 2.0170 2.4767 3.5912 0.8064 0.8705 4.1804 6.8009

II

0 0.5744 1.1926 1.7892 0.3075 0.567 1.6492 1.5647
1 0.8067 1.3093 1.9607 0.4225 0.6224 1.899 1.9133
2 1.0812 1.4799 2.1809 0.5515 0.6938 2.2433 2.3916
3 1.3551 1.6813 2.4390 0.6728 0.7593 2.6359 2.9381
4 1.5962 1.8885 2.7090 0.7656 0.8186 3.0373 3.5479
6 1.8647 2.1944 3.1113 0.8064 0.866 3.6283 4.6561
8 1.9758 2.3692 3.3577 0.8064 0.8705 3.9299 5.5422
10 2.0126 2.4507 3.4987 0.8064 0.8705 4.0787 6.1302
12 2.0170 2.4695 3.5582 0.8064 0.8705 4.1432 6.4640
14 2.0170 2.4752 3.5813 0.8064 0.8705 4.1678 6.6369
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Table 4. Cont.

Case λ E(s4−73) E(s5−104) E(s6−155) E(s7−50) E(s8−77) E(s13−124) E(s15−200)

III

0 0.3996 1.0807 1.5231 0.2531 0.5611 0.7877 1.0931
1 0.6393 1.1681 1.7651 0.4023 0.6183 1.1684 1.4434
2 0.9419 1.3128 2.0323 0.5515 0.6934 1.6552 1.9456
3 1.2521 1.5042 2.3074 0.6728 0.7593 2.181 2.5129
4 1.5239 1.7265 2.5748 0.7656 0.8185 2.6871 3.1614
6 1.8480 2.0809 3.0018 0.8064 0.866 3.4279 4.3833
8 1.9747 2.3255 3.3029 0.8064 0.8705 3.8276 5.3736
10 2.0126 2.4296 3.4705 0.8064 0.8705 4.0335 6.0459
12 2.0170 2.4647 3.5501 0.8064 0.8705 4.1266 6.4243
14 2.0170 2.4752 3.5789 0.8064 0.8705 4.1635 6.6190

Figures 3 and 4 show the relationships between the value of the lag (λ) for introducing duration
compression measures and the expected value of the total cost of delays (Cd) and time reduction
measures (Cw) for cases II and III, respectively.
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Figure 3. Relationship between the value of the lag (λ) for introducing duration compression measures
and the expected value of the total cost of delays (Cd) and time reduction measures (Cw) for case II.
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Figure 4. Relationship between the value of the lag (λ) for introducing duration compression measures
and the expected value of the total cost of delays (Cd) and time reduction measures (Cw) for case III.
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Figure 5 shows how the optimal lag (λ) and the total cost C(λ) (penalties plus cost of schedule
compression measures) depend on the penalty rate. Please note that the penalty per unit of time is
calculated as a percentage (i.e., penalty rate defined in the contract) of the value assigned to a process.
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Figure 5. Effect of penalty rate on the optimal lag (λ) and the total cost of delays and duration
compression measures for case III.

4. Discussion

The results of the simulation experiment made it possible to determine the optimal value of lag λ
between the occurrence of a delay and the moment of implementing the duration compression measures.

For both cases analyzed in the example, this lag was the same (two days). Let us consider process
four (roof cladding): its baseline start was scheduled for day 73 (s4 = 73). The expected value of its
duration is t4 = 30 (baseline), and, if accelerated by switching to the first option, t41 = 28. Therefore,
Δ41 = 2. If all predecessors of process four are completed by day 70 (earlier than scheduled in the
baseline), so sr

4 = 70, the process must start on day 73 anyway—because of the railway policy that
rules this process. As Δ41 + λ = 4, if the actual start of process four happened between day 75 and 77:
75 ≤ sr

4 ≤ 77, this process should be conducted according to the first option of duration compressing
measures. If process four was observed to start later than on day 77 (sr

4 > 77), switching to the second
option of duration compressing measures was advised.

Oddly enough, a lower total cost C(λ) was obtainable by introducing more expensive duration
reduction measures from the second group of options: C(λ) = 828,882.84 EUR in case III, whereas
C(λ) = 946,833.96 EUR in case II. However, this fact is attributable to the possibilities of stronger
compression offered in case III—stronger compression means a reduction in delay penalties (Cp).
The expected values of duration compression measures (Cw) proved similar: (case II—276,897 EUR,
case III—282,029 EUR).

The results of the sensitivity analysis of the optimal lag to changes in penalty rate (Figure 5) indicate
that the lower the penalty rates, the less stable the optimal solutions. Thus, even a small change in the
contract regarding the penalty rate, may call for repeating the optimization procedure. A smaller penalty
rate gives the construction manager more time to implement the schedule compression measures.

The results can be compared with the effects of actions taken intuitively by construction managers.
In practice, to avoid contractual penalties, these actions are undertaken each time a delay occurs,
and implemented immediately. Such actions are consistent with the proposed approach with λ = 0.
The total cost corresponding to such a rule is 1,056,214.98 EUR for case II and 1,045,415.87 EUR for case
III. Therefore, the application of the proposed method enables a reduction in the cost and financial
penalties on average by 109,381.02 EUR (case II) and 216,533.03 EUR (case III).
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5. Conclusions

The performance of construction projects depends largely on the efficiency of the operative
management and decisions taken in the course of the project. The proposed method was intended to
support decisions at the stage of designing the implementation of construction projects. It helps assess
the chances of meeting the project due date and considers the effects of corrective measures (working
overtime, hiring additional resources, etc.) in terms of both cost and time.

The proposed approach is innovative: the existing methods of reactive scheduling respond to
schedule disturbances by relocating resources and rescheduling the processes that have not started
yet—in a way that minimizes the weighted sum of the differences between the updated and the baseline
process starts [43]. The authors found only one study [45] that, in addition to the above, considers the
problem of selecting the process acceleration measures.

The authors assume that, due to risk, the process durations can be modeled as random values.
In contrast to other approaches, the aim is not to build an optimized schedule after each disturbance.
Instead, an optimal decision rule to pick the schedule acceleration measures is desirable. It is therefore
not necessary to carry out an optimization procedure every time a disruption occurs. The quality of
the decision rule is evaluated in the course of the simulations: its outcomes are assessed based on the
distribution of results obtained in many simulation runs. Therefore, as the assumptions are different,
the results obtained using the proposed method are not directly comparable with the results generated
employing the methods proposed in the literature.

The proposed method is intuitive. It does not involve complex optimization calculus which the
site engineers might be not familiar with. The simulation model needs to be developed only once,
and the simulation tests are repeated only when the parameters of the model are changed—the lag time.
They can be performed using practically any simulation package available on the market. The data
for the model are obtained based on expert opinions, as in PERT, which is widely established in the
construction industry.

Construction activity is considered particularly exposed to risk and uncertainty. Nevertheless,
assumptions of full knowledge of work organization parameters and on the influence of disturbing
factors are frequently made by construction schedulers. The reason may be the availability of software
that supports only deterministic planning, or a natural human preference for exact numbers that define
project dates. However, deterministic schedules tend to expire. The approach of subsequent updates in
reaction to changes (incremental design strategy) is usually less efficient than the strategy of searching
for an optimal solution in given conditions (proactive approach), yet it is commonly used in practice.
Therefore, the direction of further research is to develop pro-active scheduling methods that account
for the possibility to switch from one mode of operation to some other, selected out of a set of options
differing in duration, cost, and even resources.
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Abstract: This work deals with the development of a new composite based on mortar reinforced
with optimally sized alfa fiber (AF). Experimental investigations of physical and thermo-mechanical
properties of the new AF mortar composite are performed for AF weight fraction varying from 0% to
5%. This simple material preparation process is described and scanning electron microscopy (SEM)
is undertaken to analyze the morphology of this composite. It shows a random dispersion of the
AF into the mortar matrix. Physical properties such as open porosity, water absorption, and bulk
density fluctuations with AF mass content are measured. Measured thermal conductivity is compared
to the values generated by different prediction models. Good agreement, within 9.6%, is obtained
with data predicted by Woodside–Messmer’s method. It is demonstrated that this simple blending
of AF into mortar improves significantly the thermo-mechanical behavior of the new composite.
An addition of 5% of AF weight content makes composite material lighter by about 15%, enhances its
insulating thermal capabilities by about 57% and increases its heat diffusion damping rate by about
49%. Moreover, the composite mechanical (flexural and compressive) strength increases by up to 10%
for an AF weight content of 1%.

Keywords: alfa fiber; cement; composite; density; mechanical properties; thermal properties

1. Introduction

Recently, the use of natural plant fibers as reinforcement to concrete has become very attractive [1].
This is due to the increase of environmental awareness and to the advantages of these fibers
such as availability, recyclability, low cost, environmentally friendly, harmlessness, abrasion free,
biodegradability, and better thermo-mechanical performance when compared to conventional fibers.
Different natural fibers (date palm, cotton, sisal, flax, hemp, jute, ramie, kenaf, bamboo, banana, coir,
coconut and wheat straws) could be good candidates for blending with other compounds (cement,
clay, sand, lime, gypsum, mortar, concrete, etc.) in order to develop new thermal insulating composite
materials. Therefore, several studies have been conducted on various vegetable fibers from sisal [2],
coconut [3], hemp [4], kenaf [5], banana [6], date palm [7], bamboo [8], jute [9] to alfa fiber [10].

The alfa plant, also called esparto grass stems (Stipa tenacissima), grows abundantly in the
Mediterranean basin, especially in countries such as Spain, Italy, Libya, Tunisia, Algeria, and Morocco.
This fiber is a permanent plant that does not disappear during winter and grows in independent
shrubs where it can reach a height between 1 to 1.20 m [11]. It covers many million hectares in this
area, with about 4,000,000 ha in Algeria, 3,186,000 ha in Morocco, 600,000 ha in Tunisia, 350,000 ha
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in Libya, and 300,000 ha in Spain [12]. The annual production is approximately 250,000 t in Algeria,
125,000 t in Morocco, and 75,000 t in Tunisia [13].

Alfa fiber is selected in this study thanks to its high availability in dry region and its interesting
thermo-mechanical properties. Its thermal conductivity can be as low as 0.042 W·m−1·K−1 [14] which
is in the same order of magnitude as hemp and flax [15]. Moreover, it has a better mechanical strengths
as reported in the previous studies [16,17]. These properties make alfa fiber (AF) a reinforcement
candidate for mineral materials. In building construction field, several researchers have dealt with the
manufacturing of AF cementitious composite materials.

Krobba et al. [18] performed an experimental study on a repair mortar based on dune sand
and microfibers with various volume percentages, lengths (3 to 5 mm) and diameters (150–200 μm).
The results showed that the use of 0.75% of alfa micro-fiber increases mechanical properties of mortar.

Jabali et al. [19] studied the influence of different volume fractions of long alfa fibers (150 mm) on
thermomechanical performance of mortar-based composite. This procedure is very labor extensive
since the AF is distributed as a single layer within the mortar slab at a specific depth. They measured a
reduction in thermal conductivity of 37% at 1.5% of alfa fiber content and an improvement of flexural
strength by up to 27% for 1% of AF.

Elhamdouni et al. [20] presented a comparative study of thermo-mechanical properties of two
materials: clay/alfa and clay/straw. They showed that for a weight fraction of fiber above 2% the
adhesion between fiber and clay becomes very low which in turn affects the mechanical performance
of these two composite materials.

On the other hand, interest in these new composite materials has drawn researcher’s attention to
developing new prediction tools to estimate the new composite thermal conductivity. Braiek et al. [21]
have compared experimental results and theoretical equivalent thermal conductivity of materials
with two phases, continuous gypsum phase and dispersed date palm fibers phase. Taoukil et al. [22]
have carried out a comparison of experimental and theoretical approaches of the material’s thermal
conductivity with two-phase medium made up of mortar matrix and wood wool insulator.

Despite the extensive research work on alfa fiber in construction materials, this fiber is still not
heavily used in building. The objective of this work is to present a procedure to build the AF mortar
composite and to investigate the improvement of its thermo-mechanical properties in order to bring
more attention to the potential of this abundant renewable resource of AF (which is mostly used in
handcrafts only) in material building in the Mediterranean region.

A complete analysis of the effect of mortar blending with AF on physical and thermomechanical
properties was executed for different weight fraction (ω) from 0% to 5%.

In the first part of this paper, the material preparation process is described; the elaborated new
composites were scanned by the SEM to determine their morphology. In the second part, experimental
measurements of the thermomechanical properties such as thermal conductivity, thermal diffusivity,
flexural and compressive strengths were carried out. Moreover, mathematical models were used
to compare predicted and measured thermal conductivities of the composite materials at dry state.
These theoretical models have been developed/used by different researchers to calculate the equivalent
thermal conductivity value of composite materials at dry state; they combine in different ways the
thermal conductivity of two phases: solid phase (solid matrixes of mortar and fibers) and air phase in
composites. These models were rearranged in this work to be applied for three phases: solid matrix
of mortar, solid matrix of alfa fiber and air. The purpose of this comparison, between predicted and
measured thermal conductivities as a function of volume percentage of AF’s solid matrix (ϕ), is to
demonstrate that the model that captures well the distribution of the three phases within the composite
material is in good agreement with the experimental data.

74



Appl. Sci. 2020, 10, 8021

2. Materials and Methods

2.1. Material Selection

The new composite material manufacturing consists of mixing cement, sand and alfa fiber (AF)
with drinking tap water. The AF plant used to reinforce mortar was extracted from the Oujda region
in the northeast of Morocco (Figure 1a). It was prepared in different steps. It was first prepared by
submerging it in a salt water (35 g·L−1) [23] at ambient temperature (about 30 ◦C) for 7 days and was
washed with water jet. The goal of this soaking process was to remove sand and dust existing on the
stem surface and to facilitate fiber separation. Subsequently, the plant stems were dried under the sun
for one week. These low cost and environmental operations will eliminate most of the moisture in
alfa stems and consequently make the grinding operation more efficient. The dried alfa stems were
crushed (Figure 1b), separated, and cut into short fibers with a diameter between 0.7 and 1 mm, and a
length between 1.5 and 2.5 cm (Figure 1c). These lengths were selected since [24] demonstrated that
optimal mechanical performance was obtained at this length range.

 

Figure 1. Steps of alfa fiber (AF) preparation: (a) alfa plant, (b) crushed alfa stem after drying process
and (c) used AF.

This natural treatment of AF will enhance the fibers adhesion with the cementitious matrix.
An alfa fiber diffractogram obtained from an X-ray diffractometry (XRD) test is shown in Figure 2.

One can clearly notice that the spectrum contains two main peaks. The first one, wide and multiple,
is obtained at Bragg angles of 15◦ and 16.54◦ corresponding to crystallographic planes of (1–10) and
(110), respectively. The second one appears at 22.50◦ which is associated to a crystallographic plane
of (200). These two peaks are characteristic of the presence of cellulose I. The cellulose component is
considered as a bio-binder that can bond efficiently the fibers to mortar.

 

Figure 2. Alfa fiber X-ray diffractogram.

The Portland (CPJ 35- CEM II 22.5) cement is used in this study, and its technical characteristics
are in agreement with the Moroccan norm (NM 10.01.004., 2003) [25]. The sand used is extracted from
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Nafiss River (Loudaya, Morocco) with a maximum size of 2 mm and water mass content of 2.15%.
The sand equivalent test indicates that the average value of its neatness is 87% (NF EN 933-8, 1999) [26].
Its chemical constitution is reported in Table 1.

Table 1. Chemical constitution of used sand.

Constituents SiO2 Al2O3 K2O Fe2O3 Na2O MgO CaO P2O5 TiO2 SO3 Cl

Content (%) 68.51 13.55 3.95 2.83 2.72 2.64 1.62 0.16 0.7 0.01 0.005

2.2. Preparation of the Alfa Fiber Composite Test Specimens

The preparation of the test samples consists of substitution of sand with different AF mass fractions
to evaluate the impact on the thermo-mechanical properties compared to those of the reference mortar
(RM). The latter was made from sand-cement with a mass ratio of 3 and a water-cement mass ratio of
0.6. Afterward, in addition to RM, five other new composite materials, labeled AFRM0.5%, AFRM1%,
AFRM2%, AFRM3.5% and AFRM5%, were obtained by incorporating respectively the AF mass
percentages of 0.5%, 1%, 2%, 3.5% and 5% into mortar. Prismatic molds of dimensions 4 × 4 × 16 cm3

were used for mechanical tests while parallelepiped molds with dimension of 26.4 × 26.4 × 4 cm3

were used for thermo-physical measurements (Figure 3a–c). All molds were filled with the mixed
components and cured in the laboratory for 24 h under normal weather conditions: T = 20± 2 ◦C and
relative humidity RH = 65 ± 5%. After demolding operation, the samples were placed in water at
ambient temperature for 28 days, according to the norm (NF EN 196-1, 1995) [27]. Finally, for each
AF mass percentage, three manufactured samples of AFRM composites were tested to determine the
average values and uncertainties of thermo-mechanical properties. The manufactured samples are
shown in Figure 3d–f.

Figure 3. Preparation and manufactured samples: (a) mixer, (b,c) prismatic and parallelepiped molds,
(d,e) samples for mechanical and thermal tests and (f) AF binderless board.

2.3. Measurement Instruments and Experimental Methods Description

2.3.1. Scanning Electron Microscopy (SEM) Morphological Observation

A TESCAN ORSAY (VEGA3) scanning electron microscope (SEM) was used to observe the
morphology of AFRM composite and examine the homogeneity and distribution levels of AF in mortar
matrix. It is a versatile tungsten thermionic emission system intended for both high and low void
processes. VEGA3 is fitted with an electron optics system based on a unique four-lens wide field optics
design with a proprietary intermediate lens. The SEM pictures were taken with beam acceleration at
5 kV.
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2.3.2. Open Porosity, Water Absorption, and Bulk Density

Open porosity P0, water absorption Wa, and bulk density ρb measurements were conducted to
determine the quality of mortar-AF composite materials. Their values were obtained by the Archimedes
method of triple weighing, in agreement with the Standards Methods Designation: American society
for testing and materials (ASTM C20–00) [28]. Immersion liquid used for these tests was clean water.
Knowing dry weight (mdry), soaked weight (msat) and hydrostatic weight (mhyd) of the studied AFRM
composites, the corresponding open porosity, water absorption, and bulk density are calculated
respectively by Equations (1)–(3):

P0 =
msat −mdry

msat −mhyd
× 100 (1)

Wa =
msat −mdry

mdry
× 100 (2)

ρb =
mdry

msat −mhyd
× ρwater (3)

2.3.3. Thermo-Mechanical Characterization Methods

The EI700 device (two boxes method) was used to determine the thermal properties of insulating
building materials [29]. It contains two boxes designed to take measurements in similar conditions.
The first box was reserved for thermal conductivity k measurement and the second box was dedicated
to thermal diffusivity α measurement Figure 4c. The process used to measure these two parameters
was detailed in a previous study by Boumhaout et al. [30].

Figure 4. Devices used for thermo-mechanical tests: (a) air conditioned chamber, (b) two boxes method,
(c) boxes of measured thermal conductivity and diffusivity, (d) flexural test, (e) two half prisms obtained
from flexural test and (f) compressive test.
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The accuracy of thermal conductivity measurement at steady state can be affected by ambient
conditions variation. An air-conditioned chamber (see Figure 4a,b) was built to maintain the instrument
surroundings at constant temperature during the experiment. Therefore, the experiment can be
completed in a reduced duration between 6 and 10 h.

The device 270 kN capacity I20 201 press with velocity loading fixed at 500 ± 10 N·s−1 and
2400 ± 200 N·s−1 was used for mechanical testing. The measurements of flexural and compressive
strengths were performed after 28 days of specimens curing process, according to the Moroccan
norm (NM 10.1.005., 1994) [31] (Figure 4d,f). The flexural strength measurement method of prismatic
specimen was determined by a three points bending technique. The two half prisms (Figure 4e)
obtained from this test were used for compressive strength measurement (Figure 4f).

2.4. Thermal Conductivity Prediction Models

Many researchers have developed theoretical models to calculate the equivalent thermal
conductivity value of composite materials. These models combine in different ways the thermal
conductivity of two phases in composite materials at dry state: solid phase (solid matrixes of mortar
and fibers) and air phase. These models were rearranged in this study to be applied for three
phases: solid matrix of mortar, solid matrix of alfa fiber and air. Table 2 provides the rearrangement
expressions of seven models presented in the literature (fourth column of Table 2). These models were
applied to calculate the thermal conductivity of AFRM composites for different volume ratios of AF’s
solid matrix ϕ.

Table 2. Theoretical models.

Model Equation Comment Reference

Parallel

k// = ϕ(1− Pt)ki−f + (1− Pt)(1−ϕ)ki−M + Ptka (4)

ϕ: Volume ratio of solid matrix of AF
per absolute volume of sample.
ρabs RMAF: Absolute density of

composite.
Pt: Total porosity.

ki−f and ki−M: Intrinsic thermal
conductivities of AF and reference

mortar (RM) respectively.
ka: Thermal conductivity of air.

ω: Weight content of AF per weight
of mixture.

ρb: Bulk density of composite.
ρabs RM and ρabs AF: Absolute

densities of reference mortar and AF. [32–34]

ϕ =
ρabs RMAF−ρabs RM
ρabs AF−ρabs RM

(5)
ρabs RMAF = 1

ω×
(

1
ρabs AF

− 1
ρabs RM

)
+ 1

ρabs RM

(6)

Pt =
(
1− ρb

ρabs RMAF

)
× 100 (7)

Serial k⊥ = 1
(ϕ/ki−f)+(1−(ϕ+Pt))/ki−M+Pt/ka

(8)

Beck’s k =
√

k⊥k// (9)

Woodside and
Messmer k = kϕ(1−Pt)

i−f k(1−Pt)(1−ϕ)
i−M kPt

a (10)

Auto-coherent k = ki−M

⎡⎢⎢⎢⎢⎢⎢⎣1 + τ

(1−τ)/3+
3+δ(ka/ki−M−1)

3(ka/ki−M−1)−δ(ka/ki−f−1)(2ki−f/ki−M+1)

⎤⎥⎥⎥⎥⎥⎥⎦ (11)

τ = (1−ϕ)Pt +ϕ: Volume ratio of
(air + AF) in the sample.

δ = 1− Pt
τ : Concentration of AF in

relation to components (air + AF) in
the sample.

[35–37]

Effective
medium theory

(EMT)

∑
j
φj

(
k−kj

k+kj

)
= 0 (12) φf = ϕ(1− Pt): Volume ratio of solid

matrix of AF per volume of sample.
φM = (1− Pt)(1−ϕ): Volume ratio
of solid matrix of mortar per volume

of sample.
φa = Pt: Volume ratio of solid matrix

of air per volume of sample.

[38,39]

φf

(
k−ki−f
k+ki−f

)
+φM

(
k−ki−M
k+ki−M

)
+φa

(
k−ka
k+ka

)
= 0 (13)

Krischer–Kroll k = 1
(1−ε)/k//+ε/k⊥

(14)
ε: Volume fraction of the layers

oriented perpendicular to the heat
flux direction

[40]
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The goal is to determine the effect of the three components (mortar, air and AF) distribution on
the predicted thermal conductivity and to compare them to the measurement data.

3. Results and Discussions

3.1. SEM Morphological Analysis of the Alfa Fiber Reference Mortar (AFRM) Composites

Scanning electron microscopy was used to analyze the morphology of AFRM composites.
The analysis of the SEM pictures displayed in Figure 5 indicates clearly that alfa fibers are randomly
dispersed, separated, and embedded into mortar matrix. Moreover, all pictures show that the fiber
surfaces are impregnated with mortar paste, which could indicate good bonds between AF and the
surrounding solid matrix. The voids observed in Figure 5e,f between alfa fibers and mortar matrix
could be generated due to the drying operation, worse miscibility, and lower fiber dispersion in
the mortar.

 

(a) (b) 

 

(c) (d) 

(e) (f) 

Figure 5. Scanning electron microscope (SEM) pictures of composites at two different scale lengths
1 mm and 200 μm: (a,b) AFRM 1%, (c,d) AFRM 2%, (e,f) AFRM 5%.
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3.2. Thermophyical Performance Analysis

3.2.1. Open Porosity, Water Absorption, and Bulk Density

The fluctuations of open porosity, water absorption, and bulk density of composites as a function
of AF are presented respectively in Figure 6a,b and Figure 7. It can be seen that the addition of AF leads
to an increase in porosity by a factor up to 48.71%, an increase of water absorption by about 74% due
to the hydrophilic character of AF, and a decrease of the density by about 14.68% for 5% of AF mass
content. This is expected since the AF density (247 kg·m−3) is lower than that of mortar (1748 kg·m−3).
These results can also be explained by the formation of voids at the inter-facial areas between AF and
solid matrix due to the air bubbles trapping by fibers during the mixing and drying processes.

(a) (b) 

ω (%) ω (%)

ρ ω ω

ρ

ω

Figure 6. Effect of AF mass content at day 28 on open porosity (a) and on water absorption (b).
Measurements uncertainties are respectively below 0.7% and 0.33%.

ω (%) ω (%)

ρb ω ω

ρ b

ω

Figure 7. Effect of AF mass ratio on bulk density at day 28. Measurements uncertainty is below 0.2%.

Moreover, porosity and water absorption of AFRM1% slightly decrease respectively by 2.4% and
3% compared to AFRM0.5% while the bulk density remains nearly constant from 0% to 1% of AF
inclusion. Furthermore, mortar reinforced with 1% of AF yields to good homogeneity and a better
consolidated structure of the composite as indicated in the SEM pictures (Figure 5a).

In order to determine the thermal properties of composites at dry state, all prepared specimens
were placed in a drying oven at 105± 1 ◦C with relative humidity of about 30% until mass stabilization
within ±2 g for 24.
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3.2.2. Thermal Conductivity Measurements

It can be observed from Figure 8 that the thermal conductivity of AFRM composite decreases
with increasing fibers weight content, and consequently increases its thermal insulation capacity.
The thermal conductivity of the reference mortar of about 0.809 W·m−1·K−1 drops to 0.347 W·m−1·K−1

for AFRM5%, corresponding to an improvement in insulation performance of around 57%. A similar
result was reported by [19] who used a single layer fully made of AF with a length of 15 cm as
reinforcement at a specific depth inside the cementitious matrix.

ω

ω

Figure 8. Thermal conductivity (primary axis) and its reduction rate (secondary axis) as function of AF
mass content. Measurements uncertainty is below 2.9%.

This behavior is expected and can be explained by two arguments. First, the natural fibers are
known to have lower thermal conductivities than those of mortar solid matrixes. The measured
bulk thermal conductivity of AF binderless board and mortar are 0.056 ± 0.002 W·m−1·K−1 and
0.809 W·m−1·K−1 respectively. Second, the presence of fibers in solid matrix produces voids as shown
in SEM pictures Figure 4e, causing growth in open porosity and a reduction in bulk density of AFRM
composite. The latter becomes then more thermally insulating. This phenomenon is always taking
place on composite with mineral matrix and vegetable fibers according to several works [41–43].

3.2.3. Intrinsic Thermal Conductivities Determination

The thermal conductivity prediction models shown in Table 2 require some parameters to be first
determined. Solid matrix thermal conductivity ki−M of RM is determined by solving a system of two
unknowns (ki−M and ε) ([40,44–46]):

εdry(ki−M) =
k⊥
(
k// − kdry

)
kdry(k// − k⊥)

(15)

εsat(ki−M) =
k⊥(k// − ksat)

ksat(k// − k⊥)
(16)

εdry(ki−M) and εsat(ki−M) are respectively the values of ε at dry and saturated states of the sample.
kdry and ksat are the thermal conductivities of the RM measured respectively at dry and saturated states.
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The measured thermal conductivity of saturated RM sample is ksat = (1.06± 0.02) W·m−1·K−1.
The determination of ki−M and ε is undertaken by using Newton’s method, which consists in
determining by successive approaches, in Scilab Software, the value of ki−M for which:

εdry(ki−M) = εsat(ki−M) (17)

where ki−M = 2.58 W·m−1·K−1

ki−f = 0.21 W·m−1·K−1 is determined according to Beck’s model Equation (9) at dry state of AF
binderless board (the measured value is kBB = (0.056± 0.02) W·m−1·K−1).

Total porosities and absolute densities of composites, and absolute density of fiber are given in
Table 3.

Table 3. Required parameters for thermal conductivity prediction.

Composites RM AFRM 0.5% AFRM 1% AFRM 2% AFRM 3.5% AFRM 5%

Pt (%) 28.10 28.20 27.46 27.72 30.84 35.86

ρabs RMAF(kg·m−3) 2433 2422 2411 2389 2357 2326

ρabs AF(kg·m−3) 1263

3.2.4. Predicted Thermal Conductivities Comparison

Experimental and theoretical data of thermal conductivity are displayed in Figure 9 as function of
AF intrinsic volumetric fraction per absolute volume of sample, ϕ.

ϕϕ 

Figure 9. Comparison between measured and calculated thermal conductivities of AFRM composites
as function of ϕ.

At first glance, one can remark that the measured thermal conductivities are between extreme
values represented by parallel model (upper limit) and serial model (lower limit). They are respectively
away from parallel model by about 221% and serial model by about 84.5%. The Auto-coherent model
assumes all composite constituents to have a spherical shape, which is not the case for AF (see Figure 5).
That explains the disagreement between the results obtained by this model and the experimental
measurements which show a mean relative error of 175%. The results obtained by the effective medium
theory (EMT) model are shifted from the experimental ones by about 73%. Beck’s model prediction
shows smaller difference with the experimental measurements with a mean relative error of 29%,
because some alfa fibers have parallel and serial distributions.
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The model that better predicts the measured thermal conductivities is Woodside and Messmer’s
model, with a mean relative error within 9.6%. This can be explained by the fact that the three phases
(solid matrix, AF, and air) distribution as observed in SEM images of AFRM composites (Figure 5) is
well captured by Woodside and Messmer’s model. This finding can help in the future limit the need
for additional thermal conductivity measurements if one has sufficient a priori information.

3.2.5. Thermal Diffusivity

The thermal diffusivity variation of AFRM composite as function of mass AF ratio is displayed in
Figure 10. The thermal diffusivity is reduced by a factor of about 51% for 5% of AF mass content in the
mixture. The heat transfer in the AFRM sample is damped due to the porosity growth within the sample
with AF mass content increase, and to the alveolar arrangement of AF which resists the heat diffusion.
It is observed from Figure 7 that the density, which was obtained from an independent measurement,
decreases with AF content. Calculated specific heat (Figure 11) decreases as well for AF content below
1%. Thus, this decrease in thermal diffusivity is mainly driven by the thermal conductivity.

Figure 10. Thermal diffusivity (primary axis) and its reduction rate (secondary axis) as function of AF
mass content. Measurements uncertainty is below 5.22%.

ω ω

ω

ω

Figure 11. Specific heat variation with alfa fiber mass content. Measurements uncertainty is below 7%.

83



Appl. Sci. 2020, 10, 8021

In addition, the thermal diffusivity of mortar, with no AF, (4.04± 0.0886 10−7 m2·s−1) is greater by
about four times than the measured one of AF (0.98± 0.04 10−7 m2·s−1), which obviously impacts the
thermal diffusivity of the composite material.

3.3. Time-Lag

Time-lag (TL) is defined as the time duration between two associated occurrences such as a cause
and its effect. In our case, it is the time interval during which the heat flow peak passes through a
flat slab from one side to another. The time-lag was calculated based on measured thermal diffusivity
values using the following expression [47]:

TL =
1
2

e

√
T0

πα
(18)

where T0 is the periodic cycle of temperature variation (h) (T0 = 24 h) and e is the thickness of the
sample (m).

The calculated time-lag as function of AF mass content is displayed in Figure 12 for samples with
a thickness of 4 cm. As expected, one can notice that the time-lag increases with AF mass content
increase. It reaches 2.21 h for an AF content of 5%. This means that the reinforcement of mortar with
AF enhances the insulation performance of mortar.

TL ωω

ω (%)

Figure 12. Time-lag variation as function of AF mass content.

Furthermore, Table 4 compares the time-lag of this AF-based composite with 5% to those of
different materials used in the building construction sector. All compared materials have the same
wall thickness of 20 cm. It can be seen that AFRM5% has a good time-lag. It is greater than that of
hemp concrete (9.6 h) followed by cellular concrete (8.6 h). This result indicates that the composite
AFRM material developed in this study can reduce outdoor weather conditions’ propagation through
the building envelope by about 10.37 h for a composite thickness of 20 cm. That is, the midday heat
does not reach the indoor building until night and vice-versa for the mid-night cold.
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Table 4. Comparison between the time-lag of AFRM 5% material and those of other materials presented
in the literature.

Material (e = 20 cm) ρ (kg·m−3) R (W−1·m2·K) α (m2·s−1) Time-Lag (h)

AFRM 1492 0.58 1.97 × 107 10.37
Hemp concrete 440 1.81 2.27 × 107 9.6

Cellular concrete 600 1.43 2.74 × 107 8.6
Earth block 1850 0.20 5.24 × 107 6.2
Solid brick 1950 0.23 5.41 × 107 6.3
Concrete 2300 0.11 7.93 × 107 5.1

3.4. Mechanical Performance Analysis

Figures 13 and 14 display the flexural and compressive strengths variation of composite with AF
mass content.

ωω ω

ω (

ω ω

ω (%)

Figure 13. Flexural strength variation as function of AF mass content at day 28. Measurements
uncertainty is below 8.5%.

ω ω

ω (

ω ω

ω (%)

Figure 14. Variation of compressive strength with AF mass content at day 28. Measurements uncertainty
is below 12%.

Concerning flexural strength (Figure 13), it is worth highlighting that it increases with the
growth of the AF mass ratio from 0% to 1% where a maximum value of about 5.65 MPa is achieved.
This improvement in flexural strength of about 10.45% is attributed to the good AF–mortar matrix
adhesion as explained in Section 3.2, to the enhancement of mechanical bonds between solid matrix
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(mortar) and reinforced AF, and to the high mechanical characteristics of AF, including high tensile
strength and stiffness. However, for an AF ratio higher than 1%, it decreases to reach 3.87 MPa value
for an AF mass ratio of 3.5%. This is due to the composite’s porosity increase due to the excessive
content of fibers in the mixture, resulting in a reduction of compactness and cohesion within the AF
composite. This result is in agreement with previous research that dealt with mortar reinforcement
with AF [48,49].

Compressive strength as a function of AF mass content is shown in Figure 14 with a measurement
error of less than 12% for all specimens. It can be noticed that the compressive strength behavior is
compatible with the flexural strength behavior as the AF mass content is increased. The maximum
is obtained at a weight percentage of 1%. This maximum represents an increase of 9% in the
compressive strength. Beyond this percentage, it decreases by around 82.5% at a weight fraction of 5%.
This diminution is due to the growth in porosity which affects negatively the compressive strength.

3.5. Material Classification of the Developed Composite Based on Compressive Strength and Thermal Conductivity

The lightweight material classification can be made based on the compressive strength (Rc) and
thermal conductivity (k). These two quantities are considered as crucial parameters in choosing
suitable material types to be used in thermal insulation buildings. The diagram reported in Figure 15
represents a relationship between these two variables for each AF mass percentage. It can be noted that
as AF mass content increases, the thermal conductivity of AFRM composite decreases considerably
along with compressive strength, except AFRM1% for which Rc reaches a maximum value of about
14.07 MPa.

ω=0 %

ω=5 %

ω=3.5 %

ω=2 %

ω=0.5 %
ω=1 %

Figure 15. Correlation between compressive strength and thermal conductivity.

Thereafter, based on the functional classification of lightweight concrete of RILEM [50]
(International Union of Laboratories and Experts in Construction Materials, Systems and Structures)
and the results of Figure 15, this developed composite can be classified in two main classes as a function
of AF mass content. Composites with Rc greater than 3.5 MPa and k less than 0.75 W·m−1·K−1 belong
to Class II, while those with Rc greater than 0.5 MPa and k less than 0.3 W·m−1·K−1 are in Class III.

Using the transfer functions obtained from Figures 8 and 14, the composites built with a weight
fiber percentage less than 4.8% can be classified among structural and thermal insulating materials of
Class II while those built with higher fiber percentage can be good thermal insulating candidates and
thus belong to Class III.

Finally, it has been shown from the results above that mortar reinforced with AF can be classified as
a suitable candidate for exterior walls, partitions, ceiling, roofs and other building structural elements.
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4. Conclusions

In this paper, mortar reinforced with alfa fiber for thermal insulating building construction was
developed. The physical and thermal-mechanical properties of this new composite were investigated
for AF mass ratio ranging from 0% to 5%. The analysis of the SEM pictures demonstrates that alfa fibers
are randomly dispersed, separated, and well embedded in the mortar matrix which could indicate
good bonds between AF and the surrounding solid matrix.

The addition of AF into mortar makes the new composite lighter by reducing its density by up
to 15%, increasing its porosity by around 51% and improving its thermal conductivity by up to 57%.
Comparison between the measured thermal conductivity and that predicted by Woodside–Messmer’s
model shows a good agreement, within 9.6%. This finding can help in the future to limit the need for
thermal conductivity measurements if one has sufficient a priori information. Moreover, good heat
damping properties were reached as the thermal diffusivity of the mortar-AF composite is decreased
by up to 49% compared to the reference material. The incorporation of 0.5% to 1% of AF mass content
leads to a better homogeneity and more consolidated structure within the composite. An enhancement
of its mechanical properties by about 10.45% for the flexural strength and 9% for the compressive
strength was observed. The composite samples with AF mass content less than 4.8% could be classified
as structural and thermal insulating materials. Above 4.8%, it could be used as an insulating material.

In conclusion, this AF mortar composite, thanks to its simple manufacturing process, can be a
very attractive material to be used in building in the Mediterranean region.
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Abstract: Drying, as a process of changing the moisture content and temperature of capillary-porous
materials, is a necessary step in many technologies. When predicting moisture changes, it is necessary
to find a balance between the complexity of a model and the accuracy of the simulation results.
The purpose of this work was the development of a mathematical model for drying a capillary-porous
material with direct consideration of its initial moisture content and drying temperature. Methods of
mathematical modeling were used in the work. Using the developed model, an analysis of the
features of the drying process of materials with high and low initial moisture content has been carried
out. The analytical relationship for determining the time at which the extremum of the drying rate
is reached has been substantiated. A model has been developed to directly take into account the
influence of the initial material moisture content and drying temperature. The simulation results are
consistent with the experiments on drying ceramic blocks for construction which are described in the
literature. The obtained results can be taken into account in studies of the effect of drying modes on
the energy consumption of a drying process.

Keywords: thin layer drying; moisture; drying rate; sustainable development

1. Introduction

Drying is a necessary step in many technological processes for processing capillary-porous organic
and inorganic materials. From a physical point of view, drying is a process of heat and mass transfer,
the result of which is a decrease in the liquid content of a material. This liquid can be organic solvents,
but most often it is water. There are many known drying methods. However, in any case, a significant
input of heat and time is required to carry out the drying. With an increase in the drying temperature,
the time spent decreases, but the energy consumption for heat production increases. If drying is carried
out under natural conditions, then the duration of this process may be unacceptably long. On the
other hand, excessively high drying temperatures can lead to a decrease in product quality. In order
to reduce the time and energy consumption, methods of drying the material in a thin layer are often
used, which has been studied in a large number of works [1–3]. This drying method is discussed in
this paper.

Note that in addition to forced drying in artificial conditions, drying in natural conditions is
also used [4]. The elements of wooden roofs function in conditions of cyclical effects of natural
drying and humidification [5–7], for the diagnosis of which the considered models can be used.
The same models can be adapted as a tool for studying the life cycle of building materials [8,9],
thermal insulation materials and wall structures [10], as a contribution to achieving the main goal of
sustainable development.
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The problem is that drying of capillary-porous materials is a complex phenomenon [11–16],
but practice requires simple methods to predict and optimize drying time and temperature quite
accurately. Tests of real materials and structures are expensive. Therefore, it is recommended to predict
the drying process using mathematical models [1,12,13].

Reviews of drying models in a thin layer are given in [17] (analysis of five models published
from 1921 to 1978), [14] (review of 14 models), [15] (six models considered), [1] (67 models from
2003 to 2013), [16] (10 models from 2013 to 2019). Models of material drying in a thin layer allow
predicting the moisture content of the material depending on the drying time, while not requiring
complex calculations. For example [15], a Page model MR = exp(−ktn) with two parameters, in which
t—drying time, k and n—empirical constants (parameters), is often used as one of the best in terms
of accuracy and analytical simplicity [1,17]. However, this model does not formally reproduce the
explicit (separate) effect of the initial moisture content and the drying temperature of the material
in the above calculation formula. Initial moisture content and temperature are taken into account
indirectly using the parameters k and n. In other words, the influence of the initial moisture content
and drying temperature is indistinguishable and aggregated in the parameters k and n along with the
influence of the structural features of the capillary-porous medium and other factors. For example,
the values k and n in modeling the drying of a capillary-porous material with a thickness of 25 mm,
considered in [15] (Table 3), were taken equal to 0.0474 and 1.67 (T = 343 K), respectively; 0.217 and
1.50 (T = 373 K); 0.503 and 1.40 (T = 393 K). Obviously, the decomposition of parameters k and n, i.e.,
separate consideration of the influence of the initial moisture content of the material and the drying
temperature, will expand the predictive capabilities of the model, which will make it possible to
better understand the characteristics of drying various materials and increase their competitiveness.
The implementation of this predictive capability is investigated in the article using the example of
Newton’s model.

In logical connection with the above brief analysis, the purpose of this work is determined:
to develop a mathematical model for drying a capillary-porous material with direct consideration of
its initial moisture content and drying temperature, including indirect consideration of other factors.

2. Materials and Methods

In accordance with the above purpose, the development of the model was carried out using
mathematical modeling methods. For the theoretical substantiation of the drying model, an approach
was modified, a simplified version of which is known from [18]. Let us consider the basic concepts and
definitions necessary for building a model from a methodological point of view.

2.1. Main Concepts and Definitions

Let a capillary-porous material of mass M contain a dry matter of mass Mdry and water of
mass Mwater:

M = Mdry + Mwater (1)

The ratio of Mdry and Mwater depends on the processes of interaction with the environment.
Obviously Mdry/M +Mwater/M = 1. According to the physical meaning, Mdry/M—the concentration of
dry matter, Mwater/M—the concentration of water in the capillary-porous material (by weight).

Based on the fact that the test material with mass M contains water, it is logical to call the ratio
Mwater/M—the moisture content of the material, determined on a wet basis (w.b.). Accordingly, the ratio
Mdry/M determines the dry matter concentration on the same basis (w.b.). Let us denote:

C(w.b.)
water =

Mwater

M
(2)

C(w.b.)
dry =

Mdry

M
(3)
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In the literature, dry basis moisture content (or d.b.) C(d.b.)
water is often used as dimensionless

characteristics of the state of a capillary-porous material. By analogy with [19–21], we write:

C(d.b.)
water =

Mwater

Mdry
(4)

Characteristics (2), (3) and (4) are interval variables:

0 < C(w.b.)
water < 1, 0 < C(w.b.)

dry < 1 (5)

0 < C(d.b.)
water < ∞ (6)

The relation between C(w.b.)
water and C(d.b.)

water is found using (2) and (4). For this, taking into account

Equation (1), we write the equality C(w.b.)
water M = C(w.b.)

water

(
Mdry + Mwater

)
and divide both of its parts by

Mdry. Taking into account (4), we get:

C(w.b.)
water =

C(d.b.)
water

1 + C(d.b.)
water

(7)

Equation (7) implies that C(w.b.)
water ≤ C(d.b.)

water .
Using (7), we find

C(d.b.)
water =

C(w.b.)
water

1−C(w.b.)
water

(8)

Figure 1 illustrates the relationship between C(w.b.)
water and C(d.b.)

water . Note that if the moisture content of

the material is low (≤0.2), then C(w.b.)
water ≈ C(d.b.)

water .

 

Figure 1. The relationship between moisture values determined on the wet basis and on the dry basis.

Relations (5) and (6), as well as Figure 1 suggest that it is easier to use C(w.b.)
water from Equation (2) as

an indicator of moisture in a theoretical study.

2.2. Substantiation of the Model

Let us consider a sample of a capillary-porous material of mass M (1). Drying is performed at a
temperature T ◦C. Over time t, due to a decrease in the moisture content of the material, the values
Mwater and M decrease by the same value ΔMwater. Then at the moments of time t and t̃ = t + Δt,
the mass of moisture is Mwater and (Mwater − ΔMwater), respectively; the mass of a sample at the same
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times is equal to M and (M − ΔMwater). At the same moments of time, relative moisture content (2) is
determined by relations (9) and (10), respectively:

C(w.b.)
water =

Mwater

M
(9)

C̃(w.b.)
water =

Mwater − ΔMwater

M− ΔMwater
(10)

For a sufficiently small value of Δt, we can assume that the value of ΔMwater is proportional to Δt.
In addition, the value of ΔMwater is proportional to the amount of water Mwater. The total influence of
other technological factors will be taken into account by the coefficient τ. Thus:

ΔMwater =
Δt
τ

Mwater (11)

The coefficient τ has the dimension of time; its value is determined experimentally and remains
constant, but only within the framework of solving a specific problem.

Let’s move on to dimensionless parameters. Let’s write:

θ =
t
τ

(12)

Δθ =
Δt
τ

(13)

Then instead of (11) we get
ΔMwater = ΔθMwater (14)

Using (2) and (14), we transform (10) to the form:

C̃(w.b.)
water =

C(w.b.)
water − ΔθC(w.b.)

water

1− ΔθC(w.b.)
water

(15)

Taking into account (9) and (15), we determine the change in relative moisture content over the
time interval Δt, that is ΔC(w.b.)

water = C̃(w.b.)
water −C(w.b.)

water . After transforming this equality, taking into account

relations (1) and (4), neglecting the second-order value ΔθΔC(w.b.)
water ≈ 0, we obtain:

C̃(w.b.)
water =

C(w.b.)
water − ΔθC(w.b.)

water

1− ΔθC(w.b.)
water

(16)

With Δθ→ 0, instead of (16), we obtain a differential equation, which can be written in the form:

dC(w.b.)
water

C(w.b.)
water (1−C(w.b.)

water )
= −dθ (17)

Integrating both sides of equality (17), we get ln
C(w.b.)

water

C(w.b.)
water −1

= −θ+ A. The constant of integration A

is found from the condition that the initial moisture content of the material C(w.b.)
water,start is known, i.e., if θ
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= 0, then C(w.b.)
water = C(w.b.)

water,start. After transformations, we will find eθ =
C(w.b.)

water

(
1−C(w.b.)

water,start

)
(
1−C(w.b.)

water

)
C(w.b)

water,start

. From here we

express C(w.b.)
water as follows:

C(w.b.)
water =

C(w.b.)
water,start

C(w.b.)
water,start(1− eθ) + eθ

(18)

From (18) it follows that the normalized moisture (C(w.b.)
water /C(w.b.)

water,start) directly depends on the

initial moisture C(w.b.)
water,start. Relation (18) can be converted to the form:

C(w.b.)
water =

e−θ(
C(w.b.)

water,start

)−1
+ e−θ − 1

(18a)

From (18a) it follows: if θ→∞, then C(w.b.)
water→0.

2.3. Newton’s Model

From a practical point of view, it is important to get an answer to two questions:

(1) Do the moisture values calculated by formula (8) differ from the values determined using other
models, for example, Newton’s model MR = e−kt [17]?

(2) To what basis (w.b. or d.b.) do the simulation results correspond?

The answer to the second question is especially important because, as shown above, the estimates
of moisture content are almost the same only at low material moisture, but the discrepancy between
the estimates quickly increases with increasing moisture content (Figure 1).

Regarding the choice of Newton’s model, which is also called the Lewis model, we note that this
model is the simplest and is often used by researchers [1,16].

To get answers to the questions formulated above in an analytical form, we will perform the
following transformations. We transform Equation (8) to the form (19):

C(d.b.)
water =

C(w.b.)
water

1−C(w.b.)
water

=
1(

C(w.b.)
water,start

)−1
− 1

(19)

Substitute (18a) into (19). We get after the transformations:

C(d.b.)
water =

C(w.b.)
water,starte

−θ

1−C(w.b.)
water,start

=
MC(w.b.)

water,starte
−θ

M
(
1−C(w.b.)

water,start

) (20)

Here MC(w.b.)
water,start = Mwater,start (which follows from (2)). In addition, taking into account

Equations (2), (3) and (1), we write: M
(
1−C(w.b.)

water,start

)
= M−Mwater,start = Mdry,start. Then, taking into

account Equation (4), we get:

C(d.b.)
water =

Mwater,start

Mdry,start
e−θ = C(d.b.)

water,starte
−θ. (21)
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Taking into account relation (12), we come to the conclusion that model (21) coincides with
Newton’s model [19], which is often written in normalized form [14]:

C(d.b.)
water

C(d.b.)
water,start

= e−kt. (22)

Here k = τ−1. The value τ = k−1 can be determined using known techniques [17,19].
Normalized moisture (22) does not directly depend on the initial moisture (but the initial water

content taken into account indirectly by the coefficient k).
Summarizing, we state that relations (21) and (22) are equivalent to Newton’s model and determine

the moisture content on a dry basis (d.b.). Models (18) and (18a) determine the moisture content on a
wet basis (w.b.). In addition, it should be noted that relations (18) and (18a) explicitly take into account
the effect of initial moisture content, which is especially important in predicting the drying time of
materials with high initial moisture content. As noted above, explicit consideration of the influence
of the initial moisture content of the material, presumably, expands the predictive capabilities of the
model. The validity of this assumption is confirmed in the following presentation of the material of
the study.

3. Results and Discussion

3.1. Influence of Initial Material Moisture Content (Wet Basis and Dry Basis)

Using the above relations (18), (18a), (20), and (21), we perform model calculations, the results of
which illustrate the effect of the initial moisture content on the drying process. The simulation results
are shown in Figure 2.

  

(a) (b) 

Figure 2. Change in moisture content (w.b. (a) and d.b. (b)) depending on time at the initial moisture

content C(w.b.)
water,start = 0.025, 0.05, . . . , 0.15, . . . , 0.275.

The following initial data were used in the calculations: initial moisture C(w.b.)
water,start = 0.025, . . . ,

0.275 (Figure 2a); equivalent initial moisture content C(d.b.)
water,start = 0.026, . . . , 0.379, calculated by the

Equation (8) (Figure 2b); parameter τ = 300 min (11) in all variants. Calculations are performed
according to Equations (18a) (Figure 2a) and (21) (Figure 2b).

The normalized moisture content (Figure 3), depending on the basis (w.b. or d.b.), is defined as
the ratio C(w.b.)

water /C(w.b.)
water,start or C(d.b.)

water/C(d.b.)
water,start, respectively.
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(a) (b) 

Figure 3. Normalized moisture content (w.b. (a) and d.b. (b)) depending on time at the initial moisture

content by Figure 2. Ratio C(d.b.)
water/C(d.b.)

water,start is indifferent to initial moisture.

Figure 2 shows that if the initial moisture content is low enough (no more than 0.1), then the
predicted moisture content is almost independent of the choice of the basis (w.b. or d.b.). However,
with an increase in the initial moisture content, the influence of the choice of the basis also increases.

Figure 3b and Equation (22) show that the normalized initial moisture content (d.b.) in this model
does not depend on the initial moisture content, in other words, the model may not be informative
enough. At the same time, the normalized initial moisture content (w.b.) determined using Equation (18)
reflects the influence of the initial moisture content:

C(w.b.)
water

C(w.b.)
water,start

=
1

C(w.b.)
water,start(1− eθ) + eθ

(22a)

Continuing the discussion, it is important to pay attention to Figure 1, from which it follows
that the influence of the basis (w.b. or d.b.) will increase with increasing initial moisture content.
This circumstance, as noted above, is not taken into account in the right-hand side of Equation (22),
in contrast to Equation (22a). Therefore, the use of normalized moisture content (w.b.) (22a) may be
more appropriate when simulating the drying of materials with high initial moisture content. To check
this assumption, we perform calculations at a sufficiently high initial moisture content of the material
(0.70, 0.725, . . . , 0.95 (w.b.), which is equivalent to the initial moisture interval (2.33, . . . , 19.00 (d.b.)).
The simulation results are shown in Figures 4 and 5. Calculations were performed using formulas
(18a) (Figure 4a), (21) (Figure 4b), (22a) (Figure 5a), and (22) (Figure 5b).

  
(a) (b) 

Figure 4. Change in moisture content (w.b. (a) and d.b. (b)) depending on time at the initial moisture
content 0.70, 0.725, . . . , 0.825, . . . , 0.95 (w.b.).
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(a) (b) 

Figure 5. Normalized moisture content (w.b. (a) and d.b. (b)) depending on time at the initial moisture

content (w.b.) by Figure 4. The ratio C(d.b.)
water/C(d.b.)

water,start is independent of the initial moisture content (22).

Analysis of other features of the curves in Figures 4 and 5 is performed in Section 3.2.

3.2. Inflection Point on the Drying Curve and the Rate of the Drying Process

Figures 4 and 5 show that as the initial moisture content of the material increases, an inflection
point appears on the curve in Figures 4a and 5a, in contrast to the curve in Figures 4b and 5b.
Formally, this means that at the inflection point, the second derivative of the moisture function with
respect to time is zero. Let t* be the abscissa of the inflection point; P—the right side of relation (22a).
Then from the equation d2P

dt2 = 0, we find after transformations:

t∗ = τ ln
C(w.b.)

water

1−C(w.b.)
water

(22b)

In the problem under consideration t* ≥ 0, τ > 0. The physical meaning of the problem corresponds

to such values C(w.b.)
water , for which

C(w.b.)
water

1−C(w.b.)
water

≥ 1, i.e., 0.5 ≤ C(w.b.)
water < 1. For example, if C(w.b.)

water = 0.85 and

τ = 300 min, then t* = 520.4 min.
The question then arises: What features of the drying process is simulated by the inflection point?
Answer: If an inflection point exists (22b), then the drying process rate increases up to the inflection

point 0 < t < t*. At a point t = t*, the rate of the drying process reaches an extreme. If t > t*, then the
rate of the drying process decreases. If T* = 0, then the drying rate only decreases from start to finish of
this technological process.

Figure 6 illustrates the noted features of the drying process for material with high initial
moisture content.

The initial moisture content C(w.b.)
water,start of the material and the parameter τ are equal to 0.85 and

300 min, respectively. Point 1 is the inflection point on the curve simulating the dependence of on time.
At point 3, as noted above, d2P

dt2 = 0, t = t∗ 520.4 min. At point 2, the drying process rate is extreme at
the same value of t.

Experimental data that confirm the existence of the above features of the drying process can be
found in the literature, for example, in the graphs in Figure 2c from [20]. However, it was not possible
to find a theoretical justification for these features, including analogs of relation (22b).
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Figure 6. Normalized dimensionless characteristics: moisture content (w.b.), drying rate module and
drying process acceleration.

3.3. Influence of Drying Temperature

The dependence of moisture content on drying temperature can be taken into account indirectly,
for example, by changing the coefficient k in Newton’s model. This issue was studied in more detail, for
example, in [19], where, in particular, for modeling the drying of one of the materials at temperatures of
35, 45 and 55 ◦C, the values of coefficient k 0.34, 0.049 and 0.016, respectively, were obtained. A similar
approach is used in [15]. Thus, the coefficient k summarizes the effect of temperature and other
technological features of drying. Obviously, it is important for practice to know the influence of each
factor on the drying process [1,22–25]. However, this is a difficult task. Let us consider a simple model
in which the drying temperature and initial moisture content are separately taken into account; the
influence of other factors is modeled in total.

Let’s use the results presented above to study one of the possible approaches to model building,
taking into account the drying temperature in a thin layer.

Restricting ourselves to the option of drying at a positive temperature, we can assume that
in relation (11), the value of ΔMwater is proportional to the amount of water Mwater and the drying
temperature T ◦C (in this work, the drying temperature is assumed to be a constant value; to take into
account the temperature, a dimensionless coefficient φ = T ◦C/Tref

◦C is used, where Tref is the reference
temperature equal to 100 ◦C. Thus, instead of (11), we can write:

ΔMwater =
Δt
τ

Mwaterφ (23)

For substantiating relation (23), one can additionally refer to the work [26], (p. 11), according to
which the change in the moisture content of the material is directly proportional to the temperature of
the air for drying.

Regarding the coefficient φ, note that the value of Tref = 100 ◦C is chosen to obtain the coefficient
in dimensionless form. In the particular case under consideration, the choice of Tref is not critical,
i.e., another suitable value may be used, since possible deviations will be compensated by the above
parameter τ. However, all temperature values in the considered model are assumed to be positive.

Using (23), following the logic of obtaining relations (14)–(18a), we write down relations (24)–(28):

ΔMwater = ΔθMwaterφ (24)

C̃(w.b.)
water =

C(w.b.)
water − ΔθφC(w.b.)

water

1− ΔθφC(w.b.)
water

(25)
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ΔC(w.b.)
water = ΔθφC(w.b.)

water

(
1−C(w.b.)

water

)
(26)

dC(w.b.)
water

C(w.b.)
water (1−C(w.b.)

water )
= −dφθ (27)

C(w.b.)
water =

C(w.b.)
water,start

C(w.b.)
water,start(1− eθφ) + eθφ

(28)

By analogy with (18a), we transform (28) to the form (28a):

C(w.b.)
water =

e−θφ(
C(w.b.)

water,start

)−1
+ e−θφ − 1

(28a)

Using (28a), we find the moisture content C(d.b.)
water by using Equation (8).

By analogy with (22), let us determine the normalized values of moisture content in the form of
ratios C(w.b.)

water /C(w.b.)
water,start, C(d.b.)

water/C(d.b.)
water,start.

Note that the models considered in this paper belong to the class of models of drying in a thin
layer [1]. In models of drying a material in a thin layer, it is assumed that the temperature and moisture
content of the material almost does not change over its thickness. If these changes are significant,
then more complex models based on differential equations in partial derivatives are used [8,13,22–25]
and numerical modeling [26,27]. To get an idea of the adequacy of model (28) from a physical point of
view, it is necessary to compare it with experimental data.

3.4. Comparison with the Experimental Data on Drying Ceramic Blocks for Construction, Known from
the Literature

We will use the results of an experimental study of drying ceramic blocks for construction,
known from the literature [26]. In this case, the use of models for drying a capillary-porous material in
a thin layer is acceptable due to the fact that the thickness of the walls of the blocks is rather small
(0.63, . . . , 0.94 cm) [26,27].

The initial moisture content of the material is ~0.17 (d.b.) (Table 1 in [26]), which according to
(7) corresponds to C(w.b.)

water = 0.17/(1 + 0.17) ≈ 0.15. In the cited work [26], experimental data on the
change in the moisture content of the same material over time are given in graphical form for a number
of experiments in which the drying temperature was 50, 60, 70, 80, 90, and 100 ◦C. The simulation
results obtained using relations (24)–(28a) are shown in Figures 7 and 8. τ = 140min (see Section 3.4).
The consistency of the experimental and calculated data is illustrated in Figure 9.

Due to the fact that the data presented in Figure 8 confirm the adequacy of the model and the
reliability of the simulation results. The characteristic of the process rate can be the slope ratio of the
tangent to the curves in Figures 7 and 8. If the drying temperature increases, then the rate of this
process also increases, and the time to completion of the process decreases, which corresponds to the
data known from the literature.

Figure 7 and calculations by Equation (28a) show that when drying to a moisture content of 0.04
(w.b.) at a temperature of 50, 60, . . . , 100 ◦C, each successive temperature step (10 ◦C) corresponds
to decreasing time intervals. This feature can be explained by the fact that the relative value of the
temperature increment decreases with each step. In other words, an increase in temperature from 50 to
60 ◦C means an increase in temperature by 10/50 = 20%; from 60 to 70 ◦C—by 10/60 ≈ 17%; from 90 to
100 ◦C—by 10/90 ≈ 11%. These results do not contradict the experimental studies known from the
literature [26], according to which the rate of change in the moisture content of the material is directly
proportional to the drying temperature.
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(a) (b) 

Figure 7. Dependence of moisture content (w.b. (a) and d.b. (b)) on time and drying temperature 50,
60, . . . , 100 ◦C at the initial material moisture of 0.15 (w.b.).

  

(a) (b) 

Figure 8. Normalized moisture content (w.b. (a) and d.b. (b)) depending on the time and drying
temperature 50, 60, . . . , 100 ◦C at the initial material moisture of 0.15 (w.b.).

Figure 9. Comparison of experimental and calculated values of normalized moisture content (w.b. and
d.b.). Drying temperature: 50 and 100 ◦C. Initial material moisture: 0.15 (w.b.) ≈ 0.17 (d.b.).
The experimental data were obtained after processing the plots according to Figure 8 in paper [26].
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3.5. Analysis of the Results: Methodological Aspects

The results presented above allow us to answer a question that is important from a practical point
of view: what is the physical meaning of the coefficient τ in Equations (11), (12), (22), etc.? Also, it is
methodologically important to know how to calculate the coefficient τ? To search for answers, we will
use relations (22).

Let’s write: C(d.b.)
water(t) = C(d.b.)

water.,starte
t
τ . Let τ = t. Then C(d.b.)

water = C(d.b.)
water,starte

−1 ≈ C(d.b.)
water,start/2.718

Consequently, the value τ is equal to the drying time t at which the moisture content decreases by a
factor e ≈ 2.718.

To calculate the coefficient τ, it is necessary to carry out a test drying and build a plot of the
dependence C(d.b.)

water(t). The point on the plot for which C(d.b.)
water ≈ C(d.b.)

water,start/2.718 corresponds to t = τ.
If we use formula (28a), then the coefficient τ is calculated in the same way, but in this case the

test drying is carried out only at a temperature of T = Tref, i.e., for φ = 1 in Equation (23). This is how
the value τ = 140 min was found for the above modeling results (Figures 7 and 8).

The presented method for determining coefficient τ is recommended for calculations on wet and
dry basis. The transition from one basis to another is carried out according to Equation (7).

With regard to calculations on a wet and dry basis, it is methodologically important to note
the following. Figures 2 and 3 show that calculations results on a wet and dry basis are practically
equivalent at low moisture. However, as moisture increases, the equivalence of the calculated data
on a wet and dry basis is lost (Figures 4 and 5). Taking this circumstance into account, it is possible
to formulate restrictions on the field of application of the calculation formulas, for which, however,
further experimental and theoretical studies are required. From a methodological point of view, it is
important to note that in this work a phenomenological approach was used to modeling changes in
the moisture content of a capillary-porous material in a thin layer. This approach is used in applied
sciences, for example, [28,29]. As is known, phenomenological models take into account only the
observed (external) properties of objects and do not take into account the internal mechanisms of
phenomena, for example, the change in the moisture content of a capillary-porous material is studied
without detailed analysis of moisture transfer. A detailed consideration of the transfer of mass and
heat would lead to a model that belongs to a different class [8,25]. Analysis of models that do not
belong to the class of phenomenological models is beyond the scope of our work.

4. Conclusions

(1) A mathematical model has been developed for thin-layer drying of a capillary-porous material
with direct consideration of its initial moisture content and drying temperature, along with
indirect consideration of the influence of other factors.

(2) Using the developed model, the analysis of the features of the drying process of materials with
high and low initial moisture content has been carried out. The dependence of the ratios of the
normalized moisture content on the choice of the basis (w.b. or d.b.) has been proved.

(3) It is shown that the function of normalized moisture content (w.b.) directly depends on the initial
moisture content and, as a consequence, is more informative than the function of normalized
moisture content (d.b.), in which the initial moisture content is indirectly and indiscernibly taken
into account in combination with the temperature and other technological factors of drying.
It was found that if the initial moisture content (w.b.) is in the range (0.5; 1.0), then the rate of the
drying process reaches an extreme in this range. An analytical relationship for determining the
time at which the drying rate is extreme has been substantiated.

(4) The developed mathematical model of thin-layer drying makes it possible to predict changes
in the moisture content of the material and the duration of its drying, depending on the initial
moisture content of the material and the drying temperature. Thus, the number of indirectly taken
into account factors has been reduced, which, accordingly, increases the predictive capabilities of
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the model when justifying recommendations for improving drying technologies in the interests
of sustainable development.

(5) The adequacy of the model and the assessment of the reliability of the results of model calculations
are confirmed by their agreement with the experimental data related to the drying of ceramic
blocks for construction, known from the literature.
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Abstract: The value, care, and customs of workers are essential in terms of occupational health and
safety. The abuse of alcohol is widely regarded as a serious threat to the lives, health, and safety of
employees. The aim of the research was to identify the main problems that are associated with alcohol
abuse and consumption at work among employees in the construction industry, with particular
emphasis on workstations where work is carried out on construction scaffoldings. Data for the
analysis were obtained from two different sources. The first one was post-accident documentation on
occupational accidents. The second one was surveys collected during the research project. This study
confirmed that excessive and disproportionate alcohol consumption can be the cause of an accident,
and consequently death at workplaces with scaffolding. Of 219 accident reports, 17.4% indicated
alcohol as a contributing factor. Analysis of accident documentations shows that in cases where
alcohol was indicated as a contributing factor in an accident, the alcohol was consumed during
the workday. The results obtained on the basis of the conducted research were able to constitute
a justification for the directions of preventive actions carried out in order to reduce the number of
occupational accidents in the construction industry caused by alcohol.

Keywords: health and safety; workplace; construction industry; scaffoldings; alcohol

1. Introduction

Alcohol abuse is widely considered a serious threat to the life, health, and safety of employees
and bystanders [1]. The harmful use of alcohol is one of the leading risk factors for population health
and cause of death worldwide [2]. According to a World Health Organization report, alcohol is in
the third place among the risk factors for human health, and over 60 types of diseases and injuries
are associated with it [3,4]. Alcohol consumption disorder (alcohol addiction) is a serious illness with
far-reaching consequences for life and health [5].

It is well known that use of drugs (alcohol, cigarettes, psychoactive substances) influences the
occurrence of an accident situation in various branches of the economy, as well as in the construction
industry [6]. According to scientific research on alcohol abuse, construction workers are at the forefront
of professions in which the percentage of alcoholics is significant [7,8].

A construction worker is a typically male teamwork profession that requires physical effort [9],
is performed outdoors, and is often carried out in difficult weather conditions [10]. These conditions
are conducive to drinking alcohol for relaxation [11]. Drinking alcohol is an accepted social and
cultural habit in most Western countries [12]. An additional factor contributing to alcohol abuse
among construction workers is the mental tension caused by working in the construction industry,
which involves stress, time pressure, and superiors, as well as depression [13]. Alcohol abuse also has
negative social consequences [14]. Alcohol consumption has a negative impact on human health [15].
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Moreover, accidents caused by alcohol consumption translate into economic consequences [16],
which cause, among other factors, a decline in the well-being of societies [17], as well as an increase in
the direct cost of healthcare [18].

The phenomenon of alcohol abuse and consumption at work is a common problem in many
sectors of the economy, especially in the construction industry [19]. Many construction workers
have alcohol-related problems [20,21]. This problem also applies to workers at workplaces with
scaffoldings [22]. Alcohol increases the risk of accident situations. Moreover, the most common events
that cause accidents to workers on scaffolding are falls from height caused by reduced concentration,
among other factors [23].

Statistical data published by the Statistical Office of the European Union (Eurostat) are the basis
for the statement that the serious problem of alcohol consumption exists [24]. Only 16.4% of men in
2014 declared that they had “never or not in the last 12 months” consumed alcohol. This value is the
frequency of alcohol consumption for 27 countries of the European Union (EU27). On the other hand,
consumption of alcohol “every day” and “every week” were declared by 14.7% and 35.5%, respectively,
of men in the 27 countries of the EU. The highest daily frequency of alcohol consumption was in
Portugal (38.6%), and the highest weekly frequency in the United Kingdom (51.6%).

Furthermore, statistical data published by the Central Statistical Office of Poland [25] regarding
the average annual alcohol consumption per capita of a statistical citizen is worrying. According to
these data, the level of alcohol consumption increased from approximately 6 L per person per year
in 2002 to 10 L in 2018. The rise in the amount of alcohol consumption resulted in a decrease in the
rate of life expectancy, and from 2013 halted the tendency towards increased life expectancy. In addition,
according to data in Poland, alcoholics constitute about 2% of the population, i.e., 600,000–800,000 people,
and alcohol abusers constitute about 12% of the population, i.e., 3.6–4.8 million people.

There were two aims in this study. First, the overarching goal of the research was to identify
the main problems associated with the consumption of alcohol at work among employees in the
construction industry, with particular emphasis on jobs related to work on scaffolding. The second goal
of the study was to determine patterns of alcohol consumption among construction workers in Poland.

This research is relevant to the development of interventions for reduction of occupational
accidents and of interest to public health. The results obtained on the basis of the conducted research
may be a justification for the directions of preventive actions carried out in order to reduce the number
of occupational accidents in the construction industry caused by alcohol. This will significantly
contribute to an increase of the level of occupational safety in the construction industry.

2. Literature Review

The results of studies conducted by Benner’s team concerning the relationship between the
amount of consumed alcohol and the general cause of death of construction workers are important
with regards to the analyzed issue [26]. The study was conducted on 8043 German construction
workers aged 25–64 who were employed as the following professions: plumber, carpenter, painter,
plasterer, bricklayer, unskilled construction worker, office worker, engineer, and architect. Information
regarding smoking, the number of people consuming alcohol, and the amount of alcohol consumed
daily was obtained on the basis of medical investigations carried out by medical staff. Thus, only 7.4%
of all people participating in the study declared abstinence, while the remaining people consumed
alcohol daily in an amount from 1 g/day to over 100 g/day. The research assumed that 50 g of alcohol
per day corresponds to the consumption of 1 L of beer or 0.5 L of wine, while 100 g of alcohol per
day corresponds to 2 L of beer or 1 L of wine. Occasional drinkers (from 1–49 g/day) were the most
numerous group, constituting over half of the total drinkers (53.3%). A total of 26.4% of employees
declared alcohol consumption at an amount of 50–99 g/day, while 12.9% declared the consumption
of over 100 g/day. In addition, research showed that alcohol consumption is highly correlated with
smoking. Over 65.0% of respondents smoked cigarettes. Hypertension was the most common issue
among workers who smoked and drank. During the study, there were 172 deaths—mainly in the group
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of employees declaring consumption of an amount of 1–49 g/day. Studies showed that the highest
number of deaths occurred among people who declared alcohol consumption of an amount of over
50 g/day.

In turn, the Australian research team headed by Prof. H. Biggs, in cooperation with a large
construction company and with the support of the Research Center of the National Fund for Sustainable
Construction, implemented a research project that aimed to determine the impact of alcohol and
other drugs on safety in the construction industry [27]. In total, 494 people were surveyed, with an
average age of 35.7 (± 11.4). In the conducted surveys, employees were asked about the amount and
frequency of alcohol consumption, drinking behavior that could indicate alcohol addiction, as well
as the negative consequences of alcohol consumption. The obtained results showed that 58% of
the surveyed people (i.e., 286 people) had contact with alcohol in their daily work. A high risk of
alcohol-related problems was identified among 185 respondents, while alcohol addiction occurred in
43 respondents. The research was of great importance for Australia, and the results of the research
were used to introduce harmonized standards in the construction industry in the field of occupational
health and safety.

Subsequent studies conducted among young construction workers (the average age of people
participating in the study was 21 years old) showed that about 65% of the respondents performed
harmful and dangerous practices related to drinking alcohol. A total of 39% of respondents consumed
alcohol 2–3 times a week, while 36% indicated that they consumed 10 or more alcoholic beverages at
one time. The research also identified the positive correlation between harmful employee behavior
and violence among drinkers (verbal violence, racial harassment, threats, attacks of aggression) [28].

According to the literature survey, the phenomenon of alcohol abuse and consumption at
work is a common problem in many sectors of the economy [29]. This problem especially occurs
in male-dominated industries [30]. On the basis of the Australian and New Zealand standard
classification of economic sectors, industry is defined as male-dominated, with men accounting for
around 70% of employees [31]. For example, in Australia, such sectors of the economy are agriculture
(70%), construction (88%), mining (82%), production (74%), transport (77%) and municipal services
(76%). In turn, in Poland, the 70% criterion is met by sectors of the economy such as mining and
extraction (90%), construction (89%), energy production and supply (79%), transport and storage (77%),
and municipal services (76%) [32]. Therefore, it can be concluded that the construction industry is a
sector dominated by men who often have a problem with alcohol abuse and consumption at work.

The consumption of alcohol at a workstation leads to the deterioration of employee performance,
which can in turn result in employee absenteeism at work, an occupational accident, other significant
problems that are related to the occupational safety of employees, or interpersonal problems between
workers [33]. It has also been reported that alcohol increases the risk of aggression and violence
towards colleagues, as well as towards family members [34].

The increased risk of an accident under the influence of alcohol results from, among others,
a reduced attention and cognitive ability, as well as reduced concentration and delay in making
decisions and taking actions that can prevent the occurrence of an accident [35].

Alcohol influences, among others, psychomotor dysfunction (disorders of balance, speaking,
thinking, and concentration; impaired motor coordination; reduced level of perception of threats;
and others), and also damages many organs. The risk of getting sick and dying from alcohol
abuse increases with an increasing alcohol consumption [36]. Alcohol consumption is associated
with an increased risk of cardiovascular disease, elevated blood pressure, and liver disease [37].
Mental disorders such as anxiety and depression are common comorbidities in people with alcohol
consumption disorders [38]. In addition, drinking large amounts of alcohol on an empty stomach may
lead to hypoglycemia and a drop in blood sugar levels [39]. This condition can lead to a decrease in
manual skills, fatigue, and irritability, which can in turn cause accidents. Often, people who consumed
alcohol the previous day believe that they are already sober on the basis of their own judgment and
well-being, which is often not true. Even the prevailing belief among many people that the decrease in

107



Appl. Sci. 2020, 10, 6690

blood alcohol content can be accelerated by a long sleep, a cold shower, or drinking water and coffee,
is not true.

In addition, a very common consequence of consuming an excessive amount of alcoholic beverages,
which usually occurs several hours, or the next day, after the consumption, is the phenomenon
of malaise—the so-called alcohol hangover [40]. The most common ailments accompanying this
phenomenon are headache, thirst, photophobia, hypersensitivity to noise, nausea, problems with
concentration, weakness, irritability, and a decrease in the employee’s ability to perceive threats and
respond to them [41]. An employee under the influence of alcohol and psychoactive substances
becomes both a threat to himself and to other people [42]. Alcohol also reduces the experience of pain.
For example, the average pain threshold for employees without alcohol consumption is lower by 23%
than that of occasional drinkers, and 42% lower than those who drink daily [43].

An investigation carried out by Liu et al. [44] determined that the average human body is able
to burn 0.12–0.15‰ of alcohol per hour. The process of alcohol burning depends on many factors,
among others, including sex, body weight, individual predispositions associated with metabolism,
the amount and type of consumed food, and the state of health of the body. Small amounts of consumed
alcohol are excreted with exhaled air and urine, only larger amounts attack the body and reach the
brain and other organs. Excessive and prolonged alcohol consumption can lead to alcoholic liver
damage (liver cirrhosis), myocardial damage, and brain damage (ischemic stroke).

In order to prevent excessive alcohol consumption by citizens in many countries around the
world, guidelines are set for “safe” alcohol consumption. There are significant differences in alcohol
policy between individual European countries and regions. National alcohol policies in the European
Union are constantly changing [45]. Guidelines on alcohol policy and alcohol consumption are being
developed in individual countries. Guidelines are usually developed by governments, e.g., the Ministry
of Health, other Ministries, or government agencies that are responsible for alcohol policy. Information
on alcohol consumption is based on the results of biomedical research and the relationship between
the dose of alcohol consumed and the individual response of the body. Guidelines referring to alcohol
consumption are presented in two forms: as grams of ethyl alcohol, or as the amount of “standard”
drinks consumed during a day. For the quantity of “standard” drinks, the number of grams of ethyl
alcohol per unit volume is determined, which enables an easy conversion to the level of pure alcohol.
For example, the Portuguese National Food and Nutrition Council provides in its recommendations
on “standard” units on the basis of wine consumption, while the Romanian Ministry of Health
distinguishes in its guidelines the level of alcohol consumed in beer and wine. In turn, the guidelines
of the Australian Council on Health and Medical Research on alcohol provide patterns of alcohol
consumption, which are associated with long-term (chronic), as well as short-term (acute) harm to
people consuming alcohol. These guidelines determine the appropriate level of the risk of health and
social problems, including injury and death [46].

In turn, in Poland, a “standard” dose of alcohol is equal to 10 g or 12.5 mL of pure ethyl alcohol.
This dose, calculated for the most commonly consumed types of alcoholic beverages, is equal to 200 g
of 4.5% beer, 100 g of 10.0% wine, and 25 g of 40.0% vodka. When considering that alcoholic beverages
are usually sold in volume measures, alcohol values in typical commercial units amount to 22.5 mL/18 g
of alcohol for 500 mL of 4.5% beer (a “large beer”), 21 mL/16.8 g alcohol for 175 mL of 10.0% wine
(a glass), and 20 mL/16 g of alcohol for 50 mL of 40.0% vodka. A low health risk for men is considered
to be the consumption of up to four standard doses of alcohol per day (125 mL of vodka or 0.4 L of
wine or two “large beers”), no more than five times a week. It is considered risky to drink more than
six standard portions of alcohol per day [47,48].

According to the International Center for Alcohol Policies (ICAP) 14 Report called “International
recommendations on alcohol consumption” [49], and in accordance with the recommendations of the
World Health Organization (WHO), it is suggested, in Poland, to consume alcohol in an amount not
exceeding two units per day (i.e., 20 g), a maximum of five times a week (no more than 100 g per
week), with at least two days per week being without alcohol. According to the report, the smallest
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recommended amount of consumed alcohol, existing in Japan, is equal to one daily unit—19.75 g
according to the Ministry of Health, Labor and Social Affairs. In contrast, the highest permitted
amount of consumed alcohol occurs in France (up to five daily units, i.e., 60 g according to their
National Medical Academy) and Spain (up to 70 g/day according to their Department of Health and
Social Policy).

The particular goal of the study was to determine patterns of alcohol consumption among
construction workers in Poland. In this study concerning alcohol consumption patterns, attention
was paid to two important aspects that are related to the consumption of alcohol by employees:
alcohol consumption in the workplace, i.e., during working hours or immediately before or after work,
and also alcohol consumption after normal working hours. Although a relatively small number of
people consume alcohol immediately before or during working hours, a significant proportion of
employees consume alcohol in their free time after business hours [46]. Defining patterns is essential
for the appropriate implementation of effective public health measures regarding prevention [50].

To date, there has not been any similar research carried out in Poland, and there is currently
no information about alcohol consumption on Polish construction sites. Therefore, this paper is an
attempt to fill this research gap.

3. Methodology of Research

The conducted research examined the consumption of alcohol by employees with regards to the
daily amount of alcohol that was consumed by construction workers working at workplaces with
the use of construction scaffolding. Data for the analysis were obtained from two sources. Figure 1
presents the map of the sites in Poland where the research was realized.

 

Figure 1. The map of the sites in Poland where the research was realized (own elaboration).
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3.1. Accident Documentation

The first source of data concerning occupational accidents involved accident documentation
(inspection reports) prepared by inspectors of the National Labor Inspectorate in Poland [23]. A total
of 219 people who were injured in 2008–2017 in occupational accidents involving construction
scaffolding were analyzed. On the basis of the Control Protocol, i.e., on the basis of a description of the
circumstances and causes of the accident, it was possible to obtain information about the health status
of an injured person during and after the accident. The report includes information, confirmed by a
police officer or doctor admitting the injured person to the hospital ward, concerning blood alcohol
content (in units: ‰ or mg/L); the consumed amount of alcoholic beverages; and also the statement
“state after consumption”, i.e., indicating alcohol consumption or “intoxication state”. The amount of
alcohol in the bloodstream is called blood alcohol concentration or BAC. BAC can be measured with a
breathalyzer or by analyzing a sample of blood. It is measured by the number of grams of alcohol in
100 mL of blood. For example, a BAC of 0.08 means 0.08 g of alcohol in every 100 mL of blood.

It is worth noting that in Poland, as well as in many other European countries, alcohol consumption
by employees is classified according to the level of ethyl alcohol in the blood [51]. Therefore,
“after consumption” is understood as the content of ethyl alcohol in the blood from 0.20 to 0.50‰ or
from 0.10 to 0.25 mg/L, while the “intoxication state” is considered to be the content of ethyl alcohol in
the blood of above 0.50‰ or 0.25 mg/L [52].

On the basis of the control protocols, developed by inspectors of the National Labor Inspectorate,
we were able to determine the exact time at which the accident occurred. On the basis of the time of
the accident and the content of ethyl alcohol in the blood, we were able to estimate the amount of
consumed alcohol. This alcohol was calculated per 500 mL of 4.5% beer consumed by an employee
(one “large beer” is equivalent to the consumption of 175mL of 10.0% wine or 50 mL of 40.0% vodka).
Figure 2 presents the Polish standard drink.

Figure 2. The Polish standard drink (own elaboration).

In order to determine:

• the maximum blood alcohol content (in ‰);
• the time after finishing drinking and reaching the maximum value (min);
• the time after finishing drinking and reaching the value of 0.00 ‰, i.e., total sobriety (min);

We used the ethyl alcohol content calculator [53]. It is widely known that the metabolism of
alcohol involves individual differences [54]. The alcohol metabolism efficiency of different individuals
will vary greatly [55]. Therefore, the reference unit was adopted for analysis. It was assumed that
the reference unit is a man with a statistical height of a Pole equal to 1.80 m, a statistical body weight
of 83 kg [11], and at the age that corresponds to the average age obtained in the analyses—40 years.
This man has a normal body shape, normal alcohol consumption, and standard food consumption.

Figure 3 presents a graph of the change in the content of ethyl alcohol in the blood with regards to
the dose of consumed alcohol (from 500 mL of 4.5% beer—1 beer, to 5500 mL of 4.5% beer—11 beers) and
the time that elapsed since the end of drinking. For example, after consuming three beers (1500 mL of
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4.5%) or three glasses of wine (525 mL of 10.0%) or three glasses of vodka (150 mL of 40.0%), the highest
content of ethyl alcohol in blood (1.18‰)/blood alcohol concentration (BAC = 0.12 g/100 mL) content
is 90 min after the end of drinking. The human body needs 480 min for content of ethyl alcohol in
blood 0.0‰ (BAC = 0.00 g/10 0mL), which means the person is sober. In addition, Table 1 presents the
characteristic data resulting from Figure 3. The Table 1 indicates the time when the content of ethyl
alcohol in the blood is the highest and the time since the end of drinking indicating 0‰.

 

Figure 3. The content of ethyl alcohol in the blood with regards to the dose of alcohol consumed
(from 1 beer to 11 beers) and the time since the end of drinking (own elaboration).

Table 1. Collective summary of the content of ethyl alcohol in the blood with regards to the dose of
consumed alcohol (from 1 beer to 11 beers) and the time since the end of drinking (own elaboration).

Alcohol Dose
Content of Ethyl
Alcohol in Blood

Blood Alcohol
Concentration (BAC)

Time Since the
End of Drinking

Number of
4.5% Beers/(mL)

Number of 10.0%
Glasses of Wine/(mL)

Number of 40.0% Glasses
of Vodka/(mL)

(‰) (g/100 mL) (min)

1/500 1/175 1/50 0.39 0.04 30
0.00 0.00 160

2/1000 2/350 2/100 0.78 0.08 60
0.00 0.00 320

3/1500 3/525 3/150 1.18 0.12 90
0.00 0.00 480

4/2000 4/700 4/200 1.56 0.16 120
0.00 0.00 640

5/2500 5/875 5/250 1.95 0.21 150
0.00 0.00 800

6/3000 6/1050 6/300 2.34 0.25 180
0.00 0.00 960

7/3500 7/1225 7/350 2.73 0.29 210
0.00 0.00 1120

8/4000 8/1400 8/400 3.12 0.34 240
0.00 0.00 1280

9/4500 9/1575 9/450 3.51 0.38 270
0.00 0.00 1440

10/5000 10/1750 10/500 3.90 0.42 300
0.00 0.00 1600

11/5500 11/1925 11/550 4.290.00 0.460.00 3301760
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The following scenarios were adopted in the conducted analyses:

• Scenario 1: the injured person consumed alcohol on the day preceding the accident, while assuming
that drinking finished at 21:00;

• Scenario 2: the injured person consumed alcohol during the work break preceding the accident.
Three specific cases were assumed: (a) alcohol was consumed before starting work, i.e., 7:00;
(b) alcohol was consumed during the breakfast break at 10:00; (c) alcohol was consumed during
the lunch break at 13:00.

The main point of the scenarios above was to determine the amount consumed alcohol by the
workers and the time of drinking. To determine the above hours, we used the Expert (Delphi) method.
This method, by means of which obtained results were based upon, relied upon the opinions and
assessments of competent experts [56]. The adopted assumptions resulted directly from the answers
received from construction managers, work managers, and supervision inspectors about experience
with working with construction workers. The experts were asked to, on the basis of their own
experience and knowledge, present occurring situations or scenarios for workers under the influence
of alcohol on their supervised construction sites. On the basis of the analysis of the information
received from the expert, two different types of scenarios emerged: first—consumed alcohol on the day
preceding the accident, and second—consumed alcohol during the work break preceding the accident.

3.2. Surveys

Surveys constituted the second source of data. The survey data were collected from January
2016 to December 2018 during the on-going research project called “Model of the assessment of risk
of the occurrence of building catastrophes, accidents and dangerous events at workplaces with the
use of scaffolding” (“ORKWIZ”). The surveys and questionnaires were prepared by a team from the
Lublin University of Technology, under the leadership of K. Czarnocki [57]. From 1500 people working
on the examined 120 construction sites (during the testing of 120 scaffoldings), 573 employees took
part in the study (573 surveys were carried out among people working at the construction site of the
examined scaffoldings).

Participation in the survey was voluntary and anonymous. Respondents had the right to refuse
to participate without giving a reason. All the procedures performed in studies involving human
participants were in accordance with the ethical standards and with the 1964 Helsinki Declaration
and its later amendments [58]. According to the current guidelines of the Ethical Review Board at the
Centre of Postgraduate Medical Education, Warsaw, Poland [59], an anonymous questionnaire-based
cross-sectional study does not require separate consent.

On the basis of the information received from construction management, the researchers estimated
that a total of 1500 people worked on the 120 examined construction scaffoldings. In 120 initial surveys,
in the part concerning the scaffolding assembly team, the researchers asked employees about their age,
seniority, and experience in scaffolding assembly. In contrast, in 573 personal surveys—covering 38.2%
of the employees working on the scaffoldings in question—people were asked about drugs they used
(alcohol, cigarettes, and other intoxicants).

The data collection method included questionnaires. The data obtained in this study were direct
responses from individuals. As part of the research, the researchers developed standardized protocols
for data collection. Furthermore, all study personnel were trained to conduct the research. It is well
known that training of study personnel allows for the minimization of inter-observer variability [60].
The questions concerned private or sensitive topics, such as consumption of alcohol. Thus, self-reporting
data may have been affected by an external bias caused by social desirability. The bias in this case can
be referred to as social desirability bias [61]. Moreover, at the stage of validation, the data obtained
from the questionnaire were analyzed using the methods of descriptive statistics in order to verify the
variability of responses to individual questions. What is important is that the analysis of the collected
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data was performed after all the surveys had been completed. This approach was intended to reduce
the interviewer’s bias [62].

Respondents in the personal survey were first asked if they had ever consumed alcohol, and then
whether they had consumed alcohol in the last 12 months. In the research, a person who did not drink
alcohol was defined as a person who had never consumed alcohol, or a person who had consumed
alcohol, but not in the last 12 months. If the respondents gave both positive answers, they were asked
further questions about their frequency of drinking. An answer to the asked question was the amount
of consumed “standard” alcoholic beverages, i.e., 4.5% beers with a capacity of 500 mL—“one large
beer” during a day. The obtained data were subjected to detailed analysis, taking into account such
parameters as age, marital status, and also the place of residence of the employees participating in
the survey.

In the case of the age criterion, the following categories were applied: 18–19 years, 20–29 years,
30–39 years, 40–49 years, 50–59 years and >60 years. Marital status was classified as single, married,
divorced, or widower. Permanent residence was classified as follows: village, a small town with up to
100,000 residents, and a city of over 100,000 residents.

The data were analyzed with Statistica v.13.3 (StatSoft Polska Sp z o.o.). Normality of distributions
of continuous variables [63] was assessed by the Shapiro–Wilk test [64]. The distribution of categorical
variables was shown by frequencies and proportions along with 95% confidence intervals [65].
Associations between personal characteristics (age, marital status, permanent residence) with
drinking alcohol were conducted using the logistic regression analyses [66]. The socio-demographic
characteristics were considered as independent variables [67]. In univariate logistic regression
analyses [68], we considered all variables separately. Statistical inference was based on the criterion
p < 0.05 [69].

4. Research Results

4.1. Analysis of Occupational Accidents

The control reports concerning 219 people injured in occupational accidents at workplaces that
use building scaffoldings were analyzed with regards to the causes of the accidents. An interesting
factor for the authors of this study was the human cause—consumption of alcohol, narcotic drugs,
or psychotropic substances [70]. The cause related to alcohol consumption occurred in 38 injured
people, which was 17.4% of all people injured in accidents on scaffolding. This means that every sixth
occupational accident was caused by an abnormal sobriety of an employee.

In 22 control protocols, labor inspectors determined the exact value of the alcohol content in the
blood of the injured person. In the remaining 16 cases, the protocol only provided information about
the cause of the accident—alcohol consumption.

A detailed analysis of the alcohol content in a victim’s blood showed that the lowest amount
of ethyl alcohol in the blood was equal to 0.20‰ (state after consumption indicates alcohol
consumption with typical symptoms of diffuse attention), while the highest identified value was
equal to 4.16‰ (intoxication with typical symptoms such as balance disorder, speech disorder,
drowsiness, decreased behavior, and movement control, and also impairment of hand–eye coordination).
The average alcohol content value in a victim’s blood was equal to 1.20 ± 1.10‰. Therefore, the state
after consumption of alcohol was determined in the case of four people, while the remaining 18 people
were in the state of intoxication.

The age structure of people for whom the accident was caused by alcohol is shown in Figure 4.
The most numerous group was employees aged 40–49 (34.2% of all people with alcohol in their blood)
and 30–39 (31.58%). It was in these age ranges (30–49) that the highest levels of ethyl alcohol were
found in the blood. The average age of victims was 40 ± 8 years. It can be stated that the percentage of
alcohol-consuming workers increases with age.
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Figure 4. Age structure of injured people who were under the influence of alcohol based on control
protocols (own elaboration).

The effect of the accident was also analyzed. Accidents were divided into fatal, severe, and light,
and are shown in Figure 5. The age structure is as follows:

• Eight people had a fatal accident, which was 21% of the analyzed accidents. The alcohol content in
five people for whom the blood alcohol content was known ranged from 0.53–4.16‰ (mean value
of 1.97 ± 0.94‰). This means that all injured people were intoxicated (alcohol content greater than
0.50‰).

• Seventeen people had a severe accident, which represented 45% of all the analyzed cases.
The alcohol content in 10 people for whom their blood alcohol content was known ranged from
0.22–3.40‰ (mean value of 1.47 ± 0.81‰). Two of them were in a state after the consumption of
alcohol (alcohol content of less than 0.50‰), and the remaining eight people were drunk.

• Thirteen people suffered a light accident, which represented 34% of all the analyzed cases.
The alcohol content in seven people for whom the blood alcohol value was known ranged from
0.44–3.00‰ (mean value 1.37 ± 0.86‰). Two of them were in a state after the consumption of
alcohol (alcohol content of less than 0.50‰), and the remaining five people were drunk.

 
Figure 5. The result of an accident of people under the influence of alcohol on the basis of control
protocols (own elaboration]).

On the basis of the control protocols, we were also able to determine the exact time at which the
accident occurred. The analysis was carried out for 22 accidents for which the time of the accident
and the content of alcohol in the victim’s blood were known. Unreal situations were rejected for each
accident, e.g., consumption of more than 5000 mL of 4.5% beer—10 beers (life-threatening situation).
The most probable scenario was selected.

Table 2 presents the values of alcohol consumption with regards to the content of ethyl alcohol in
the blood (‰), the time of the accident, the adopted scenario, and the estimated number of consumed
beers. If the analysis resulted in an impossible situation (e.g., the time since the end of alcohol
consumption and the blood alcohol content being impossible), the table indicates such a case with the
abbreviation “im”. The table highlights the assumed numbers of consumed alcoholic beverages in
relation to 500 mL of 4.5% beer (“large beers”).
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Table 2. Estimated numbers of consumed alcoholic beverages (“large beers”) (own elaboration).

No. Severity Content of Alcohol
in Blood

Scenario 1
Scenario 2

(a) (b) (c)

Time
Number of

Beers
Time

Number of
Beers

Time
Number of

Beers
Time

Number of
Beers

(-) (-) (‰) (min) (pcs) (min) (pcs) (min) (pcs) (min) (pcs)

1 L 0.70 900 7 270 3 90 2 - -
2 S 2.13 1080 10 480 7 300 6 120 im
3 L 0.53 720 5 120 2 - - - -
4 S 1.23 680 7 80 im - - - -
5 S 1.85 1020 10 420 6 240 5 60 im
6 S 1.30 690 7 90 3 - - - -
7 L 0.22 1070 7 470 3 290 2 110 1
8 F 3.00 810 >10 210 im 30 im - -
9 F 4.16 1075 >10 475 11 295 im - -
10 S 1.33 900 8 300 4 120 3 - -
11 S 1.11 860 8 260 4 80 3 - -
12 F 1.70 1070 10 470 6 290 5 110 im
13 L 1.00 840 7 240 3 60 2 - -
14 L 0.46 1020 7 420 3 240 2 60 1
15 L 0.44 1020 7 420 3 240 2 60 1
16 S 1.30 885 8 285 4 105 3 - -
17 L 0.20 780 5 180 2 - - - -
18 F 2.74 990 >10 390 8 210 7 30 im
19 F 3.40 1110 >10 510 10 330 9 150 im
20 S 2.67 840 10 240 7 60 im - -
21 S 2.00 1110 >10 510 7 330 6 150 im
22 S 0.63 610 5 10 im - - - -

Information about the severity of the accident is present in Table 2 next to the number (No.) in the
second column:

• “L” means light accident;
• “S” means severe accident;
• “F” means fatal accident.

For the authors of the study, nine cases (cases 2, 5, 8, 9, 12, 18, 19, 20, 21) aroused great concern and
doubt—the obtained blood alcohol content was high enough (i.e., higher than 1.70‰ and amounting
to 2.13‰, 1.85‰, 3.00‰, 4.16‰, 1.70‰, 2.74‰, 3.40‰, 2.67‰, 2.00‰, respectively) that allowing
an employee to work in a life-threatening condition would be extremely irresponsible. Such an
employee would have, and the authors had no doubts about this, come to work in a drunken state,
which should have been immediately noticed by the construction supervisor (site manager, foreman).
Further analysis of the causes of these accidents indicated the second cause of the accident, i.e., the lack
of direct supervision over the operation that was performed by the injured party.

Other cases and the most probable scenarios indicate that

• injured parties were likely to drink alcohol during the work break immediately before the accident:
scenario (2a)—cases: 6, 17 (1000–1500 mL of 4.5% beer: 2–3 beers), scenario (b)—cases: 1, 10, 11,
13, 16 (500–1500 mL of 4.5% beer: 1—3 beers), scenario (c)—cases: 7, 14, 15 (500 mL of 4.5% beer:
1 beer);

• injured parties most likely consumed alcohol the day before (scenario 1)—cases: 3, 4, 22 (2500–3500 mL
of 4.5% beer: 5—7 beers).

4.2. Analysis of Survey Data

From 1500 people working on the examined 120 construction sites, 573 employees took part
in the study. This was 38.3% of the people employed in the examined construction enterprises.
The researchers tested 120 façade scaffoldings. The façade scaffoldings were divided into four groups
with regards to the surface area: 30–300 m2 (55 scaffolding), 300–600 m2 (28 scaffolding), 600–900 m2

(25 scaffolding), and 900—1500 m2 (12 scaffolding). Figures 6–9 show examples of tested scaffoldings
with regards to the surface area.
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Figure 6. Example of façade scaffold with an area of 30–300 m2 (authors’ archive).

 
Figure 7. Example of façade scaffold with an area of 300–600 m2 (authors’ archive).

 

Figure 8. Example of façade scaffold with an area of 600–900 m2 (authors’ archive).
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Figure 9. Example of façade scaffold with an area of 900–1500 m2 (authors’ archive).

Table 3 presents the obtained socio-demographic information on the respondents.

Table 3. Socio-demographic information (own elaboration).

Age of Employee

Age Range Number of People Percentage p

18–19 13 2.3%

<0.01

20–29 178 31.1%
30–39 209 36.5%
40–49 102 17.8%
50–59 53 9.2%
>60 18 3.1%

Marital Status

Marital Status Number of People Percentage p

Single 251 43.8%

<0.01
Married 304 53.1%
Divorced 11 1.9%
Widower 7 1.2%

Permanent Residence

Place Number of People Percentage p

A city of over 100,000 residents 179 31.2%
<0.01A small town with up to 100,000 residents 204 35.6%

Village 190 33.2%

Figure 10 shows the age structure of the respondents. The employment structure is as follows:

• The largest group of respondents were employees aged 30–39, and they represented 36.5% of all
the respondents. They were mainly employees with average experience who had worked for at
least 10 years in their profession.

• The second group was made up of young employees aged 20–29 (31.1%), with a much shorter
seniority, ranging from several days to a maximum of 10 years.

• Other respondents were experienced employees with more than 15 years of work experience at
the age of 40–49 (17.8%) and 50–59 (9.2%), several employees over the age of 60 who were often at
retirement age (3.1%), and adolescent employees (2.3%).

117



Appl. Sci. 2020, 10, 6690

 

Figure 10. The age structure of the respondents (own elaboration).

The majority of the respondents were married (53.1% of all respondents), or bachelors (43.8%),
35.6% of whom indicated small towns as their place of permanent residence (up to 100,000 inhabitants),
33.2% of whom lived in villages, and 31.2% of whom lived in cities (over 100,000 inhabitants) (p < 0.01).

Figure 11 shows the obtained survey data concerning the consumption of alcohol by
573 construction employees who worked on the 120 assessed construction scaffoldings.

 

Figure 11. The consumption of alcohol by construction workers (own elaboration).

A total of 274 people (i.e., 47.8% of surveyed employees) declared that they consumed alcohol
during the day, while the remaining 299 people (52.2%) declared that they had never consumed alcohol,
or had consumed alcohol, but not during the last 12 months. During the research, no employee
declared alcohol abuse, alcoholism, or alcohol consumption at work.

One of the questions that was asked in the survey concerned the number of consumed “standard”
alcoholic beverages, i.e., 4.5% beers with a capacity of 500 mL—one “large beer”. The obtained answers
showed that the largest number of “large beers” consumed during a day (500 mL) was equal to 10 and
was declared by nine people. The most common answer was one beer, and such information was given
by 144 respondents, i.e., 25.1% of all the respondents. The remaining people declared the quantities
that are shown in Figure 12. The average value for the studied population was 1000 mL ± 1000 mL of
4.5% beer (2 ± 2 beers).

The analysis of the place of residence showed that most often people declared living in the
countryside—99 people, and in small towns (up to 100,000 inhabitants)—95 people. A total of 80 people
declared that they permanently lived in cities (over 100,000 inhabitants).

The age of people who consumed alcohol, as well as the age of abstainers, was also analyzed.
Table 4 presents the number of people with regards to their age.
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Figure 12. Number of consumed alcoholic beverages (“large beers”) declared by construction workers
during a day (own elaboration).

Table 4. The number of people consuming alcohol (“Yes”), and the number of abstainers (“No”),
with regards to their age (own elaboration).

Age Range Number of People Answer Number of People Percentage

18–19 13
Yes 3 23.1%
No 10 76.9%

20–29 178
Yes 85 47.8%
No 93 52.2%

30–39 209
Yes 100 47.8%
No 109 52.2%

40–49 102
Yes 47 46.1%
No 55 53.9%

50–59 53
Yes 29 54.7%
No 24 45.3%

>60 18
Yes 10 55.6%
No 8 44.4%

The following conclusions can be drawn as a result of the obtained data (Table 4):

• The most numerous group who consumed alcohol during the day were employees aged 30–39
(100 people) and 20–29 (85 people);

• The highest percentage of people consuming alcohol occurred among employees aged over 60
(55.6%) and 50–59 (54.7%);

• The number of people consuming alcohol decreased with age (decreasing tendency) and the
ratio of people consuming alcohol to the abstainers changed (the number of people consuming
alcohol increased);

• Among younger employees (18–19, 20–29, 30–39), the percentage of people consuming alcohol
was smaller than the percentage of abstainers.

During the tests, photographic documentation of the construction site was also carried out.
It evidences that alcohol was consumed at the examined sites, e.g., Figure 13 shows an abandoned beer
can at a litter site at the examined construction site, and Figure 14 shows a beer can in the assembly
yard at the examined construction site.
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Figure 13. An abandoned beer can at a litter site at the examined construction site (authors’ archive).

 

Figure 14. Beer can in the assembly yard at the examined construction site (authors’ archive).

4.3. Summary of Results

Analysis of 219 accident control protocols concerning occupational accidents in the construction
industry involving construction scaffolding, which took place in Poland, allowed the following
conclusions to be drawn:

• Alcohol is one of the causes that leads to occupational accidents. In the analyzed accidents
on scaffoldings, the cause related to alcohol consumption occurred in 17.4% of all the victims.
This means that every sixth occupational accident was caused by an abnormal sobriety of employees

• The largest group of people consuming alcohol were employees aged 40–49 and 30–39. The average
age of victims was 40 ± 8 years. The proportion of drinkers increased with age.

• Analysis of the content of alcohol in blood with regards to the effect of an accident indicated that
as the amount of alcohol in the blood rises, the severity of the accident increases. A high alcohol
content contributes to the death of a construction worker.
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An analysis of 573 construction employees working on the assessed 120 construction scaffoldings
allowed the following conclusions to be formulated:

• 47.8% of surveyed employees declared that they drink alcohol during the day;
• the most common number of alcohol beverages consumed outside working hours was one

“large beer” (500 mL of 4.5% beer);
• analysis of the place of residence showed that people most often declared living in the countryside

and in small towns (up to 100,000 inhabitants);
• the proportion of people consuming alcohol increased with age (an increasing trend of consuming

alcohol with age), and the proportion of people consuming alcohol to abstainers changed—the
number of people consuming alcohol increased.

The place where an employee is working is constantly and dynamically changing [71]. With such
dynamic environments, construction sites contain a significant quantity of unidentified or not
well-assessed hazards that expose construction workers to additional safety risks during required
operations [72]. Working on scaffolding carries a much higher risk of hazards than other types of
construction works [73]. The main reason is the place of work itself—work at a height. Working from a
height continues to be one of the major causes of fatality within the construction industry [74].

5. Discussion

The study identified the main problems associated with the abuse and consumption of alcohol at
work among employees in the construction industry, with particular emphasis on jobs related to work
on scaffolding. When the authors of the article examined the susceptibility of individual age groups to
alcohol consumption, the pattern of alcohol consumption by construction workers in Poland emerged.
It was found that every second person consumes alcohol during the day, and the number of people
consuming alcohol increases with age.

Five limitations of our study should be mentioned. Firstly, it is worth noting that the accident
documentation did not always contain all the necessary information about the content of ethyl alcohol in
the blood of the injured person. Because the accident documentation (inspection reports) was prepared
by inspectors of the National Labor Inspectorate, the authors were unable to interfere or supplement
this archival data. It happened that such information was not provided/confirmed by the police officer
or doctor admitting the injured person to the hospital ward. In the analyzed data, the cause related to
alcohol consumption occurred in 38 injured people, which was 17.4% of all people injured in accidents,
while the content of ethyl alcohol in the blood of the injured person was included only in 22 control
protocols. Secondly, the content of ethyl alcohol in the blood was determined, assuming the reference
unit. It should be remembered that the metabolism of alcohol involves individual differences [54].
The alcohol metabolism efficiency of different individuals will vary greatly [55]. Thirdly, the second
source of the data analyzed was obtained on the basis of surveys. The proportion that took part in the
survey was 38.2% of the target population. The data obtained in this study were direct responses from
individuals. It may be assumed that the number of consumed “standard” alcoholic beverages might
have been even higher than what the data revealed. No data were available regarding the comparisons
of respondents and non-respondents. Since there was no officially recorded data, results obtained
from the data collection method could be biased. Findings might have been subject to selection bias,
although the data were collected with the greatest care. Fourth, since the second source of the data
was collected via a survey and actively answered by working individuals, it did not contain data
related to fatal accidents. Fifth, during the conducted research on the 120 examined construction
scaffoldings, the authors did not collect any photographic documentation of some workers drinking an
alcoholic beverage, for example, a can of beer. This was hard to do because the workers knew that
the research team was conducting research and thus their behavior was close to “perfect”. Moreover,
while examining the scaffolding and conducting the survey, the authors did not register the situation
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that some workers were drinking alcoholic beverages. This may have been due to the fact that the
construction workers consumed alcohol in hard-to-reach places on the construction site (in hiding).

The observations carried out also revealed that there was an additional, serious problem that had
not yet been analyzed, which is the wide availability of alcoholic beverages. Unfortunately, a very
unfavorable factor that affects the ease of drinking alcohol immediately before work or during breaks
from work is the large, easy, and widespread availability of alcohol. It is worth noting that both in
Poland and in other European countries, alcohol can be bought in different volumes and in every
discount store or hypermarket. The assortment is very wide and available in various volumes, starting
with the smallest bottles of 50 mL of 40.0% vodka (the shape of the bottle enables it to fit in a pocket),
through to bottles of 200 mL of 40.0% vodka (measuring 7.8 × 17.0 cm with a flat shape that allows
it to be stored, e.g., in a jacket pocket) and larger bottles (500 mL, 700 mL, and more). According to
the authors, the availability of small-volume bottles should be limited, as this could help reduce the
number of people who drink alcohol at work.

In addition, according to the authors, in order to improve the safety of employees in a workplace
and to eliminate the problem of intoxicated construction workers, employers (including the construction
manager and work managers) should be allowed to carry out sobriety checks of employees. Currently,
an employer has the right to carry out an inspection only if two conditions are met: first—an employee
has agreed to conduct such an examination (the examination is voluntary), and second—an employer
has reasonable suspicion that an employee is under the influence of alcohol [75]. Therefore, at present,
an employer cannot carry out such an examination if an employee does not agree to it. An employer has
the right to request such an examination to be conducted by an authorized body, e.g., the police service.
An employer is also not able to conduct routine sobriety checks on all or randomly selected employees.

6. Conclusions

The construction industry is recognized as one of the most dangerous industries. Much effort
has been devoted to improving safety and to reduce hazards in the workplace, but less attention
has been paid to the human factor, i.e., employees in the workplace. It should be remembered that
the most important thing when considering safety at work is people. This study confirmed that
alcohol consumption negatively affects the human body; reduces the ability to properly and safely,
i.e., fault-free and accident-free, perform standard daily activities (such as driving, moving) and
professional activities (e.g., work in an office, work on a construction site, work on scaffolding); and can
also lead to death at a workstation.

Data for the analysis were obtained from two sources. The archival post-accident documentation,
which was the first source of data from 2008–2017, allowed for the determination of the most probable
scenario of alcohol consumption by employees during work. The advantage of these studies was
the 10-year period of data collection, which allowed for the establishment of a certain trend in the
accident situations. Unfortunately, the data were prepared by various inspectors of the National
Labor Inspectorate and contained varying degrees of detail (from 38 post-accident documentation,
only 16 protocols stated that the “injured person consumed alcohol” or was “under the influence of
alcohol”). Therefore, when planning this type of research, it should be remembered that we may
be dealing with incomplete data when using archival data. On the other hand, surveys (the second
source of data) required the researchers to properly plan and conduct surveys. When preparing the
questionnaire, it is important to remember that the questions should be logical, understandable to the
respondents, and not be suggestive of answers. It is also particularly important to properly train the
study personnel. The advantage of these studies was the testing of nearly 40% of people working at
workplaces with scaffoldings.

This study confirmed that excessive and disproportionate alcohol consumption can be the cause
of an accident, and consequently death (depending on the type of accident or physical ailment),
at workplaces with scaffolding. Of 219 accident reports, 17.4% indicated alcohol as a contributing factor.
Analysis of accident documentations shows that cases where alcohol was indicated as a contributing
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factor in an accident, and that the alcohol was consumed during the workday. Furthermore, the analysis
of the blood alcohol content with regards to the effect of an accident indicates that with an increase in
the amount of alcohol in the blood, the severity of the accident also increases. Comparative analysis
of the results from the post-accident documentation and survey showed that the number of people
consuming alcohol decreased with age, but the number of alcohol-related accidents did not decrease.
Moreover, the percentage of people consuming alcohol slightly changed with age.

The research was conducted in five research areas, i.e., in five provinces (voivodeships) of
Poland (Dolnośląskie, Lubelskie, Łódzkie, Mazowieckie, Wielkopolskie). The research of post-accident
documentation showed that most of the accidents related to alcohol took place in central Poland,
i.e., in the Łódzkie Voivodeship (12 accidents, i.e., that every four accidents were related to alcohol).
On the other hand, the surveys showed that most of the people consuming alcohol worked on
construction sites in the central and eastern part of Poland, i.e., in the Mazowieckie Voivodeship
(59% of working people) and Lubelskie Voivodeship (57% of working people). Moreover, according
to the answers provided by the respondents, the largest number of people who did not drink while
working (i.e., abstinents) was in the Wielkopolskie Voivodeship (71%).

The use of alcohol is important a topic of occupational safety in the construction industry.
This research is relevant to the development of interventions for reduction of occupational accidents
and is of interest to public health. The results obtained on the basis of the conducted research are able
to constitute a justification for the directions of preventive actions carried out in order to reduce the
number of occupational accidents in the construction industry caused by alcohol. This will significantly
contribute to an increase of the level of occupational safety in the construction industry.
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Abstract: The aim of the article is to present the results of preliminary research of the defects in
residential buildings occurring during the warranty period. Due to the small amount of data,
the research results cannot be generalized but allow for the formulation of research hypotheses that
will be verified in future studies. The data collected included reports of defects in three multifamily
residential buildings constructed by the developer in one of the big cities in Poland, which were
then examined. For the examination of defects, statistical analysis was used, which revealed that
more than half of the reports contained reasonable defects. The results of the preliminary research
also indicate that, on the one hand, owners are very active in making warranty claims in the first
three months from the date of commissioning, and, on the other hand, with time, the percentage
of reasonable defects increases. In terms of the significance of defects, the largest percentage was
significant defects. The results showed little activity on the part of property managers in the initial
phase of the operation of the buildings, which is the opposite of that of apartment owners. Reports of
faults in windows and door joinery, moisture, scratches on walls, and in the area of balconies and
terraces are characterized by a relatively low number of cases reported in the first half of the year
after the building is commissioned and a gradual increase in the subsequent warranty period. On the
other hand, reports related to electrical installation defects are most frequent in the initial period of
the warranty, but, with time, their number decreases.

Keywords: residential buildings; warranty; acceptance of the work

1. Introduction

By concluding a contract of works, the contractor undertakes to hand over the facility provided
for in the contract and the contracting authority to pay a specified remuneration. The key stage
in mutual relations is the acceptance of works. However, the obligations of the parties do not end
with the acceptance. Under legal regulations, as well as the usual relevant contractual provisions,
the contractor takes responsibility for the defectiveness and noncompliance of the performed works
with the contract. In the Polish legal environment, the rules of liability are determined by guarantee and
warranty. These two types of liability of the contractor operate independently of each other, showing
both similarities and significant differences. The main difference is that granting the guarantee is a
voluntary declaration by the contractor to assume responsibility for defects in the works performed,
which is regulated in the contract. On the other hand, the warranty is legally binding and is regulated
in detail in the provisions of the Civil Code [1].

According to Article 556 of the Civil Code, the warranty is an inalienable right of the buyer,
while the seller is liable to the buyer if the item sold has a physical or legal defect. A physical defect is
defined as one of four possible situations concerning the sold item:

1. There are no features that such a thing should have in view of the purpose in the contract,
as indicated or resulting from the circumstances or purpose.
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2. There are no features that the seller has provided the buyer with, including the presentation of a
sample or pattern.

3. Not fit for the purpose of which the buyer informed the seller at the conclusion of the contract,
and the seller did not object to such a purpose.

4. The item is issued to the buyer in an incomplete state.

However, when identifying potential defects, it is important to keep in mind the limited time
for reporting them. In the case of a property defect, it is a period of five years from the date of
handing it over to the buyer, which, with regard to construction works, takes place at the time of
acceptance of the works [2,3]. It should be noted that the detailed specifications of the contractor’s
liability are described in the national legislation of individual countries. While the paper refers to
Polish regulations, the laws of other countries also include the concept of warranty, differing in only
some formal and procedural details.

In the context of the warranty, the provisions of the Civil Code do not describe the fault but the
defect of the item sold. In this paper, the notions of fault and defect are treated as equivalent due to the
way the issue is described in Polish publications, where these terms are also interchangeable.

Defects are a common phenomenon in the construction industry in all countries. Contractors,
as well as investors, should pay special attention to them as they can have a significant impact on the
costs and required resources of the project. In the literature, there are many publications related to the
frequency of defects in residential buildings conducted in various countries [4–26]. However, the vast
majority of the publications are related to defects reported during acceptance. The research of the
defects in buildings occurring during the warranty period may become an important contribution to
the analysis of defects. The aim of the article is to present the results of preliminary research of the
defects in residential buildings occurring during the warranty period. Due to the small amount of
data, the research results cannot be generalized but allow for the formulation of research hypotheses
that will be verified in future studies.

This paper is organized as follows. Section 2 contains the literature review. Section 3 introduces
formal and legal conditions relating to defects reported during the warranty period. Section 4 describes
the analysis method and results. Finally, Section 5 presents conclusions.

2. Literature Review

The acceptance of construction works is regulated differently in the legal systems of each country.
For example, as follows from [5], in the German legal system, the subject of acceptance of construction
works is regulated in more detail than in the Polish legal system. However, a certain fundamental
similarity can be seen in all systems, which is the similarity of the effects of acceptance of construction
works, including, above all, the payment of the contractor’s remuneration and the calculation of the
limitation period for claims concerning the liability for defects.

Defects are a common phenomenon in the construction industry. In the literature, there are
many publications related to the frequency of defects in residential buildings. In the years 2009–2012,
Ojo and Ijatuyi [6] conducted research into defects on the example of the Sunshine Gardens housing
estate in Akure, Nigeria. The most common defects found in the roof structure and covering included
the use of improper quality materials, improper wood treatment, poor quality of workmanship,
and inaccurate supervision of construction workers. The walls of the analyzed buildings were made in
the wrong way, low-quality materials were used, and short window and door lintels were applied.
Moreover, the floors were made of low-quality materials. Rotimi et al. [7] presented the example of
housing construction in New Zealand to determine the level of detection of defects by independent
building inspectors at the time of handing over 216 new residential buildings in the years 2008–2011
and examined the number and types of defects found. The most common defects included uneven
painting, nail marks, poor quality of room and floor finishes, incorrectly fixed handles in doors and
windows, cracks in buildings, and incorrect installation of toilets. In [8], the results of a research
project analyzing the location and type of 3647 faults located in 68 residential buildings in Spain
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are presented. The research showed that the most frequent defects were inappropriate materials or
components, their bad location, surface defects, including uneven surfaces, scratches, cavities, faults of
machines, and components affecting their functionality, such as doors rubbing against the floor or
nonfunctioning air conditioning. Shirkavand et al. [9] presented the numbers of defects detected
during acceptance in Norwegian construction projects, mainly in Trondheim. Seven buildings were
analyzed: a kindergarten, four nursing homes, a school, and apartments. The most frequent defects
were damage to surfaces and installation networks. Ismail et al. [10] performed a study to investigate
the most common defects in 72 new terrace houses in Malaysia. The most common defects were
ones on the corners of walls, uneven joints, lack of angles and planes of walls, unevenly painted
walls, cavities in wall tiles, doors and windows not closing, unfinished works (such as the unfinished
installation of railings), and dampness. The results of studies concerning the number and type of
defects are also presented in [3,11–14].

A number of studies have also been devoted to the causes of defects. Ahzahar et al. [15] investigated
the factors contributing to construction failures and defects in Malaysia. According to the authors,
defects and faults in buildings are affected by, among others, certain building materials, errors during
construction, corruption, lack of supervision, and design errors. Mesa Fernández et al. [16] analyzed
various factors in quality control in residential construction projects in Spain. The authors proposed
changes in control, for example, focusing not only on the management process but also on product
quality and greater control of material deliveries. In [17], the defects reported by the representatives of
the cooperative are presented and analyzed, focusing on the relationship between the characteristics of
the building, the size of the developer/provider company, and the type of defect. According to the
authors, the size of the developer company and the location of the building have a significant impact
on construction defects. In [18], the main factors influencing the occurrence of defects at the design
stage of residential buildings in the Gaza Strip are identified and ranked. For the purpose of analysis,
a survey was conducted, which indicated three main design errors: ignoring or incorrectly performing
the ground survey, lack of qualified supervision over the drawings, and conflicts between architectural
and structural drawings.

On the basis of the literature study, it can be concluded that the main causes of construction defects
are poor quality of materials, poor quality of workmanship, and inaccurate control of construction
works. During acceptance, defects most often appear on walls: the greatest detection of defects on
surfaces may result from the fact that these defects can be easily found visually, and no specialist
equipment or great effort is required to detect them.

The purpose of the research on defects in housing construction is aimed at not only quantifying
the defects and identifying their causes but also at estimating the costs to be incurred for the necessary
repairs. Based on the research conducted by Mills et al. [19] in Australia from 1982 to 1997, it can be
concluded that the cost of repairing the defects constitutes around 4% of the contract value. On the other
hand, Josephson [20] concluded that the cost of defects corresponds to 4.4% of the construction costs of
buildings, and the time to repair them amounts to 7% of the total working time. Kucharska-Stasiak
and Mielczarek [21] studied the quality of housing construction on the example of Widzew EF housing
estate in Łódź from 1977 to 1980. The authors calculated the costs of correction works on the basis
of the collected data and estimated the losses incurred by the contractor due to the poor quality
of workmanship.

Building defects are the main reason for exceeding the budget of a construction project, hence the
search for a model approach to defect management. Park et al. [22] are working on a construction
defect management system involving augmented reality (AR) and modeling information about the
BIM (Building Information Modeling). In [23], a model for forecasting defects of multistory reinforced
concrete buildings is presented using neural networks (NN–PSO classifier), while in [24], the causes of
defects and faults are analyzed using trees and risk measures. In [25], a model based on LDA (Loss
Distribution Approach) is presented for the assessment of the system of responsibility for repairing
defects and faults in the period of responsibility for defects in residential buildings using the LDA

131



Appl. Sci. 2020, 10, 6123

loss distribution method. In turn, Oswald and Abel [4] discussed the procedure for the assessment of
defects found in buildings. The authors created and described a block diagram for the evaluation of
optical defects and presented a method of utility analysis consisting of considering several alternatives
in terms of criteria and selection of the best solution and the Aurnhammer’s method for determining
the reduction of value when defects are found.

3. Formal and Legal Conditions

The buildings analyzed in the article were implemented by the developer. The contract between
the developer and the buyer of an apartment, in accordance with Polish law, is governed by the Act on
Protection of Buyers of Apartments or Single-Family Houses [4–27]. According to the Act, the transfer
of ownership to the purchaser is preceded by acceptance in the presence of the customer or his proxy
(notarial power of attorney is required). Before taking over the residential unit, the developer is obliged
to notify the buyer of this fact. Based on the legal status, as well as court decisions, the authors have
prepared a graph depicting the moment of commencement of the warranty period in the case of
developer investments (Figure 1).

 

Figure 1. Diagram showing the start of the warranty after acceptance.

The buildings analyzed in the paper were executed by a developer. According to the law,
the transfer of ownership to the buyer is preceded by acceptance in the presence of the customer.
During the acceptance meeting, the client or the company supporting the acceptance inspects the
apartment, after which an acceptance protocol is to be prepared, to which the buyer or their proxy
may report any defects or faults found during the acceptance meeting. The customer, as the receiving
party, has the right to decide which defects will be included in the acceptance protocol. He or she
has the right to report all objections to the apartment, even the least important ones, such as dirt on
the handles.

After the possible identification of minor defects and preparing the acceptance report, the apartment
is handed over to the client. Before handing over the apartment, minor assembly work is usually
done. In case of detecting significant defects and faults, the apartment is not handed over to the client,
and the developer is obliged to repair the defects. At the time of acceptance, the customer agrees to
the condition of the apartment. This means that if the customer has not noticed any defects during
acceptance, or he or she has not decided to put a defect noticed in the acceptance report, the customer
has no right to demand its repair. If the defect was, for example, hidden or a result from the operation
of the building, the buyer of the apartment can take advantage of a 5-year warranty for construction
works because, during this time, the developer is obliged to maintain the so-called “acceptance status”
of the flat.
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To a large extent, the results presented in this paper form a continuation of the research on defects
occurring at the acceptance stage [3,27]. The research results presented here involve the case of a
couple of buildings, one of which had a statistical analysis of defects performed at the acceptance stage.

4. Methods

4.1. Data Collection

The results presented in this paper are based on data that were collected through analysis of the
reports on the state of defects made by the inspector during the warranty period. The area of the
conducted research included a total of 3 residential buildings. The buildings are part of various projects
but were produced by the same developer and contractor. Two of them possess 16 aboveground
stories, which are divided into 3 staircases with 172 flats, each with areas ranging from 29 to 117 m2.
These buildings were accepted in 2017 and 2018, which, in further analysis, coincides with the beginning
of the research. The third building is a 6-story one, with two staircases and 73 flats. The time of the
building’s acceptance was August 2018. Details of the facilities analyzed are presented in Table 1.

Table 1. Details of the residential buildings.

Building
The Number

of Stories
The Number
of Staircases

The Number
of Flats

Total Area of
Flats (m2)

The Time of
Acceptance

A 16 3 172 above 8000 2017/2018
B 16 3 172 above 8000 2017/2018
C 6 2 73 3000 August 2018

Total 432 19,000

All buildings were finished to the same degree. The differences were in the type of finishing
materials used in the common areas (that is, in staircases and the outdoor area). The development
standard included plastering inside the premises, walls prepainted with white paint, screed,
window and balcony joinery, entrance doors, embedded internal and external window sills, distributed
ventilation system with diffusers for mechanical ventilation, distributed central heating installation
together with installed radiators, water and sewage system without fittings, electrical installation
together with plug and lighting sockets and switchboard, distributed teletechnical installation with a
collective box, sockets and intercom, balustrades, and tiles on external floors. A precise definition of
the elements of the shell unit standard is important in terms of warranty claims.

The collected results of the research present an assessment of the validity of defect reports made
by customers. The data are the result of actions taken by the developer, the supervision inspector, and
the contractor. Each defect included in the statistics underwent verification of the original position
of the developer. The role of the supervision inspector is to make an independent assessment and
qualification of the report of potential defects by customers and managers of individual properties.
The results of the research presented in this article are, therefore, based on expert knowledge.

The collected data on warranty notifications cover the period from building acceptance in January
2018 and August 2018 to March 2020. A total of 560 notifications on the occurrence of defects during
the warranty have been identified in the course of the conducted research. The collected data were
analyzed statistically using GNU PSPP Statistical Analysis Software. First, the authors determined
the percentage of valid and unfounded claims and, next, the percentage of claims under warranty
cumulatively. Subsequently, the statistics of the three-stage qualification of defects were established—of
low, medium, and high significance—as well as the relationship of defects to the place where they
occur. The successive analyses concerned the type of defects. Pearson’s parametric correlation and
the determination factor R2 were computed to assess the relationship between the defects reported
in different buildings and to establish the strength of the interdependence between different groups
of defects.
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4.2. Data Analysis

A total of 560 notifications on the occurrence of defects during the warranty were identified.
The research concerned 353 defects qualified as valid, which accounted for 63.04% of all reports.
Additionally, 207 defects were considered unfounded, which accounted for 36.96% of the reports.
Table 2 presents the summary statistics of the reported defects. Buildings A and B are larger both
in terms of the number of floors and the number of flats. Moreover, they were accepted earlier than
Building C, which significantly affected the number of reports identified in the study.

Table 2. The statistics of defects.

Building Number of Defects
Valid Unfounded

No. % No. %

A 250 165 66.00 85 34.00
B 247 147 59.51 100 40.49
C 63 41 65.08 22 34.92

Total 560 353 63.04 207 36.96

What draws attention to the data presented is the similarity in the percentage of valid defect
reports in the individual buildings. The comparability of the results obtained is the result of the
relatively large size of the research sample, which eliminates the divergence of results.

Taking into account the different warranty periods on individual buildings, in order to unify the
presentation of statistical characteristics of the testing ground, the occurrence of both the reports of
defects as well as their justification was calculated per one month of warranty per one commercial unit.
The results of the calculations are presented in Table 3.

Table 3. Defect statistics per unit.

Building
Number of

Defects/Month/One Flat
Number of Valid

Defects/Month/One Flat
Number of Unfounded

Defects/Month/One Flat

A 0.0543 0.0359 0.0185
B 0.0537 0.0320 0.0217
C 0.0486 0.0316 0.0170

Average 0.0531 0.0335 0.0196

The authors also analyzed the validity of the defects reported within 4 months from the date
of acceptance, which is related to the typical time of finishing the premises by the owners (Table 4),
and after 12 months, namely, the period when a significant number of premises are already finished
and used (Table 5).

Table 4. Defect statistics after 3 months from acceptance.

Building Number of Defects
Valid Unfounded

No. % No. %

A 61 34 55.74 27 44.26
B 43 24 55.81 19 44.19
C 12 9 75.00 3 25.00

Total 116 67 57.76 49 42.24
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Table 5. Defect statistics after 12 months from acceptance.

Building Number of Defects
Valid Unfounded

No. % No. %

A 153 96 62.75 57 37.25
B 135 79 58.51 56 41.48
C 46 27 58.70 19 41.30

Total 334 202 60.48 132 39.52

The analysis performed helped us to formulate two important statements. One is that the owners
are very active in making warranty claims in the first 3 months from the date of acceptance. The analysis
revealed that 116 reports took place in the first months of use, which accounts for 20.71% of all reports
included in the study within only 11% of the study’s timeframe. The other observation is the increasing
percentage of reported defects, which for the first 3 months was 57.76%, for 12 months 60.48%, and at
the end of the study (after half the warranty period) 63.04%. The validity of the defects is presented
cumulatively in Figure 2. The deviation of the result for Building C for the first three months of the
warranty was due to its smaller size in relation to the other two, which was also associated with a
small number of reports, namely, 12 of them.

Figure 2. Percentage of valid claims under warranty, presented cumulatively.

4.3. The Classification of Defects

Based on the analysis of the literature, as well as on the results of the research conducted during
the warranty period, the authors propose a three-stage qualification of defects: low, medium, and high
significance. The division into these groups corresponds to many publications [3]. In this paper,
the following definitions are adopted:

• Defects of high significance—defects causing the appearance of a fault that prevents proper
operation of the premises, which may cause a threat to the health or life of people using the
property. Removal of very important defects usually requires the elimination of the causes
and their effects. Repair works are associated with large financial and material outlays and are
time-consuming. Examples of very important defects include flooding of the property, cracking
of a structural element, short-circuit of the electrical system, causing fire, or leakage of the
roof sheathing.

• Significant defects—faults causing limitations in the proper operation of the premises.
This formulation identifies a number of defects that reduce the possibility of unrestricted use.
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However, they do not force the cessation of use because they do not constitute a direct threat to
the health and life of the users. Due to the large dispersion of the types of these defects, it is not
possible to clearly determine the degree of technical and technological complexity of their removal.
Examples include the following: intercom failure, decaying tiles on the balcony, unsealing of
window and balcony joinery, or slow main door locks.

• Defects of low significance—a minor defect that does not hinder the operation of the premises.
This term is used by the authors to describe a defect that has a visual or cosmetic effect, which does
not influence the functional properties of the premises. The removal of these defects does not
generate the necessity of using any advanced technology, while the time of their removal may
vary. They can be illustrated by the following examples: wall scratches, paint chips, spontaneous
scratching of the glass, or loosening the silicone next to balcony tiles.

Taking into account the indicated classification, this paper also analyzes the significance of the
defects occurring. The results of the significance tests are presented in Table 6.

Table 6. Statistics of defect significance.

Building Defects of High Significance Significant Defects Defects of Low Significance

A 7.88% 55.15% 36.97%
B 19.05% 51.70% 29.25%
C 4.88% 70.73% 24.39%

Average 12.18% 55.53% 32.29%

As can be seen, the largest percentage, both globally and for individual buildings, was significant
defects. It should be noted here that the class of these defects includes issues related to the regulation
of woodwork, not the operation of the intercom system or improper connection of the electrical
system. The defects of high significance, on the other hand, constitute a state of emergency, therefore
in their case, a large discrepancy in frequency can be observed. For Building B, as much as 19.05%
were highly significant defects, while Building C had only 4.88% of such reports. The results of the
preliminary research also revealed that about 1/3 of the valid reports concerned minor defects, mainly
of a cosmetic nature.

4.4. Relationship of Reported Defects and the Location

The next steps of the preliminary research were the investigation of the relationship between the
reported defects during the warranty and their location. Two cases were considered:

• the defect has been reported by the manager, which is the same as its location in common parts,
• the fault has been reported by the owner of the flat and does not concern elements other than

those covered by the boundaries of the flat (additional spaces such as storage rooms or lockers are
excluded).

The authors, after analyzing the data from Tables 7 and 8, point out some interesting observations.
The first one is the low activity of property managers in the initial phase of the building operation—an
average of 9.20% of defects reported during the first 3 months—which stands in contrast to the activities
of apartment owners—an average of 22.05% of the reports during the first 3 months from the date of
building acceptance. Another observation is the practical equalization of the percentage of reports
after 12 months: 57.47–58.95%. On this basis, it can be hypothesized that for the developer in the
construction industry, the key period for stabilization of the occurrence of defects is the first 12 months.
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Table 7. Defects reported by the manager concerning the common parts.

Building Number of Defects
After 3 mth After 12 mth

No. % No. %

A 40 2 5.00 24 60.00
B 25 1 4.00 10 40.00
C 22 5 22.73 16 72.73

Total 87 8 9.20 50 57.47

Table 8. Defects reported by the owners of the flat concerning the residential part of the building.

Building Number of Defects
After 3 mth After 12 mth

No. % No. %

A 204 54 26.47 120 58.82
B 213 40 18.78 121 56.81
C 41 7 17.07 29 70.73

Total 458 101 22.05 270 58.95

4.5. Statistical Analysis of Defect Types

Taking into account reports appearing during the warranty period, the defects were divided into
several groups. The first three groups included reports concerning problems with electrical, plumbing,
and central heating (c.h.) installations in apartments. The next groups are reports concerning window
and door joinery. Quite often, there were defects consisting of dampness, mainly of walls, from different
causes. Separately, reports of wall scratches and other problems related to elements of apartment
finishing (such as floors) were grouped. The last group is various defects occurring in the area of
balconies and terraces. For each of the buildings, the number of defects was determined in the range of
1–3, 4–6, 7–12, and 13–26 months from the date of acceptance. The list is presented in Table 9.

Table 9. The number of defects in groups.

Building Time (mth)
Electr.

Install.
Plumb.
Install.

c.h.
Install.

Joinery Dampness Scratches Terraces Other

A 1–3 26 2 9 12 3 4 5 0
4–6 3 0 0 8 0 7 0 1
7–12 5 16 5 21 9 3 12 2
13–26 11 7 3 25 8 21 19 3

Total in A 45 25 17 66 20 35 36 6

B 1–3 20 2 3 9 6 0 1 2
4–6 9 6 1 6 5 4 12 1
7–12 11 4 4 8 5 5 10 1
13–26 9 8 7 33 18 15 14 8

Total in B 49 20 15 56 34 24 37 12

C 1–3 4 2 1 4 0 0 0 1
4–6 0 1 1 2 0 2 0 1
7–12 2 2 3 4 8 7 1 0
13–26 5 1 1 6 0 3 0 1

Total in C 11 6 6 16 8 12 1 3

Total 105 51 38 138 62 71 74 21

The most numerous group is woodwork defects, and the least numerous group is central heating
system faults. These dependencies are the same in all analyzed buildings.

In order to confirm that the number of defects appearing in individual groups is not accidental,
the correlation between the numbers of defects in Building A and Building B in the first three months
after acceptance was checked (Table 10). Building C was not taken into account due to insufficient data.
Then, a correlation was established between all defects reported in all three buildings over the entire
observation period (Table 11).
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Table 10. The number of defects in the groups in the first three months.

Time
[m-th]

Electr.
Install.

Plumb.
Install.

c.h.
Install.

Joinery Dampness Scratches Terraces

1–3 26 2 9 12 3 4 5
4–6 20 2 3 9 6 0 1

Pearson correlation r = 0.93; significance level p = 0.003.

Table 11. The number of defects in the groups in all buildings.

Building
Electr.

Install.
Plumb.
Install.

c.h.
Install.

Joinery Dampness Scratches Terraces

A 45 25 17 66 20 35 36
B 49 20 15 56 34 24 37
C 11 6 6 16 8 12 1

Correlations: between A and B, r = 0.86, p = 0.013; between A and C, r = 0.66, p = 0.106; between B and C, r = 0.51,
p = 0.24.

The analyses performed allow us to confirm the hypothesis about the lack of randomness of
the collected data. Correlation for data from Table 10 allows us to confirm a very strong correlation,
while the significance level allows us to reject the hypothesis of zero correlation. For the data in
Table 11, the indicators show a very strong correlation between the data for Buildings A and B and a
strong correlation for Building C.

For the data concerning all defects (Table 12), the correlation coefficients and the coefficients of
determination for individual defect groups were checked. This was to find the relationship between
the analyzed groups.

Table 12. The number of defects in the group in individual time intervals.

Time
(mth)

Electr.
Install.

Plumb.
Install.

c.h.
Install.

Joinery Dampness Scratches Terraces

1–3 50 6 13 25 9 4 6
4–6 12 7 2 16 5 13 12
7–12 18 22 12 33 22 15 23

13–26 25 16 11 64 26 39 33

The strongest correlations were found between “joinery” and “scratches” (r = 0.91; R2 = 0.82), “joinery” and
“dampness” (r = 0.88; R2 = 0.78), “joinery” and “dampness” (r = 0.88; R2 = 0.78), “scratches” and “terraces” (r = 0.93;
R2 = 0.86), “scratches” and “dampness” (r = 0.76; R2 = 0.58), and “dampness” and “terraces” (r = 0.92; R2 = 0.84).

Figures 3–5 show the graphs of the number of defects in individual time intervals, respectively,
for defects that appear in a similar distribution over time.

Figure 3. The graphs of the distribution of defects: “Joinery”, “Dampness”, “Scratches”, and “Terraces”.
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Figure 4. The graphs of the distribution of defects: “Electr. Install.”.

Figure 5. The graphs of the distribution of defects: “c.h. Install.” and “Plumb. Install.”.

Figure 3 illustrates the groups of defects with the highest correlation. These defects are
characterized by a relatively small number of cases reported in the first half of the year after the
building acceptance and a gradual increase in the subsequent warranty period. The characteristics
of defects associated with the electrical installation are definitely different, where by far the largest
number of defects are reported in the initial warranty period and their number decreases with time.
The pattern of faults in other installations, for which the level of occurrence is similar throughout the
observed warranty period, is slightly different.

5. Conclusions

A key stage in the mutual relations between the developer and the buyer of an apartment, which,
however, does not put an end to the mutual commitment, is the acceptance of works. In the Polish
legal environment, the rules of liability are defined by the guarantee and the warranty. The warranty is
valid by law and is regulated in detail in the Civil Code.

The paper analyzes warranty notifications in three multifamily residential buildings in the period
from their acceptance: January 2018 and August 2018 to March 2020. In total, 560 reports of defects
during the warranty were identified. The analyses showed 353 defects qualified as valid and 207
considered as unfounded. Due to the small amount of data, the research results cannot be generalized
but allow for the formulation of research hypotheses that will be verified in future studies. The results
of the preliminary research reveal that owners are very active in making warranty claims in the first
three months from the date of acceptance, and, on the other hand, the percentage of validity of the
claims increases with time. In terms of the significance of defects, the largest percentage concerned
significant defects. Approximately one-third of reasonable claims involved minor defects, mainly of a
cosmetic nature. The results of the preliminary research revealed little activity of property managers
in the initial phase of the buildings’ operation, which is the opposite of that of apartment owners.
Reports of defects in window and door joinery, moisture, wall scratches, and those appearing in the
area of balconies and terraces are characterized by a relatively low number of cases reported in the first
half of the year after the building is commissioned and a gradual increase in the subsequent warranty
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period. On the other hand, faults related to electrical installation are most often reported in the initial
period of the warranty, and their number decreases with time.

Understanding defects is a vital prerequisite to their prevention and elimination. So far, the research
has focused mainly on defects appearing at the stage of the acceptance of works. The analyses of the
defects occurring during the warranty period could fill the research gap, which may significantly affect
the development of defect management procedures and the creation of a knowledge map concerning
the frequency of defects in particular places of the building and building elements. There are specific
costs associated with repairing the defects. Knowledge about those occurring in residential buildings
can, therefore, be used for better planning of the investment budget.

The limitation of the research is the small test sample, which only allows for the formulation of
research hypotheses concerning the dependence of the appearance of defects during the warranty
period. Initially, the research may have had some bias, being of the same builder, a very close period of
time, and buildings with similar characteristics. The authors will conduct further research. A larger
amount of data will allow us to confirm the conclusions of the present paper.
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Abstract: External facades of buildings and other structures shape the image of every building,
creating the architecture of cities. Traditional concrete forms, as a symbol of durability and stability,
have been replaced by lightweight enclosures—for example, in the form of aluminium–glass facades
and ventilated facades. In this paper, the authors attempt to verify the strength of influence and
relations between the identified factors shaping the costs of facade system implementation using
structural analysis. On the basis of the collected quantitative and qualitative data obtained as a result
of research on design documentation and cost estimates of implemented public buildings, as well as
on the basis of interviews conducted among experts, factors which have a real impact on the costs of
facade systems in the form of aluminium and glass facades and ventilated facades were identified.
The indicated factors were analysed and classified using the method of structural analysis, namely the
MICMAC method (refers to the French acronym for Cross-Impact Matrix Multiplication Applied to
Classification). Particular influences and relations between factors were examined. Finally, six groups
of factors influencing the costs of facade systems were identified, including regulatory factors that do
not have a very strong impact on the level of costs, but which show a strong correlation with other
factors; determinants that have a very strong impact on the costs; and a group of external factors that
show the smallest influence on the estimation of façade cost.

Keywords: facade systems; cost management; structural analysis; MICMAC method

1. Introduction

External facades of buildings and other structures shape the image of every building, creating
the architecture of cities. The dynamic development of technology, the discovery of new innovative
building materials [1], as well as the ever-increasing technical, production, and execution capabilities
have resulted in exterior walls with complex shapes and forms. Traditional concrete forms as a
symbol of durability and stability have been replaced by lightweight enclosures—for example, in the
form of aluminium–glass facades and ventilated facades [2]. Aluminium and glass facades are built
from aluminium sections, and the spaces between the aluminium construction is filled with glass.
Glass that is used in construction should meet the requirements of thermal protection, fire protection,
burglary protection, protection against noise, and safety of use [3]. A solid building made in the form
of aluminium–glass facades is an indispensable element of architecture for a modern city [4]. Also,
ventilated facade systems have gained much attention. It is a cladding system, which incorporates the
insulation layer, positioned usually on the external surface of the wall, the air cavity and the outer
skin [5]. The air gap allows air to enter and flow through the facade. The external part of the ventilated
façade is a panel suspended, glued, or screwed to the substructure. Ventilated facades allow for
shaping external claddings from various materials, structures, textures, or colours. The panels can be
made of many materials, including wood, fiber concrete, aluminium and ceramics. Due to their high
aesthetics, ventilated facades are increasingly often used as external parts of newly built buildings,
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but they are also perfect for buildings undergoing renovations [2,6]. This makes the ventilated facade
an effective form of finishing the building—it adds prestige and distinguishes it from the environment.
Descriptions and photos or characteristics of the discussed facade systems can be found in a number of
publications [4,7,8].

The modern trend in the design of exterior facades as lightweight structures is primarily reflected
in examples of public buildings, and constitutes the mainstay of urban architecture. The construction
of skyscrapers and high-rise buildings are symbols of all larger metropolises.

The external facades of such buildings are no longer just the outer cladding itself, but a combination
of many interdisciplinary functions. They combine stability and reliability with aesthetics, usability [9],
energy efficiency, and ecology [10]. All these aspects affect the quality of the assembly process, time of
execution, and costs incurred [3]. These three elements determine the success of each construction
project. Many studies presented in the literature concern the quality of construction projects [11],
their costs [12,13], and time schedule [14], as well as the maintenance of the existing buildings [15] and
the opportunity to improve the energy efficiency of buildings [16].

Reliable cost estimation is one of the most important aspects of construction projects, both from the
investor’s and the contractor’s point of view [17]. Estimating the costs of facade systems is time-consuming
and complicated [3]. The calculation process is influenced by architectural, construction, and system
data, as well as parameters related to production and the type of assembly. It is necessary to have
an individual approach to each investment, starting from the analysis of design documentation and
ending with the location of the construction project. The cost amount is influenced not only by the
prices of individual facade elements, but additionally by the costs of their execution in the production
plant and assembly on the construction site. In the case of facade system implementation, one should
take into account indirect costs, widely understood, which are closely related to the specific location
of the investment, the availability of land around the building, or the option of setting scaffolding or
others factors [18].

Many works present attempts to identify factors and analyse them in terms of research issues and
problems in the construction industry. They concern, for example, factors shaping the costs of works [19],
risk factors [20], factors affecting occupational safety [21], or determining energy consumption [22].
The study of these issues, their analysis, as well as the application of innovative solutions, mathematical
methods, or artificial intelligence, enables the construction of models supporting decision-making in
construction management [23,24].

In this paper, the authors attempted to verify the strength of influence and relations between
the 15 factors shaping the costs of facade systems using structural analysis. The factors that have a
real impact on the costs of aluminium and glass facades and ventilated facades were identified as
results of research conducted in Poland. Quantitative and qualitative data were obtained as a result of
research on design and cost documentation implemented between 2013–2019 for 80 public buildings.
The details of data collection are described later in the paper. Finally, the factors were analysed and
classified using a method of structural analysis, namely the MICMAC method (referring to the French
acronym for Cross-Impact Matrix Multiplication Applied to Classification, developed by Michel Godet
in 1971 [25]). This is one of the methods for organizing and analyzing a set of variables, which enables
the study of relationships and mutual relationships between them.

2. Short Characteristic of Selected Facade Systems

Aluminium–glass facades are one of the solutions dedicated to public, office, commercial,
and service buildings [4]. Such buildings have become the objects of designers’ architectural ideas,
attracting designers with their form and original shape. The facade of the building should give the
character of the object, as well as ensure comfort in its use. The facades are used to shape external walls,
thanks to which curvilinear facades can be designed and made; these are characterized by lightness
of form. The core of the facade is made of aluminium sections, while the filling is glass. The most
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frequently used systems are mullion–transom, semistructural, and structural systems [18]. Types of
aluminium–glass facades are illustrated in Figure 1.

 

Type of aluminum-glass facade

mullion-transom system

Facade system with post 
and transom 

construction. The filling 
is a glass package. 

Clamping and masking 
strips are mounted from 

the outside.

semistructural system

The structure is based on 
a post and transom 

system, with no masking 
strips from the outside. 

The glass is attached 
directly to the structure, 
and the gaps are filled 
with weather silicones

structural system 

Fully glazed outer 
surface. Glass glued to 

the structure with 
structural silicone

Figure 1. Type of aluminium–glass facades. Own study based on [26].

The first type of structure consists of mullion–transom, and the inner space is filled with glass.
On the outside of the mullion–transom system are termination bars and masking strips. A semistructural
façade is smooth. Glass is fixed directly to the construction, and the gap is filled with a special weather
silicone. The structural system is characterized by the possibility of obtaining an external glass
faced without visible elements. This effect can be achieved by gluing the glass directly to the
aluminium structure.

The other facade system frequently used for public buildings in combination with aluminium and
glass facades is a ventilated facade [18]. This solution is based on leaving a ventilation gap between the
external cladding and the thermal insulation layer. A ventilated facade is defined as a set of elements
for enclosing external walls, consisting of the following [2]:

• external panels (for instance, cement, stone, wood-based, plastic, metal, or laminate) attached to
the grate (suspended, glued, or screwed to the grate);

• grate (made of metal or wood) attached—suspended, glued, or screwed—to the external wall;
• fastening elements;
• insulating material.

Due to the variety of materials used for the external panel and the substructure used (grate), it is
possible to present the classification of ventilated facades, as shown in Figure 2.
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Figure 2. Classification of ventilated facades, according to the material of the external panel and the
method of installation. Own study based on [8].

Ventilated facades should meet all the requirements for technical assessment, and above all,
should be tested for fire safety, namely, reaction to fire, resistance to fire, and ability to continuously
smoulder [27]. Ventilated fire facade elements should be tested, and their fire class should be equal to
class “A”. Aluminium and steel grates, which are substructures of ventilated facades, are classified as
non-combustible in class A1, and they are most often used for fire-rated ventilated facades. On the
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other hand, the external lining itself, whether in the form of composite panels or HPL (High Pressure
Laminate) panels, should have a fire-resistant core, which gives the fire-resistant characteristics to the
element in question.

3. The Structural Analysis: Methodology

Structural analysis, namely the MICMAC method (refers to the French acronym Matrice d’Impacts
Croisés Multiplication Appliquée á un Classement/Cross-Impact Matrix Multiplication Applied to
Classification), allows us to examine particular influences and relations between specific variables or
factors. The MICMAC method examines direct influences, but also analyses indirect relationships
that are not always noticed by experts and analysts [28]. The input element of the analysis is the
evaluation and description of direct impacts made by the experts, and then indirect impacts that may
occur between factors are additionally examined. As a result of the application of this method, it is
possible to separate those factors which are the most decisive and crucial for the examined area from
the set of variables. The method also makes it possible to prioritize and organize the variables that
seemingly do not influence each other, but thanks to cross analysis, it is possible to show their mutual
interactions [29,30]. The individual steps of the structural analysis are depicted in Figure 3.

 

1. Identification of Factors 

Literature analysis
Analysis of 
documentation
Analiza tekstów 
ródlowych 

Ankieta ekspercka 
expert-based survey 
Face-to-face interviews

Coding relations
between factors: 
0 - no influence,
1 - weak influence,
2 - medium influence,
3 - big influence,
P – potential influence

Evaluation of
direct and indirect 
impacts
between factors
using the MICMAC 
method

The possible group:
- key factors
- target factors
- result factors
- determining factors
- regulatory factors 
- ancillary factors
- autonomous factors
- external factors

Figure 3. Structural analysis stages. Own study based on [28].

3.1. The First Stage: Identfication of Factors

The basis for structural analysis is the identification of the variables/factors that influence and
shape a given research area. This is the first and most time-consuming stage. The collected research
materials, documentation, literature studies, expert surveys, and face-to-face interviews allow us to
distinguish a group of factors that have a decisive influence on the analysed problem.

3.2. The Second Stage: Description of Factor Relationships

The second stage of the analysis involves a description of mutual relationships between individual
factors by coding the relationships. Mutual relations are defined as follows [28]: 0 = no influence,
1 =weak influence, 2 =medium influence (significant but not decisive), 3 = big influence (decisive),
and P = potential influence. This step is usually performed by experts.
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3.3. The Third Stage: Examination of Factors’ Impacts

The next step examines the direct and indirect impacts that may occur between factors. To evaluate
and describe the direct and indirect factor relationships, the authors used the MICMAC free online
software developed by French Computer Innovation Institute 3IE and LIPSOR Prospective (foresight)
Strategic and Organisational Research Laboratory [25]. The software allows for a quick calculation.
Its operation is based on the algebraic principle of Boolle’s logic, which is usually used to build
scenarios at the initial stage of describing future trends.

On the basis of the experts’ assessment, a direct impact matrix and a graph are built, the vertices
of which represent the factors. In order to calculate the strength of each factor’s influence on another
factor, the number of paths (relationships) between them and their length is then determined as the
strength of the relationship. Indirect relationships between the factors are obtained by successive
exponentiation of the direct influence matrix. The total strength of influence is the sum of all elements
of the matrix row of direct influence for a given factor, while the total strength of dependence is the
sum of elements in the matrix column.

As a result, two matrices are built out of direct and indirect interactions, as well as two graphs of
the direct and indirect impact strength of the variables.

3.4. The Fourth Stage: Identification of Factor Groups

A comparison of the results of different classifications of variables as direct (dependent), indirect,
or potential impacts enables an in-depth analysis of the subject under consideration.

Additionally, the analysis allows us to distinguish the following in the structure of the research
area [31]:

• Key factors, which are characterized by a very high impact on other factors;
• Target factors, which involve variables that change themselves to a large extent under the influence

of factors other than those that affect them;
• Result factors, which have a low impact on the structure of the research area, but are very

dependent on other factors;
• Determining factors (mainspring and barrier), which describe, characterize, and control the

structure of the research topic. These have a real impact on the whole system, either driving it or
being a barrier to the whole operation;

• Regulatory factors and ancillary factors, which do not affect the structure and do not have any
strong dependencies on other factors, but help to define the strategic objective;

• Autonomous and external factors, which include secondary factors that have very little influence
on the system and its forecasts.

The result of the MICMAC method is ordered variables, where one can distinguish such factors
that have the greatest real impact on the examined system [32]. The system of influence–dependence
factors within MICMAC method is shown in Figure 4.
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Figure 4. The system of influence–dependence factors within MICMAC (French acronym Matrice
d’Impacts Croisés Multiplication Appliquée á un Classement, also known as Cross-Impact Matrix
Multiplication Applied to Classification) method. Own study based on [29,30].

4. Results and Discussion

The methods used and the results obtained through the successive stages of the research procedure
are presented in Figure 5. A detailed description is provided in the subchapters below.

Figure 5. Methods and results of the conducted analysis.

4.1. Identified Cost Factors

The cost of the construction of elevations of public facilities using facade systems is influenced by
many factors. The authors identified cost factors with the analysis of project and cost documentation
and as-built settlements for cases, as well as direct interviews with contractors and investors. The factor
identification studies presented in this paper constitute an extension of the preliminary studies,
the results of which have been previously presented [18]. Finally, the completed study included
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80 cases of public buildings constructed in the years 2013–2019 in Poland. The characteristics of the
analysed buildings due to their different parameters are presented in Table 1.

Table 1. Characteristics of the analysed buildings.

Public Buildings

Building function Service and commercial
Office

Location
City centre
Outside city centre
Out-of-town

Type of facade Aluminium–glass facade
Ventilated facade

Type of aluminium–glass facade
Mullion–transom
Semistructural
Structural

Type of glass
Fire glass
Single glass
Insulated glass

Type of ventilated facade cladding
Composite board
Aluminium sheet
Board fiber cement

The conducted research identified 15 factors. Fourteen of them were proposed by the authors,
while the remaining one, the availability of subcontractors, was proposed by the contractors
participating in direct interviews. The factors were then assigned to five groups. The number
and type of groups were intuitively proposed by the authors, based on the studies of literature on
factors in the construction industry and on experience from engineering practice. The proposed
division of factors is illustrated in Figure 6. The factors were additionally given letter symbols to
facilitate further analysis.

 

Group 1
Material

(A)
Type of 

aluminium-
glass facade

(B)
Type of glass 

used

(C)
Type of 
external 

cladding used 
for ventilated 

facades

Group 2 
Facility 

characteristics

(D)
Height of the 

facility

(E)
Facade surface

(F)
Complexity of 
the building 

body

(G)
Number of 

window and 
door frames 

Group 3 
Contractual 
conditions

(H)
Location of 

construction

(I)
Implementati

on time -
duration

(J)
Implementati
on deadline 

(season)

Group 4
Aesthetics

(K)
Quality of 
execution

Group 5 
Macroeconomic 

factors

(L)
Company size

(M)
Specialisation 

of 
subcontractors

(N)
Inflation

(0)
Availability of 
subcontractors

Figure 6. Proposed division of the identified factors.
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Group 1—materials—contains the following factors: type of aluminium–glass façade, type of
glass used, and type of external cladding used for ventilated facades. These are the main parameters
directly influencing implementation costs.

Group 2—facility characteristics—includes the height of the facility, facade surface, complexity of
the building body, and number of window and door frames. The factors of this group describe the
characteristics of the building body. Not only does the size of the area have an impact on costs, but its
height is also important. High buildings generate additional costs due to the employment of building
scaffolding and a crane, the method of transporting facade elements inside the facility, and the need to
use specialised equipment dedicated to the assembly of glass panels. Complication of the building
body, such as inclined surfaces in combination with straight surfaces, will generate additional costs
related to difficult installation. The factor “the number of window and door frames” concerns the
surfaces of windows and doors (in m2) and their condition. High functionality of the windows and
doors requires the use of appropriate accessories, such as anti-panic hardware, actuators, automatic
sliding door machines, or access control accessories.

Group 3 is contractual conditions. These factors have an indirect impact on the cost of the
facade. The location of construction site (in or outside the city centre) has a significant impact on the
costs of transporting and unloading large facade elements, e.g., aluminium sections or glass panes.
Implementation time–duration is a factor that generates both labour costs (shorter implementation
times will increase them) and indirect costs (such as construction site organisation). Implementation
deadline (season), together with adverse weather conditions, can cause delays in facade installation.

Group 4—aesthetics—includes only one factor: quality of execution. It is expressed by the proper
selection of materials, technology, and above all, by the correct execution of construction works.
Its assessment can be obtained by performing a number of tests, including checking the facade planes
and testing the tightness of a given building.

Group 5—macroeconomic factors—includes company size, specialisation of subcontractors,
inflation, and availability of subcontractors. The factors listed in this group have an indirect impact
on the cost of facade systems. Large companies have greater opportunities to access specialised
machinery and equipment, which affects the time of assembly and prefabrication, and thus the cost of
implementation. In addition, companies making facade systems use subcontractors, who support both
the assembly and prefabrication process. Therefore, well-specialized subcontractors with large machine
parks, experience, and highly qualified staff are valued companies, which results in their limited
availability on the market. All these parameters describing subcontracting companies influence the price
of their service, which additionally influences the final cost of the facade systems. Moreover, inflation
and the related change in means of production—that is, the prices of materials and services—may
determine the change of costs of facade execution in the form of lightweight casing.

4.2. Conduct and Results of Factor Analysis

The expert research was performed with 10 Polish companies dealing with and specialising in
the implementation of external facades. In 2019, 15 experts were invited (including works managers,
production managers, and bid managers) to describe the relationships between the identified factors.
According to the principle of factor interdependence, one of the factors (X) may have a very strong
influence on the other factor (Y), while the Y factor itself does not have to influence the X factor or
the influence may be very weak. The evaluation involved a five-stage scale, where 0 = no impact,
1 =weak impact, 2 = medium impact (significant but not decisive), 3 = large impact (decisive),
and P = potential impact.
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On the basis of the results obtained, matrix A (direct influence) was constructed.

A =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

0 2 0 0 0 0 P 0 2 0 2 0 0 0 0
3 0 0 0 0 0 0 0 1 0 3 0 0 0 0
0 0 0 0 0 0 0 0 2 0 3 0 0 0 0
2 2 2 0 3 0 1 0 3 P 0 0 0 0 0
1 1 1 0 0 0 0 0 3 0 0 0 0 0 0
2 3 2 0 0 0 P 0 3 0 3 0 0 0 0
1 0 0 0 0 0 0 0 2 P 0 0 0 0 0
1 2 P 0 0 0 0 0 1 P 0 0 0 0 0
1 2 2 0 0 0 0 0 0 0 2 0 0 0 1
0 1 2 0 0 0 0 0 2 0 0 0 0 0 1
0 0 0 0 0 0 0 0 2 0 0 0 0 0 0
2 1 2 0 0 0 0 0 2 0 P 0 3 0 0
3 2 2 0 0 0 0 0 3 P 3 0 0 0 P
P P P 0 0 0 0 0 P 0 0 P 0 0 2
0 0 0 0 0 0 0 0 3 1 0 0 0 0 0

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(1)

Using the example of the first row of the A matrix, the following interpretation of the influence of
factor A on other factors can be made:

• Factor A affects on average factors B, I, and K, which is why the matrix was assigned a grade 2
according to a five-degree scale;

• Factor A does not affect factors C, D, E, F, H, J, L, M, N, and O—therefore, a degree of 0 is assigned
in the matrix;

• Factor A potentially affects factor G; therefore, a grade P is assigned in the matrix.

Table 2 presents the results of the structural analysis as the total strength of influences and direct
relationships for the analysed factors. The calculated values of the influence strength and dependencies
are the dominants of the influence force of the factors on each other.

Table 2. Power of influence and dependence on identified factors.

No. Group of Factors/Factor Symbol Total Strength of Influence Total Strength of Dependencies

Material
1 Type of aluminium–glass facade A 6 16
2 Type of glass used B 7 16

3 Type of external cladding used for
ventilated facades C 5 13

Facility characteristics
4 Height of the facility D 13 0
5 Facade surface E 6 3
6 Complexity of the building body F 13 0
7 Number of window and door frames. G 3 1

Contractual conditions
8 Location of construction H 4 0
9 Implementation time–duration I 8 29
10 Implementation deadline (season) J 6 1

Aesthetics
11 Quality of execution K 2 16

Macroeconomic factors
12 Company size L 10 0
13 Specialisation of subcontractors M 13 3
14 Inflation N 2 0
15 Availability of subcontractors O 4 4

The following variables reveal the greatest strength of direct influence on other factors: height of
the facility (D), complexity of the building body (F), and specialisation of subcontractors (M). On the
other hand, the variable showing the greatest dependence on other factors and the subsequent impact
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on the costs of facade systems is implementation time–duration (I), while the following revealed less
dependence on other factors, but also at a high level: type of aluminium–glass façade (A), type of glass
used (B), and quality of execution (K).

The direct impact strength of the individual variables is illustrated in Figure 7.

Figure 7. Direct impact graph.

The next stage of structural analysis of the identified variables was the analysis of impacts and
indirect relationships between the identified variables. The MICMAC method allows us to analyse the
spread of interactions through connections and feedback loops coming in and out of particular factors,
which in turn extracts hidden relationships between variables, which are often not directly visible for
experts or analysts. Using the MICMAC software [25], matrix B—indirect influence—was calculated.

B =

⎛⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

18, 826 20, 432 13, 684 0 0 0 0 0 36, 270 1410 40, 876 0 0 0 6842
18, 920 22, 354 15, 308 0 0 0 0 0 36, 759 1233 41, 018 0 0 0 7654
12, 838 14, 612 9988 0 0 0 0 0 24, 630 882 27, 748 0 0 0 4994
45, 916 51, 890 35, 030 0 0 0 0 0 89, 116 3257 99, 833 0 0 0 17, 515
22, 675 23, 988 16, 470 0 0 0 0 0 41, 989 1639 48, 262 0 0 0 8235
40, 015 44, 136 29, 694 0 0 0 0 0 77, 269 2923 86, 842 0 0 0 14, 847
12, 224 12, 992 9100 0 0 0 0 0 22, 096 838 25, 694 0 0 0 4550
15, 208 16, 246 10, 892 0 0 0 0 0 29, 051 1145 32, 878 0 0 0 5446
21, 123 24, 523 16, 092 0 0 0 0 0 43, 042 1570 47, 020 0 0 0 8046
19, 970 21, 729 14, 614 0 0 0 0 0 38, 444 1484 43, 296 0 0 0 7307
8740 8924 6280 0 0 0 0 0 15, 474 618 18, 232 0 0 0 3140

46, 432 51, 596 34, 924 0 0 0 0 0 89, 172 3318 10, 047 0 0 0 17, 462
39, 822 44, 346 30, 048 0 0 0 0 0 76, 545 2835 86, 154 0 0 0 15, 024
5490 7190 4680 0 0 0 0 0 12, 008 380 12, 620 0 0 0 2340

16, 789 17, 688 12, 388 0 0 0 0 0 30, 275 1170 35, 303 0 0 0 6194

⎞⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

(2)

The interactions between variables are shown in Figure 8.
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Figure 8. Indirect impact graph.

The analysis of the graph of indirect impacts of variables reveals that the following factors have
the strongest influence on the factor quality of execution (K): height of the facility (D) and company
size (L). Lower-strength impact on the factor quality of execution (K) is exerted by the following factors:
complexity of the building body (F) and specialisation of subcontractors (M). The factor implementation
time–duration (I) is strongly influenced by the factors company size (L), complexity of the building
body (F), and specialisation of subcontractors (M).

The next stage of the research is to separate the structure of factors in the research area. Figure 9
presents the groups of factors that influence and describe the research problem of estimating the costs
of facade systems.

 
Figure 9. The system of influence–dependence factors on facade systems cost.
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The analysis reveals that from among the identified factors shaping the costs of facade systems,
six groups of defining factors can be distinguished. The first group of factors includes type of
aluminium–glass facade (A), type of glass used (B), and type of external cladding (C). These are factors
that do not have a very strong impact on the level of costs, but show a strong correlation with other
factors, which in effect describes the strategic objective of the analysis, which is to estimate facade
costs. The same role is played by a group of ancillary factors—quality of execution (K). The third
group of factors involves determinants (mainspring and barriers), comprising the following variables:
height of the facility (D), facade surface (E), complexity of the building body (F), and specialisation of
subcontractors (M). These are factors that have a very strong impact on the costs of facade systems and
characterise the facility and contractors, all of which have a real impact on the level of costs incurred.
Another group of factors are the goal factors, where the factor implementation time (I) is the only one,
and according to the analysis, changes as a result of the influence of other factors but does not influence
them itself. The next group are external factors—company size (L) and implementation deadline
(season) (J)—and autonomous determinants: number of window and door frames (G), location of
construction (H), inflation (N), and availability of subcontractors (O). The factors belonging to these
groups, according to the analysis, show the smallest influence on the estimation of facade costs.

5. Conclusions

The paper presents a structural analysis of mutual influences and relationships between factors
identified on the basis of quantitative and qualitative studies of project documentation and cost
estimates. This was done using the MICMAC free online software which, by means of cross-analysis
of the interactions between variables, helped to determine the six groups of factors influencing the
research area, being the estimation of costs of facade systems. The largest and strongest group of
factors were determinants and regulatory factors. Determinants, also known as mainsprings and
barriers, are factors that have a very strong influence on the cost estimation of the building facades
under consideration, which include height of the facility, facade surface, complexity of the building
body, and degree of specialisation of assembly companies. Another important group for the research
problem are regulatory factors. They do not have a strong influence on the whole cost structure, but by
interacting with each other and with other variables, they provide a basis for achieving the goal of
estimating facade costs. The regulatory factors were the type of aluminium–glass facade, the type of
glass used, and the external cladding for ventilated facades. During the analysis, a goal factor has
also been identified, which is the implementation time. Limiting the assumptions for the isolated
parameters may cause the implementation time to be shorter or longer. Such an effect makes the factor
a goal in the time-and-cost relationship. The factors per group are presented in Table 3.

Table 3. Factors per group.

Regulatory
Factors

Ancillary Factors
Determining

Factors
Goal

Factors
External Factors Autonomous Factors

(A)
Type of

aluminium–glass
façade

(B)
Type of glass used

(C)
Type of external

cladding

(K)
Quality of
execution

(D)
Height of the

facility
(E)

Facade surface
(F)

Complexity of the
building body

(M)
Specialisation of
subcontractors

(I) Implementation
time

(L)
Company size

(J)
Implementation

deadline (season)

(G)
Number of window

and door frames
(H)

Location of
construction (N)

Inflation
(O)

Availability of
subcontractors

Additionally, the analysis of direct and indirect influence matrices and relationships between the
variables revealed which interactions occur between individual variables. The direct relationships
were a reflection of experts’ opinions, which indicated that the strongest influence was shown by
the following variables: height of the facility, complexity of the building body, and the level of
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specialisation of contractors. The analysis of the indirect influence matrix showed hidden relationships
and interactions between the variables. The strongest influence on the quality of execution was exerted
by the variable height of the facility and company (contractor) size.

Author Contributions: Conceptualization, A.L. and M.G.; formal analysis, A.L. and M.G.; investigation, A.L. and
M.G.; methodology, M.G.; writing—original draft preparation, A.L. and M.G.; supervision, A.L. All authors have
read and agreed to the published version of the manuscript.

Funding: This research received no external funding.

Conflicts of Interest: The authors declare no conflict of interest.

References

1. Saeedi, M. Study the Effects of Constructions New Techniques and Technologies on Time, Cost and Quality
of Construction Projects from the Perspective of Construction Management. J. Civ. Eng. Mater. Appl. 2017,
1, 61–76. [CrossRef]

2. Colinart, T.; Bendouma, M.; Glouannec, P. Building renovation with prefabricated ventilated façade element:
A case study. Energy Build. 2019, 186, 221–229. [CrossRef]
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Abstract: Depending on the dimensions of concrete elements, aggregates of different grain sizes
are used for the building structures. Taking this fact into account, the authors of the paper have
undertaken in their work an issue concerning the analysis of the influence of maximum aggregate
grain size on the strength properties and modulus of elasticity of concrete. This is also due to the
fact that few published research results are available in this area. In this paper, the influence of
the maximum grain size on the basic strength and deformation properties of concrete is discussed.
The research concerns both concretes and gravel aggregates used for their construction with maximum
grain sizes of 8 mm, 16 mm and 31.5 mm. The values of the compressive and splitting tensile strength,
brittleness and modulus of elasticity of concretes with w/c = 0.45 were analysed. The analysis showed
that the strength properties are proportional not only to the maximum size of aggregate grain, but also
to the crushing strength of the aggregate. There were no analogous relations found with respect to
the modulus of elasticity of the tested concretes. Tensile strength was particularly susceptible to the
observed changes.

Keywords: the maximum aggregate grain size; modulus of elasticity; compressive and tensile
strength of concrete; aggregate crushing value; gravel aggregate; interfacial transition zone

1. Introduction

Concrete is a multi−phase and heterogeneous composite whose behaviour varies according to the
load applied [1]. It consists of the cement matrix, aggregates and mineral and chemical admixtures.
Many factors are responsible for its durability and safety of concrete and reinforced concrete structures,
including compression strength, tensile strength, modulus of elasticity and brittleness of concrete [2–4].
This feature is particularly important if concrete structures with minor defects in their structure are taken
into account. If the construction has such defects in its structure, it may contribute to localised damage
caused by loading with local discontinuities and sudden differences in the mechanical properties of the
material. Within the micro−cracks or discontinuities of the crystal lattice, local stress concentrations
may occur, which may contribute to the development of localised damage and, consequently, even to
the failure of the structural component [1]. The most sensitive area is the transition zone of cement
paste-coarse aggregates. The increased porosity of the area should also be emphasised [5] and the fact
that sedimentation pores may form underneath the coarse aggregate grains. The formation of these
pores is encouraged by the size of the coarse aggregate grains.

Damage to the structure of cement composites is a complex phenomenon, as it is very difficult
to predict the stages of this process that may contribute to the destruction of the concrete element.
The internal structure of the cement composite, which includes, among other things, aggregates,
their distribution and diameter, is the basic factor that can cause an increase in damage [6]. In addition,
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about 75% of the concrete content is occupied by aggregates [7]. Most of which are coarse aggregates
around 60–70% by volume.

The connection between the matrix and the coarse or fine aggregate in the concrete is the
so-called interfacial transition zone (ITZ) [5]. According to many researchers, the mechanical
properties and compressive strength of concrete are influenced by different sizes and types of
aggregates [1,7,8]. Ferdous et al. [9] provided the existing models for compressive strength and elastic
modulus. In paper [10], it is shown, among other things, that the tensile strength is influenced by
the grain size of the aggregate used for concrete production. Piasta et al. [11] found that the type of
coarse aggregate, as well as the aggregate shape, surface texture, porosity, ITZ size, and chemical
bonding between the cement and the aggregate, affects the test subject deformation characteristics
of ordinary concrete. The research has clearly shown that the worst deformation properties were
obtained in case of concretes with granite aggregates. In the case of concretes with basalt, granite
and pebble aggregates, a significant overestimation of normal modulus of elasticity values was found.
Mahmoud et al. [12] determined the effect of the grain size of the aggregate used in concrete on the mass
attenuation coefficient. It was specified that with the increase in grain size, the coefficient decreased by
4%. Neville [13] found that the larger the size of the aggregate, the less water is needed for the concrete
mixture. As a result, the water-cement ratio is lowered and the strength of the concrete increases.
However, in his work, he did not investigate what will happen if the same volume of cement paste is
kept. Additionally, it is important to consider the water absorption capacity of the aggregates because
highly absorptive aggregates can drastically affect water demand. Khotbehsara et al. [14] showed that
the aggregate size has an impact on the mechanical properties.

The modulus of elasticity of concrete is directly related to structural deformations and may be
defined on the basis of ASTM C469 standard [15]. These deformations can contribute to excessive
deformations, which are a direct cause of cracks in concrete composites. The modulus of elasticity,
which indicates the stiffness of the material and is associated with its strength, is one of the most
important properties of concrete [6]. Determining the modulus of elasticity of concrete is not an
easy task as the material is not completely flexible. Although its behaviour is flexible with low loads
ranging from 30% to 40% of its final load capacity. Due to the non-linear behaviour of the stress-strain
curve (σ-ε) of concrete, it is difficult to determine exactly the specific value of the static modulus of
elasticity [16]. Since concrete is quasi-brittle, the stress-strain behaviour starts to be non−linear after
50–70% of the peak load.

The parameters affecting the modulus of elasticity of concrete depend on the characteristics of the
aggregate matrix, cement paste, testing parameters and transition zone. According to [17], the weakest
concrete components are hardened cement paste and the transition zone between cement paste and
coarse aggregate, not the coarse aggregate itself. The study [18] examined the effect of four types of
coarse aggregates—dolomitic and quartzitic limestone, steel slag and calcareous limestone—on the
compressive strength and modulus of elasticity of high strength concrete. The influence of the type of
coarse aggregate has more effect on the modulus of elasticity than on compression strength.

Based on the research, it was observed that the mineralogical composition of coarse aggregate
strongly influences the modulus of elasticity of concrete. Indeed, the modulus of elasticity can be
up to 30% different, depending on the type of aggregate and concrete composition. According to
the data contained in the paper [19], the modulus of elasticity of concrete increases with its curing.
The modulus of elasticity increases faster than the concrete’s compressive strength, due to the higher
density of the interfacial transition zone. The porosity of the matrix affects the individual strength of
the cement paste, which results in a change in the modulus of elasticity [20].

The greatest difficulty in using theoretical models to determine the modulus of elasticity of concrete
is that they require prior knowledge of the modulus of elasticity of cement paste and aggregates.
Therefore, to solve this problem, normative empirical methods have been developed, which estimate
the modulus of elasticity value based on the concrete’s compressive strength [20].
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To the best of our knowledge, in the literature, there are only a few examples of research evaluating
the influence of maximum aggregate grain size on the strength properties and modulus of elasticity.
Therefore, this study focuses on the assessment of the above correlations.

2. Materials and Methods

2.1. Materials

The concrete was prepared using CEM I 42.5 R Portland cement. The technical parameters of
applied Portland cement are presented in Table 1. The cement used in the tests meets the requirements
set out in the EN 197-1 [21] standard.

Table 1. The technical parameters of CEM I 42.5R Portland cement.

Parameters Unit Value

Specific surface (cm2·g−1) 4124
Initial setting time (min) 184
Loss on ignition (%) 3.33

Compressive strength
after 2 days (MPa) 30.1

after 28 days 60.2
Density (g·cm−3) 3.08

Volume stability (mm) 1.00
SO3 content (%) 2.95
Cl content (%) 0.089

Insoluble residue (%) 0.57

Washed natural quartz sand (QS) (0 ÷ 2 mm) and gravel (2 ÷ 31.5 mm) was used to prepare
concrete samples.

QS density was 2.65 g·cm−3, while the properties of gravel aggregate were included in
Tables 2 and 3 show sieve analysis of the fine and coarse aggregates.

Table 2. Tests results of gravel properties.

Fraction
Specific
Density

Bulk
Density

Porosity
Aggregate

Crushing Value
Content of

Irregular Grains
Content of

Mineral Dusts

(mm) (kg·dm−3) (kg·dm−3) (%) (ACV, %) (Zni, %) (Zpi, %)

2 ÷ 8
2.72 2.64

7.9 0.7 0.22
8 ÷ 16 2.90 10.3 4.1 0.20

16 ÷ 31.5 12.9 3.9 0.13

Table 3. Sieve analysis of the fine and coarse aggregates, %.

Sieve Size mm Sand
Gravel Aggregate

2 ÷ 8 mm 2 ÷ 16 mm 2 ÷ 31.5 mm

31.5 100 100 100 100
16 100 100 100 40
8 100 100 40 20
4 100 40 10 5
2 100 0 0 0
1 94 - - -

0.5 55 - - -
0.25 13 - - -
0.125 2 - - -

Three concrete mixtures were prepared with the composition presented in Table 4. The quantities
of concrete mixture components were determined experimentally, with the assumption of a w/c value of
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0.45 (minimum permissible maximum value regardless of the exposure class according to EN 206 [22])
and a slump class S1/S2, according to EN 206 [22]. The sand point of the crumble stack determined
experimentally was 37.3% by weight. As shown in Table 4, the concrete made differed in the quantities
and fractions of gravel aggregates used in their manufacture. Depending on the concrete used,
the crossbow fractions of the samples were described as follows: fraction 2 ÷ 8 mm–GC2/8, fraction
2 ÷ 16 mm–GC2/16 and fraction 2 ÷ 31.5 mm GC2/31.5. A superplasticizer based on polycarboxylic
ether combined with calcium lignosulfonate has also been added to all earnings.

Table 4. Composition of concrete mixtures.

Components Unit GC2/8 ACV 1 GC2/16 ACV 1 GC2/31.5 ACV 1

(%) (%) (%)

CEM I 42.5R cement (kg·m−3) 364 364 364
Quartz sand (0 ÷ 2 mm) (kg·m−3) 708 708 708

Gravel (2 ÷ 4 mm) (kg·m−3) 476 119 60
Gravel (4 ÷ 8 mm) (kg·m−3) 714 7.9 357

9.5
178

11.6Gravel (8 ÷ 16 mm) (kg·m−3) - - 714 238
Gravel (16 ÷ 31.5 mm) (kg·m−3) - - - - 714

Superplasticizier (kg·m−3) 2.548 1.49 1.048
Water (kg·m−3) 165 165 165

1 ACV—aggregate crushing value for aggregates with grain diameters over 4 mm.

2.2. Methods

For each fraction of aggregates, the crushing strength, the content of irregular grains and
mineral dust, as well as the bulk and specific density from which the total porosity was calculated
were determined.

The crushing strength of aggregates was determined using the so-called aggregate crushing
value (ACV) according to the PN-B-06714-40 standard [23], similarly as in the BS 812 standard [24].
An aggregate sample in a steel cylinder with an inside diameter of 150 mm was loaded with a force of
200 kN. The test is carried out on 4 ÷ 8 mm, 8 ÷ 16 mm and 16 ÷ 31.5 mm fractions. The aggregate
crushing value is defined as the percentage of grains crushed into grains smaller than 1

4 of the lower
sieve size of a given fraction. The ACV can be used to classify the aggregate and assess its suitability
for the proper concrete.

The content of irregular grains, i.e., flat and elongated grains (with the proportion of the smallest
to the largest grain size exceeding 1:3) was determined according to the PN-B-06714-16 standard [25].

The mineral dusts content (percentage of the aggregate of grains smaller than 0.063 mm i.e., clays,
clayey particles, etc.) was determined according to the PN-B-06714-13 standard [26].

The specific density was tested using the pycnometric method, after grinding the aggregate to
dimensions smaller than 0.08 mm. The air contained between the grains of powdered material was
removed by inserting a pycnometer in a vacuum chamber, and reducing the pressure to 2.33 kPa.

The apparent density was tested on the basis of the EN 1097-6 standard [27]. The total porosity
was calculated from the value of apparent density and specific density.

The air content of the fresh concrete mix has been determined for each concrete, using the pressure
method based on the EN 12350-7 standard [28]. The consistency was tested according to the EN
12350-2 [29] standard.

To determine the compressive strength and splitting tensile strength after 28 days of curing,
36 cubic samples with the edge length of 150 (6 for each concrete) [30,31]. Cylindrical specimens with a
diameter of 150 mm and a height of 300 mm were used to determine the elastic modulus (18 specimens,
6 for each concrete) [32].

According to the EN 12390-3 [30] standard, the compressive strength test was carried out on cubic
samples with an edge length of 150 mm. The values of elastic modulus were determined on the basis of
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the EN 12390-13 [32] standard (Figure 1). The splitting tensile strength was determined in accordance
with the EN 12390-6 [31] standard on concrete blocks with an edge length of 150 mm.

 

Figure 1. The test stand for testing the static modulus of elasticity.

The concrete brittleness (K) can be calculated from the following formula:

K =
fct,ax

fc
, (1)

where: fc—compressive strength (MPa), fct,ax—axial tensile strength (MPa).
The splitting tensile strength was determined in the presented tests. For the formula to find

its application, the values of splitting tensile strength should be recalculated according to the below
formula [33]:

fct,ax = 0.9 · fct,sp, (2)

where: fct,ax—axial tensile strength (MPa), fct,sp—splitting tensile strength (MPa).

3. Results and Discussion

Generally, when assessing the quality of the aggregate used in concrete, the requirements of the
PN-B-06712 [34] standard can be referred to. It should be noted that the requirements contained in this
standard have been developed by the Polish Committee for Standardization on the basis of several
dozen years of testing experience and are still used by bridge or road construction. According to
this standard, the basic property classifying the quality of aggregate is its crushing strength, which is
measured by the so-called aggregate crushing value (ACV). On the basis of its value, classification
is made into the so-called aggregate brand, on which, in turn, the limit requirements relating to the
remaining properties of the aggregate, such as the content of irregular grains or content of mineral
dusts, depend. Taking into account the average ACV values of the gravel aggregate used for the
tested concretes (Table 4), it is classified to the highest brand 30 (ACV value < 12%), according to the
PN-B-06712 [34] standard. The other results of the properties, which can directly affect both the strength
properties of concrete and the adhesion of cement paste to aggregate grains, should be considered as
very good, the content of irregular grains is significantly lower than the 20% limit and the content of
mineral dusts is lower than the 1.5% limit (Table 2).

Table 5 shows the physical properties of gravel concrete, while, in Table 6, the mechanical
properties are shown. The obtained results were compared to the values quoted on the basis of the EN
1992 standard [33] (Table 6).
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When assessing the air content in the tested mixtures, slight differences were found, which did
not exceed 0.3%, and it was considered that they do not affect the mechanical properties of the tested
concrete. Similarly, for concrete mixture consistency, the differences did not exceed 1.0 cm (Table 5).

Table 5. Properties of gravel concrete.

Type of Concrete Air Content (%) Slump Test (cm)

GC2/8 2.40 5.0
GC2/16 2.60 4.0

GC2/31.5 2.70 4.0

The concrete strength classes determined from the results of the compressive strength tests are the
same, and correspond to the same class C40/50 (Table 6). The difference between extreme fcm values is
2.1 MPa, and no statistically significant differences in compression strength results were also confirmed
by ANOVA test results (p = 0.22 > p = 0.05).

Different relations were found between splitting tensile strengths−the greater the maximum size
of aggregate grain (Dmax) the lower the value of fctm,sp of concrete. The difference between the extreme
values of fctm,sp is 1.73 MPa and the GC2/31.5 concrete splitting tensile strength is 34.5% lower than the
GC2/8 concrete strength. The significant differences in splitting tensile strength values were confirmed
by ANOVA test results. The value of p = 5.6 × 10−9 is significantly lower than p = 0.05, which clearly
and strongly confirms the statistically significant differences between the concrete tensile strength
results. The least significant difference (LSD) test showed that each pair of averages differs significantly
from each other (differences are statistically significant).

Table 6. Mechanical properties of the concretes.

Type of
Concrete/Descriptive

Statistics

Compressive
Strength Strength

Class

Splitting Tensile
Strength EN 1992

[33]

Elastic
Modulus EN 1992

[33]

K

fcm, (MPa)
fctm,sp (fctm,ax),

(MPa)
Ecm,

(GPa)
(-)

GC2/8
Mean 54.0

C40/50
5.01 (4.51)

3.5
33.5

35
0.09

CV 2.8 7.2 2.6 6.7
SD 1.52 0.36 0.86 0.006

GC2/16
Mean 54.7

C40/50
3.69 (3.32)

3.5
33.1

35
0.06

CV 4.8 3.5 1.8 5.0
SD 2.61 0.13 0.58 0.003

GC2/31.5
Mean 56.1

C40/50
3.28 (2.95)

3.5
32.7

35
0.05

CV 5.0 4.6 4.0 6.0
SD 2.81 0.15 1.30 0.003

CV—coefficient of variation (%), SD—Standard deviation.

The obtained values of fctm,sp were compared with the respective values of fctm,sp according to the
EN 1992 standard [33] corresponding to specific classes of concrete. It was found that the concretes
GC2/16 and GC2/31.5 were characterized by lower values by 5% and 16% respectively, i.e., by one and
two classes of concrete strength lower. From a practical point of view, this means that increasing the
Dmax of the aggregate can cause higher susceptibility to earlier scratches of the element.

The modulus of elasticity of concretes was practically not susceptible to changes caused by
different sizes of coarse aggregate. The difference between the extreme values was 0.8 GPa, with the
highest Ecm value for GC2/8 being only 1% higher than the lowest modulus of elasticity for the GC2/31.5
concrete. Therefore, the effect of the maximum grain size of the aggregate on the tested values of
modulus of elasticity should be treated as insignificant. This was also confirmed by the ANOVA
test, which shows that the differences between the values of concrete Ecm modules are statistically
insignificant (p = 0.43 > p = 0.05).

By referring the results of the Ecm test to the values according to the EN 1992 standard [33], all the
specified modules correspond to class C30/37, i.e., by two concrete strength classes below the specified
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C40/50. However, it should be noted that the modulus of elasticity of concrete is not only dependent
on its compressive strength. The influence of the type of coarse aggregate on the value of modulus of
elasticity is very strongly visible, which is reflected not only in the EN 1992 standard [33], and also in
the literature [35–38]. In particular, this effect may be difficult to assess in the case of gravel aggregates,
which are polyminerals with a mineral composition often very different depending on the origin
(location of the mine).

The brittleness, i.e., the ratio of the splitting tensile strength to the compressive strength fctm/fcm,
of the tested concretes is also varied. A material is considered brittle when the fctm/fcm ratio is less
than 1/8 (0.125) [39]. The lower the K-value, the more brittle the material is. The K value calculated
on the basis of the EN 1992 standard [33] is 0.07 for all concretes. In the case of two types of
aggregates, it was found that the brittleness of the concrete GC2/16 and GC2/31.5 is higher than the
value calculated according to standard values (for a given concrete strength class). Only concrete
GC2/8, with a brittleness index equal to 0.09, met the requirements calculated on the basis of the EN
1992 standard [33]—it turned out to be less brittle than other concretes (Table 6). In the case of concrete,
the matrix, as well as aggregates, are brittle materials. The higher brittleness of concretes GC2/16 and
GC2/31.5 may be caused by concrete defects, such as air voids, cracks, discontinuities in the crystal
network that may have formed between aggregates of different sizes. Another reason may be that the
aggregate used in their manufacture has lower mechanical resistance (Figure 2) than the aggregate
used in GC2/8 concrete. The aggregate with the 2 ÷ 8mm fraction has a lower ACV coefficient by about
23% and 63%, compared to the 8 ÷ 16mm and 16 ÷ 31.5mm aggregates, respectively.

Figure 2. Correlation between aggregate crushing value and aggregate fraction.

In order to explain the differences found in the properties of concrete, the properties of gravel
aggregate examined were analysed. The ACV was considered to be the most variable, and its values
depend on the thickness of coarse aggregate grains, and there is a very strong correlation between
them (Figure 2), with statistically significant differences (p = 5.6 × 10−5 < p = 0.05). It should be noted
that the increase in the ACV value of the aggregate corresponds to its lower mechanical resistance
(lower crushing strength resistance).

For this reason, the potential for relationships between the properties of the concrete and the
corresponding ACV values of the aggregate and how correlated they are was analysed.

The strongest correlation was found between the splitting tensile strength fctm,sp of concretes
and ACV values of aggregates (Figure 3). The correlation coefficient r = 0.91 indicates a very strong
correlation. The correlation shows that the increase in Dmax of the aggregate and, at the same time, the
decrease in the mechanical resistance of the aggregate (increase in ACV) corresponds to the decrease in
the splitting tensile strength.

There is a strong correlation between the compressive strength and ACV values (r= 0.84) (Figure 4).
The increase in Dmax of the aggregate has corresponded to a slight increase in the compressive strength
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of the concrete. However, it is surprising that in this case, despite the fact that the mechanical resistance
of the aggregate significantly decreases, the compressive strength of the concrete increases slightly.

 
Figure 3. Correlation between aggregate crushing value and splitting tensile strength of concrete.

 

Figure 4. Correlation between aggregate crushing value and compressive strength of concrete.

A very weak correlation was found between aggregate crushing value and elastic modulus of
concretes (Figure 5). These parameters do not differ significantly statistically.

Analysing the influence of Dmax of aggregate on the values of strength properties of the tested
concretes, an opposite relation to the commonly accepted one was found, a slight increase in
compression strength (within the same concrete strength class) corresponds to a clear decrease
in splitting tensile strength.

The relations described above indicate that the influence of Dmax of the aggregate on the values of
strength properties is greater and more significant for splitting tensile strength. It is widely recognised
that the most significant impact on the mechanical properties of concrete is exerted by the interfacial
transition zone (ITZ), where the first micro-cracks form under load. As the load increases, micro-cracks
propagate, the increasing scratches start to merge and expand until the concrete is destroyed.

In the splitting test, aggregate grains are very often split (cracked), and also in the case of gravel,
especially the weaker ones. Therefore, apart from the area of ITZ with increased porosity [5], which
plays the most important role in the destruction, the share of aggregate grains with lower mechanical
resistance (higher ACV) will also be significant.
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Figure 5. Correlation between aggregate crushing value and elastic modulus E of concrete.

Elsharief et al. demonstrated that the reduction of Dmax of the aggregate causes the formation of
ITZ, with lower porosity around the grains [40].

This explains the results obtained in the tests. The growth of Dmax of the aggregate from 8 mm
to 31.5 mm resulted in the formation of a more porous ITZ around the aggregate grains in GC2/31.5
and GC2/16 in comparison to ITZ in GC2/8. Simultaneously, with the growth of Dmax, the mechanical
resistance of the aggregate also deteriorated, and the lowest ACV value was determined for the
aggregate in the GC2/31.5 concrete. The overlapping of these two factors caused that, despite the same
class of all three concretes and similar values of their compressive strength, there was a clear decrease
in the splitting tensile strength as the maximum aggregate grain size increased.

Analogous relations to those obtained in this study were obtained by Akçaoğlu et al. [41],
but instead of natural aggregate they used steel balls with diameters of 9, 12, 19, 25 and 32 mm,
i.e., with very similar Dmax to the gravel used in the concretes studied. Low strength concrete (LSC,
25 MPa) and high strength concrete (HSC, 47 MPa) were tested. They also found a significant decrease
in tensile strength (to about 15%) as the aggregate size increased, while the compression strength
increased only slightly. The observed decrease in tensile strength along with the increase in grain size
in both LSC and HSC was justified by the decrease in bond strength. This is due to the increased
volume of the aggregate in relation to the total volume of the composite, which makes the significant
difference between the elastic modules of the two phases more pronounced, thus creating an increased
stress concentration and more micro-cracks near the aggregate. The negative influence of the smooth
texture of the aggregate surface on the binding force due to the increased aggregate surface was also
emphasized. The smooth surface texture and high modulus of elasticity of the aggregate result in a
greater reduction of tensile strength in composites with a lower w/c ratio (w/c = 0.42). According to
the authors [41], the interfacial bond was considered decisive in the reduction of tensile strength and
played a minor role in the influence on the values of the compressive strength. It was found that the
tensile strength decreases as the size of the aggregate increases. The rate of tensile strength reduction
with increasing size of a single aggregate becomes higher in HSC [41].

In turn, the results of this study and Akçaoğlu et al. [41] differ significantly from the results
of the research on mortars and concretes presented by Reinhardt [10]. The tests carried out in the
study by Reinhardt [10] showed that when aggregates from 2 mm to 8 mm were used in concrete
production, the tensile strength value increased from 2.35 MPa to 2.7 MPa, respectively. This shows a
15% increase in this value. However, when aggregates with a larger diameter of 8 mm to 32 mm were
used, the tensile strength of the concrete remained constant at 2.86 MPa. It was found that there is a
systematic difference between the strength of mortar (aggregate size up to 4 mm) and concrete (from
8 mm upwards). As noted, whether this conclusion is valid for all types of concrete and aggregate
sizes should be confirmed by experiments and numerical simulations, which have not been conducted
so far [10].
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Figure 6a shows a mathematical/experimental model of the splitting tensile strength of concretes
which depends on two other concrete characteristics: x1—compressive strength and x2—aggregate
crushing value. The interaction of compressive strength and aggregate crushing value, as described in
the three-dimensional graph, indicates that within the tested ranges a higher compressive strength with
a lower aggregate crushing value would significantly increase splitting tensile strength. The statistical
analysis carried out in the STATISTICA 12 program (StatSoft, Inc., Tulsa, USA) showed that the
whole presented regression model is statistically significant. The dependent variable-splitting tensile
strength-is explained in 80% using the above model, although the correlation matrix before the analysis
indicated that one of the independent variables is statistically insignificant-compressive strength.

As can be seen in Figure 6b, very similar relationships occur between splitting tensile strength,
elastic modulus and aggregate crushing value. The dependent variable-splitting tensile strength is
expressed by two independent variables: x1—elastic modulus and x2—aggregate crushing value.
As in the previous case, as Ecm increases and ACV value decreases, splitting tensile strength
increases simultaneously. This model also describes 80% of the dependent variable, although initially,
the predictor variable Ecm seems to be statistically insignificant.

Figure 6. Three-dimensional surface plot: (a) the splitting tensile strength (MPa) against the compressive
strength (MPa) and the aggregate crushing value (ACV), (b) the splitting tensile strength (MPa) against
the elastic modulus (GPa) and the aggregate crushing value (ACV).

4. Conclusions

The following key conclusions can be drawn from this study:

1. The influence of Dmax of the aggregate on the values of strength properties is greater and more
significant for splitting tensile strength. Analysing the obtained results, it was found that, with the
increase of Dmax, the splitting tensile strength of fctm,sp deteriorated-for concrete GC2/31.5 is 34.5%
lower than the strength of concrete GC2/8. An increase in aggregate Dmax with a simultaneous
decrease in the mechanical resistance of the aggregate (increase in ACV) significantly reduces the
tensile strength.

2. Comparing the obtained results of fctm,sp with standard values, it was found that GC2/16 and
GC2/31.5 concretes are characterized by 5% and 16% lower values respectively, i.e., one and two
classes of concrete strength lower. This may indicate that an increase in Dmax may make the
element more susceptible to earlier scratching.
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3. The influence of the maximum size of the aggregate grain on the modulus of elasticity was
negligible. The changes in the size of the coarse aggregate did not affect the modulus of elasticity
of concrete-the Ecm for GC2/8 was only 1% higher than the GC2/31.5 concrete module, which was
the lowest of all.

4. With the growth of Dmax of the aggregate, the brittleness of the tested concretes increases.
5. The opposite to commonly accepted relationships have been observed—despite a decrease in the

mechanical resistance of the aggregate, the compressive strength of the concrete has increased
slightly, and a slight increase in the compressive strength corresponds to a clear decrease in the
splitting tensile strength.

To summarise, the issue of the influence of the maximum size of aggregate grain on the properties
of concrete requires further extensive research. As can be seen, the few test results presented are not
consistent, and thick aggregates of different fractions are used for structural concretes. Undoubtedly,
it is also necessary to analyse what effect on the changes caused by the maximum grain size will be
exerted by the use of crushed aggregate, instead of pebbles, with irregular grains and rough texture.
Mechanical adhesion of the grout to the aggregate will be improved in this case, but how this will
affect the properties of the concrete needs to be explained by means of experiments.
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concretes. Przegląd Bud. 2012, 83, 35–38. (In Polish)

169



Appl. Sci. 2020, 10, 3918

12. Mahmoud, K.A.; Tashlykov, O.L.; El Wakil, A.F.; El Aassy, I.E. Aggregates grain size and press rate dependence
of the shielding parameters for some concretes. Prog. Nucl. Energy 2020, 118, 103092. [CrossRef]

13. Neville, A. Properties of Concrete, 5th ed.; Pearson Education Limited: Harlow, UK, 2012.
14. Khotbehsara, M.M.; Manalo, A.; Aravinthan, T.; Reddy, K.R.; Ferdous, W.; Wong, H.; Nazari, A. Effect of

elevated in-service temperature on the mechanical properties and microstructure of particulate-filled epoxy
polymers. Polym. Degrad. Stab. 2019, 170, 108994. [CrossRef]

15. ASTM. ASTM C469/C469M-14, Standard Test Method for Static Modulus of Elasticity and Poisson’s Ratio of
Concrete in Compression; ASTM International: West Conshohocken, PA, USA, 2014.

16. Diógenes, H.J.F.; Cossolino, L.C.; Pereira, A.H.A.; El Debs, M.K.; El Debs, A.L.H.C. Determinação do módulo
de elasticidade do concreto a partir da resposta acústica. Rev. IBRACON Estruturas Mater. 2011, 4, 803–813.
[CrossRef]

17. de Larrard, F.; Belloc, A. Are Small Aggregates Really Better for Making High-Strength Concrete? Cem. Concr.
Aggregates 1992, 14, 62. [CrossRef]

18. Beshr, H.; Almusallam, A.A.; Maslehuddin, M. Effect of coarse aggregate quality on the mechanical properties
of high strength concrete. Constr. Build. Mater. 2003, 17, 97–103. [CrossRef]

19. Mehta, P.K.; Monteiro, P.J.M. Concrete Microstructure, Properties and Materials, 4th ed.; Mc Grwa Hill Education:
Michigan, MI, USA, 2014.

20. Monteiro, P.J.M.; Helene, P.R.L.; Kang, S.H. Designing concrete mixtures for strength, elastic modulus and
fracture energy. Mater. Struct. 1993, 26, 443–452. [CrossRef]

21. European Committee for Standardization. EN 197-1:2012. CementPart 1: Composition, Specifications and
Conformity Criteria for Common Cements; CEN: Brussels, Belgium, 2012.

22. European Committee for Standardization. PN-EN 206+A1:2016-12. Concrete—Specification, Performance,
Production and Conformity; CEN: Brussels, Belgium, 2012.

23. Polish Committee for Standardization. PN-B-06714-40:1978. Mineral Aggregates—Testing—Determination of
Crushing Strength; PKN: Warsaw, Poland, 1978. (In Polish)

24. British Committee for Standardization. BS 812-110:1990. Testing Aggregates. Methods for Determination of
Aggregate Crushing Value (ACV); BSI: London, UK, 1990.

25. Polish Committee for Standardization. PN-B-06714-16:1978. Mineral Aggregates—Testing—Determination of
Grain Shape (in Polish); PKN: Warsaw, Poland, 1978.

26. Polish Committee for Standardization. PN-B-06714-13:1978. Mineral Aggregates—Testing—Determination of
Mineral Dusts Content (in Polish); PKN: Warsaw, Poland, 1978.

27. European Committee for Standardization. EN 1097-6:2013-11. Tests for Mechanical and Physical Properties of
Aggregates—Part 6: Determination of Particle Density and Water Absorption; CEN: Brussels, Belgium, 2013.

28. European Committee for Standardization. EN 12350-7:2019-08. Testing Fresh Concrete—Part 7:
Air content—Pressure Methods; CEN: Brussels, Belgium, 2019.

29. European Committee for Standardization. EN 12350-2:2019-07. Testing Fresh Concrete—Part 2: Slump Test;
PKN: Warsaw, Poland, 2019.

30. European Committee for Standardization. EN 12390-3:2019-07. Testing Hardened Concrete-Part 3: Compressive
Strength of Test Specimens; CEN: Brussels, Belgium, 2019.

31. European Committee for Standardization. EN 12390-6:2011. Testing Hardened Concrete—Part 6: Tensile
Splitting Strength of Test Specimens; CEN: Brussels, Belgium, 2011.

32. European Committee for Standardization. EN 12390-13:2014-02. Testing Hardened Concrete—Part 13:
Determination of Secant Modulus of Elasticity in Compression; CEN: Brussels, Belgium, 2014.

33. European Committee for Standardization. EN 1992-1-1:2008. Eurocode 2: Design of Concrete Structures—Part
1-1: General Rules and Rules for Buildings; CEN: Brussels, Belgium, 2008.

34. Polish Committee for Standardization. PN-B-06712:1986. Mineral Aggregates for Concrete (In Polish); PKN:
Warsaw, Poland, 1986.
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Abstract: The appropriate rehabilitations planning of buildings should be based on the analysis
of rehabilitation needs. This article proposes a methodology for Determining the Rehabilitation
Needs of Buildings (DRNB). The DRNB method can be used for buildings made with traditional
technology. The methodology provides the possibility to prioritize the analyzed objects and their
elements as well as to determine the sequence of rehabilitation needs of any buildings and their
elements. The method can be used for a single building or several buildings. The obtained results can
be compared and order relations between them can be determined, which will allow the planning of
repair works. In setting the priorities in the DRNB method, the implementation of the Analytical
Hierarchy Process (AHP) was used. The article presents also the application the DRNB method and
results of determination of rehabilitation needs for residential buildings that are located in Poland
in Zielona Góra. Determining the rehabilitation needs of building components should be the first
stage of planning repair works. The DRNB method helps to determine which elements in which
buildings need necessary rehabilitation now, which elements of rehabilitation are important now,
and which elements can be rehabilitated later—i.e., if the repair works are only useful and are not
currently necessary.

Keywords: buildings; buildings elements; rehabilitation needs; rehabilitation planning; degree of
technical condition; degradation of buildings

1. Introduction

Neglect of repairs is one of the main reasons for the decrease in the technical value of buildings [1–4].
The main task of building maintenance is rehabilitation planning [5–9]. In order to maintain existing
buildings, it is necessary to solve problems related to forecasting rehabilitation needs [10–19]. Decision
making is always difficult due to limited financial resources [20–23]. Buildings and their components
are damaged to varying degrees. Building elements have different service lives. The estimation of the
service life of the construction elements of a building and its materials [24–29] is an essential part of
maintenance programs.

Research is needed to identify the most urgent rehabilitation needed. Making decisions connected
with the choice of the type, scope and date of repairs on buildings is very problematic for managers.
Algorithms supporting decision-making regarding repair works are necessary. Morelli and Lacasse
proposed combines two methods: failure mode and effect analysis (FMEA) with the limit states (LS) to
assess the durability of the given retrofit action [30]. Different models for maintenance management
have been developed; e.g., the Building Envelope Life Cycle Asset Management BELCAM project
by Vanier, Lacasse et al. that employs a stochastic decision-support system for roofing service life
maintenance management [31,32]. Shen and Spedding presented [33] a model for priority setting in
planned maintenance of large building stocks, and successful validation of the model in the UK and
Hong Kong has been demonstrated. A different approach is found in work by Alshubbak, Pellicer,
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Catala, Teixeira [34], where a model is developed that allows for the identification of the owner’s
needs in all phases of the building life cycle. Vanier, Tesfamariam, Sadiq, Lounis presented a number
of prioritization techniques that can be used to compare and rank repair projects [35]. Bucoń and
Sobotka proposed a decision model of the choice of the scope of repairs based on three assessments of
a building [36]. Sherwin reviews overall models for maintenance management from the viewpoint of
one who believes that improvements can be made by regarding maintenance as a contributor to profits
rather than a necessary evil [37]. Jones and Sharp draw attention to the weakness inherent in the current
theoretical model underpinning built asset maintenance and to propose a new performance-based
model that aligns maintenance expenditure to corporate performance [38].

The correct building maintenance strategy should include a multi-annual maintenance action plan
optimized for various criteria that match the owners’ goals for existing restrictions. The developed
model is used to compare the economics of various renovation plans in a selected scenario. The model
of team Farahani is used to compare the economy of different maintenance and renovation plans in a
chosen scenario in order to determine the optimal maintenance interval for a single and a combination
of building components [39]. Bento Pereira, Calejo Rodrigues and Fernandes Rocha presented a
post-occupancy evaluation (POE) method focused on building maintenance [40]. The three main
purposes are: to obtain useful data for optimizing the buildings’ maintenance plans; to search for
correlations between the occupants’ characteristics and their expectations toward the building; to study
the occupants’ willingness to pay for maintenance procedures.

In order to provide a specific time schedule for a sustainable building maintenance, [41] Daniotti
and Lupica Spagnolo developed a specific method for Service Life Prediction based on the correlation
between users’ requirements and measured decays of building components’ performance characteristics.
Team Daniotti and Lupica Spagnolo outline benefits and challenges in adopting Building Information
Modeling BIM based processes for the operation and maintenance of buildings [42]. Madureira,
Flores-Colen, de Brito and Pereira presented a methodology to implement a maintenance plan for
buildings’ facades [43]. Later obsolescence of buildings can be reduced by taking into account the
obsolescence criteria in the construction of new buildings [44].

All the above-mentioned studies are interesting and necessary in practice. This article presents a
different approach. The proposed method applies to more buildings in use and takes into account
the interdependence of rehabilitation works. Each building consists of components damaged in
various degrees.

In the case of a large number of buildings, where each element is damaged to varying degrees,
there are problems in planning rehabilitation work. There are many problems:

• Which building needs rehabilitation more and which should be next?
• Which element (e.g., windows, roofing) should be rehabilitated first?
• Is it possible to wait and rehabilitate several building components together?
• Which element of which building needs rehabilitation immediately?
• The proposed a methodology for Determining the Rehabilitation Needs of Buildings (DRNB)

should be the answer to these questions.

2. Materials and Methods

The methodology for Determining the Rehabilitation Needs of Buildings (DRNB) consists of the
following sequence of actions:

1. establishing criteria that take into account factors affecting the rehabilitation needs;
2. determination of importance of decision criteria;
3. selection of analyzed buildings;
4. determination the meters of the criteria;
5. determination of the mathematical equation determining the importance of rehabilitation needs;
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6. determination of indicators determining the order of rehabilitation needs of the elements of the
buildings analyzed.

The proposed methodology for Determining the Rehabilitation Needs of Buildings (DRNB) was
developed in order to rescue damaged public residential buildings. However, it can also be used for
private buildings.

The main aim of developing the DRNB method was to rescue damaged existing historic buildings
and buildings located in representative parts of the city. For this reason, the choice of criteria was limited.

The following criteria were adopted: the degree of technical condition of a building element
(Section 2.1); the type of element in the building structure (Section 2.2); the durability of the element
(Section 2.3); the influence of the technical condition of the element on the damage to other elements
(Section 2.4); the interdependence of the rehabilitation of the element related to the rehabilitation of
another one (Section 2.5); the value of the building due to its location (Section 2.6); the value of the
building heritage (Section 2.7).

It should be noted, however, that these criteria are selected as the main indicators for commissioning
rehabilitation work. Many criteria have been omitted; for example, costs. It is assumed that historic
buildings and those located in representative locations must be renovated. It has been assumed that
the limitations of financial resources will only result in postponement of the rehabilitation works, but
with the order obtained after applying the DRNB method.

The criteria were established on the basis of consultations with persons involved in the maintenance
of residential buildings: building managers, university employees, appraisers, conservationists,
designers and contractors of renovation works. The criteria adopted are presented in Table 1.

Table 1. Decision criteria.

Criteria Symbol ci Criteria Name

c1 the degree of technical condition of the building element
c2 type of element in the building structure
c3 durability of element

c4
impact of the technical condition of the element on damage to

other elements

c5
interdependence of the rehabilitation of an element related to the

rehabilitation of another
c6 the value of the building due to its location
c7 the heritage value of the building

Criteria is determined by criteria meters. Matrix of data set Dj is determined by meters mi,j:

tii,j meters of the degree of technical condition of an i-th element in the j-th building;
si,j meters of type of element in the building structure of an i-th element in a j-th building;
di,j meters of the durability of an i-th element in a j-th building;
oi,j meters of the impact of the technical condition of an i-th element on damage to other elements in

a j-th building;
ri,j meters of interdependence between of the repair of an i-th element related to the repair of other

elements in a j-th building;
li,j meters of the value of a j-th building due to its location;
hi,j meters of the heritage value of a j-th building;

where

i an ordinal number of an element in a building, i = 1, 2, 3, . . . , m;
j an ordinal number of the building; j = 1, 2, 3, . . . , n.

For the criteria to be comparable, the sum of the measures for individual elements in the building
is 1.0 for all criteria.
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2.1. Criterion of the Degree of Technical Condition of the Building Element

The criterion of the degree of technical condition of individual elements in buildings is based on
the percentage values of wear of elements established during the evaluation of the technical condition
of buildings.

The meters of the degree of technical condition wear ti,j is given by the formula:

ti,j =
t∗i,j

100 m
(1)

where:

t∗i,j the degree of technical condition of an i-th element in the j-th building, resulting findings of
experts (given in percent);

i denotes an ordinal number of an element in a building, i = 1, 2, 3, . . . , m;
j denotes an ordinal number of the building; j = 1, 2, 3, . . . , n;
m total number of building elements analyzed.

2.2. Criterion of Type of Element in the Building Structure

The criterion type of element in the building structure assumes division of the building into
structural elements, cladding, equipment and finishing. Function indicators have been assigned to
each group of elements s∗i,j:

for structural elements 1.0;
for shielding elements 0.75;
for equipment elements 0.50;
for finishing elements 0.25.

The meters of the structure of the building si,j is determined by the equation:

si,j =
s∗i,j∑m

i=1 s∗i,j
(2)

where:

s∗i,j indicator of structure for i-th element in the j-th building.

Numerical values meters for criterion structure si,j are given in Table 2.

Table 2. Numerical values meters for criterion structure si,j.

Number Element Symbol ei Element Name Indicator of Structure s*
i,j Meters of Structure si,j

1 e1 walls 0.25 0.028
2 e2 ceilings 0.75 0.083
3 e3 stairs 0.75 0.083
4 e4 roof construction 0.50 0.056
5 e5 roof covering 0.50 0.056
6 e6 gutters and drainpipes 0.50 0.056
7 e7 floors 0.25 0.028
8 e8 windows 0.25 0.028
9 e9 doors 0.25 0.028

10 e10 water installations 0.75 0.083
11 e11 sewage installations 0.75 0.083
12 e12 heating installations 0.50 0.056
13 e13 internal plasters 0.50 0.056
14 e14 external plasters 0.50 0.056

total 9.00 1.00
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2.3. Criterion of Durability

Durability criterion includes the diverse processes of technical wear and tear of the building
elements due to their different durability periods. The durability meter di,j is determined by the
Equation (3).

di,j =
d∗i,j∑m

i=1 d∗i,j
(3)

where:

d∗i,j indicator of durability periods of the i-th element in the j-th building;
m the number of all building elements analyzed.

The indicator of durability is determined by Equation (4).

d∗i,j =
∑m

i=1 Di,j

Di,j
(4)

where:

Di,j—average life of i-th element.

Numerical values meters for criterion of durability di,j are given in Table 3.

Table 3. Numeric values of durability meters di,j.

Number Element Name Time of Durability Di,j Indicator of Durability d*
i,j

Meters of Durability di,j

1 walls (brick) 140 5.804 0.023
2 ceilings (wooden) 70 11.607 0.046
3 stairs (wooden) 35 23.214 0.093
4 roof construction 80 10.156 0.041
5 roof covering 70 11.607 0.046
6 gutters and drainpipes 17.5 46.429 0.186
7 floors 50 16.250 0.065
8 windows 50 16.250 0.065
9 doors 90 9.028 0.036

10 water installations 37.5 21.667 0.087
11 sewage installations 37.5 21.667 0.087
12 heating installations 35 23.214 0.093
13 internal plasters 55 14.773 0.059
14 external plasters 45 18.056 0.072

total 812.50 249.72 1.00

The shorter the element’s lifetime, the sooner the element should be rehabilitation due to the
progressing technical wear process. Therefore, the element’s durability coefficient was determined to
be inversely proportional to its durability.

2.4. Criterion of Impact of the Technical Condition of the Element on Damage to Other Elements

The effect of destruction of element on the condition of other elements was determined on the
bases of the impact of the damaged element on the destruction of other elements in the building.
The meter oi,j is determined by the Equation (5).

oi,j =
o∗i,j∑m

i=1 o∗i,j
(5)

where:

o∗i,j indicator of impact of wear condition of the i-th element in the j-th building on other elements;
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m the number of all building elements analyzed.

Indicator of impact o∗i,j of wear condition of the i-th element in the j-th building on other elements
is determined:

o∗i,j =
izm∑
iz=1

gi,j (6)

where:

gi,j indicator of importance of the i-th element in the j-th object (determined on the basis of the
importance of the elements given in the literature according to [45]);

iz the number of elements that are damaged due to the un-renovated i-element;
izm the number of all elements that are damaged due to the un-renovated i-element.

Numerical values of indicators of importance of elements gi,j are given in Table 4.

Table 4. Indicators of importance of elements gi,j.

Number Element Symbol ei Element Name
Importance Element

According [45]
Indicator of Importance

Element gi,j

1 e1 walls 3.0 0.294
2 e2 ceilings 1.0 0.098
3 e3 stairs 1.2 0.118
4 e4 roof construction 1.0 0.098
5 e5 roof covering 0.9 0.088

6 e6
gutters and
drainpipes 0.3 0.029

7 e7 floors 0.2 0.020
8 e8 windows 0.7 0.069
9 e9 doors 0.5 0.049
10 e10 water installations 0.3 0.029
11 e11 sewage installations 0.3 0.029
12 e12 heating installations 0.3 0.029
13 e13 internal plasters 0.2 0.020
14 e14 external plasters 0.3 0.029

total 10.2 1.00

The meters of the impact of damage to the same elements in different buildings were assumed
to be equal (e.g., the effect of the destruction of worn roofing on other elements is the same in all
buildings) for all buildings regardless of design solutions, number of floors, type of heating, etc.

The meters of the impact of the damage of the other elements oi,j for individual building elements
calculated according to formula (5) are included in Table 5.

Table 5. Meters of the impact of the damage oi,j.

Number Damaged Element
Elements Affected

by Damage
Indicator of the Impact of the Damage

oi,j * (according to formula 6)
Meters of the Impact of the Damage

oi,j (according to formula 5)

1 walls e8, e9, e13, e14 0.166 0.082

2 ceilings e7, e9, e10, e11, e12,
e13

0.176 0.087

3 stairs e7, e13 0.039 0.019
4 roof construction e2, e3, e5 0.304 0.149
5 roof covering e2, e3, e4, e7, e13 0.353 0.173
6 gutters and drainpipes e14 0.029 0.014
7 floors e2 0.098 0.048
8 windows e7, e13 0.039 0.019
9 doors e7, e13 0.039 0.019

10 water installations e2, e7, e13 0.137 0.067
11 sewage installations e2, e7, e13 0.137 0.067
12 heating installations e2, e7, e13 0.137 0.067
13 internal plasters e7 0.020 0.010
14 external plasters e1, e8 0.363 0.178

total 2.038 1.00

178



Appl. Sci. 2020, 10, 3873

Meters of the impact of the damage were calculated according to an example for roof covering:

o∗5 = g2 + g3 + g4 + g7 + g13 = 0.353 (7)

o5 =
0.353
2.038

= 0.173 (8)

2.5. Criterion of Interdependence of the Rehabilitation of an Element Related to the Rehabilitation of Another

The meters of the interdependence of the rehabilitation of the i-th element ri,j is given by
the formula:

ri,j =
r∗i,j∑m

i=1(1− r∗i,j)
(9)

where:

r∗i,j—indicator of impact of interdependence of the rehabilitation of the i-th element by formula (10):

r∗i,j =
irm∑
ir=1

gi,j (10)

where:

gi,j indicator of importance of the i-th element in the j-th object;
ir the number of elements that to be repaired before rehabilitation of the i-th element;
irm the number of all elements that need to be repaired before rehabilitation of the i-th element.

Numerical values meters for criterion of interdependence of the rehabilitation ri,j are given in
Table 6.

Table 6. Meters of the of the interdependence of the rehabilitation ri,j.

No.
Element Building of

Rehabilitation
Interdependent

Elements

Indicator of the
Interdependence of the

Rehabilitation ri,j

1-ri,j

Meters of
Interdependence of

the Rehabilitation ri,j

1 walls - 0.000 1.000 0.108
2 ceilings - 0.000 1.000 0.108
3 stairs e1 0.294 0.706 0.076
4 roof construction - 0.000 1.000 0.108
5 roof covering e4 0.098 0.902 0.097
6 gutters and drainpipes e1, e4, e5, e14 0.510 0.490 0.053

7 floors e1, e2, e3, e8, e9,
e10, e11, e12, e13

0.735 0.265 0.029

8 windows e1 0.294 0.706 0.076
9 doors e1, e2 0.392 0.608 0.065
10 water installations e1, e2 0.392 0.608 0.065
11 sewage installations e1, e2 0.392 0.608 0.065
12 heating installations e1, e2 0.392 0.608 0.065

13 internal plasters e1, e2, e3, e8, e9,
e10, e11, e12

0.716 0.284 0.031

14 external plasters e1, e5, e8, e9 0.500 0.500 0.054

total 4.715 9.285 1.00

Meters of the interdependence of the rehabilitation were calculated according to an example for
roof covering:

r∗5 = g4 = 0.098 (11)

r5 =
1− 0.098

9.285
= 0.097 (12)
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2.6. Criterion of Locality

Some buildings need to be renovated first because of their location because they are located, for
example, near the city center or on a transit route. In the method, the location meter for the entire
building lj can be equal to 0.00 or 1.00. For individual building elements, the location meter li,j is given
by the formula:

li,j =
lj
m

(13)

where:

lj location indicator for the entire facility (i.e., the j-th building);
m the number of all building elements analyzed.

2.7. Criterion of the Heritage Value of the Building

Many of the buildings have a heritage value. The heritage value meter hj for the whole object is
assumed to be equal to 1.00 or 0.00 depending on whether the building has values related to the time
of creation, type of use or history, legend, etc. For individual building elements the heritage value
meter hi,j is given by the formula:

hi,j =
hj

m
(14)

where:

hj the heritage indicator for the entire facility (i.e., the j-th building);
m the number of all building elements analyzed.

2.8. Importance of Criteria

The importance of decision criteria was determined by using the Analytical Hierarchy Process
AHP. The data was obtained on the basis of consultations with persons related to the rehabilitation
of residential buildings: building managers, university research workers, appraisers, monument
conservators, employees of design offices and executive rehabilitation companies. The results obtained
are presented in Table 7.

Table 7. The value of assessing the validity of the criterion.

c1 c2 c3 c4 c5 c6 c7 Total
Relative Importance

of Criteria
Importance
of Criteria

c1 1.00 5.00 3.00 5.00 0.14 9.00 7.00 30.14 0.300 0.30
c2 0.20 1.00 7.00 5.00 3.00 3.00 1.00 20.20 0.201 0.20
c3 0.33 0.14 1.00 0.14 1.00 5.00 7.00 14.61 0.145 0.15
c4 0.20 0.20 7.00 1.00 0.33 1.00 1.00 10.73 0.106 0.10
c5 7.00 0.33 1.00 3.00 1.00 1.00 1.00 14.33 0.142 0.15
c6 0.10 0.33 0.20 1.00 1.00 1.00 1.00 4.63 0.046 0.05
c7 0.33 1.00 0.33 1.00 1.00 1.00 1.00 5.66 0.056 0.05

The results have been checked. Consistency ratio CR is less than 1.0, equal to 0.094.

2.9. Mathematical Model of Method for Determining the Rehabilitation Needs of Buildings DRBN

Decision criteria for rehabilitation needs c1, c2, . . . , c7 determined by meters of decision criteria
of ti,j, si,j, di,j, oi,j, ri,j, li,j, hi,j and the importance of these criteria w1, w2, . . . , w7 are the output for
determining the matrix of indicators of the order of rehabilitation needs ki,j.

The sequence of importance of rehabilitation needs of building elements can be determined by
prioritizing the order indicators ki,j. Order indicators for n elements in the j-th object can be obtained
by solving the matrix equation.

Kj = BjWp (15)
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[kip,j]mx1 = [bip,j]mxu × [wp]ux1 (16)

where:

Kj, [kip,j]mx1 matrix of indicators determining the need of rehabilitation of elements in the j-th building
Bj, [bip,j]mxu matrix of criteria measures for elements in the j-th building;
Wp, [wp]ux1 matrix of importance of criteria;

i —denotes an ordinal number of an element in a building, i = 1, 2, 3, . . . , m;
j —denotes an ordinal number of the building; j = 1, 2, 3, . . . , n;
p —denotes an ordinal number of the criteria; p = 1, 2, 3, . . . , u.

The matrix of criteria measures Bj (for the j-th building) is a rectangular finite matrix with
dimensions m × u.

Bj =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

t1,j s1,j d1,j o1,j r1,j l1,j h1,j

t2,j s2,j d2,j o2,j r2,j l2,j h2,j

t3,j s3,j d3,j o3,j r3,j l3,j h3,j

. . . . . . . . . . . . . . . . . . . . .
tm,j sm,j dm,j om,j rm,j lm,j hm,j

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(17)

The Wp matrix with u-importance criteria:

Wp =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

wt

ws

wd

wo

wr

wl

wh

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(18)

The result of Equation (14) is the matrix Kj. Matrix Kj contains indicators determine the order of
needs for rehabilitation of m-elements in the j-th building.

Kj =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

k1,j

k2,j

k3,j

. . .
km,j

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦
(19)

The task is to solve the matrix Equation (14). By multiplying the numerical meters of the criteria
by the importance of these criteria, we obtain the numerical values assigned to each examined element
in a given building that was included in the study. The numerical values resulting from research are
indicators of the order of rehabilitation needs—ki,j. The higher the index, the more it is necessary to
renovate the i-th element in the j-th object. The indicator is not, however, any physical rehabilitation
value of the elements, it is only used to rank the building elements due to the proposed order of
rehabilitation needs.

The result for a large number of buildings is a set of matrixes corresponding to the number of
buildings. Specific words of the matrix give the possibility of ordering the analyzed objects and their
elements in any number of buildings, as well as determining the relation of the order of any two objects
and their elements to each other.

The proposed method can be used in planning rehabilitation works. Analyzing the results of
the method of using indicators, one can give the order of rehabilitation of individual elements in a
damaged building. The method does not help in the determination of the date of the repair of any of
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the examined object or its elements, as the term depends on the funds that the buildings administrators
may spend on the repair and also on the costs of the overhauls of particular building elements.

2.10. Scale Range of Indicators of Need Rehabilitation

In order to analyze the size of the rehabilitation needs of any examined building, i.e., determining
whether the rehabilitation order index is high or low, two extreme theoretical (fictitious) models of
buildings were adopted. The worst and best possible conditions were adopted and the largest and
smallest result of the scale of rehabilitation indexes was obtained.

For the building where rehabilitation is the least necessary, the most favorable values for the
building were adopted:

ti = 0.0 (degree of wear of all elements in the building is 0%);
lj = 0.0 (rehabilitation is not necessary due to the location);
hj = 0.0 (the building without any cultural values).

The measures of the impact of damage on other components oi, measure of structure si, measure
of the durability ti, measure of interdependence of the rehabilitation ri and importance of criteria
are permanent.

For this data, the Kmin matrix was obtained, which contains the smallest possible indicator of
rehabilitation needs that can be obtained by subsequent elements in the building:

Kmin =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.050
0.054
0.049
0.059
0.056
0.048
0.024
0.040
0.034
0.041
0.041
0.042
0.020
0.042

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(20)

For the building where rehabilitation is the most necessary, the most unfavorable values for the
building were adopted:

ti = 1.0 (degree of wear of all elements in the building is 100%);
lj = 1.0 (the building is located in the city center);
hj = 1.0 (the building is in the register of monuments).
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A matrix of rehabilitation needs was obtained for the building thus adopted:

Kmax =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

0.079
0.083
0.078
0.088
0.084
0.077
0.053
0.068
0.062
0.069
0.069
0.070
0.048
0.071

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

(21)

Individual matrix words are assigned to building elements. The largest possible indicator of the
order of needs is for the roof structure.

After determining the extreme values that rehabilitation order indicators can achieve, you can
relate the indicator of any element in any building to these two values. You can check the place of the
numerical range determined according to the number denoting the order of a particular element in a
given object.

3. Results and Discussion

In accordance with the proposed principles of the methodology for Determining the Rehabilitation
Needs of Buildings (DRNB), an analysis of rehabilitation needs was carried out for 50 residential
buildings in Zielona Góra (a city in Poland, population 140,000). All tested buildings are made in
traditional technology. The buildings are characterized by similar material and construction solutions.
The buildings are 3-storey, the walls are made of solid brick, with wooden ceilings and stairs, a wooden
truss framing, roof covering with ceramic tiles. The buildings were built in the years 1850–1915 as
town houses. Some of the buildings are in the register of the State Monument Protection Service.
The manager of all the analyzed buildings is the Department of Public Utilities and Housing in
Zielona Gora.

Periodic technical condition assessment [46] was carried out by experts for all buildings. During
the assessment, percentage wear of the technical condition of individual building elements was
determined (Table 8). The method DRBN uses these results. For the buildings studied, a cultural value
index of 1.0 was adopted for buildings constructed before 1900 (for 68% of buildings), and 0.0 was
adopted for the remaining buildings. A location indicator of 1.0 was used for buildings located in the
city center (for 20% of facilities), and 0.0 was used for the remaining buildings.

183



Appl. Sci. 2020, 10, 3873

Table 8. Average technical wear and tear for the components of the buildings tested.

No Element Building Average Value Minimum Maximum Standard Deviation

1 walls 46.1 30 70 11.4
2 ceilings 46.3 30 80 12.7
3 stairs 45.2 25 90 14.4
4 roof construction 44.6 25 85 15.6
5 roof covering 48.0 0 75 16.9
6 gutters and drainpipes 53.7 30 80 14.2
7 floors 46.1 30 85 12.1
8 windows 61.8 30 90 13.2
9 doors 49.8 20 80 11.0

10 water installations 34.1 20 100 12.5
11 sewage installations 35.1 20 100 12.5
12 heating installations 37.6 20 100 14.6
13 internal plasters 39.1 20 75 9.9
14 external plasters 49.7 20 100 16.3

Appropriate calculations were carried out. The results are the numbers specifying the rehabilitation
needs of the 14 elements in each of 50 buildings. The results are shown in Figure 1. The results obtained
are indicators of rehabilitation needs. The indicators have been arranged from the highest to the lowest
value. The order indicates the rehabilitation needs of the elements in the buildings under study. In this
order, rehabilitation of all building group components should be carried out.

 

ORDINAL NUMBER OF THE BUILDING
No Element building 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25

1 walls 0,068 0,066 0,061 0,060 0,066 0,066 0,065 0,066 0,065 0,067 0,068 0,062 0,062 0,061 0,061 0,062 0,066 0,060 0,067 0,067 0,072 0,063 0,060 0,060 0,062

2 ceilings 0,070 0,072 0,065 0,064 0,072 0,070 0,070 0,070 0,070 0,071 0,072 0,065 0,066 0,065 0,065 0,065 0,072 0,064 0,071 0,071 0,078 0,067 0,064 0,066 0,066

3 stairs 0,067 0,067 0,063 0,059 0,066 0,067 0,066 0,066 0,065 0,066 0,072 0,061 0,059 0,062 0,061 0,061 0,066 0,058 0,066 0,066 0,074 0,063 0,059 0,059 0,062

4 roof construction 0,077 0,078 0,070 0,069 0,076 0,077 0,077 0,074 0,078 0,074 0,078 0,072 0,070 0,070 0,070 0,070 0,077 0,068 0,074 0,074 0,084 0,070 0,073 0,069 0,072

5 roof covering 0,072 0,074 0,072 0,062 0,074 0,073 0,074 0,071 0,075 0,070 0,074 0,075 0,072 0,071 0,070 0,068 0,074 0,059 0,070 0,070 0,079 0,067 0,071 0,068 0,072

6 gutters and drain pipes 0,065 0,059 0,060 0,059 0,067 0,064 0,064 0,060 0,060 0,064 0,068 0,065 0,063 0,060 0,058 0,065 0,067 0,056 0,065 0,066 0,070 0,063 0,058 0,060 0,069

7 floors 0,041 0,041 0,035 0,035 0,041 0,040 0,040 0,038 0,041 0,039 0,041 0,035 0,037 0,037 0,041 0,037 0,042 0,034 0,039 0,040 0,048 0,037 0,039 0,037 0,037

8 windows 0,058 0,058 0,060 0,056 0,057 0,056 0,059 0,058 0,059 0,058 0,059 0,058 0,058 0,059 0,058 0,058 0,059 0,052 0,058 0,059 0,063 0,055 0,054 0,053 0,060

9 doors 0,050 0,050 0,048 0,046 0,048 0,048 0,048 0,048 0,050 0,048 0,049 0,047 0,046 0,050 0,050 0,050 0,049 0,045 0,052 0,053 0,054 0,049 0,045 0,044 0,050

10 water installations 0,052 0,053 0,051 0,051 0,055 0,053 0,053 0,053 0,052 0,052 0,055 0,052 0,051 0,053 0,052 0,051 0,054 0,050 0,052 0,054 0,056 0,051 0,051 0,051 0,053

11 sewage installations 0,053 0,053 0,051 0,051 0,053 0,053 0,053 0,053 0,052 0,052 0,057 0,052 0,051 0,053 0,052 0,052 0,054 0,050 0,052 0,054 0,056 0,051 0,054 0,052 0,053

12 heating installations 0,053 0,056 0,056 0,054 0,056 0,055 0,054 0,055 0,053 0,053 0,056 0,060 0,052 0,052 0,053 0,054 0,055 0,052 0,053 0,055 0,056 0,052 0,053 0,052 0,056

13 internal plasters 0,031 0,033 0,032 0,032 0,033 0,030 0,039 0,030 0,032 0,035 0,032 0,030 0,031 0,032 0,039 0,032 0,031 0,030 0,035 0,036 0,038 0,032 0,032 0,030 0,032

14 external plasters 0,059 0,054 0,061 0,057 0,054 0,054 0,061 0,060 0,054 0,060 0,061 0,063 0,062 0,061 0,053 0,058 0,064 0,060 0,062 0,060 0,061 0,057 0,054 0,050 0,059

ORDINAL NUMBER OF THE BUILDING
No Element building 26 27 28 29 30 31 32 33 34 35 36 37 38 39 40 41 42 43 44 45 46 47 48 49 50

1 walls 0,062 0,062 0,061 0,062 0,063 0,067 0,065 0,064 0,063 0,059 0,065 0,058 0,063 0,063 0,059 0,058 0,063 0,059 0,059 0,063 0,059 0,061 0,061 0,063 0,060

2 ceilings 0,066 0,065 0,065 0,069 0,067 0,071 0,069 0,068 0,067 0,062 0,069 0,062 0,067 0,067 0,063 0,062 0,063 0,063 0,062 0,068 0,060 0,065 0,065 0,067 0,064

3 stairs 0,059 0,061 0,061 0,062 0,063 0,066 0,064 0,064 0,063 0,056 0,066 0,057 0,063 0,063 0,056 0,057 0,056 0,060 0,057 0,061 0,055 0,060 0,060 0,063 0,059

4 roof construction 0,074 0,074 0,070 0,073 0,070 0,074 0,074 0,074 0,070 0,067 0,078 0,067 0,070 0,070 0,068 0,066 0,067 0,068 0,068 0,074 0,067 0,070 0,070 0,070 0,067

5 roof covering 0,071 0,068 0,069 0,071 0,067 0,070 0,070 0,067 0,067 0,067 0,069 0,063 0,067 0,067 0,068 0,066 0,066 0,066 0,072 0,072 0,068 0,067 0,063 0,067 0,063

6 gutters and drain pipes 0,059 0,058 0,058 0,060 0,063 0,065 0,065 0,063 0,063 0,061 0,061 0,058 0,062 0,060 0,057 0,055 0,056 0,059 0,061 0,063 0,057 0,061 0,059 0,061 0,058

7 floors 0,037 0,037 0,039 0,046 0,037 0,040 0,040 0,037 0,035 0,031 0,038 0,033 0,035 0,035 0,033 0,033 0,035 0,033 0,032 0,036 0,035 0,036 0,033 0,036 0,033

8 windows 0,059 0,058 0,056 0,056 0,055 0,058 0,058 0,055 0,055 0,056 0,056 0,052 0,054 0,054 0,053 0,048 0,055 0,048 0,055 0,058 0,046 0,054 0,052 0,054 0,052

9 doors 0,051 0,050 0,050 0,055 0,049 0,052 0,052 0,049 0,045 0,042 0,043 0,042 0,047 0,045 0,045 0,040 0,043 0,042 0,043 0,047 0,038 0,048 0,046 0,048 0,046

10 water installations 0,051 0,053 0,051 0,066 0,051 0,054 0,052 0,051 0,051 0,049 0,049 0,045 0,049 0,049 0,047 0,047 0,047 0,047 0,048 0,049 0,047 0,051 0,047 0,048 0,047

11 sewage installations 0,051 0,053 0,052 0,066 0,051 0,054 0,052 0,051 0,051 0,049 0,049 0,045 0,049 0,049 0,047 0,047 0,047 0,048 0,048 0,049 0,047 0,051 0,047 0,051 0,047

12 heating installations 0,053 0,053 0,053 0,067 0,052 0,055 0,053 0,052 0,052 0,051 0,049 0,046 0,049 0,049 0,048 0,048 0,057 0,050 0,057 0,051 0,048 0,052 0,048 0,052 0,048

13 internal plasters 0,030 0,032 0,031 0,040 0,032 0,036 0,036 0,032 0,031 0,029 0,030 0,029 0,031 0,031 0,026 0,026 0,026 0,026 0,026 0,027 0,024 0,032 0,029 0,032 0,029

14 external plasters 0,064 0,054 0,048 0,062 0,057 0,060 0,060 0,057 0,057 0,057 0,055 0,053 0,055 0,055 0,064 0,044 0,053 0,055 0,056 0,059 0,058 0,056 0,053 0,056 0,053

LEGEND 0,040  - indicators with values lower than 0.067 and higher than 0.036
0,068 - indicators with values lower than 0.071 and higher than 0.067
0,072  - indicators with values greater than 0.071

Figure 1. The results obtained for the buildings tested in Zielona Góra.

Assuming the division of building elements into order groups, it is possible to assess the size of
rehabilitation needs. It is proposed to adopt 4 order groups of elements:
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- elements for which rehabilitation is absolutely necessary, with sequence values greater than 0.068,
- elements for which rehabilitation is important, with values of order indicators from 0.051 to 0.068,
- elements for which rehabilitation is useful, with values of order indicators from 0.031 to 0.05,
- elements for which rehabilitation is not needed now, with sequence index values less than 0.031.

The first two groups include buildings elements which technical wear is greater than 50%.
Additionally, rehabilitation is absolutely recommended for them due to the cultural and historical
values of the buildings themselves or their location.

The “rehabilitation is useful” group contains elements with the degree of wear lower than 50%, but
due to their location and cultural conditions, their (or their elements) rehabilitation must be performed
earlier than the repair for the elements of the fourth group.

Assuming the division of the buildings into the four groups, it is possible to assess the size of the
rehabilitation needs for the analyzed group of buildings.

Results are presented in Figure 2.
The analysis included 14 elements in 50 buildings, 700 in total. The results in Figure 1 indicate

that as much as 92% of building components are eligible for rehabilitation. Rehabilitation is absolutely
necessary for 12% of elements, rehabilitation is important for 52% elements, rehabilitation is useful for
28% and only for 8% of elements (usually internal plasters), rehabilitation is not needed now.

12%

52%

28%

8%

Figure 2. Rehabilitation needs of elements of the analyzed buildings in Zielona Góra.

The methods presented in the literature are helpful in planning rehabilitation works. They rely
primarily on the assessment of the choice of the type of material in rehabilitation, assessment of costs
over time or planning preventive rehabilitation of buildings. All methods are needed. The method
for Determining the Rehabilitation Needs of Buildings (DRNB) presented in the article is based on
the assessment of rehabilitation needs. The needs of rehabilitation may result from the poor technical
condition of the building element, ending material durability, needs of rehabilitation due to the location
or protection of cultural heritage.

The method DRBN may also be used in planning complex repairs for all quarters of a town.
The result of such an applied method will be one matrix of sequence for all the buildings, which can be
obtained after determining the weighted average wear for all the buildings.

4. Conclusions

The method DRNB presented in the article is based on the assessment of rehabilitation needs.
The needs of repairs may result from the poor technical condition of the building element, ending
material durability, needs of rehabilitation due to the location or protection of cultural heritage.

The most important advantages of the method are:
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1. The proposed methodology for Determining the Rehabilitation Needs of Buildings DRNB for an
arbitrary group of buildings allows us to arrange the examined objects in terms of the need for
their rehabilitation and to determine the order between any two buildings.

2. This method can be used for rehabilitation work schedules for a single building and for a larger
group of buildings, e.g., quarter of a town.

3. Financial resources are always too small. Choosing a building element or building from among
many is always an important problem. The proposed method will help in making decisions.

4. Rehabilitation works carried out using the DRNB method will stop building degradation.

The method DRNB helps to determine which elements in which buildings need necessary
rehabilitation now and for which elements rehabilitation is important now and which elements can be
rehabilitated later—i.e., the repair works are only useful and are not currently needed. The results
for buildings in Zielona Góra indicate that as much as 92% of building components are eligible for
rehabilitation. Rehabilitation is absolutely necessary for 12% of elements, rehabilitation is important for
52% elements, rehabilitation is useful for 28% and only for 8% of elements (usually internal plasters),
rehabilitation is not needed now.

The conclusions resulting from the conducted analysis are the basis for further research of methods
studying the costs of rehabilitating buildings.
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4. Nowogońska, B. The Method of Predicting the Extent of Changes in the Performance Characteristics of
Residential Buildings. Arch. Civ. Eng. 2019, 65, 81–89. [CrossRef]

5. Paulo, P.; Branco, F.; Brito, J.; Silva, A. Buildings Life—The use of genetic algorithms for maintenance plan
optimization. J. Clean. Prod. 2016, 121, 84–98. [CrossRef]

6. Matulionis, R.C.; Freitag, J.C. Preventive Maintenance of Buildings; John Wiley & Sons, Inc.: Hoboken, NJ,
USA, 1990.

7. Ortega, L.; Serrano, B.; Fran, J.M. Proposed method of estimating the service life of building envelopes.
Rev. De La Construcción 2015, 14, 60–68. [CrossRef]

8. Christen, M.; Schroeder, J.; Wallbaum, H. Evaluation of strategic building maintenance and refurbishment
budgeting method Schroeder. Int. J. Strateg. Prop. Manag. 2014, 18, 393–406. [CrossRef]
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Abstract: In recent years, there has been an increased interest in the modification of cement composites
with finer materials, including nanoparticles. Multi-scale studies are needed to fully assess the effect
of nanoparticles and provide a complete overview of their impact on both the structure of an obtained
material and its important mechanical parameters, such as creep. Therefore, the purpose of this
paper is to fill the knowledge gap in the literature concerning the assessment of the creep of a cement
matrix of self-compacting concrete modified with the addition of SiO2, TiO2, and Al2O3 nanoparticles
using the indentation method. Depending on the type of used nanoparticles, we found an increase
or decrease of the creep coefficient CIT in comparison to the reference series. The obtained results
were scrupulously analyzed in terms of statistics, which enabled the conclusion that the addition
of nanoparticles does not significantly affect the creep of the cement matrix of self-compacting
concrete. The methodology used in this paper allowed us to shorten the time needed to assess the
creep phenomenon compared to traditional methods and fill the corresponding knowledge gap in
the literature.

Keywords: self-compacting concrete; cement matrix; nanoparticles; indentation; creep

1. Introduction

In recent years, there has been a growing interest in the possibility of using nanometric materials
as a potential additive for the production of cement composites [1]. This is mainly due to the unique
properties of nanoparticles, such as their large specific surface area and chemical activity [2]. Until now,
attempts have been made to determine the effect of some nanoparticles on the selected physical
and mechanical properties of cement composites obtained with their use. Research included the
influence of nanoparticles on the following concrete parameters: porosity [3], water absorption [4],
compressive strength [5], bending strength [6], and the destruction process [7]. In the literature,
however, in the case of concretes made with the addition of nanoparticles, there is no research
concerning mechanical parameters related to rheology, such as creep.

Knowledge of the creep effect and of the possibility of its conscious control is important with
regard to the durability and maintenance of objects made of concrete [8]. As a rule, when assessing
the creep of concrete at the macro-scale, this material is treated as homogeneous, consisting mainly of
aggregates. The standard methods that are used for such materials to determine concrete creep are
time- and labor-consuming [9]. However, it has been proved that the effective mechanical parameters
of concrete are significantly affected by the properties of the structure of the cement matrix observed
at micro and nano levels [10], which should be assessed using appropriate techniques. One such
technique is the indentation method.

Appl. Sci. 2020, 10, 2442; doi:10.3390/app10072442 www.mdpi.com/journal/applsci
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Indentation is a method for measuring the mechanical properties of a material. This method is
based on pressing a hard indenter in the form of, e.g., a diamond pyramid (Berkovich indenter) into
a sample. Indentation research can be carried out at several levels of observation, from macro, to micro
and to nano. The value of force applied to the surface of the sample being tested and the corresponding
size of the obtained imprint, are directly related to the volume of the material subjected to the test.
In the process of indentation, three stages can be distinguished: loading—the indenter is pressed
into the material at a given speed until reaching the assumed force, which depends on the type of
material; retaining the indenter in the material for a specified period of time; and unloading—usually
at the same speed at which the indenter was pressed. The possibility of continuous monitoring of
the indentation process enables the following material parameters to be determined: hardness μH,
observed at micro-scale, and the indentation module μE [11]. It also allows rheological parameters
such as creep [12] or relaxation [13] to be calculated.

When determining the creep of a cement matrix using the indentation method, which is a form of
microstructural analysis, it is necessary to take into account several factors that affect the obtained
results [14]. They include the preparation of the samples, the oxidation of the tested surface, the friction
and adhesion of the indenter tip, the roughness of the tested surface, the surface of the imprint, and also
the development of displacements. Particular attention should also be paid to the time of loading and
unloading increase, the time of constant loading, and the number of loading and unloading cycles [14].
It is also worth noting that the assessment of creep using the method of indentation correlates well
with the macroscopic assessment and also significantly accelerates the time of the study [15].

So far, many studies have concerned the subject of creep in ordinary, high-performance and
self-compacting concrete (SCC). In a paper [16], it was proved that creep is greatly reduced by the use
of ultrafine ground granulated blast-furnace slag (GGBS) and silica fume (SF). In addition, a reduction
of creep by even more than 50% can be expected when the fly ash replacement level is increased
from 35% to 60% [17]. Short-term tensile creep was investigated in concrete with the addition of steel
fibers in a study [18], where it was demonstrated that incorporation of short steel fibers decreased
the tensile creep coefficient and the specific creep in 14 days. The cement type has a significant
influence on creep, as described in a study [19]. In turn, Persson [20] demonstrated that creep and
shrinkage of self-compacting concrete did not differ significantly compared to those of ordinary
concrete. Nevertheless, there is less research concerning the influence of nanoparticles on creep in
self-compacting concrete.

Considering the above, the purpose of the paper was the filling of a knowledge gap in the literature,
concerning the assessment of the creep of a self-compacting concrete cement matrix modified with the
addition of nanoparticles, using the indentation method.

2. Materials and Methods

The following components were used to make the self-compacting concrete mixes for testing:
Portland cement CEM I 52.5R with a density of 3.10 g/cm3, which meets the requirements of PN-EN
197-1 [21] and has the chemical and phase composition shown in Table 1; an innovative third-generation
superplasticizer (SP) Glenium Sky 600 produced by BASF, based on polycarboxylic ether (PCE) polymers,
with a density of 1.08 g/cm3, used in a quantity equal to 4.0% of the cement weight; potable tap
water; a granite aggregate with an average density of 2.61 g/cm3, supplied by Tampereen Kovakivi Oy,
which had fractions of 10–5, 5–2, 2–1, 1.2–0.5, 0.6–0.1 mm, and one fraction with a grain size <0.1 mm
acting as a fine filler. The fine aggregate, with a fraction of up to 2 mm, constituted 48% of the total
aggregate. The particle size distribution curve of the granite aggregate that was used for testing is
shown in Figure 1. For the designed concrete mixes, the water to cement W/C ratio was equal to 0.42.
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Table 1. Chemical and phase composition of Portland cement CEM I 52.5R.

Component [wt. %] Phase [wt.%]

CaO 65.0 C3S 56.3
SiO2 22.0 C2S 20.8

Al2O3 5.4 C3A 8.7
Fe2O3 3.3 C4AF 10.0
MgO 3.2
Cl- ≤0.08

Loss of ignition 3.0

Figure 1. Grading curve of the aggregate.

The composition of the concrete mix was modified with the following nanoparticles in the form
of dry powder in the amount of 4.0% of the cement weight: SiO2 (Figure 2a) with particle size
<20 nm, density of 2.4 g/mL at 25 ◦C, purity of 99.5%, and specific surface area equal to 450 m2/g;
TiO2 (Figure 2b), with particle size <25 nm, density of 3.9 g/mL at 25 ◦C, purity of 99.7%, and specific
surface area equal to 50 m2/g; Al2O3 (Figure 2c), with particle size <50 nm and specific surface area
of 40 m2/g. The authors decided to use the highest content of nanoparticles (4.0%) used in previous
studies [22] to see if a significant modification of SCC composition with the addition of nanoparticles
has an impact on the properties of the hardened cement matrix. Generally speaking, using a lower
content of nanoparticles (0.5% and 2.0%) resulted in slightly visible effects in previous tests [22],
while using more than 4.0% of nanoparticles required a bigger amount of superplasticizer (>4.0%,
which is not reasonable) to obtain the proper characteristics of a self-compacting concrete mix (slump
flow > 550 mm). The nanoparticles used in the tests were provided by Sigma Aldrich.

 

Figure 2. SEM images of nanoparticles: (a) SiO2; (b) TiO2; (c) Al2O3.

Four self-compacting concrete mixes were designed and made with the above ingredients, one of
which was prepared without the addition of nanoparticles, as a control. The compositions of all the
designed mixes per 1 m3 are presented in Table 2.
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Table 2. Composition of the designed mixes.

Concrete
Mix

Nanoparticles
and their

Amount [%]

Cement
[kg/m3]

Aggregate
[kg/m3]

Water
[kg/m3]

Nanoparticles
[kg/m3]

SP
[kg/m3]

S0 - 460.0 1640.0 193.2 - 18.4
S1 SiO2—4.0% 441.6 1640.0 193.2 18.4 18.4
S2 TiO2—4.0% 441.6 1640.0 193.2 18.4 18.4
S3 Al2O3—4.0% 441.6 1640.0 193.2 18.4 18.4

From each mix, with the designation and composition given in Table 2, a series of 12 cuboid
specimens with dimensions of 40 × 40 × 160 mm were made. They were then matured in a climatic
chamber at an air temperature of 20 ◦C (± 1 ◦C) and a relative humidity of 95% (± 5%). These series
were marked identically as mixes S0, S1, S2, and S3. After one year, cylindrical samples of 25 mm in
diameter and 20 mm in height were cut from the previously prepared cuboid specimens. The samples
were cut from the centre of the specimens to avoid the boundary effect. In order to properly prepare the
surface for the creep tests using the indentation method, the cylindrical samples were first immersed in
epoxy resin in a vacuum machine that had an inside pressure of 0.07 bar, and their surfaces were then
ground using 320 grit sandpaper and a 9, 3, and 1 μm graded diamond slurry until a smooth surface
was obtained. The samples for the creep tests using the indentation method are shown in Figure 3.

Figure 3. Samples prepared for creep tests based on the indentation method.

Due to the large diversity of the tested material, a large number of measurements was necessary for
the results to be statistically well interpreted [23]. Therefore, each sample was subjected to a minimum
of 80 creep measurements in a vast area of the cement matrix, while at the same time maintaining
an imprint spacing of a minimum of 20 μm. For the measurements, a Poisson’s ratio value of 0.3 was
adopted for the tested concretes.

The TTX-NHT nanoindenter with a Berkovich indenter was used during the creep tests.
According to the definition of creep, the test involved the introduction of an additional period
of time during the standard process of indentation. During this time, the maximum load value was
maintained, and the depth increase was measured, which is schematically shown in Figure 4.

 

Figure 4. (a) Standard indentation curve and (b) indentation curve that includes creep.

During the test, the samples were loaded at a speed of 400 mN/min until the maximum load
of 200 mN was obtained. Afterwards, at the creep stage, the maximum load value was maintained
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for a period of 300 s. Such a period of time enabled the deformation due to creep to be reduced to
5.0% [14]. The last stage involved unloading at a speed of 400 mN/min. The applied load range
resulted in imprints up to 6 μm deep. The creep qualitative difference in the tested cement matrixes of
the self-compacting concretes was measured using the creep coefficient CIT, which is expressed as:

CIT =
h2 − h1

h1
· 100 [%], (1)

where h1 is the depth reached by the indenterover time t1 (immersion), and thus when obtaining the
maximum load Fmax, and h2 is the indenter immersion between the creep phase and the beginning of
the unloading phase t2 (see Figure 5).

 

Figure 5. (a) Indentation curve including loading, creep, and unloading and (b) extracted creep
phase only.

It should be noted that the lower the value of the creep coefficient CIT, the greater the resistance of
the cement matrix to long-term loading, and this is a positive phenomenon.

We analyzed not only the CIT coefficient but also the course of the creep phase curves. This is
because two different samples may have the same CIT coefficient for a given creep time, but different
rheological behaviour is nature (see Figure 6). This could occur if the time for the creep phase was not
chosen correctly (in particular, if the creep time was too short).

 
Figure 6. Indentation curve for the creep phase of two hypothetical samples with the same creep
coefficient CIT.

During indentation, continuous monitoring can reveal that some results are inconsistent,
e.g., due to the occurrence of discontinuities in the matrix structure under the examined point [10].
Therefore, the curves that were inconsistent during the measurements were rejected and not further
analyzed. As a result, approximately 5%–8% of the measurements—depending on the analysed
sample—were rejected.

To better describe the tested series of self-compacting concretes, basic rheological, physical, and
mechanical properties are shown in Tables 3–5 (a full description of the tests is available in a previous
paper [23]). Selected characteristics included the time of reaching a slump with a diameter of 500 mm,
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the maximum slump diameter, the total air content, the compressive and bending tensile strengths
after 28 days of probes maturing.

Table 3. Rheological properties of self-compacting concrete mixes (based on [22]).

Concrete
Mix

Nanoparticles and
their Amount [%]

Time of Reaching a Slump with
a Diameter of 500 mm T500 [s]

Slump Diameter
D [mm]

S0 - 2.9 760
S1 SiO2—4.0% - 370
S2 TiO2—4.0% 2.6 735
S3 Al2O3—4.0% 5.5 510

Table 4. Physical properties of self-compacting concrete mixes (based on [22]).

Concrete
Mix

Nanoparticles and
their Amount [%]

Total Air Content
A [%]

S0 - 1.29
S1 SiO2—4.0% 2.39
S2 TiO2—4.0% 1.37
S3 Al2O3—4.0% 1.75

Table 5. Mechanical properties of self-compacting concrete mixes (based on [22]).

Concrete Mix
Nanoparticles and
their Amount [%]

Compressive Strength
fcm after 28 Days [MPa]

Bending Tensile Strength
fctm,fl after 28 Days [MPa]

S0 - 67.2 8.9
S1 SiO2—4.0% 72.4 9.0
S2 TiO2—4.0% 66.7 8.4
S3 Al2O3—4.0% 64.1 8.5

3. Results

Figure 7 shows examples of indentation prints for all the tested series of self-compacting concrete.

Figure 7. Exemples of indentation imprints for samples of the series (a) S0, (b) S1, (c) S2, and (d) S3.

To accurately track and visualize the test results, we obtained a set of indenter immersion curves,
in particular for the creep phase, as well as the averaged outline of the above-mentioned curves and
the standard deviation for the reference sample S0 (without the addition of nanoparticles), as shown
in Figure 8.
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Figure 8. (a) Indenter immersion curves for all the indentation phases, (b) indenter immersion curves
for the creep phase only, (c) mean (μ) indenter immersion for all the indentation phases (σmeans one
standard deviation), and (d) average immersion for the creep phase only. Reference sample S0.

In turn, Figures 9–11 show a comparison of the average indenter immersion during all the
indentation phases as well as in the creep phase only for series S0 and S1, S0 and S2, and S0 and
S3, respectively.

 
Figure 9. (a) Average indenter immersion during all the indentation phases and (b) average immersion
in the creep phase only. Results for sample S1 versus the reference sample S0.

 

Figure 10. (a) Average indenter immersion during all the indentation phases and (b) average immersion
in the creep phase only. Results for sample S2 versus the reference sample S0.
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Figure 11. (a) Average indenter immersion during all the indentation phases and (b) average immersion
in the creep phase only. Results for sample S3 versus the reference sample S0.

To compare the obtained results, Table 6 presents the average values μ and standard deviations σ
of the creep coefficient CIT for all the tested series of self-compacting cement matrices.

Table 6. Mean values (μ), standard deviations (σ), and the creep coefficient (CIT).

Concrete Series S0 S1 S2 S3

μCIT [%] 8.49 8.96 8.32 9.06
σCIT [%] 1.46 1.36 1.26 1.03
σCIT / μCIT 0.172 0.152 0.151 0.114

In turn, to illustrate the statistical distribution of the obtained results, Figure 12 presents the
histograms of the creep coefficient (CIT) for the S0, S1, S2, and S3 series samples.

Figure 12. Histograms of the creep coefficient CIT for samples (a) S0, (b) S1, (c) S2, and (d) S3.
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Based on Figure 12, it can be concluded that the results of the creep coefficient CIT obtained for all
the tested series fit well into the Gaussian distribution (except for series S0). This proves that the number
of measurements adopted for testing each series (except S0) was sufficient for statistical inference.

4. Discussion

Based on the obtained results (Figures 9–11), it can be concluded that the addition of SiO2

(S1 series) and Al2O3 (S3 series) nanoparticles increased the creep coefficient CIT and the addition of
TiO2 nanoparticles (S2 series) reduced the creep coefficient CIT in comparisonto the reference series S0,
which did not contain nanoparticles. It should be noted, however, that the obtained average values of
the creep coefficient μcIT for the series S1, S2, and S3 were in each case within the range of the standard
deviation σcIT that was obtained for the series S0.

Moreover, the difference between the mean values of the creep coefficient μCIT for the tested series
was not more than 6.7%. Therefore, it can be said that the addition of nanoparticles did not significantly
affect the creep of the cement matrix of self-compacting concretes. This is a surprising result with
regard to the hardness test results that were obtained for the same series of concrete by Niewiadomski
et al. [22]. In this paper, the authors stated that the addition of nanoparticles caused an increase in the
hardness of a cement matrix, which was measured at the micro-scale. However, it should be noted that
the two tests performed in that sudy were focused on two non-identical properties of hardened cement
matrix (creep and hardness), and the parameters of the tests differed qualitatively.

When considering the above research results, it can be said that the impact of nanoparticles
on the rheological parameters of a cement matrix is insignificant. In addition, when assuming that
nanoparticles do not significantly affect the interfacial transition zone ITZ between the cement matrix
and the aggregate (the analysis of the ITZ of the composite was conducted in [24]), it can be concluded
that nanoparticles also have a slight effect on the rheological parameters of hardened composites based
on a cement matrix, such as self-compacting concrete.

Nevertheless, it is worth emphasizing that the results provided in this article improve the state of
knowledge concerning the impact of nanoparticles on the physical and mechanical properties of both
hardened self-compacting concrete and its cement matrix.

It is worth considering further directions of research regarding the impact of nanoparticles on the
properties of cement matrices. Interference at the micro, or even nano level, in the structure of cement
composites can be an important issue that allows concrete to be modified for a specific purpose.

5. Conclusions

This paper evaluates, using the indentation method, the creep of the cement matrix of
self-compacting concrete, which is modified by the addition of SiO2, TiO2, and Al2O3 nanoparticles.
It thus expands our knowledge concerning this subject. It turned out that the addition of SiO2 and
Al2O3 nanoparticles in an amount of 4.0% of the cement weight increased the creep coefficient CIT of
the cement matrix when compared to the reference series, which is an adverse phenomenon. In turn,
the use of TiO2 nanoparticles in an amount of 4.0% of the cement weight resulted in a decrease of
the value of the creep coefficient CIT,which can be considered beneficial. It is worth emphasizing,
however, that the analysis of the obtained results with regard to statistical purposes indicated that the
addition of nanoparticles did not significantly affect the creep of the cement matrix of self-compacting
concrete. Nevertheless, the methodology used in this study allowed shortening the time needed to
evaluate the cement matrix creep phenomenon in comparison to traditional methods.
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Abstract: One of the key tasks of an investor and a contractor at the stage of planning and implementing
construction works is to measure the progress of execution with regard to the planned deadlines
and costs. During the execution of construction works, the actual progress of the works may differ
significantly from the initial plan, and it is unlikely that the construction project will be implemented
entirely according to the planned work and expenditure schedule. In order to monitor the process of
deviations of the deadline and the budget of the investment task, several rudimentary methods of
planning—as well as the cyclical control of the progress of construction projects—are used. An effective
tool for measuring the utilization of the financial outlays of a construction project is the presentation
of the planned financial flows on a timeline using a cumulative cost chart, the representation of which
is the S-curve. The purpose of this paper is to analyze the course of an sample construction project
comparing the planned costs of the scheduled works with the actual costs of the performed works,
as well as identifying the reasons leading to the failure to meet the planned deadlines and budget
of the project implementation. As part of the research conducted at a construction site of a hotel
facility, the authors of this paper analyzed each of the 20-month effects of financial expenditures on
construction works that were developed and processed by the Bank Investment Supervision (BIS)
over a period of three years (between 2017 and 2019). Based on these results, charts and tables of
the scheduled and actual cumulative costs of the completed construction project were prepared,
the careful analysis of which enables interesting conclusions to be drawn.

Keywords: construction project management; cost; time; Bank Investment Supervision

1. Introduction

Construction project management is a process that includes a number of operations, activities
and decisions that are closely related to a project being executed and that aim to create new, or to
increase, existing fixed assets in order to achieve utility effects [1]. The utility effect of the construction
process may be the construction of a new building, or the renovation or modernization of an
existing building. In each construction process, four basic phases are distinguished according to the
definition of the building object life cycle: the programming/planning phase, the implementation
phase, the operation/use/maintenance phase and the phase of decommissioning or demolition [2].
Appropriate planning of the entire construction process is a very important operation that has a direct
impact on whether the investment project implementation is successful [3].

The construction industry is characterized by high complexity of the implemented construction
processes. The execution of construction projects is specific and particularly difficult, because each
implementation is a unique, complex and dynamic process that consists of a number of interrelated
subprocesses in which various participants of the investment process are involved [4].

Each construction project is exposed to various types of risk [5]. The most common risks
associated with the implementation of construction projects include, among others, time risk, cost risk,
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work quality risk, construction risk and technological risk [6]. The construction risks that occur during
the execution of works can be classified into five categories: people and their safety, budget, cost,
schedule, planning/quality and efficiency [7].

During the implementation of construction projects, a common phenomenon is that the planned
budget is exceeded and/or the planned implementation deadlines are not met. This phenomenon
occurs in all countries [8,9]. Deviations from the plan may arise as a result of changing weather
conditions; changes in the volume of available means of production; untimely deliveries of materials,
machinery and equipment; unprofessional project management; mediocre discipline and organization
of work; delays in making decisions; incorrect decisions; and so on [10].

An important element of appropriately managing the investment process is the thoughtful
planning of construction project costs and the effective control of the progress of works in the area of
incurred investment costs during project implementation. When planning the costs of a construction
project, the cost of construction works must always be correctly determined, and both the direct costs
related to the implementation of works and the indirect costs (i.e., overheads and profit) should be
taken into account [11]. Unfortunately, exceeding the planned budget and/or time is a very common
attribute of construction projects, and it is unlikely that a construction investment will be carried out
completely in accordance with the planned work and expenditure schedule [12].

Therefore, it is important to plan the entire investment process, in particular, by developing a
correct Investor’s work and expenditure schedule with specific dates for starting and completing the
project, with appropriate connections between planned tasks, and also with an outline of the specific
duration of the individual tasks and the costs of their implementation. However, it should be borne in
mind that during the implementation of a construction project, the actual progress of works may differ
significantly from the initial plan, and it is therefore also necessary to specify the principles of control
and monitoring for the construction project. Only a properly developed work plan, which includes
optimal working sequences and perfect timing for executing each individual activity, can enhance the
work efficiency and enable contractors to fulfill the contract at the lowest cost [13].

An effective tool for measuring the utilization of the financial outlays of a construction project
is the presentation of the planned financial flows on a timeline using a cumulative cost chart,
the representation of which is the S-curve. The S-curve shows the progress of the investment project
from the beginning of the construction works through to their completion. The cumulative cost chart
for construction projects takes the shape of the letter “S”, hence the name of the curve. The variable
slope of the cost curve indicates the changing progress of works per unit of time [14].

The S-curve is flatter at the beginning and end of the execution of a construction project, and steeper
in the middle. This is due to the fact that a traditional construction project starts quite slowly. At the
beginning of the construction process, human resources are organized, construction site development is
prepared and simple preparatory works are carried out. After some time, the implementation of work
begins to accelerate. Works are carried out on several working fronts using various working teams.
Contractors start to undertake more and more tasks simultaneously. The mutual implementation
of parallel tasks generates a much greater increase in costs when compared to the initial stage of
implementation [15].

As a result of the continuing research, the classic S-curve method is being expanded and constantly
modified in the following ways: through the use of the least square method and fuzzy S-curve
regression model [16,17], the use of a polynomial function to generalize the S-curve [18], the use of
methods of artificial intelligence [19], the use of an S-curve Bayesian model [20] or by dividing the entire
duration of a construction project into three periods for the improved accuracy of cost forecasting [21]).

The second large group of methods that are used for controlling and monitoring the progress
of the construction project implementation is earned value management. Earned value management
involves the control of the investment task through the cyclical comparison of the actually executed
scope of work with the planned time and cost of implementation [22]. Project management that uses
earned value management is a well-known management system that integrates schedule, costs and
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technical performance [23,24]. Earned value management allows cost and schedule deviations as
well as performance indicators, project cost forecasts and schedule durations to be calculated [25,26].
In literature, there are many studies that present the effective application of earned value management
in real-life construction projects [27–30].

Classic earned value management is being expanded and modified by way of, among others,
the introduction of a hybrid methodology based on work packages and logical time analysis [31],
the introduction of new parameters (e.g., the Schedule Forecast Indicator (SFI) [32]) or by taking into
account of the impact of unplanned time and cost deviations on the financial liquidity of a construction
project [33].

The purpose of this article is to analyze the course of an sample construction project by comparing
the planned costs of the scheduled work with the actual costs of the performed work, and to identify
reasons leading to failures to meet planned deadlines and the budget of the project’s implementation.
The goals of the paper are to demonstrate the reasons for construction project cost overruns and
time delays using a representative case study. Both factors are strongly based on the Earned Value
Method (EVM) approach, using an indicated project budget breakdown and timeline deviations.
In this particular case study the poorly managed project was carried out and the cost spent exceeded
the expected and planned figures by over 50%, which is not uncommon in the Polish investment
process nowadays.

2. Research and Methodology of Measurements

The following documents were analyzed as part of the research conducted: (1) the basic
Investor’s work and expenditure schedule of the construction project, which was developed before the
commencement of works; and (2) a set of information about the actual progress of the construction
process, contained and updated in the monthly reports of the Bank Investment Supervision (BIS) [34].

The Investor’s work and expenditure schedule is a document that shows the planned progress of
the project over time, taking into account the planned costs. It was developed at the planning stage of
the construction project.

Information on the actual progress of the construction process was collected as part of the BIS
services during the authors’ own research at the construction site of a hotel facility [34]. For non-public
investment tasks that are co-financed by two entities—the Investor and the Bank—a third independent
entity was appointed: the Banking Supervision Inspector, who performed a monitoring and auditing
function. The BIS’s tasks included, among others: preliminary reporting (e.g., verification of
documentation about a construction project such as permits, administrative decisions, the planned
budget, contracts concluded by an Investor, etc.), monthly reporting (e.g., constant monitoring of the
project execution, control of the state of the project implementation, settlement verification, analysis
of loan tranche disbursement conditions, etc.), and final reporting (i.e., final financial analysis of the
project implementation) [35].

In the implementation phase, the Bank Investment Supervision develops documents that enable the
mapping and presentation of the actual progress of the construction process. From the monthly reports
developed by the BIS, information about, among others, the progress of works carried out in individual
implementation periods, the values of works carried out in individual implementation periods and the
values of works carried out cumulatively since the beginning of the works were obtained.

As a result of the performed documentation analysis, a collective data summary was prepared.
It was presented in a two-dimensional table where each subsequent row of the table contained data
on subsequent periods of the construction works. The table distinguished the following information
about the project [33,36]:

• the budgeted cost of work scheduled (BCWS) determined for each individual examined period
on the basis of the Investor’s work and expenditure schedule;

• the cumulative value of the budgeted cost of work scheduled (CBCWS) for each single examined
period, calculated as the cumulative value obtained by adding the value of the budgeted cost of
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work scheduled from the analyzed period to the value of budgeted cost of work scheduled from
the preceding period, determined on the basis of the Investor’s work and expenditure schedule;

• the actual cost of work performed (ACWP) determined for each individual examined period on
the basis of BIS reports;

• the cumulative value of the actual cost of work performed (CACWP) for each examined individual
period, calculated as a cumulative value obtained by adding the value of the actual cost of work
performed from the analyzed period, based on BIS reports, to the value of the actual costs of the
work performed from the preceding period;

• the actual percentage advancement of work performed (AC), calculated as a ratio of the value of
the cumulative actual cost of work performed to the total actual cost of the construction project;

• the planned percentage advancement of work scheduled (PP), calculated as the ratio of the
cumulative value of the budgeted cost of work scheduled to the total budgeted cost of the
construction project;

• the actual percentage advancement of work scheduled (AP), calculated as the ratio of the value of
the cumulative actual cost of work performed to the total budgeted cost of the construction project;

• the actual schedule variance (ASV), calculated as the difference between the actual duration and
the planned duration of the project;

• the actual schedule performance indicator (IASV), calculated as the ratio of the actual duration of
the construction project to the planned duration of the project;

• the at-completion variance (ACV), calculated as the difference between the total actual cost of the
construction project and the total budgeted cost of the construction project;

• the performance indicator of the at-completion variance (IACV), calculated as the ratio of the total
actual cost of the construction project to the total budgeted cost of the construction project.

3. Case Study

The subject of the analyzed project is the execution of a hotel with an underground garage (one
underground floor), as well as the execution of elements of land development around it. The hotel was
located in a Polish city. The erected building, on the ground floor, had a reception, daytime area, offices
and hotel administration, and also a catering area with a restaurant and kitchen facilities. On floor +1,
there were office rooms, meeting rooms, conference rooms and sanitary facilities with toilets. On the
levels +2 to +7 there were 200 hotel rooms. The floor space of the building was approximately 8200 m2.

The project was carried out according to the general contracting system. The subject of the
contract was an experienced construction company concerned the execution of the “shell & core” state.
This consisted of the implementation of a comprehensive investment project involving the construction
of a hotel with a garage, the execution of land development and the commissioning of the project after
obtaining an occupancy permit. It should be emphasized that the original contract with the General
Contractor did not take into account the finishing of the rooms, and therefore the scope of works in the
finishing part did not include the finishing and equipping of hotel rooms with bathrooms and annexes.

The scope of the commissioned works included the finishing of common parts (e.g., kitchen,
restaurants and catering equipment) without providing the technology as described in the tender
design. In addition to the contract, the equipping of the sanitary facilities, offices, facilities, reception,
fitness area, toilets and technical rooms was required, as well as the provision of the premises’ mobile
equipment. The deadline for the implementation of the subject of the contract was scheduled from
September 2016 to June 2018. A flat-rate remuneration of PLN 36,111,146.13 net + VAT was set for
performing the subject of the contract. Figure 1 presents the Investor’s work and expenditure schedule
of the project, including the planned amounts of construction works to be executed.
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Figure 1. Investor’s work and expenditure schedule of the analyzed hotel facility (own elaboration).

The five most important elements of the execution process of the analyzed hotel facility are
described below in the chronological order:

• August 2017: The Investor, aiming at a more efficient management of the construction project,
signed an annex extending the scope of works of the General Contractor. It included specialist
works concerning Leadership in Energy and Environmental Design (LEED) certification, additional
fire protection and the execution of power and teletechnical installations in hotel rooms. The value
of remuneration increased by 13.0% when compared to the Investor’s schedule and reached the
level of PLN 40,815,455.00 net.

• December 2017: The General Contractor presented, in consultation with the Investor, an updated
work schedule that included subsequent annexes regarding changes in the facility, covering door
joinery, automation and the building façade, among others. It should be emphasized that the
subsequent annexes to the Agreement introduced new elements to its basic scope that were
originally excluded from the scope of the General Contractor. Increasing the scope of the subject of
the contract concerned the finishing of the premises, including the installation of shower trays and
frames in hotel bathrooms. The value of remuneration in December 2017 increased by 17.2% when
compared to the Investor’s schedule and reached the level of PLN 42,313,695.00 net. The deadline
did not change (curve No. 2 in Figure 2).

• March 2018: The Investor decided to increase the hotel standard (to four stars), which forced
the introduction of changes resulting from the difference between the detailed design and the
tender design. The changes concerned, among others, sanitary installations, ventilation, electrical
installations of rooms, automation and wall arrangement. As a consequence, the value of
remuneration increased by 20.8% when compared with the Investor’s schedule, and reached the
level of PLN 43,635,084.50 net. The annex to the contract extended the duration of the execution
until October 2018 (curve No. 3 in Figure 2).

• June 2018: Another annex significantly modified the basic scope of the contract with the General
Contractor (as of September 2017). The Investor commissioned the General Contractor an
additional scope of works and, in particular, installations of the residence and public areas
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(including the hall), catering and multifunctional rooms, and the execution of finishing works
involving the equipping of the hotel rooms. The value of remuneration increased by 48.1%
when compared to the Investor’s schedule and reached the level of PLN 53,473,979.01 net.
The implementation time was extended until January 2019 (curve No. 4 in Figure 2).

• July 2018: Due to the increasing scope of work entrusted to the General Contractor and the
extension of the deadline, it was necessary to agree and sign off another annex. Therefore,
the value of remuneration increased by 59.4% when compared to the Investor’s schedule and
reached the level of PLN 57,564,756.03 net without the end date changing (curve No. 5 in Figure 2),
although in October 2018 the investment completion date was extended to February 2019 (curve
No. 6 in Figure 2).

• June 2019: final completion of the investment task (i.e., 12 months later than originally planned
(June 2018)). The value of remuneration increased by 62.4% and reached the final value of PLN
58,646, 84.75 net (curve No. 7 in Figure 2).

 

Figure 2. Planned and actual cumulative costs of the completed hotel facility (own elaboration).

Table 1 summarizes the collected data concerning the completed construction project.

206



Appl. Sci. 2020, 10, 2071

T
a

b
le

1
.

R
es

ul
ts

of
m

ea
su

re
m

en
ts

an
d

co
st

an
al

ys
es

of
th

e
as

se
ss

ed
ho

te
lf

ac
ili

ty
(o

w
n

el
ab

or
at

io
n)

.

N
o

.
P

e
ri

o
d

T
h

e
B

u
d

g
e
te

d
C

o
st

o
f

W
o

rk
S

ch
e
d

u
le

d
A

cc
o

rd
in

g
to

th
e

W
o

rk
a
n

d
E

x
p

e
n

d
it

u
re

S
ch

e
d

u
le

T
h

e
C

u
m

u
la

ti
v

e
V

a
lu

e
o

f
th

e
B

u
d

g
e
te

d
C

o
st

o
f

W
o

rk
S

ch
e
d

u
le

d

T
h

e
A

ct
u

a
l

C
o

st
o

f
W

o
rk

P
e
rf

o
rm

e
d

T
h

e
C

u
m

u
la

ti
v

e
V

a
lu

e
o

f
th

e
A

ct
u

a
l

C
o

st
o

f
W

o
rk

P
e
rf

o
rm

e
d

T
h

e
A

ct
u

a
l

P
e
rc

e
n

ta
g

e
A

d
v

a
n

ce
m

e
n

t
o

f
W

o
rk

P
e
rf

o
rm

e
d

T
h

e
P

la
n

n
e
d

P
e
rc

e
n

ta
g

e
A

d
v

a
n

ce
m

e
n

t
o

f
W

o
rk

S
ch

e
d

u
le

d

T
h

e
A

ct
u

a
l

P
e
rc

e
n

ta
g

e
A

d
v

a
n

ce
m

e
n

t
o

f
W

o
rk

S
ch

e
d

u
le

d

BC
W

S
C

BC
W

S
A

C
W

P
C

A
C

W
P

A
C

PP
A

P

(1
)

(2
)

(3
)

(4
)

(5
)

(6
)

(7
)

(8
)

(9
)

[–
]

[–
]

[P
LN

]
[P

LN
]

[P
LN

]
[P

LN
]

[%
]

[%
]

[%
]

1
Se

p.
16

74
3,

14
5.

00
74

3,
14

5.
00

74
3,

14
5.

00
74

3,
14

5.
00

1.
27

2.
06

2.
06

2
O

ct
.1

6
1,

34
2,

96
0.

76
2,

08
6,

10
5.

76
1,

34
2,

96
0.

76
2,

08
6,

10
5.

76
3.

56
5.

78
5.

78

3
N

ov
.1

6
1,

96
2,

49
7.

14
4,

04
8,

60
2.

90
1,

96
2,

49
7.

14
4,

04
8,

60
2.

90
6.

90
11

.2
1

11
.2

1

4
D

ec
.1

6
1,

78
6,

72
9.

02
5,

83
5,

33
1.

92
1,

78
6,

72
9.

02
5,

83
5,

33
1.

92
9.

95
16

.1
6

16
.1

6

5
Ja

n.
17

89
0,

07
5.

82
6,

72
5,

40
7.

74
89

0,
07

5.
82

6,
72

5,
40

7.
74

11
.4

7
18

.6
2

18
.6

2

6
Fe

b.
17

1,
02

4,
91

1.
29

7,
75

0,
31

9.
03

1,
02

4,
91

1.
28

7,
75

0,
31

9.
02

13
.2

2
21

.4
6

21
.4

6

7
M

ar
.1

7
1,

12
4,

20
4.

85
8,

87
4,

52
3.

88
1,

12
4,

20
4.

85
8,

87
4,

52
3.

87
15

.1
3

24
.5

8
24

.5
8

8
A

pr
.1

7
89

9,
86

3.
73

9,
77

4,
38

7.
61

89
9,

86
3.

73
9,

77
4,

38
7.

60
16

.6
7

27
.0

7
27

.0
7

9
M

ay
17

86
0,

00
0.

82
10

,6
34

,3
88

.4
3

86
0,

00
0.

82
10

,6
34

,3
88

.4
2

18
.1

3
29

.4
5

29
.4

5

10
Ju

n.
17

53
7,

72
1.

00
11

,1
72

,1
09

.4
3

53
7,

72
1.

00
11

,1
72

,1
09

.4
2

19
.0

5
30

.9
4

30
.9

4

11
Ju

l.1
7

29
3,

52
4.

63
11

,4
65

,6
34

.0
6

29
3,

52
4.

63
11

,4
65

,6
34

.0
5

19
.5

5
31

.7
5

31
.7

5

12
A

ug
.1

7
1,

06
4,

46
5.

00
12

,5
30

,0
99

.0
6

1,
07

2,
25

1.
29

12
,5

37
,8

85
.3

4
21

.3
8

34
.7

0
34

.7
2

13
Se

p.
17

1,
23

6,
41

3.
52

13
,7

66
,5

12
.5

8
61

4,
82

5.
93

13
,1

52
,7

11
.2

7
22

.4
3

38
.1

2
36

.4
2

14
O

ct
.1

7
1,

99
8,

68
3.

50
15

,7
65

,1
96

.0
8

1,
50

9,
79

2.
56

14
,6

62
,5

03
.8

3
25

.0
0

43
.6

6
40

.6
0

15
N

ov
.1

7
2,

19
5,

75
1.

00
17

,9
60

,9
47

.0
8

2,
23

1,
80

2.
48

16
,8

94
,3

06
.3

1
28

.8
1

49
.7

4
46

.7
8

207



Appl. Sci. 2020, 10, 2071

T
a

b
le

1
.

C
on

t.

N
o

.
P

e
ri

o
d

T
h

e
B

u
d

g
e
te

d
C

o
st

o
f

W
o

rk
S

ch
e
d

u
le

d
A

cc
o

rd
in

g
to

th
e

W
o

rk
a
n

d
E

x
p

e
n

d
it

u
re

S
ch

e
d

u
le

T
h

e
C

u
m

u
la

ti
v

e
V

a
lu

e
o

f
th

e
B

u
d

g
e
te

d
C

o
st

o
f

W
o

rk
S

ch
e
d

u
le

d

T
h

e
A

ct
u

a
l

C
o

st
o

f
W

o
rk

P
e
rf

o
rm

e
d

T
h

e
C

u
m

u
la

ti
v

e
V

a
lu

e
o

f
th

e
A

ct
u

a
l

C
o

st
o

f
W

o
rk

P
e
rf

o
rm

e
d

T
h

e
A

ct
u

a
l

P
e
rc

e
n

ta
g

e
A

d
v

a
n

ce
m

e
n

t
o

f
W

o
rk

P
e
rf

o
rm

e
d

T
h

e
P

la
n

n
e
d

P
e
rc

e
n

ta
g

e
A

d
v

a
n

ce
m

e
n

t
o

f
W

o
rk

S
ch

e
d

u
le

d

T
h

e
A

ct
u

a
l

P
e
rc

e
n

ta
g

e
A

d
v

a
n

ce
m

e
n

t
o

f
W

o
rk

S
ch

e
d

u
le

d

BC
W

S
C

BC
W

S
A

C
W

P
C

A
C

W
P

A
C

PP
A

P

16
D

ec
.1

7
2,

92
5,

23
4.

00
20

,8
86

,1
81

.0
8

2,
55

9,
40

5.
11

19
,4

53
,7

11
.4

2
33

.1
7

57
.8

4
53

.8
7

17
Ja

n.
18

3,
81

6,
61

8.
00

24
,7

02
,7

99
.0

8
2,

64
4,

02
7.

80
22

,0
97

,7
39

.2
2

37
.6

8
68

.4
1

61
.1

9

18
Fe

b.
18

3,
82

5,
23

4.
00

28
,5

28
,0

33
.0

8
2,

20
2,

62
5.

30
24

,3
00

,3
64

.5
2

41
.4

4
79

.0
0

67
.2

9

19
M

ar
.1

8
3,

54
0,

99
3.

30
32

,0
69

,0
26

.3
8

2,
90

5,
52

1.
47

27
,2

05
,8

85
.9

9
46

.3
9

88
.8

1
75

.3
4

20
A

pr
.1

8
2,

40
8,

84
5.

75
34

,4
77

,8
72

.1
3

1,
94

7,
71

9.
29

29
,1

53
,6

05
.2

8
49

.7
1

95
.4

8
80

.7
3

21
M

ay
.1

8
1,

35
8,

44
3.

00
35

,8
36

,3
15

.1
3

1,
48

8,
79

9.
77

30
,6

42
,4

05
.0

5
52

.2
5

99
.2

4
84

.8
6

22
Ju

n.
18

27
4,

83
1.

00
36

,1
11

,1
46

.1
3

1,
19

1,
29

1.
00

31
,8

33
,6

96
.0

5
54

.2
8

10
0.

00
88

.1
5

23
Ju

l.1
8

0.
00

36
,1

11
,1

46
.1

3
1,

62
2,

58
3.

04
33

,4
56

,2
79

.0
9

57
.0

5
10

0.
00

92
.6

5

24
A

ug
.1

8
0.

00
36

,1
11

,1
46

.1
3

2,
41

5,
75

8.
53

35
,8

72
,0

37
.6

2
61

.1
7

10
0.

00
99

.3
4

25
Se

p.
18

0.
00

36
,1

11
,1

46
.1

3
4,

25
2,

40
3.

78
40

,1
24

,4
41

.4
0

68
.4

2
10

0.
00

11
1.

11

26
O

ct
.1

8
0.

00
36

,1
11

,1
46

.1
3

4,
72

2,
80

6.
07

44
,8

47
,2

47
.4

7
76

.4
7

10
0.

00
12

4.
19

27
N

ov
.1

8
0.

00
36

,1
11

,1
46

.1
3

4,
47

0,
58

0.
10

49
,3

17
,8

27
.5

7
84

.0
9

10
0.

00
13

6.
57

28
D

ec
.1

8
0.

00
36

,1
11

,1
46

.1
3

3,
01

3,
28

6.
20

52
,3

31
,1

13
.7

7
89

.2
3

10
0.

00
14

4.
92

29
Ja

n.
19

0.
00

36
,1

11
,1

46
.1

3
2,

22
6,

04
4.

30
54

,5
57

,1
58

.0
7

93
.0

3
10

0.
00

15
1.

08

30
Fe

b.
19

0.
00

36
,1

11
,1

46
.1

3
0.

00
54

,5
57

,1
58

.0
7

93
.0

3
10

0.
00

15
1.

08

31
M

ar
.1

9
0.

00
36

,1
11

,1
46

.1
3

2,
01

4,
67

0.
58

56
,5

71
,8

28
.6

5
96

.4
6

10
0.

00
15

6.
66

32
A

pr
.1

9
0.

00
36

,1
11

,1
46

.1
3

0.
00

56
,5

71
,8

28
.6

5
96

.4
6

10
0.

00
15

6.
66

33
M

ay
.1

9
0.

00
36

,1
11

,1
46

.1
3

0.
00

56
,5

71
,8

28
.6

5
96

.4
6

10
0.

00
15

6.
66

34
Ju

n.
19

0.
00

36
,1

11
,1

46
.1

3
2,

07
4,

55
6.

10
58

,6
46

,3
84

.7
5

10
0.

00
10

0.
00

16
2.

41

208



Appl. Sci. 2020, 10, 2071

Each subsequent annex to the principal contract (as of September 2016) forced the General
Contractor to develop an updated work and expenditure schedule. The updated schedule that was
used for the implementation of works modified the actual progress of the work performed. Figure 3
shows the variable work progress that resulted from several work and expenditure schedule updates.

 

Figure 3. Variability in the progress of construction works as a result of updating the work and
expenditure schedule of the hotel facility (own elaboration).

Table 2 summarizes information about individual changes in the remuneration and the completion
date of the implemented task.

Table 2. Results of measurements and cost analyses of the assessed hotel facility (own elaboration).

Work and Expenditure
Schedule

Duration
Cost of

Construction
Works

Deviation
from

Schedule

Deviation
from

Budget

Schedule
Performance

Indicator

Cost
Performance

Indicator

ASV ACV IASV IACV

(1) (2) (3) (4) (5) (6) (7)

[–] [months] [PLN] [months] [PLN] [–] [–]

Original cost of
construction works 22 36,111,146.13 - - - -

Cost of construction
works in Dec. 2017 22 42,313,695.00 0 6,202,548.87 1.000 1.172

Cost of construction
works in Mar. 2018 26 4, 635,084.50 4 7,523,938.37 1.182 1.208

Cost of construction
works in Jun. 2018 29 53,473,979.01 7 17,362,832.88 1.318 1.481

Cost of construction
works in Jul. 2018 29 57,564,756.03 7 21,453,609.90 1.318 1.594

Cost of construction
works in Nov. 2018 30 57,564,756.03 8 21,453,609.90 1.364 1.594

Final cost of
construction works 34 58,646,384.75 12 22,535,238.62 1.545 1.624
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4. Results of the Case Study

The hotel facility was completed in June 2019 after 34 months of work. The final cost of the
construction works amounted to PLN 58,646,000 and therefore was higher by PLN 22,535,000 from the
figure originally assumed (as of September 2016). It should also be noted that the actual date of the
commissioning and commencement of operation of the hotel was 12 months later than the planned
date, resulting in additional financial losses for the Investor.

Analysis of the actual progress of works clearly indicates how much the actual state of
implementation of the project differed from that originally assumed. The original budget of the
investment task was underestimated. The changes that occurred during the implementation of the
project resulted in failure to meet the parameters assumed by the Investor in mid-2016 (i.e., the time
and cost of implementing the project).

The following reasons led to the failure of meeting the planned deadlines and implementation
costs:

• A lack of appropriate preparation for the construction project in the investment planning phase.
The Investor planned the cost of implementing the construction project based on prices that were
valid in 2016 and did not take into account increases in prices during the subsequent periods of
implementation, or the financial fluctuations over time determined by discounted techniques.

• The Investor’s lack of experience in implementing similar construction projects. The Investor had
carried out in the past several smaller projects, but not from the hotel sector.

• Changes in the originally adopted standard of the hotel. The Investor incorrectly analyzed the
market demand for hotel buildings and initially adopted a lower standard for the facility than
required at this location.

• Changes in the scope of work of the General Contractor. Subsequent scopes of work required the
General Contractor to develop additional cost estimates and offers, and this took up additional
time. In turn, the increase in the scope of works resulted in a significant increase in employment
at the construction site, especially with regard to specialized subcontractors. The extension of the
implementation time caused an increase in the indirect costs of the General Contractor.

• The current situation of the market imbalance in the construction industry. In the analyzed
project period between 2017 and 2019 there were major problems concerning contracting and
subcontracting companies at the initially assumed cost level.

The case study of the analyzed hotel facility enabled the following conclusions to be made
regarding the measurement of deviations in the deadlines and budget of the investment task:

• the investment task was completed 12 months later than originally planned;
• the schedule performance efficiency indicator was equal to 1.545, and therefore the project was

longer than planned by 54.5%;
• the final cost of the construction works increased by PLN 22,535,338.62 net when compared to the

original cost;
• the cost performance efficiency indicator was equal to 1.624, and therefore the project was more

expensive than planned by 62.4%;
• analysis of the progress of the hotel facility execution indicates a growing trend of the schedule

and cost performance efficiency indicator.

5. Discussion

S-curve provides the basis for monitoring cash flows while planning any construction project.
Unfortunately, there is very little likelihood that a project will proceed completely as planned. Small
deviations between the plan and the reality can be seen as being within the limits of the norm and
usually do not interfere with the purpose. However, greater differences can hinder the goal and require
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a revision to ensure that project objectives are achieved [12]. The problems of overruns of a planned
project budget or rescheduled deadlines are widely recognized in many countries [8,9,37,38].

The simplest scheduling methods utilizing the S-curve are assumed to be deterministic, and do
not take into account possible risks and uncertainties. However, there are methods that take into
account the use of stochastic curves in probabilistic monitoring and project prediction as an alternative
to deterministic curves and traditional forecasting methods. For the generation of stochastic cost
curves, a simulation method was adopted based on defining the variability of the duration and the
costs of individual activities in the project [39]. The study also used a stochastic model approach to
financial management, taking into account the uncertainty of duration and costs at different stages
during the project lifecycle [40]. Effective project management requires a reliable knowledge of cash
flows at different stages of the project lifecycle. Obtaining this knowledge largely depends on taking
into account the precarious environmental conditions of the project, which can be obtained using the
method of assessing cash flow based on the project schedule [41]. Uncertainty and imprecision in
project planning have been included in cash flow calculation methodologies for projects involving
fuzzy activities and/or costs. Cash flow can be represented by the cost area S (as opposed to traditional
S-curves) obtained from a combination of cost curves at different risk capability levels. Unfortunately,
according to the authors, the proposed concept of the cost area S, in addition to the need to collect a lot
of data, also requires the use of advanced software [42].

In the presented case analysis there were continuous time and cost deviations due to poor project
management and a lack of application of even the simplest model for monitoring the S-curve. (i.e.,
using the models indicated in this discussion).

The entire analysis of research conducted by the authors of the paper leads to the main conclusion
that the models proposed earlier by various researches of the forecasted S-curve as a rule are not
exactly in line with a real state. Some works are too general and too descriptive [15,23]. There are
also presented models and methods that are too complicated and thus not very practical or easy to
adopt in planning and managing construction projects [3,11,19,40]. In some research, the models
seems to be reasonable, however they have not been tested and verified during construction process
monitoring [9,15,41]. To make things worse, it is hard to find reliable, proven research data based on
solid measures of actually executed construction projects where technical inspections were conducted
on construction sites and what was planned, paid and earned was reviewed. Some of the published
papers that are accessible have relied on questionnaires, analyses of past documents and assumptions
rather than facts [38,39]. However, there are still some strong construction-based papers that present
a case study of the application of the S-curve regression method to project control of construction
management [17].

One of the authors of the paper represents a strong continuity and solid experience collected
from more than 30 years of engineering and construction [7,35]. The main value of the described
construction case study is a detailed and systematic analysis of the course of the hotel project that
compares the planned costs of the scheduled work with the actual costs of the performed work, as well
as the identification of the reasons leading to the failure to meet the planned deadlines and budget of
the project’s implementation [34]. The paper demonstrates the reasons and the effects of construction
project’s cost overruns and time delays using a representative case study. Both factors were strongly
based on the EVM approach, including an indicated project budget breakdown and timeline deviations.
According to the newly published Project Management Institute briefings [1], 70% of construction
projects are completed with overruns of cost and time. This statement is rather frightening but credible,
and the presented case study highlights the state-of-the-art.

6. Summary and Conclusions

Appropriate planning of the investment process is a very important operation with a direct impact
on the successful implementation of a construction project via maintenance of the assumed budget
and project completion deadline, while ensuring a consistent quality of on-going construction work.
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Correct planning of cash flows is of key importance for Investors and contractors, preferably taking
into account financial fluctuations over time determined by discounted techniques.

Planning of costs also has a significant impact on the financial liquidity of construction companies.
There is therefore a need to develop simple, fast and effective methods that enable cash flows to
be properly planned and controlled. A very helpful tool for planning, monitoring and controlling
construction projects is the S-curve. Knowledge of the planned and actual course of cumulative financial
expenditures over time and the shape of the S-curve and its deviations permits rational actions to be
taken in order to achieve the intended goal and achieve success in construction project implementation.

Cumulative cost S-curves, due to their uniqueness, are unrepeatable. Each construction project
is unique because it is situated in a different location and different environment; designed and
implemented by different work teams; and carried out using various technical, organizational and
technological solutions. Therefore, it is justified to conduct further research into the course of cash
flows and cost planning. The development of a methodology for planning cumulative cost curves in
construction projects will allow the development of effective methods and verified models for better
planning and utilizing financial expenditures during construction works.
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Abstract: In this paper, the feed-forward backpropagation neural network (FFBPNN) is used to
propose a new formulation for predicting the compressive strength of fiber-reinforced polymer
(FRP)-confined concrete cylinders. A set of experimental data has been considered in the analysis.
The data include information about the dimensions of the concrete cylinders (diameter, length)
and the total thickness of FRP layers, unconfined ultimate concrete strength, ultimate confinement
pressure, ultimate tensile strength of the FRP laminates and the ultimate concrete strength of the
concrete cylinders. The confined ultimate concrete strength is considered as the output data, while
other parameters are considered as the input data. These parameters are mostly used in existing
FRP-confined concrete models. Soft computing techniques are used to estimate the compressive
strength of FRP-confined concrete cylinders. Finally, a new formulation is proposed. The results of
the proposed formula are compared to the existing methods. To verify the proposed method, results
are compared with other methods. The results show that the described method can forecast the
compressive strength of FRP-confined concrete cylinders with high precision in comparison with
the existing formulas. Moreover, the mean percentage of error for the proposed method is very
low (3.49%). Furthermore, the proposed formula can estimate the ultimate compressive capacity of
FRP-confined concrete cylinders with a different type of FRP and arbitrary thickness in the initial
design of practical projects.

Keywords: FRP; soft computing; compressive strength; confined concrete; artificial neural network

1. Introduction

A combination of high-strength fibers and matrix leads to the construction of a fiber-reinforced
polymer (FRP). The primary role of the matrix is to bind these fibers together to construct structural
shapes. Four common types of fibers (i.e., aramid, carbon, glass, and high-strength steel) and also
two standard matrices exist (i.e., epoxies and esters) [1,2]. A new area has been opened in the civil
engineering field due to the beneficial properties of FRP in the repair and rehabilitation of existing
structures. The FRP can create a continuous confinement action for the concrete member, and can
also increase the corrosion resistance of members [3]. Hereby, FRPs are popularly used to repair or
retrofit the reinforcing frame members [4–10]. Studies on the behavior of FRP and FRP-confined
concrete have advanced rapidly in recent years [11]. There are a lot of publications proposing a formula
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for FRP-confined concrete [12–19]. These proposed formulas are usually based on the Richard et al.
method [20].

Nowadays, the use of artificial neural networks, Bayesian networks and neuro-fuzzy systems has
a special place in engineering solutions, including FRP-strengthened concrete structures, structural
optimization, water resource management, vibration control, bridge engineering, etc. [11,21–37]. In
the study of vibrations in buildings, e.g., caused by earthquakes, the search for alternative solutions is
also underway (see [38–41], for example).

An artificial neural network (ANN) was used by Lee and Lee [42] to estimate the shear strength
of FRP-reinforced concrete flexural members. Sobhani et al. [43] used ANN, adaptive neuro-fuzzy
inference system (ANFIS) and regression analysis to predict the compressive strength of no-slump
concrete. Cheng and Cao [44] predicted the shear strength of reinforced concrete deep beams
using evolutionary multivariate adaptive regression splines. In addition, the M5 model tree, used
by Behnood et al. [45], is capable of predicting the elastic modulus of recycled aggregate concrete.
Ebrahimpour Komleh and Maghsoudi [46] proposed a new formulation to estimate the curvature
ductility factor for FRP-reinforced high-strength concrete beams using ANFIS and multiple regression
methods. The ANFIS model was also used by Gu and Oyadiji [47] to control a multi-degree of freedom
structures equipped with an MR damper. The ANFIS and ANN models were applied by Amini and
Moeini [48] to compare results obtained for the shear strength of reinforced concrete beams with
building codes. The strength of FRP connections using the backpropagation neural network was
studied by Mashrei et al. [49]. The deflection of high-strength self-compacting concrete deep beams
was studied by Mohammadhassani et al. applying ANFIS [50]. Nehdi and Nikopour [51] used the
genetic algorithm to predict the shear capacity of reinforced concrete beams reinforced with FRP sheets.

Currently, seawater and sea sand concrete is also becoming popular due to the shortage of resources
and, therefore, many researchers have focused their studies on these types of materials [52–54]. Some
mechanical properties of FRP-confined concrete columns made of sea sand and seawater were studied
by Li et al. [52]. They presented some theoretical models for hoop stress and strain relations and
axial compression–strain relations. Zhou et al. [54] experimentally considered the effects of a chloride
environment on the mechanical performance and durability of FRP-confined concrete columns made
of seawater.

In this paper, the feed-forward backpropagation neural network (FFBPNN) method has been
used to estimate the ultimate compressive capacity of FRP-confined concrete cylinders. For this
purpose, a set of previously published and available experimental data (281 instances) for concrete
made of ordinary sand has been collected for training and testing. Finally, a new formulation has been
proposed to estimate the ultimate compressive capacity of FRP-confined concrete cylinders. It should
be noted that the correlation coefficient of the proposed formula is equal to 0.9809, which shows a good
agreement with the actual values. A comparison has been performed between the results obtained
by FFBPNN and the results of the other existing models to demonstrate the ability of the proposed
method. The results show that the values of the mean percentage of error (3.49%), root mean square
error (3.99), and average absolute error (0.035) for the proposed method are less than other studied
methods. It means that, for the proposed formula, more than 96% of the simulated results are entirely
consistent with the experimental results, and also that the proposed method is very accurate compared
to other existing methods. Furthermore, it is shown that the FFBPNN is a formula that can be used
for all types of FRP (carbon, aramid, and glass). The proposed method can be easily employed using
a calculator with high precision while, in the case of neuro-fuzzy, neural network and other known
methods, a computer and sophisticated software are usually needed.

2. Research Objectives

Generally, ANNs have been used in applied science and engineering problems, because of their
positive features. These features can be summarized as: (I) ability to handle the uncertainties, (II) ability
to find the existing sensitivity and, finally, (III) proposing a mathematical relationship between input
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and output data. This research work addresses the following main objectives. First, the feed-forward
backpropagation neural network is used to predict the compressive strength of FRP-confined concrete
cylinders from a set of experimental data. For this purpose, a database of experimental data has been
established based on various publications. Based on these data, the main effective parameters that have
an influence on the compressive strength of FRP-confined concrete cylinders (FRPCCC) are assessed.
Finally, using the feed-forward backpropagation neural network, a new formulation is proposed, and
the effects of the presented formula are compared with existing models.

3. Overview of Existing Models

Some published publications offer a formula to forecast the compressive strength of FRPCCC ( f ′cc).
In these papers, certain parameters are adopted as the input parameters. These parameters include the
diameter of the concrete cylinder (d), length of the concrete cylinder (L), unconfined ultimate concrete
strength ( f ′co), the thickness of FRP layer (t), ultimate confinement pressure ( fl) and ultimate tensile
strength of the FRP laminate ( f f ). Table 1 shows the existing formula to compute the compressive
strength of FRPCCC.

Table 1. Some of the existing formulas for predicting the compressive strength of fiber-reinforced
polymer-confined concrete cylinders (FRPCCC).

Author Year Formula Note

Mansouri et al. [55] 2016
Neuro-fuzzy, multivariate adaptive regression

splines, neural network, and M5 model tree
techniques (without any proposed formula)

Nonlinear

Naderpour et al. [56] 2010

f ′cc =
(

f ′cc

)
chart
×C(d) ×C(L) ×C( f ′co) ×C(t) ×C( fl)

C(d) = −0.490
(

d
140 ) + 1.494

C(L) = 0.159 ln
(

L
300 ) + 1.009

C( f ′co) = 1.082
(

f ′co
35

)4
− 5.071

(
f ′co
35

)3
+ 8.209

(
f ′co
35

)2
− 5.025

(
f ′co
35 ) + 1.798

C(t) = −0.064( t
1.2

)2
+ 0.669

(
t

1.2

)
+ 0.387

C( fl) = −0.213
(

fl
1500

)4
+ 0.901

(
fl

1500

)3

− 1.008
(

fl
1500

)2
+ 0.723

(
fl

1500

)
+ 0.604

Nonlinear

Vintzileou and
Panagiotidou [18] 2008 f ′cc/f ′co = 1 + 2.8( fl/f ′co) Linear

Berthet et al. [12] 2006 f ′cc/f ′co = 1 + 3.45( fl/f ′co) 20 ≤ f ′co ≤ 50 (MPa)
f ′cc/f ′co = 1 + 0.95( fl/f ′ 1.25

co ) 50 ≤ f ′co ≤ 200 (MPa)
Linear-Nonlinear

Matthys et al. [15] 2005 f ′cc/f ′co = 1 + 2.3( fl/f ′co)
0.85 Nonlinear

Matthys et al. [15] 2005 f ′cc/f ′co = 1 + 2.3( fl/f ′co)
0.85 Nonlinear

Lam and Teng [13] 2002 f ′cc/f ′co = 1 + 2( fl/f ′co) Linear

Xiao and Wu [19] 2000 f ′cc/f ′co = 1.1 + (4.1− 0.75 f ′co
2/El)( fl/f ′co) Nonlinear

Miyauchi et al. [16] 2000 f ′cc/f ′co = 1 + 3.485( fl/f ′co) Linear

Saafi et al. [17] 1999 f ′cc/f ′co = 1 + 2.2( fl/f ′co)
0.84 Nonlinear

Miyauchi et al. [16] 2000 f ′cc/f ′co = 1 + 2.98( fl/f ′co) Linear
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Table 1. Cont.

Author Year Formula Note

Spoelstra and Monti [57] 1999 f ′cc/f ′co = 0.2 + 3( fl/f ′co)
0.5 Second-order

Toutanji [58] 1999 f ′cc/f ′co = 1 + 3.5( fl/f ′co)
0.85 Nonlinear

Samaan et al. [59] 1998 f ′cc/f ′co = 1 + 6( fl0.7/f ′co) Nonlinear

Kono et al. [60] 1998 f ′cc/f ′co = 1 + 0.0572 fl Linear

Karbhari and Gao [61] 1997 f ′cc/f ′co = 1 + 2.1( fl/f ′co)
0.87 Nonlinear

Mander et al. [62] 1988 f ′cc/f ′co = −1.254− 2( fl/f ′co) + 2.254(1 + 7.94 fl/f ′co)
0.5 Second-order

Fardis and Khalili [63] 1981 f ′cc/f ′co = 1 + 2.05( fl/f ′co) Linear

Fardis and Khalili [64] 1982 f ′cc/f ′co = 1 + 3.7( fl/f ′co)
0.85 Nonlinear

Richart et al. [20] 1928 f ′cc/f ′co = 1 + 4.1( fl/f ′co) Linear

It should be noted that when a concrete cylinder is subjected to the axial compression force, the
compressive strength is less than its value for the FRPCCC (see Figure 1). It means that P1 < P2.

 

Figure 1. Two specimens (i.e., concrete cylinder and FRPCCC) subjected to the compression (an axial
force).

4. Proposing a New Formulation to Predict the Compressive Strength of FRP-Confined Concrete
Cylinder

In this paper, firstly, a set of experimental data is collected from the published literature [17,58,60,65–78]
(see Table A1 in Appendix A). Then, the collected data are divided into input and output parameters (see
Table 2).

Table 2. Input and output parameters.

Type Parameters Expression

Input

d (mm) The diameter of the concrete cylinder
L (mm) length of the concrete cylinder

f ′co (MPa) Unconfined ultimate concrete strength
t (mm) The thickness of the FRP layer
fl (MPa) Ultimate confinement pressure
f f (MPa) The ultimate tensile strength of the CFRP laminate

Output f ′cc (MPa) Confined ultimate concrete strength

The values for minimum, maximum, mean, standard deviation, and coefficient of variation for
the collected data are depicted in Table 3.
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Table 3. Statistical properties for experimental data collected from the published literature.

Quantity d (mm) L (mm) t (mm) f ′co (MPa) fl (MPa) ff (MPa) f ′cc (MPa)

Mean 133.854 272.014 0.835 42.642 15.857 2123.174 80.448
Minimum 51 102 0.089 19.4 2.33 229.762 33.8
Maximum 219 438 5.9 103 94.57 3820.359 303.6

standard deviation 27.283 58.250 1.133 17.110 12.463 1112.343 29.173
coefficient of variation 0.204 0.214 1.357 0.401 0.786 0.524 0.363

4.1. The Artificial Neural Network Model

ANNs are among the computational software methods used. The neural networks can find the
existing patterns between the input and output data of experiments or simulations via training [79]. It
is noteworthy that layers, neurons and weights can compose the neural networks. Here, the primary
role of the weights is to relate every neuron in each layer to the neurons in other layers. Every neuron
is associated with neurons in other layers by the weights. Every layer processes the input data and
transfers them to the next layer. Additionally, an input layer, two or more hidden layers and an
output layer compose the feed-forward neural network. A three-layer neural network is depicted
in Figure 2. As mentioned in Section 3, the number of collected data is 281. These data are used for
the learning, validating, and testing of ANNs. In the neural network modeling, log-sigmoid transfer
functions are used and one hidden layer is selected. Firstly, all selected data are normalized based on
the following equation:

fscaled = (0.9− 0.1)
(

f− fmin
fmax− fmin

)
+ 0.1

0.1 ≤ fscaled ≤ 0.9
(1)

where f , fmin, fmax and fscaled are the selected parameters, their minimum and maximum values are
based on Table 3 and the value of the scaled parameters, respectively. Based on Equation (1), the scaled
parameters place in the range between 0.1 and 0.9, as recognized by the log-sigmoid transfer functions.

Figure 2. A three-layer artificial neural network.

The Levenberg–Marquardt algorithm is used to train randomly divided input and output vectors,
which are called training (also learning), validating (also verifying) and testing datasets. Since
improving the performance of the ANN model can be done by finding the optimal distribution of the
datasets, various sets were analyzed. Finally, the best division was chosen, in which 70% of all data
were training sets, while 15% of all data were validating and testing sets, respectively.

For this purpose, a 6:n:1 network is considered with six inputs, n hidden neurons and one output,
respectively (see Figure 2). Moreover, the flowchart of the utilized ANN is depicted in Figure 3.
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Figure 3. Flowchart of the utilized artificial neural network (ANN) for predicting the confined ultimate
concrete strength.

The mean squared error (MSE) is considered as a criterion to stop the training of the networks.
The MSE is defined as the average squared difference and is an important value that indicates an error
between the network output and the actual value obtained from research. Therefore, when the quantity
for the desired network has a minimum value, this network has a better performance. In addition, in a
network, the correlation between outputs and targets is measured by regression values (R-values). The
R-value is a parameter to measure the correlation between targets and outputs. These two criteria are
selected to recognize which network has a better performance.

Figure 4 shows the regression values of the networks versus the different numbers of neurons
in hidden layers. Furthermore, Figure 5 presents the maximum absolute value for the error of each
network. From the above description and considering Figures 4 and 5, it can be concluded that a
network with 15 hidden neurons had the best performance.
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Figure 4. The correlation coefficient with different values of ANN 6:n:1.

 
Figure 5. Mean squared error (MSE) versus some hidden-layer neurons.

After selecting a desirable network (6:15:1), the results for the training of this network are shown
in Figures 6–8. It can be seen from Figure 6 that the network is well established and learned, since the
values for MSE of the network begin at a large value and stop at a smaller one.
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Figure 6. Performance of ANN 6:15:1.

Figure 7. Training state of ANN 6:15:1.

 

Figure 8. Cont.
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Figure 8. Regressions of training, validating, and testing datasets simulated by ANN 6:15:1.

It should be noted that the ANN technique cannot propose a formulation to predict the compressive
strength of FRPCCC. Therefore, in the next section of this paper, the K-fold cross-validation technique
is used to obtain a new formulation. Then, the efficiency of the proposed formula is examined.

4.2. Using a Model with a K-Fold Cross-Validation Technique in FFBPNN

In this section of the paper, a K-fold cross-validation (KFCV) technique is applied for the
optimization and evaluation of the perfected ANN [80,81]. In the KFCV technique, the data are divided
randomly into K folds. Then, the K-1 folds are used for training, and the last fold is used to test the
neural network. In the parametric study conducted, the values for K, changing from two to five and
K = 4, are considered. The process of learning and testing is conducted for all the K sections. Therefore,
all the K sections contribute to the learning and testing of the ANN. This process is iterated three times
for the reduction and variation of KFCV and similar distribution of data in each K. The performance of
the neural network for each iteration can be computed by the percentage of correct predictions in the
neural network for K folds.

In every epoch, the performance evaluation of the neural network is calculated. The curve is the
correct classification factor (CCF), it is drawn for three iterations and, finally, it is averaged. In the CCF
curve, after a specified epoch, the curve is saturated. Then, the optimal epoch is defined using 10% of
the curve plateau. In this study, a neural network with three layers is selected for the sake of simplicity.
For optimization of the ANN structure, some neurons in the hidden layer are optimized. For this
purpose, the selecting criteria are considered to be the area under the CCF curve (AUCCF). Therefore,
the AUCCF is measured until it reaches the optimal epoch. Hence, different neurons, from two to 13
neurons in the hidden layer, are selected and the KFCV process is repeated for the structures. Finally,
the structure with the maximum efficiency can be determined by drawing the CCF and calculating the
AUCCF. Figure 9 shows the AUCCF curve. As can be seen from this figure, the 6:11:1 structure with 11
neurons in the hidden layer has the highest performance with 86.6%. Figure 10 shows the CCF curve
for the optimized ANN structure. As shown in this figure, the optimum epoch is 224.
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Figure 9. Area under the correct classification factor (AUCCF) curve of the neural network with
different structures.

Figure 10. The CCF curve of optimized ANN structure.

Data that are predicted by the optimized ANN neural network and the training data are plotted
in Figure 11. As shown in this figure, the correlation coefficient is equal to 0.9809, which confirms the
performance of the optimized ANN structure.
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Figure 11. The correlation coefficient of the predicted data by optimized ANN structure and training data.

The Tansig and Pureline activation functions are selected for the hidden layer and the output
layer, respectively. Considering the optimum structure of the neural network, weights, biases, and
activation functions, a relation, such as Equation (2), could be extracted:

Output =
(

2
1 + exp(−2×(Input×Iw+b1))

− 1
)
× Lw + b2 (2)

Input, Output, IW, LW, b1, and b2 in Equation (2) are constant coefficients, which are defined
as follows:

IW =

⎡⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎢⎣

−1.2007 −0.6174 2.6247 0.3393 −0.7012 1.6310
13.2928 −16.8285 8.4865 1.3056 −0.4213 −7.0180
−1.0486 −0.0470 −2.9279 0.5110 −2.2153 −0.2471
−6.1496 3.0775 7.2171 −3.7018 16.1829 −15.3115
3.2838 −0.7242 −0.5853 0.0652 0.5304 −1.0226
−0.9033 0.8337 3.1251 2.2056 1.3875 2.3565
−0.9161 0.6510 1.1284 −0.1900 0.5996 0.5913
5.4701 1.9650 1.4193 −0.8012 −0.3120 1.6189
−1.3924 −1.9230 6.6908 −12.3073 2.1772 1.0588
−12.8275 14.9574 11.9745 3.8238 −21.2448 23.5244
12.3926 10.8354 −2.5711 −8.0694 11.5337 0.1035

⎤⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎥⎦

T

LW =
[
−7.7570 −0.1861 0.2698 −0.2166 1.1077 1.2329 1.6244 −0.7781 −3.3951 0.1298 −1.1472

]T
b1 =

[
−1.7314 4.5025 −3.2840 26.0974 0.7293 1.5696 1.5758 −0.6336 16.9266 2.9547 17.0029

]
b2 = −3.9606

Input = [ d L t f ′co fl f f ]

Output = [ f ′cc]

(3)

5. Comparison of the Proposed Strength Model with Existing Empirical Ones

Five known models are selected [12,13,15,16,18,56] to verify the proposed formula. It must be
noted that no formula has been proposed in the most recent available publication [55]. The formula
proposed in this paper can be implemented in a calculator, while, in the case of the neuro-fuzzy, neural
network, multivariate adaptive regression splines and M5 model tree techniques (all considered in [55]),
a computer and professional programs should be used.

Figure 12 shows the values of the compressive strength of the FRPCCC obtained by the proposed
and existing formula versus the experimental values. Table A1 in the Appendix section shows the
experimental data that have been used to judge the ability of different methods. In fact, for all formulas,
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the same data are applied to forecast the compressive strengths of the FRPCCC. Figure 12 shows that
the presented formula can estimate the compressive strengths of the FRPCCC with a higher precision
compared to the existing formulas.

Figure 12. Comparison between simulated and experimental results for the compressive strength
of FRPCCC.

The mean percentage of error, correlation coefficient, root mean square error (RMSE), and average
absolute error (AAE) for the studied methods are shown in Table 4 to verify the efficiency of the
proposed method. Based on this table, it should be noted that the mean percentage of error and the
correlation coefficient for the proposed method are equal to 3.49% and 0.9809, respectively. Meanwhile,
the corresponding values for other existing methods are equal to over 13% and 0.41, respectively. This
means that, for the proposed formula, more than 96% of the simulated results are entirely consistent
with the experimental ones. Furthermore, the minimum values of RMSE and AAE are obtained for
the proposed formula. Therefore, it should be pointed out that the proposed formula is very accurate
compared to other existing ones, for which the accuracy is lower than 85%.

Table 4. Comparison between different studied models.

Method
Error

Miyauchi
et al. [16]

Lam and
Teng [13]

Matthys
et al. [15]

Berthet et
al. [12]

Vintzileou and
Panagiotidou [18]

Naderpour
et al. [56]

Proposed
Formula

Mean
percentage

of error
17.77% 16.95% 13.14% 17.59% 15.42% 8.44% 3.49%

RMSE 31.83 14.96 13.95 31.20 20.64 12.86 3.99
AAE 0.28 0.15 0.14 0.25 0.18 0.11 0.035

correlation
coefficients 0.6813 0.7897 0.8064 0.6835 0.7288 0.7686 0.9809

Based on Figures 11 and 12, as well as Table 4, it is evident that the proposed formula has a good
agreement with the actual values. Therefore, it can be used in the practical projects to evaluate the
amount of column compressive capacity reinforced by FPR sheets in the initial design. It should be
noted that the collected data (see Appendix A) are for different types of FRP sheets (carbon, aramid, and
glass) and the FFBPNN method has been trained and tested with these data. Therefore, the proposed
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formula can estimate the ultimate compressive capacity of FRP-confined concrete cylinders with a
different type of FRP and arbitrary thickness.

6. Concluding Remarks

A soft computing model for the ultimate strength estimation of FRPCCC has been proposed in
this paper. A set of experimental data from the published literature has been collected and divided
into input and output parameters. Firstly, the ANN model has been created and analyzed. The mean
squared error and R-values have been used to verify the efficiency of the network.

The results of the analysis indicate that a network with 15 hidden neurons has the best performance.
However, it should be noted that the basic ANN technique cannot propose a formulation to forecast the
compressive strength of FRPCCC. Therefore, in the next step of the study, the author’s improvement
approach has been presented. A model with a K-fold cross-validation technique in the feed-forward
backpropagation neural network has been presented. The correlation coefficient, root mean square
error, mean percentage of error and average absolute error have been used to check its efficiency. The
structure with 11 neurons in the hidden layer has been found to give the best performance. Finally,
a comparison between the proposed formula and existing empirical ones has been conducted. To
verify the proposed formula, five known models described in this paper have been selected. The
results of the study show that the proposed method can estimate the compressive strengths of the
FRPCCC with higher precision compared to the existing formulas. Moreover, it can be used to predict
the compressive strength of FRPCCC with different types and arbitrary thicknesses of FRP (carbon,
aramid, and glass). It should be noted that the mean percentage of error and the correlation coefficient
for the proposed method are equal to 3.49% and 0.9809, respectively. Meanwhile, the corresponding
values for other existing methods are equal to over 13% and 0.41, respectively. It means that, for the
proposed formula, more than 96% of the simulated results are entirely consistent with the experimental
results. Furthermore, the minimum values of RMSE and AAE have been obtained for the proposed
formula. Therefore, it should be pointed out that the proposed formula is very accurate compared to
other existing methods, for which the accuracy is usually lower than 85%. It should also be added that
the proposed method can be easily employed using a calculator with high precision while, in the case
of the neuro-fuzzy network, neural network and other known methods, a computer and sophisticated
software is usually needed. Therefore, our model can be used to estimate the ultimate compressive
capacity of FRP-confined concrete cylinders in the initial design of practical projects.

Finally, it should be noted that there is a lack of experimental tests on concrete cylinders made of
seawater and sea sand retrofitted with FRP sheets in order to propose a formula that covers the entire
region. This should be a focus in future studies.
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Appendix A

The collected data are indicated in Table A1.

227



Appl. Sci. 2020, 10, 1769

Table A1. The collected data from experimental studies.

No. Ref. Fiber Type d (mm) L (mm) t (mm) f ′co (MPa) fl (MPa) ff (MPa) f ′cc (MPa)

1 [72] CFRP 150 300 0.11 45.2 5.2 3481 59.4
2 [72] CFRP 150 300 0.22 45.2 10.08 3481 79.4
3 [72] CFRP 150 300 0.11 31.2 5.04 3481 52.4
4 [72] CFRP 150 300 0.22 31.2 10.14 3481 67.4
5 [72] CFRP 150 300 0.33 31.2 15.31 3481 81.7
6 [72] CFRP 100 200 0.11 51.9 7.7 3481 75.2
7 [72] CFRP 100 200 0.22 51.9 15.15 3481 104.6
8 [72] CFRP 100 200 0.11 33.7 7.57 3481 69.6
9 [72] CFRP 100 200 0.22 33.7 15.39 3481 88

10 [72] CFRP 150 300 0.11 45.2 5.2 3481 59.4
11 [60] CFRP 100 200 0.167 34.3 12.77 3820 57.4
12 [60] CFRP 100 200 0.167 34.3 12.85 3820 64.9
13 [60] CFRP 100 200 0.167 32.3 12.85 3820 58.2
14 [60] CFRP 100 200 0.167 32.3 12.77 3820 61.8
15 [60] CFRP 100 200 0.167 32.3 12.67 3820 57.7
16 [60] CFRP 100 200 0.334 32.3 27.69 3820 61.8
17 [60] CFRP 100 200 0.334 32.3 35.55 3820 80.2
18 [60] CFRP 100 200 0.334 32.3 16.4 3820 58.2
19 [60] CFRP 100 200 0.501 32.3 38.33 3820 86.9
20 [60] CFRP 100 200 0.501 32.3 38.27 3820 90.1
21 [60] CFRP 100 200 0.167 34.8 12.8 3820 57.8
22 [60] CFRP 100 200 0.167 34.8 12.67 3820 55.6
23 [60] CFRP 100 200 0.167 34.8 12.66 3820 50.7
24 [60] CFRP 100 200 0.334 34.8 25.4 3820 82.7
25 [60] CFRP 100 200 0.334 34.8 25.46 3820 81.4
26 [60] CFRP 100 200 0.501 34.8 38.38 3820 103.3
27 [60] CFRP 100 200 0.501 34.8 38.24 3820 110.1
28 [69] CFRP 150 300 0.117 34.9 4.08 2600 46.1
29 [69] CFRP 150 300 0.235 34.9 3.44 1100 45.8
30 [77] CFRP 153 306 0.36 19.4 10.77 2275 33.8
31 [77] CFRP 153 306 0.66 19.4 19.71 2275 46.4
32 [77] CFRP 153 306 0.9 19.4 26.87 2275 62.6
33 [77] CFRP 153 306 1.08 19.4 32.2 2275 75.7
34 [77] CFRP 153 306 1.25 19.4 37.32 2275 80.2
35 [77] CFRP 153 306 0.36 49 10.68 2275 59.1
36 [77] CFRP 153 306 0.66 49 19.77 2275 76.5
37 [77] CFRP 153 306 0.9 49 26.85 2275 98.8
38 [77] CFRP 153 306 1.08 49 32.3 2275 112.7
39 [75] CFRP 100 200 0.6 42 15.21 1265 73.5
40 [75] CFRP 100 200 0.6 42 15.21 1265 73.5
41 [75] CFRP 100 200 0.6 42 15.15 1265 67.62
42 [75] AFRP 150 300 1.26 43 3.82 230 47.3
43 [75] AFRP 150 300 2.52 43 7.76 230 58.91
44 [75] AFRP 150 300 3.78 43 11.66 230 70.95
45 [75] AFRP 150 300 5.04 43 15.46 230 74.39
46 [70] GFRP 100 200 0.35 32 10.63 1520 54
47 [70] GFRP 100 200 0.35 32 10.69 1520 48
48 [70] GFRP 100 200 0.35 32 10.63 1520 54
49 [70] GFRP 100 200 0.35 32 10.61 1520 50
50 [70] CFRP 100 200 0.16 37 12.2 3790 60
51 [70] CFRP 100 200 0.16 37 12.15 3790 62
52 [70] CFRP 100 200 0.16 37 12.13 3790 59
53 [70] CFRP 100 200 0.16 37 12.11 3790 57
54 [76] CFRP 150 300 0.169 25.15 4.63 2024 44.13
55 [76] CFRP 150 300 0.169 25.15 4.61 2024 41.56
56 [76] CFRP 150 300 0.169 25.15 4.55 2024 38.75
57 [76] CFRP 150 300 0.338 25.15 9.11 2024 60.09
58 [76] CFRP 150 300 0.338 25.15 9.14 2024 55.93
59 [76] CFRP 150 300 0.338 25.15 9.19 2024 61.61
60 [76] CFRP 150 300 0.507 25.15 13.64 2024 67
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Table A1. Cont.

No. Ref. Fiber Type d (mm) L (mm) t (mm) f ′co (MPa) fl (MPa) ff (MPa) f ′cc (MPa)

61 [76] CFRP 150 300 0.507 25.15 13.72 2024 67.27
62 [76] CFRP 150 300 0.507 25.15 13.72 2024 70.18
63 [76] CFRP 150 300 0.169 47.44 4.64 2024 72.26
64 [76] CFRP 150 300 0.169 47.44 4.61 2024 64.4
65 [76] CFRP 150 300 0.169 47.44 4.57 2024 66.19
66 [76] CFRP 150 300 0.338 47.44 9.12 2024 82.36
67 [76] CFRP 150 300 0.338 47.44 9.12 2024 82.35
68 [76] CFRP 150 300 0.338 47.44 9.08 2024 79.11
69 [76] CFRP 150 300 0.507 47.44 13.79 2024 96.29
70 [76] CFRP 150 300 0.507 47.44 13.74 2024 95.22
71 [76] CFRP 150 300 0.507 47.44 13.77 2024 103.9
72 [76] CFRP 150 300 0.169 51.84 4.62 2024 78.65
73 [76] CFRP 150 300 0.169 51.84 4.54 2024 79.18
74 [76] CFRP 150 300 0.169 51.84 4.57 2024 72.76
75 [76] CFRP 150 300 0.338 51.84 9.23 2024 95.4
76 [76] CFRP 150 300 0.338 51.84 9.16 2024 90.3
77 [76] CFRP 150 300 0.338 51.84 9.02 2024 90.65
78 [76] CFRP 150 300 0.507 51.84 13.77 2024 110.5
79 [76] CFRP 150 300 0.507 51.84 13.64 2024 103.6
80 [76] CFRP 150 300 0.507 51.84 13.65 2024 117.2
81 [76] CFRP 150 300 0.845 51.84 22.78 2024 112.6
82 [76] CFRP 150 300 0.845 51.84 22.87 2024 126.6
83 [76] CFRP 150 300 0.845 51.84 22.67 2024 137.9
84 [76] CFRP 150 300 0.169 70.48 4.53 2024 87.29
85 [76] CFRP 150 300 0.169 70.48 4.53 2024 84.03
86 [76] CFRP 150 300 0.169 70.48 4.53 2024 83.22
87 [76] CFRP 150 300 0.338 70.48 9.19 2024 94.06
88 [76] CFRP 150 300 0.338 70.48 9.14 2024 98.13
89 [76] CFRP 150 300 0.338 70.48 9.22 2024 107.2
90 [76] CFRP 150 300 0.507 70.48 13.7 2024 114.1
91 [76] CFRP 150 300 0.507 70.48 13.63 2024 108
92 [76] CFRP 150 300 0.507 70.48 13.48 2024 110.3
93 [76] CFRP 150 300 0.169 82.13 4.75 2024 94.08
94 [76] CFRP 150 300 0.169 82.13 5.2 2024 97.6
95 [76] CFRP 150 300 0.169 82.13 4.98 2024 95.83
96 [76] CFRP 150 300 0.338 82.13 10.15 2024 97.43
97 [76] CFRP 150 300 0.338 82.13 9.14 2024 98.85
98 [76] CFRP 150 300 0.338 82.13 9.92 2024 98.24
99 [76] CFRP 150 300 0.507 82.13 13.59 2024 124.2

100 [76] CFRP 150 300 0.507 82.13 13.76 2024 129.5
101 [76] CFRP 150 300 0.507 82.13 13.42 2024 120.3
102 [65] GFRP 102 203 1 38.99 40.75 2078 115.3
103 [65] GFRP 102 203 1 50.51 40.75 2078 135.1
104 [65] GFRP 102 203 1 64.2 40.75 2078 145.59
105 [73] GFRP 150 300 0.3 36.3 2.33 583 46
106 [73] GFRP 150 300 0.3 36.3 2.33 583 41.2
107 [73] GFRP 150 300 0.6 36.3 4.67 584 60.52
108 [73] GFRP 150 300 0.6 36.3 4.67 584 59.23
109 [73] GFRP 150 300 0.6 36.3 4.67 584 59.77
110 [73] GFRP 150 300 0.6 36.3 4.67 584 60.16
111 [73] GFRP 150 300 0.6 36.3 4.67 584 69.02
112 [73] GFRP 150 300 0.6 36.3 4.67 584 55.75
113 [73] GFRP 150 300 0.6 36.3 4.67 584 56.41
114 [73] GFRP 150 300 1.2 36.3 9.33 583 84.88
115 [73] GFRP 150 300 1.2 36.3 9.33 583 84.33
116 [73] GFRP 150 300 1.2 36.3 9.33 583 79.64
117 [73] AFRP 150 300 2.4 36.3 18.67 583 106.87
118 [73] AFRP 150 300 2.4 36.3 18.67 583 104.94
119 [73] AFRP 150 300 2.4 36.3 18.67 583 107.91
120 [67] CFRP 51 102 0.089 41 12.22 3501 86
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Table A1. Cont.

No. Ref. Fiber Type d (mm) L (mm) t (mm) f ′co (MPa) fl (MPa) ff (MPa) f ′cc (MPa)

121 [67] CFRP 51 102 0.179 41 24.57 3500 120.5
122 [67] CFRP 51 102 0.344 41 47.22 3500 158.4
123 [67] CFRP 51 102 0.689 41 94.57 3500 241
124 [67] CFRP 51 102 0.179 103 24.57 3500 131.1
125 [67] CFRP 51 102 0.344 103 47.22 3500 193.2
126 [67] CFRP 51 102 0.689 103 94.57 3500 303.6
127 [74] CFRP 153 305 0.36 39.7 5.98 1271 55.98
128 [78] CFRP 100 200 0.1675 30.2 9.14 2728 46.6
129 [78] CFRP 100 200 0.5025 30.2 27.42 2728 87.2
130 [78] CFRP 100 200 0.67 30.2 36.56 2728 104.6
131 [78] CFRP 100 200 0.14 30.2 4.38 1564 41.7
132 [78] CFRP 100 200 0.28 30.2 8.75 1563 56
133 [78] CFRP 100 200 0.42 30.2 13.13 1563 63.3
134 [78] AFRP 100 200 0.145 30.2 7.7 2655 39
135 [78] AFRP 100 200 0.29 30.2 15.39 2653 68.5
136 [78] AFRP 100 200 0.435 30.2 23.09 2654 92.1
137 [72] CFRP 150 300 0.11 45.2 5.11 3484 59.4
138 [72] CFRP 150 300 0.22 45.2 10.21 3481 79.4
139 [72] CFRP 150 300 0.11 31.2 5.11 3484 52.4
140 [72] CFRP 150 300 0.22 31.2 10.21 3481 67.4
141 [72] CFRP 150 300 0.33 31.2 15.32 3482 81.7
142 [72] CFRP 100 200 0.11 51.9 7.66 3482 75.2
143 [72] CFRP 100 200 0.22 51.9 15.32 3482 104.6
144 [72] CFRP 100 200 0.11 33.7 7.66 3482 69.6
145 [72] CFRP 100 200 0.22 33.7 15.32 3482 88
146 [72] CFRP 150 300 0.11 45.2 5.11 3484 59.4
147 [60] CFRP 100 200 0.167 34.3 12.76 3820 57.4
148 [60] CFRP 100 200 0.167 34.3 12.76 3820 64.9
149 [60] CFRP 100 200 0.167 32.3 12.76 3820 58.2
150 [60] CFRP 100 200 0.167 32.3 12.76 3820 61.8
151 [60] CFRP 100 200 0.167 32.3 12.76 3820 57.7
152 [60] CFRP 100 200 0.334 32.3 25.52 3820 58.2
153 [60] CFRP 100 200 0.334 32.3 25.52 3820 61.8
154 [60] CFRP 100 200 0.334 32.3 25.52 3820 80.2
155 [60] CFRP 100 200 0.501 32.3 38.28 3820 86.9
156 [60] CFRP 100 200 0.501 32.3 38.28 3820 90.1
157 [60] CFRP 100 200 0.167 34.8 12.76 3820 57.8
158 [60] CFRP 100 200 0.167 34.8 12.76 3820 55.6
159 [60] CFRP 100 200 0.167 34.8 12.76 3820 50.7
160 [60] CFRP 100 200 0.334 34.8 25.52 3820 82.7
161 [60] CFRP 100 200 0.334 34.8 25.52 3820 81.4
162 [60] CFRP 100 200 0.501 34.8 38.28 3820 103.3
163 [60] CFRP 100 200 0.501 34.8 38.28 3820 110.1
164 [58] GFRP 76 305 0.236 30.93 9.43 1518 60.82
165 [58] CFRP 76 305 0.22 30.93 20.18 3486 95.02
166 [58] CFRP 76 305 0.33 30.93 25.53 2940 94.01
167 [69] CFRP 150 300 0.117 34.9 4.06 2603 46.1
168 [69] CFRP 150 300 0.235 34.9 3.45 1101 45.8
169 [77] CFRP 153 305 0.36 19.4 10.74 2282 33.8
170 [77] CFRP 153 305 0.66 19.4 19.69 2282 46.4
171 [77] CFRP 153 305 0.9 19.4 26.85 2282 62.6
172 [77] CFRP 153 305 1.08 19.4 32.22 2282 75.7
173 [77] CFRP 153 305 1.25 19.4 37.3 2283 80.2
174 [77] CFRP 153 305 0.36 49 10.74 2282 59.1
175 [77] CFRP 153 305 0.66 49 19.69 2282 76.5
176 [77] CFRP 153 305 0.9 49 26.85 2282 98.8
177 [77] CFRP 153 305 1.08 49 32.22 2282 112.7
178 [75] CFRP 100 200 0.6 42 15.18 1265 73.5
179 [75] CFRP 100 200 0.6 42 15.18 1265 73.5
180 [75] CFRP 100 200 0.6 42 15.18 1265 67.62
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Table A1. Cont.

No. Ref. Fiber Type d (mm) L (mm) t (mm) f ′co (MPa) fl (MPa) ff (MPa) f ′cc (MPa)

181 [75] AFRP 150 300 1.26 43 3.86 230 47.3
182 [75] AFRP 150 300 2.52 43 7.73 230 58.91
183 [75] AFRP 150 300 3.78 43 11.59 230 70.95
184 [75] AFRP 150 300 5.04 43 15.46 230 74.39
185 [70] GFRP 100 200 0.35 32 10.64 1520 54
186 [70] GFRP 100 200 0.35 32 10.64 1520 48
187 [70] GFRP 100 200 0.35 32 10.64 1520 54
188 [70] GFRP 100 200 0.35 32 10.64 1520 50
189 [70] CFRP 100 200 0.16 37 12.13 3791 60
190 [70] CFRP 100 200 0.16 37 12.13 3791 62
191 [70] CFRP 100 200 0.16 37 12.13 3791 59
192 [70] CFRP 100 200 0.16 37 12.13 3791 57
193 [76] CFRP 150 300 0.169 25.15 4.56 2024 44.13
194 [76] CFRP 150 300 0.169 25.15 4.56 2024 41.56
195 [76] CFRP 150 300 0.169 25.15 4.56 2024 38.75
196 [76] CFRP 150 300 0.338 25.15 9.12 2024 60.09
197 [76] CFRP 150 300 0.338 25.15 9.12 2024 55.93
198 [76] CFRP 150 300 0.338 25.15 9.12 2024 61.61
199 [76] CFRP 150 300 0.507 25.15 13.68 2024 67
200 [76] CFRP 150 300 0.507 25.15 13.68 2024 67.27
201 [76] CFRP 150 300 0.507 25.15 13.68 2024 70.18
202 [76] CFRP 150 300 0.169 47.44 4.56 2024 72.26
203 [76] CFRP 150 300 0.169 47.44 4.56 2024 64.4
204 [76] CFRP 150 300 0.169 47.44 4.56 2024 66.19
205 [76] CFRP 150 300 0.338 47.44 9.12 2024 82.36
206 [76] CFRP 150 300 0.338 47.44 9.12 2024 82.35
207 [76] CFRP 150 300 0.338 47.44 9.12 2024 79.11
208 [76] CFRP 150 300 0.507 47.44 13.68 2024 96.29
209 [76] CFRP 150 300 0.507 47.44 13.68 2024 95.22
210 [76] CFRP 150 300 0.507 47.44 13.68 2024 103.97
211 [76] CFRP 150 300 0.169 51.84 4.56 2024 78.65
212 [76] CFRP 150 300 0.169 51.84 4.56 2024 79.18
213 [76] CFRP 150 300 0.169 51.84 4.56 2024 72.76
214 [76] CFRP 150 300 0.338 51.84 9.12 2024 95.4
215 [76] CFRP 150 300 0.338 51.84 9.12 2024 90.3
216 [76] CFRP 150 300 0.338 51.84 9.12 2024 90.65
217 [76] CFRP 150 300 0.507 51.84 13.68 2024 110.54
218 [76] CFRP 150 300 0.507 51.84 13.68 2024 103.62
219 [76] CFRP 150 300 0.507 51.84 13.68 2024 117.23
220 [76] CFRP 150 300 0.845 51.84 22.8 2024 112.66
221 [76] CFRP 150 300 0.845 51.84 22.8 2024 126.69
222 [76] CFRP 150 300 0.845 51.84 22.8 2024 137.93
223 [76] CFRP 150 300 0.169 70.48 4.56 2024 87.29
224 [76] CFRP 150 300 0.169 70.48 4.56 2024 84.03
225 [76] CFRP 150 300 0.169 70.48 4.56 2024 83.22
226 [76] CFRP 150 300 0.338 70.48 9.12 2024 94.06
227 [76] CFRP 150 300 0.338 70.48 9.12 2024 98.13
228 [76] CFRP 150 300 0.338 70.48 9.12 2024 107.2
229 [76] CFRP 150 300 0.507 70.48 13.68 2024 114.12
230 [76] CFRP 150 300 0.507 70.48 13.68 2024 108.07
231 [76] CFRP 150 300 0.507 70.48 13.68 2024 110.38
232 [76] CFRP 150 300 0.169 82.13 4.56 2024 94.08
233 [76] CFRP 150 300 0.169 82.13 4.56 2024 97.6
234 [76] CFRP 150 300 0.169 82.13 4.56 2024 95.83
235 [76] CFRP 150 300 0.338 82.13 9.12 2024 97.43
236 [76] CFRP 150 300 0.338 82.13 9.12 2024 98.85
237 [76] CFRP 150 300 0.338 82.13 9.12 2024 98.24
238 [76] CFRP 150 300 0.507 82.13 13.68 2024 124.2
239 [76] CFRP 150 300 0.507 82.13 13.68 2024 129.58
240 [76] CFRP 150 300 0.507 82.13 13.68 2024 120.36
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Table A1. Cont.

No. Ref. Fiber Type d (mm) L (mm) t (mm) f ′co (MPa) fl (MPa) ff (MPa) f ′cc (MPa)

241 [17] GFRP 152 435 0.8 35 4.72 448 52.8
242 [17] GFRP 152 435 1.6 35 10.6 504 66
243 [17] GFRP 152 435 2.4 35 17.64 559 83
244 [17] CFRP 152 435 0.11 35 4.76 3289 55
245 [17] CFRP 152 435 0.23 35 10.72 3542 68
246 [17] CFRP 152 435 0.55 35 26.71 3691 97
247 [71] GFRP 153 305 1.44 30.86 9.9 526 53.66
248 [71] GFRP 153 305 1.44 30.86 9.9 526 56.5
249 [71] GFRP 153 305 1.44 29.64 9.9 526 67.12
250 [71] GFRP 153 305 1.44 29.64 9.9 526 55.29
251 [71] GFRP 153 305 1.44 29.64 9.9 526 60.23
252 [71] GFRP 153 305 1.44 31.97 9.9 526 59.06
253 [71] GFRP 153 305 1.44 31.97 9.9 526 60.79
254 [71] GFRP 153 305 2.2 30.86 16.71 581 72.92
255 [71] GFRP 153 305 2.2 30.86 16.71 581 65.67
256 [71] GFRP 153 305 2.2 30.86 16.71 581 77.99
257 [71] GFRP 153 305 2.2 29.64 16.71 581 74.56
258 [71] GFRP 153 305 2.2 29.64 16.71 581 93.02
259 [71] GFRP 153 305 2.2 29.64 16.71 581 71.74
260 [71] GFRP 153 305 2.2 31.97 16.71 581 77.35
261 [71] GFRP 153 305 2.2 31.97 16.71 581 77.08
262 [71] GFRP 153 305 2.97 30.86 24.97 643 85.72
263 [71] GFRP 153 305 2.97 30.86 24.97 643 86.76
264 [71] GFRP 153 305 2.97 29.64 24.97 643 86.22
265 [71] GFRP 153 305 2.97 29.64 24.97 643 114.66
266 [71] GFRP 153 305 2.97 29.64 24.97 643 87.44
267 [71] GFRP 153 305 2.97 31.97 24.97 643 86.11
268 [71] GFRP 153 305 2.97 31.97 24.97 643 83.99
269 [68] GFRP 150 300 4.28 25.61 37.21 652 71
270 [68] GFRP 150 300 4.28 25.61 37.21 652 71.3
271 [68] GFRP 150 300 4.28 25.61 37.21 652 74.7
272 [68] GFRP 150 300 4.28 25.61 37.21 652 79.2
273 [68] GFRP 150 300 4.28 25.61 37.21 652 81.5
274 [68] GFRP 150 300 4.28 25.61 37.21 652 77.5
275 [68] GFRP 150 300 4.28 25.61 37.21 652 89.9
276 [68] GFRP 150 300 5.9 25.61 52.71 670 98.5
277 [68] GFRP 150 300 5.9 25.61 52.71 670 110.3
278 [68] GFRP 150 300 5.9 25.61 52.71 670 105.2
279 [66] GFRP 168 336 3.73 58 24.33 548 90
280 [66] GFRP 219 438 3.7 58 18.52 548 68
281 [66] GFRP 100 200 3.08 37 24.52 398 81
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Abstract: The electrochemical galvanostatic pulse method (GPM) is used for the evaluation of the
degree of corrosion risk of reinforcement in concrete. This non-destructive method enables determining
the corrosion promoting conditions through the measurements of reinforcement stationary potential
and concrete cover resistivity, and determining the probability of reinforcement corrosion in the
tested areas. This method also allows for the estimation of the reinforcement corrosion activity
and the prediction of the development of the corrosion process on the basis of corrosion current
density measurements. The ambient temperature (and the temperature of the examined element) can
significantly affect the values of the measured parameters due to electrochemical character of the
processes as well as specific measurement technique. Differences in the obtained results can lead
to a wrong interpretation of reinforcement corrosion risk degree in concrete. The article attempts
to assess the effect of temperature on the measured parameters while using the galvanostatic pulse
method. The GP-5000 GalvaPulseTM set was used. The results of this study confirmed the impact of
temperature changes on the values of three measured parameters (reinforcement stationary potential,
concrete cover resistivity, and corrosion current density) and contributed to catching the trend of
these changes.

Keywords: reinforced concrete diagnostics; non-destructive method; galvanostatic pulse method;
reinforcement corrosion; temperature impact

1. Introduction

Durability is one of the main requirements for building structures [1–5]. In the steel and reinforced
concrete structures, the steel corrosion is a direct factor that affects durability of concrete [2–7]. While
in steel structures, corrosion protective coatings are usually visible, and the corrosion process itself is
relatively easy to notice and evaluate, in reinforced concrete structures, the corrosion of the reinforcement
will be undetected on the surface of concrete for many years, thus causing significant destruction and
making corrosion assessment more difficult. However, there is a group of non-destructive methods
that allow, in probabilistic terms, diagnosing the process of reinforcement corrosion in a structural
element [6–12]. These are electrochemical methods that utilize the physico-chemical properties of
concrete and steel. Small gel pores, larger capillary pores, and macro-pores form the porous structure of
concrete, which form a system of interconnected channels that are filled with ion-carrying liquid. Steel
reinforcing bars, on the other hand, are electron carriers. The flow of electrons between the existing
local anode and cathode microcells (resulting from microdefects in steel) on the bar surface and the ion
flow in the liquid filling the pores of concrete produce a kind of galvanic cell. The alkaline liquid in the
pores is an electrolyte and the reinforcing bar is an electrode [6,13–15]. Reinforcement corrosion begins
in favourable conditions, when the passive layer protecting the bar surface is damaged (usually as a
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result of concrete carbonation or action of chlorides), the pores are filled with liquid, and oxygen is
available. The iron oxidation process occurs at the anode:

2Fe→ 2Fe2+ + 4e−

and the reduction process occurs at the cathode:

2H2O + O2 + 4e− → 4OH−.

Figure 1 schematically this.

Figure 1. Reinforcement corrosion process in concrete.

In the course of the corrosion process, iron ions react with OH−; ions, forming iron hydroxide:

Fe2+ + 2OH− → Fe(OH)2

and then in the presence of oxygen:

2Fe(OH)2 + 1/2O2 → 2FeOOH + H2O.

As a result of the process, iron hydroxide is formed Fe(OH)3 and iron oxide Fe2O3 are produced.
The corrosion product, rust, is a mixture of Fe(OH)3, Fe2O3, Fe2O3, H2O, and magnetite [2,6,13,14].
The degree of reinforcing bar corrosion can be determined from Equation (1) by calculating the corrosion
loss that is based on Faraday’s law:

Δm = k × i × t (1)

where:
Δm–loss of weight [g],
K–electrochemical equivalent [g/A × s]
i–corrosive current strength [A], and
t–current flow time [s].
The corrosive current can be determined from Equation (2):

i =
ΔE

RK + RA + RO + RZ
(2)

where:
ΔE–anode and cathode potential difference,
RK, RA–cathode and anode polarization resistance, and
RO, RZ–internal and external circuit resistance.
Equation (2) indicates that the moisture level-dependent internal resistance that inhibits ion

transport is important. The diffusion is practically stopped at the moisture content below 75%.
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The temperature of the tested element also affects the ion diffusion coefficient [2,13]. The diffusion
coefficient increases with the increase in temperature (the increase rate depends on the concrete
composition), as shown by the Arrhenius equation:

D = D0e− E
KT (3)

where:
D–diffusion coefficient at temperature T [cm2/s],
D0–diffusion coefficient at temperature T = 0,
E–activation energy of the diffusion process [kJ/mol] (dependent on w/c and type of cement),
R–gas constant (R = 8.3144598(48) [J/mol × K]), and
T–absolute temperature [K].
As a result of the electrochemical process of reinforcement corrosion in concrete, certain electrical

quantities change. Stationary potential, concrete resistivity, or corrosion current density can be
measured and used for the estimation of the extent of reinforcement corrosion. Measurements are made
while using specialized devices and the results are analyzed against the criteria values pre-determined
for a given device [6,12,16–32]

The galvanostatic pulse method (GPM) is one of the methods used for this purpose [21–32]. It is a
non-destructive polarization technique that allows for measurements of the reinforcement stationary
potential on the concrete surface (Est), concrete cover resistivity (Θ), and corrosion current density (icor).
The measurements of the reinforcement stationary potential and the concrete cover resistivity are called
basic measurements. It should be noted that the values of the reinforcement stationary potential and
the concrete cover resistivity are only estimates of the probability of reinforcement corrosion risk in the
investigated areas, and the measurement results are not meaningful. Corrosive current density data,
on the other hand, allow for the estimation of corrosion activity in the reinforcement and prediction
of its rate over time. The dynamic equilibrium on the electrode (reinforcing bar) immersed in the
electrolyte (alkaline liquid filling the pores) has to be disturbed (polarization of the reinforcement) to
conduct the measurements. In the case of the galvanostatic pulse method, a current of certain intensity
generates such a disturbance.

External factors, including electrolyte temperature, have some influence on the intensity of the
process due to the fact that ions flow as a result of diffusion in the pore liquid, and thus also on the
measured electrical values. As reported by Neville [2], the diffusion coefficient (D) increases as the
electrolyte temperature increases (3), which is directly related to the ion flow rate in the electrolyte
and the measurement of this flow. In addition, the increase in temperature accelerates depolarization,
which is important when galvanostatic pulse measurements are used. Although the galvanostatic pulse
method has been used for several years [21–31], few authors have evaluated the impact of temperature
on the measurement results [20,23,25,28,30,31]. Most research has been devoted to the impact of
environmental conditions, i.e., both temperature and moisture content. Little or no information
regarding the possible correlation between the temperature of the tested element and the obtained
measurement results can be found in the literature, which suggests that it is not taken into account.

The authors’ previous research [21,25,28] prompted the thesis that the temperature of the tested
element has a significant impact on the values of the measured parameters, which is also indicated
by the physico-chemical nature of the reinforcement corrosion process in concrete. The results
of measurements that were made on the same laboratory specimen, both outdoors in winter (in
temperature of about 0 ◦C) and indoors at room temperature (about 23 ◦C), varied noticeably [25,28].
Similar observations of differences in the corrosion rates between September 2000 and April 2001
were reported in [23]. For this reason, tests were carried out on a larger number of samples under
gradually changed thermal conditions. The purpose of the work was to determine an influence of
the temperature of the tested element on the measurement results of three parameters: the corrosion
current density, the reinforcement stationary potential, and the concrete cover resistivity. The influence
of temperature on the results of potential and resistivity measurements may result in incorrect marking
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of areas for advanced measurements and, as a consequence, disturb corrosion risk assessment, although
measurements of stationary reinforcement potential and concrete cover resistivity are less important
than measurements of corrosive current density in general GPM tests. Analysis of the values of these
parameters allows for the estimation of actual steel reinforcement corrosion degree.

2. Measuring Device

The GP-5000 GalvaPulseTM set is one of the devices designed to measure stationary reinforcement
potential and concrete cover resistivity (basic measurements) or, additionally, corrosion current density
(advanced measurements) whileusing the polarization method [32]. The half-cell potential is measured
to an accuracy of ± 5 mV with the Ag/AgCl electrode. The electrical resistance is estimated to be
measured with an accuracy of ± 5% [32]. The main elements of the set include the control and recording
device (PSION minicomputer), silver-chloride reference electrode (Ag/AgCl), and calibration device
(Figure 2).

 

Figure 2. The GP-5000 GalvaPulseTM set.

The GP-5000 GalvaPulseTM can be used in both laboratory and field conditions. Measurements
are made on the surface of the element at the points evenly distributed above the reinforcement.
This allows for creating graphical maps of the distribution of measured parameters and facilitates
further comprehensive analysis of the results, especially for large-size elements. For the measurements,
the reinforcing bar (local hole is required) is connected with the calibrated control and recording device
(PSION minicomputer) and with the reference electrode.

Before the measurements, the location of the tested bar is determined and its continuity along
the tested section is checked. Where the electrode is applied, the concrete surface must be properly
cleaned and wetted. The recommended concrete resistivity should be no more than 50 kΩ·cm. Changes
in the moisture content in concrete result in resistivity changes, which, at a given constant current
strength, could lead to incorrect measurements of the reinforcement stationary potential. Therefore,
the moisture concentration on the tested surface should be maintained as constant throughout the
measurement period. Figure 3 shows the connection scheme of the GP-5000 GalvaPulseTM set with the
tested reinforcement.
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Figure 3. The connection scheme of the GP-5000 GalvaPulseTM set with the tested reinforcement.

The measuring device must be properly calibrated by entering the coordinates of the measurement
points on the test surface, pulse duration (5 ÷ 20 s), current strength (5 ÷ 400 μA; a higher value is
expected for bigger quantity of corrosion products), reinforcing bar parameters (diameter, length,
surface area), and by activating (if necessary) the ring that limits the electrode area of operation.

Information on the criteria for the interpretation of the test results is attached to the apparatus
(Table 1). It is possible to infer about the probability of reinforcement corrosion in the examined area,
and the corrosion process rate can be estimated based on the value of the corrosion current density,
depending on the obtained values of the reinforcement stationary potential and the concrete cover
resistivity. Table 1 summarizes the appropriate criteria for measurements performed while using a
GP-5000 GalvaPulseTM set. The reference values should not be compared with the measurements that
were obtained with other devices [6,32].

Table 1. Criteria for assessing the reinforcement corrosion risk level [32].

Criteria for Assessing the Degree of Reinforcement Corrosion Risk by use a GP-5000 GalvaPulseTM Set

Corrosion current
density

Reinforcement Corrosion Activity, icor[μA/cm2]
Corrosion Rate,

[mm/year]

<0.5 not forecasted corrosion activity <0.006

0.5 ÷ 2.0 irrelevant corrosion activity 0.006 ÷ 0.023

2.0 ÷ 5.0 low corrosion activity 0.023 ÷ 0.058

5.0 ÷ 15.0 moderate corrosion activity 0.058 ÷ 0.174

>15.0 high corrosion activity >0.174

Reinforcement
stationary

potential, Est [mV]
vs. Ag/AgCl

<−350 95% of corrosion probability

−350 ÷ −200 50% of corrosion probability

>−200 5% of corrosion probability

Concrete cover
resistivity, Θ

[kΩ·cm]

≤10 high corrosion probability

10 ÷ 20 medium corrosion probability

≥20 small corrosion probability

3. Research Methodology and Material

Seven rectangular specimens with dimensions 210 × 228 × 100 mm were cast. The specimens were
made from the same concrete mixture (C40/45) under identical laboratory conditions. The following
quantities of constituents were assumed for 1 m3 of the mixture: cement (CEM I 52.5) – 390 kg, sand
– 660 kg, aggregate 2 ÷ 8 – 617 kg, aggregate 8 ÷ 16 – 694 kg, water – 155 L, plasticizer (1.84 g), and
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air-entraining admixture (0.47 g). Two parallel ribbed bars with a diameter of 8 mm that were made of
BST 500 steel were placed in each specimen 70 mm from the side edges and 25 mm from the upper
specimen surface – the cover (Figure 4). The specimens were stored at a temperature of 20 ◦C ± 2 ◦C,
and relative humidity of 50% ± 5%.

 

Figure 4. The test specimen.

An orthogonal grid of four measuring points was established for measurement purposes, being
spaced evenly every 70 mm on each specimen (two points above each bar) in which reinforcement
stationary potential, concrete cover resistivity and corrosion current density were measured (Figure 5).
The measurements were carried out in accordance with the requirements of the GP-5000 GalvaPulseTM

use. The obtained results were archived in the created database.

 

Figure 5. Photo of measurements carried out on one of the tested specimens.

The test temperatures were varied and they included 1 ◦C, 5 ◦C, 8 ◦C, 10 ◦C, 15 ◦C, 18 ◦C, and
21 ◦C. The choice of temperature range resulted from the intention to reflect the real conditions in
which in-situ research is usually carried out. Measurements were not possible at minus temperatures
due to the specifics of the measurement technique, i.e., the use of the electrolysis process and the need
for strong hydration of the concrete surface in the studied area. The temperature of specimen surface
was measured every time at three points while using a non-contact infrared thermometer with a range
of −50 ◦C ÷ 380 ◦C and tolerance of +/−0.5 ◦C.
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4. Research Results and the Analysis

The data sets of the measured parameters (reinforcement stationary potential-Est, concrete cover
resistivity-Θ, and corrosion current density-icor) as a function of temperature were produced, as shown
in Figure 6 (measured values) and Figure 7 (relative values referred to the values measured at T = 1 ◦C).
The graphs show the relation between the obtained results and the specimen temperature.

Analysis of the values of parameters determining the probability of reinforcement corrosion in
the examined region, i.e., reinforcement stationary potential (Est) and concrete cover resistivity (Θ),
showed that the obtained values were in the ranges: Est = −212 ÷ 295 mV and Θ = 5.3 ÷ 57.5 kΩ·cm.
As described earlier, the measurements were made on the same specimens at the same measuring
points, but at varied temperature values. While the values of reinforcement stationary potential at
almost all assumed temperatures were less than −200 mV, which indicated the same 5% probability of
reinforcement corrosion in the tested region (although with a wide spread of results), the values of
concrete cover resistivity exhibited relatively high variability and, thus, led to significantly different
conclusions about the corrosion probability-from low to high. Thus the temperature of the concrete
cover has a large impact on its resistivity. The results of the third measured parameter, i.e., corrosion
current density, were in the range of irrelevant corrosion activity, icor = 0.18 ÷ 1.0 μA/cm2, which
corresponded to the real condition of the tested specimens.

In addition, at a given measurement point for a given parameter, the changes in its value versus
temperature were quite similar. This indicates a constant (though not equally significant) effect of
specimen temperature on the obtained values of the measured parameter. The values were averaged
in order to discover the global trend of changes in the value of each parameter, as shown in Figure 6.
The plot of average values is marked with a red thick line, whereas the black thin line denotes the
approximating function in the form of a three-degree polynomial.

 

(a) 

Figure 6. Cont.
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(b) 

 
(c) 

Figure 6. Parameter values measured on specimens at various temperatures; (a) reinforcement
stationary potential, (b) concrete cover resistivity, (c) corrosion current density.
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(a) 

 
 

(b) 

Figure 7. Cont.
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(c) 

Figure 7. Relative values of measured parameters on samples at different temperatures; (a) reinforcement
stationary potential, (b) concrete cover resistivity, (c) corrosion current density.

The average value of the reinforcement stationary potential noticeably dropped with the increase
in temperature of the tested specimen. The plot of the absolute value changes ranged from Est ≈ 0 mV
at T = 1 ◦C to Est ≈ −77 mV at T = 21 ◦C. These changes are not strictly monotonic and they are in the
range of insignificant values (Figure 6a).

The changes in the concrete cover resistivity values were more explicit and unidirectional.
The average value decreased from Θ ≈ 41 kΩ·cm at T = 1 ◦C to Θ ≈ 10 kΩ·cm at T = 21 ◦C. The graph
does not differ significantly from the linear one (Figure 6b).

Changes in the average corrosion current density values were also proportional to changes in
specimen temperature and ranged from icor ≈ 0.36 μA/cm2 at T = 1 ◦C to icor ≈ 0.72 μA/cm2 at T = 21 ◦C.

To assess changes in the values of the measured parameters (Est, icor, Θ) obtained at different
temperatures, the plots of relative values were prepared. All of the values were referred to those that
were obtained at T = 1 ◦C chosen in this case as the reference temperature. This approach gives the
possibility to correct the results in the case of need to compare them with the results that were obtained
during measurements performed in different conditions, e.g., in different seasons.

The observed relatively small changes in the average relative values of the reinforcement stationary
potential Est are visible in Figure 7a. The positive and negative values of this parameter disturb general
analysis of the relative values. It should be remembered that, in in-situ studies, only negative values
represent a reliable and significant range of results. Values that are greater than Est = −200 mV indicate
very low corrosion probability. Therefore, the trend of changes as a function of temperature was
verified on specimens with advanced reinforcement corrosion and presented in a separate publication.

The average value of the concrete cover resistivity (Θ) at higher temperatures clearly decreases
down to 25% of the value at T = 1 ◦C. As the changes are significant, the inference about the corrosion
risk of the tested element will be different.
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The most important factor enabling the determination of the reinforcement corrosion activity,
i.e., the corrosion current density (icor) changed by ~100% at the temperature T = 21 ◦C in relation to
the reference temperature (i.e., T = 1 ◦C). While the absolute values, regardless of the temperature,
were insignificant and indicated low reinforcement corrosion activity, the observed relative changes of
the icor values in relation to those that were measured at the reference temperature are considerable.
Therefore, the prediction of the reinforcement corrosion activity requires taking into account the
temperature of the element being tested. Otherwise, the measurement will be inaccurate.

There were extreme differences in the relative values of the measured parameters at individual
points in relation to the average values at these points: the reinforcement stationary potential - Est ±
200 ÷ 500 %, the concrete cover resistivity - Θ ± 40 ÷ 85%, and the corrosion current density - icor ± 25
÷ 300%.

5. Conclusions

The tests confirmed the effect of temperature on the assessment of reinforcement corrosion risk
in concrete by the galvanostatic pulse method. The differences in the values of the reinforcement
stationary potential, concrete cover resistivity, and corrosion current density, measured on the same
specimens but at different temperatures, in some cases amounted to several dozen percent. This means
that measurements of real structural elements made while using the GPM at different temperatures
(seasons) can lead to incorrect estimation of the probability of reinforcement corrosion in the examined
area and the incorrect assessment of its corrosion activity over time. Therefore, it is advisable to
specify the appropriate temperature correction factors for measurements made while using the GPM.
The authors’ intention is to estimate the value of the necessary correction factors.
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